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1
Synthesis and Chemistry of a,b-Didehydroamino Acids
Uli Kazmaier

1.1
Introduction

Although a,b-didehydroamino acids (DDAAs), where the term �didehydro-� is used
to indicate the lack two hydrogen atoms, do not belong to the group of proteinogenic
amino acids, they are commonly found in nature as building blocks of didehydro-
peptides (DDPs), mainly as secondary metabolites of bacteria and fungi or other
lower organisms. Most of these compounds show interesting biological activities,
such as the b-lactam antibiotics of the cephalosporin group [1], the herbicidal
tetrapeptide tentoxin [2], or the antitumor agent azinomycin A (carzinophilin) [3]
(Figure 1.1).
From a chemical point of view, DDAAs are interesting candidates for the synthesis

of complex amino acids (e.g., via additions to the double bond). Therefore, it is not
surprising that the research on this important class of amino acids has been reviewed
frequently (e.g., by Schmidt [4], Chamberlin [5], and K€onig et al. [6]). This chapter
gives an overview of the different protocols for the synthesis of DDAAs and their
typical reaction behavior.

1.2
Synthesis of DDAAs

1.2.1
DDAAs via Eliminations

1.2.1.1 DDAAs via b-Elimination
1.2.1.1.1 From b-Hydroxy Amino Acids The elimination of water from the corre-
sponding b-hydroxy amino acids is a straightforward approach towards DDAAs,
especially if the required hydroxy acids are readily available such as serine and
threonine. On elimination didehydroalanine (DAla) and didehydroaminobutenoate

j3
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(DAbu) are formed, two DDAAs also found widely in nature, such as in geninthio-
cin [7], berninamycin A [8], or thiostrepton (Figure 1.2) [9].
A wide range of reagents can be used for the activation of the OH group and

elimination occurs in the presence of a suitable base. Useful combinations are oxalyl
chloride [10], (diethylamino)sulfur trifluoride [11], dichloroacetyl chloride [12], tosyl
chloride [13], and pyridine or NEt3. PPh3/diethyl azodicarboxylate [14] and carbo-
diimides in the presence of CuCl [15] can be used as well, and in general the
thermodynamicallymore stable (Z) isomer is formedpreferentially [16].With respect
to an application of this approach towards the synthesis of natural products, a
stereoselective protocol is required, providing either the (E)- or (Z)-DDAA. Sai et al.
reported a high selectivity for the (E)-DAbu from threonine by using 1-ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC) in the presence of CuCl2, while the (Z)
isomer was obtained from allo-threonine (Scheme 1.1) [17]. Short reaction times
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(0.5 h) are required for good (E) selectivity, because isomerization is observed under
the reaction conditions. Therefore, longer reaction times strongly favor the thermo-
dynamic (Z) product.
An alternative approach was reported by Wandless et al. [18]. They described a

stereoselective elimination using SOCl2/1,8-diazabicyclo[5.4.0]undec-7-ene (DBU).
This reaction proceeds via a cyclic sulfamidite that can be isolated and purified,
undergoing elimination on treatment with DBU. This protocol provides the
opposite isomer compared to the Sai et al. procedure. Wandless et al. used their
method for the stereoselective synthesis of disubstitutedDDAAs in their synthesis of
phomopsin and illustrated that this protocol is also suitable for the synthesis of
DDPs.

1.2.1.1.2 From b-Thio- and Selenoamino Acids One of the best methods for the
synthesis of didehydroalanine, and peptides containing this amino acid, starts from
S-methylcysteine derivatives. S-Alkylation provides sulfonium salts that undergo
elimination in a basicmediumunder relativelymild conditions [19]. Alternatively, the
oxidation of thio- [20] and selenoamino acids [21] and subsequent thermolysis
provides DDAAs in high yield. This approach was used successfully in natural
product synthesis [22]. Nahamura et al. reported on a solid-phase synthesis of cyclic
DDP AM-Toxin II using a selenated alanine as an anchoring residue (Scheme 1.2).
After peptide synthesis and cyclization the seleno group was oxidized with tert-
butylhydroperoxide (TBHP) and subsequent cleavage from the resin providing the
natural product [23].
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Scheme 1.1 Synthesis of DDAAs via b-elimination of water:
(a) 2 equiv. EDC, 0.1 equiv. CuCl2, toluene, 80 �C, 0.5 h;
(b) 20 equiv. NEt3, 10 equiv. SOCl2, CH2Cl2, �78 �C, 30min,
(c) 10 equiv. DBU, CH2Cl2, 0 �C, 30min.
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1.2.1.2 Elimination from N-Hydroxylated and -Chlorinated Amino Acids and Peptides
In 1944, Steiger reported on the elimination of H2O from N-hydroxy amino acids in
the presence of acetic anhydride/pyridine [24]. The in situ formed O-acetylated
derivatives can be eliminated at room temperature in the presence of NEt3 [25] or
DBU [26]. The most convenient approach is the elimination using tosyl chloride/
NEt3, which gives the required DDAA inminutes with good (E) selectivity and nearly
quantitative yields (Scheme 1.3) [27].
Similar good results are obtained in eliminations of N-chlorinated amino acid

derivatives which can easily be obtained by oxidation of acylated amino acids with
tBuOCl/NaOR [28] or NaOCl [29]. Primarily, an iminoester is formed, which
undergoes isomerization to the enamide structure.

1.2.1.3 DDAAs from a-Oxo Acids and Amides
a-Oxo acids undergo addition of carboxamides on heating. a-Hydroxy-a-acylamino-
carboxylic acids are formed primarily, which can undergo elimination of H2O giving
rise to DDAAs (Scheme 1.4) [30]. Using amino acid amides, this protocol can also be
applied for the synthesis of DDPs. Best results are obtained with Cbz- or trifluor-
oacetic acid-protected amino acid amides, while side-products are observedwith Boc-
protected derivatives [31].N-AlkylatedDDAAs canbe obtained in a similarmanner by
condensing primary amines with pyruvates, followed by acylation of the imine
formed [32].
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1.2.1.4 DDAAs from Azides
a-Azidoacrylates are also suitable candidates for the synthesis of DDAAs. The azido
group can be reduced electrolytically [33] or via Staudinger reaction [34]. In the latter
case, with phosphines or phosphites the corresponding iminophosphoranes or
phosphoric amides are obtained (Scheme 1.5).
Saturated a-azidocarboxylates can be converted into DDAAs on treatment with

strong bases such asBuLi or lithiumdiisopropylamide. The in situ formed iminoester
can be directly acylated to the corresponding N-acylated DDAA [35]. By far the best
method for the conversion of a-azidocarboxylates to DDAAs is their reaction with
acyl halides or chloroformates in the presence of Re2S7 or NaReO4 (Scheme 1.6) [36].
With phosgene as the acylating reagent, the corresponding Leuch�s anhydrides are
formed [37].

1.2.2
DDAAs via C¼C Bond Formation

1.2.2.1 DDAAs via Azlactones [5(4H)-Oxazolones]
The Erlenmeyer azlactone synthesis [38] is a classical method for the synthesis of
DDAAs, preferentially bearing aromatic or heteroaromatic substituents. Often this
reaction is performed as a one-pot protocol bymelting an aldehyde, acylglycine, acetic
anhydride, and sodiumacetate at about 140 �C [39]. For sensitive aldehydes a two-step
procedure is more convenient, where the azlactone is prepared first and the
subsequent aldol condensation is carried out in the presence of base under mild
conditions [40]. The (Z) oxazolones are formed preferentially, but these can undergo
isomerization to the corresponding (E) derivatives in the presence of phosphoric acid
or HBr [39b]. Apart from aldehydes, a wide range of electrophiles can be reacted with
the deprotonated azlactone (Scheme 1.7). While imines give the same products such
as aldehydes and ketones [40, 41], amines in the presence of orthoesters give rise to
b-aminoalkylidene oxazolidinones [42]. Similar structures are obtained in the reac-
tion with ynamines [43].
Ring opening of the oxazolinone is possible with a wide range of nucleophiles.

While hydrolysis gives the N-benzoylated DDAAs, with alcohols the corresponding
esters are obtained [39b]. Ring cleavage with amino acid esters gives direct access to
DDPs containing a N-terminal DDAA [44].
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Scheme 1.5 Synthesis of DDAAs from azidoacrylates.
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Scheme 1.6 Synthesis of DDAAs from azidoarboxylates.
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1.2.2.2 DDAAs via Horner–Emmons and Wittig Reactions
Aquite popular approach towardsDDAAswas developed by Schmidt et al. based on a
phosphonate condensation of N-protected dimethoxyphosphoryl glycinates [45].
TheCbz- andBoc-protected derivatives are commercially available or can be prepared
in large scale from glyoxylic acid [45, 46]. Condensations of these phosphonates with
aldehydes, also highly functionalized ones, proceed well in the presence of KOtBu or
DBU as a base, and the (Z)-DDAAs are formed preferentially (Scheme 1.8) [47].
Subsequent asymmetric catalytic hydrogenation (see Section 1.3.1.4) provides
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straightforward access to nonproteinogenic amino acids. Therefore, this approach
has found many applications in amino acid [48] and natural product syntheses [49].
Incorporating dimethoxyphosphoryl glycine into peptides allows a direct synthesis of
DDPs [47], as has been illustrated in the synthesis of celenamide A [47a, 50] and
antrimycin D [51].
During their synthesis of stephanotic acid, Moody et al. [52] developed an

independent approach towards phosphoryl glycine-containing peptides based on
a rhodium-catalyzed NH insertion of the corresponding carbenes into amino acid
amides (Scheme 1.9) [53].
By incorporating an alkoxyphosphoryl glycine into heterocycles such as hydantoins

(1) this phosphonate condensation approach can be used for the synthesis of cyclic
DDAA derivatives (Figure 1.3) [54]. Introduction of stereogenic centers into the
heterocycle allows subsequent diastereoselective reactions of the DDAAs obtained.
Williams et al. introduced the chiral phosponate 2 as a precursor for �chiral� didehy-
droalanine, which was subjected to modifications on the double bond, such as
cycloadditions [55]. Chai et al. described phosphonates 3 as a precursor for methylene
piperazine-2,5-diones, which were used as templates for amino acid syntheses [56].
Comparable to these phosphonate condensations are the corresponding Wittig

reactions using N-acyl-a-triphenylphosphonioglycinates. These Wittig reagents can
be obtained either from the corresponding a-hydroxyglycinates via halogenation/
PPh3 substitution [46] or from the corresponding 4-triphenylphosphoranylidene
azlactones [57]. Elimination occurs on treatment with base, giving an equilibrated
mixture of the N-acylimino acetates and the phosphonium ylides. Addition of
nucleophiles results in the formation of substitution products [58], while on addition
of electrophiles, such as aldehydes, the formation of DDAAs (as a E/Z mixture) is
observed (Scheme 1.10) [59]. This approach found several applications in the
synthesis of b-lactams [60].
Steglich et al., who were the first to describe the synthesis of theseWittig reagents,

observed a dimerization of halogenated glycinates on treatment with PPh3 [46]. This
can easily be explained by a reaction of the N-acylimino acetates and the phosphoni-
um ylides formed in situ. This dimerization process can also be transferred to
peptides giving rise to cross-linked DDPs (Scheme 1.11) [61].
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1.2.2.3 DDAAs via Enolates of Nitro- and Isocyano- and Iminoacetates
Nitroacetic esters can easily undergo Knoevenagel reactions with a wide range of
aldehydes [62] or imines [63] giving rise to a,b-unsaturated a-nitro esters. b-Alkoxy-
or b-amino-substituted derivatives are obtained from orthoformates [64] or dialkyl-
formamide dialkylacetals [65]. Condensation in the presence of TiCl4/base is an
especially mild protocol and gives high yields of an isomeric mixture
(Scheme 1.12) [66]. The unsaturated nitro esters obtained are excellent Michael
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acceptors. Nucleophilic or radical addition and subsequent reduction of the nitro
group provides easy access to highly substituted amino acids [67b,67]. The nitro
group of the unsaturated esters can be reduced easily without affecting the double
bond using aluminum amalgam [68], zinc in glacial acetic acid [69], or by catalytic
hydrogenation using Raney nickel [70] or Pt/C [71].
Sch€ollkopf et al. reported on similar condensation reactions using isocyano

acetates. Condensation with aldehydes [72] and ketones [73] in aprotic solvents gives
rise toN-formylated DDAAs, probably via oxazoline intermediates [74]. The reaction
conditions are relatively mild and allow the condensation of sensitive carbonyl
compounds. Best resultswitha,b-unsaturated carbonyls are obtained in the presence
of Lewis acids such as ZnCl2 or CuCl (Scheme 1.13) [75]. The unsaturated oxazoline
obtained can be cleaved to theN-formylatedDDAAusing Pd(OAc)2/PPh3. According
to comparable reactions described for the nitro acetates, orthoformates [76] and
dimethylformamide acetals [77] give rise to the corresponding b-alkoxy or b-amino
substituted DDAAs. a,b-Unsaturated isocyano acetates can be obtained via phos-
phonate condensation [78].
The isocyanides can not only be hydrolyzed to the corresponding N-formyl

DDAAs [79], they can also be used in multicomponent couplings such as the
Passerini [80] or Ugi [81] reactions. This allows direct incorporation of DDAAs into
peptides. Armstrong et al. used such an approach during their synthesis of azino-
mycins (Scheme 1.14) [81a,b].
O�Donnell�s imino glycinates are very useful nucleophiles and valuable precursors

for the synthesis of complex amino acids [82]. Alvarez-Ibarra et al. reported on their
applications in DDAA synthesis via nucleophilic addition to alkynoates
(Scheme 1.15). Reaction with methyl propiolate gave rise to the (Z)-configured
DDAA in a thermodynamically driven process. The in situ formed vinyl anion
underwent 1,3-hydride shift and subsequent migration of the double bond to the
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a,b-position [83]. On the other hand, b-substituted derivatives were best prepared by
treatment of deprotonated imino glycinates with substituted alkynoates giving (E/Z)
mixtures of products [84]. By using naked enolates, prepared in the presence of crown
ethers or by using Schwesinger base [85], the enolate formed after isomerization
could be trapped with electrophiles such as benzyl bromide [83].

1.2.3
DDAAs via C�C Bond Formation

1.2.3.1 DDAAs via Heck Reaction
The synthesis of a wide range of DDAAs from the most simple and easily available
representative, didehydroalanine, is a straightforward and highly attractive
approach [86]. Especially the reaction of aryl halides in combination with asymmetric
catalytic hydrogenation of the DDAA formed gives easy access to libraries of
substituted phenylalanines [87]. Frejd et al. applied this approach for the synthesis
of dendrimers, containing a C-3-symmetric phenylalanine derivative as the center
unit (Scheme 1.16) [88]. Gibson et al. used an intramolecular Heck reaction as the
cyclization step in their synthesis of didehydrophenylalanine cyclophanes [89].
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The Heck reaction can also be performed under solvent-free conditions in a ball
mill [90] or on solid support [91].

1.2.3.2 DDAAs via Cross-Coupling Reactions
DDAAs containing a leaving group at the b-position can be subjected to a wide range
of cross-coupling reactions such as Suzuki, Stille, or Sonogashira couplings, allowing
the synthesis of highly functionalized and complex amino acids. b-Brominated or
iodinated DDAAs, easily obtained by a halogenation/elimination approach (see
Section 1.3.3) can be coupled with a wide range of boranes [92], borates [93], or
boronic acids (Scheme 1.17) [94]. Cross-coupling occurs under retention of the olefin
geometry. In general, the (E)-b-halogen DDAAs give higher yields of the substituted
(E)-DDAAs, compared to the (Z) derivatives [95]. The corresponding triflates are
easily obtained from the corresponding b-keto amino acids as nicely illustrated in the
synthesis of functionalized carbapenems [96].
Queiroz et al. reported on an interesting one-pot reaction consisting of a palladium-

catalyzed borylation of aryl halides and subsequent Suzuki coupling with b-bromi-
nated DDAAs (Scheme 1.18). The DDAAs obtained were subjected to a metal-
assisted intramolecular cyclization giving indoles [97].
Stille couplings [98] have found several applications in the modification of

b-lactams [99]. Iodinated bicyclic DDAAs were coupled with a wide range of
nucleophiles such as vinyl and (het)aryl stannanes as well as stannyl acetate, thiolate,
and acetylide (Scheme 1.19). The reaction with (Me3Sn)2 allowed the synthesis of
stannylated b-lactams that could be coupled with electrophiles [100].
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Sonogashira couplings of halogenated DDAA derivatives with terminal alkynes
allows the synthesis of highly unsaturated amino acids [29]. Coupling with
p-bromophenyl acetylene, for example, gives rise to a brominated DDAA, which
can be further modified, for example, via Suzuki coupling (Scheme 1.20) [101].

1.3
Reactions of DDAAs

1.3.1
Additions to the C¼C Bond

1.3.1.1 Nucleophilic Additions
In principle, suitably protected DDAAs react in the same way as acrylic acid
derivatives, undergoing 1,4-addition of a wide range of nucleophiles, such as
amines [102], thiols [103], or electron-rich N-heterocycles (Scheme 1.21) [104]. For
example, addition to didehydroproline derivatives proceeds stereoselectively, giving
the 1,4-addition products as single stereoisomers [102]. It should be mentioned that
under acidic conditions the addition of the nucleophile occurs preferentially to the
a-position of the DDAA [105].
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Best results in the 1,4-addition are obtained with substrates containing two
electron-withdrawing groups on the nitrogen, as illustrated in the addition of several
heterocycles [106]. If one of these electron-withdrawing groups is a tosyl group,
the substituted DDAAs are obtained via an addition/elimination mechanism
(Scheme 1.22) [107].
Additions of stabilized carbanions [108] and enols [109] or enamines [110] result in

the elongation of the amino acid side-chain. The application of chirally modified
DDAAs [111] allows the stereoselective synthesis of unnatural amino acid derivatives
(Scheme 1.23) [112]. Furthermore, highly functionalized substituents can be intro-
duced via cuprate addition [113] – a reaction that also gives good selectivities with
cyclic chiral DDAAs such as 4 [114]. 1,4-Additions to acyclic chiral esters in general
are less selective [115]. If the cuprate is generated in situ from a halide via
halogen–zinc exchange (Luche conjugate addition) [116] the reaction can be carried
out under aqueous conditions [117].
The addition of sulfur ylides to DDAAs is a straightforward approach to 1-

aminocyclopropane carboxylic acids [118]. Williams et al. described the first asym-
metric synthesis of a cyclopropane amino acid via addition of a sulfur ylide to a
chirally modified DDAA 5 (Scheme 1.23). Excellent yields and diastereoselectivities
were obtained, and the free amino acid was obtained via reduction under Birch
conditions and subsequent cleavage of the Boc protecting group [55, 119].
Meanwhile, the additions of sulfur ylides to a range of other chiral DDAA

derivatives, such as the pivane derivative 6 [120], the oxazinone 7 [121], the
diketopiperazine 8 [122], or the oxazolone 9 [123], were described (Figure 1.4).

1.3.1.2 Radical Additions
DDAAs are good acceptors for radicals, generated for example, from alkyl or acyl
halides using the Bu3SnH/AIBN protocol [124]. This approach has found many
applications, especially in cyclization reactions [125] (e.g., for the synthesis of
pyroglutamates starting from a-halo amides [126]). In principle, the primarily
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formed cyclic radical can be trapped with another radical acceptor [127] or can
undergo a domino cyclization if a suitable double bond is present in the molecule
(Scheme 1.24). Depending on the substitution pattern and the tin hydride used,
mixtures of mono- and bicyclic products are obtained as single regio- and diaster-
eomers, as a result of a 5-endo-6-endo cyclization [128]. Alternatively, the radicals can
also be generated from epoxides using TiCl3 – an approach which was used for the
synthesis of glycosylated amino acids [129].
An interesting combination of radical addition and palladium-catalyzed allylic

alkylation was reported by Takemoto et al. [130]. The initially formed chelated radical
is converted into a chelated enolate, which then undergoes subsequent allylic
alkylation (Scheme 1.24).
Vederas et al. reported on the generation of radicals from protected glutamates via

the corresponding diacyloxoiodobenzene [131]. Additions to didehydroalanine deri-
vatives gave rise to DDAAs, which were converted into diaminopimelic acids via
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catalytic hydrogenation. The reactionwas also carried out with commonly used chiral
didehydroalanine analogs, such as oxazinone 10 [132], imidazolidinone 11 [133], and
oxazolidinone 12 (Figure 1.5) [134]. In the last case the expected dimerization
products were also obtained. The chirally modified DDAAs allow the diastereose-
lective generation of amino acids. In principle, chiral auxiliaries can be used as well,
such as chiral esters [135].
Sibi et al. reported another elegant protocol for enantioselective radical additions

using a selective hydrogen atom transfer from tin hydride in the presence of a Lewis
acid and a chiral ligand. The results strongly depend on the reaction conditions,
especially the Lewis acid used, but under optimized conditions enantiomeric
excesses up to 85% are possible (Scheme 1.25) [136].

1.3.1.3 Cycloadditions
Cycloadditions of DDAAs give rise to quaternary amino acids. This area of reactions
was covered by an excellent review by Cativiela andDiaz-de-Villegas [137]. Therefore,
only the general principle and new developments will be discussed herein.
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1.3.1.3.1 [3þ 2] Cycloadditions The addition of diazo compounds towards
DDAAs is an interesting approach for the synthesis of aminocyclopropane carboxylic
acids (see also S-ylide addition, in Section 1.3.1.1). The reaction occurs via a 1,3-
dipolar cycloaddition providing a pyrazoline. Extrusion of N2, either thermally or on
photolysis, gives rise to cyclopropane derivatives [120b,138]. Various chirally modi-
fied DDAAs have been used to control the stereoselective outcome of the
reaction [139]. Excellent results were obtained with proline-containing diketopiper-
azines, which gave the corresponding pyrazolines almost as single diastereomers
(>95% d.s.). Photolysis produced the spirocyclopropanes, which could be cleaved
under acidic conditions to the free amino acids (Scheme 1.26). Best results were
obtained with the N-Boc-protected diketopiperazines [140].
Due to the toxicity and lability of the diazo compounds, recent studies primarily

focused on practical aspects and the handling of the diazo compounds. Aggarwal and
Cox described asymmetric cyclopropanations with diazo compounds that were
released in situ from tosylhydrazones. Interestingly, the (E)-configured product was
formed preferentially by simplewarming of the components to 40 �C. The (Z) isomer
was the major one in the presence of an iron porphyrin (ClFeTPP) catalyst, although
in this case the selectivity was moderate (Scheme 1.27) [141].
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The 1,3-dipolar cycloaddition of azomethine ylides, easily obtained from N-
alkylidene amino acid esters, to electron-deficient alkenes is a straightforward
approach for the synthesis of functionalized prolines. Pyne et al. investigated the
cycloaddition of chiral oxazolidinones (Scheme 1.28). The azomethine ylides were
generated in situ in the presence of the DDAA-derivative by treating their tetrahy-
drofuran (THF) or MeCN solution with base (DBU or NEt3). In nearly all cases
investigated the reactions were completely regioselective with a high preference for
the exo diastereomer. The auxiliary could be removed easily by saponification [142].
Similar results were also obtained with nitrones [143] and nitrile oxides [144].

Cyclopentenyl glutamates were obtained by a [3 þ 2] cycloaddition of phosphor-
ylides [145], obtained by nucleophilic attack of phosphines on allenic or alkynoic acid
esters [146].

1.3.1.3.2 [4þ 2] Cycloadditions The Diels–Alder reaction is probably the most
efficient method for the stereoselective synthesis of six-membered rings. This
protocol has found widespread application in amino acid synthesis [137] and nearly
all chirally modified DDAAs described so far have been used in this reaction [147].
Several functionalized cyclohexane a-amino acids have been synthesized as con-
formationally constrained amino acid analogs [148].
The reactions can be carried out thermally or in the presence of Lewis acids, while

the rate of theDiels–Alder reaction aswell as the exo/endo selectivity strongly depends
on the Lewis acid used. Moderate selectivities were obtained with chirally modified
aluminum and titanium complexes [149].

1.3.1.4 Catalytic Hydrogenations
The asymmetric catalytic hydrogenation of DDAAs is an important and straightfor-
ward approach to optically active amino acids. In principle, two major protocols are
applied to introduce chirality: either hydrogenation under substrate control using
chiral (modified) DDAAs or DDPs, or the application of chiral catalysts. DDAAs are
standard substrates for the evolution of new chiral metal/ligand complexes. This
chapter cannot go into detail, but the newest developments are covered in a series of
recent reviews [150]. The development of the homogeneous asymmetric hydrogena-
tion started with the discovery of Wilkinson�s catalyst [151]. In the late 1960s,
Horner [152] and Knowles [153] reported on the first asymmetric hydrogenations,
albeit with moderate enantioselectivity. A breakthrough was the introduction of
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a bidentate chelating ligand 1,2-bis[(o-anisyl)-(phenyl)phosphino]ethane (DI-
PAMP) [154], a highly efficient ligand for rhodium-catalyzed hydrogenations.
The process found application at Monsanto for the industrial production of 3,4-
dihydroxyphenylalanine (DOPA) (Scheme 1.29) [155] – a development that won
Knowles the Nobel Prize in 2001 [156]. This chiral catalyst system was applied by
Schmidt et al. [49, 157] and others [158] to the synthesis of a wide range of unusual
amino acids and peptides.
This was the starting point for the development of new ligands and hundreds of

them are now in use or under investigation [150]. One of the advantages of the
homogeneous hydrogenation is the possibility to use the catalyst not only for the
catalytic hydrogenation, but also for other transition metal-catalyzed processes. For
example, Robinson et al. reported on the synthesis of cyclic amino acids via a
combination of a rhodium-catalyzed hydrogenation/hydroformylation and subse-
quent ring closure [159].
The major disadvantage of homogeneous catalysis is the problem of pollution of

the product by the soluble catalysts. Therefore, attempts have been made to use
chirally modified heterogeneous catalysts for asymmetric hydrogenations, but
the selectivities are significantly worse compared to the homogeneous version [160].
The immobilization of homogeneous chiral catalysts on solid supports could solve
some of the problems, such as difficult separation and recycling of the expensive
chiral catalyst [152a]. However, the immobilized ligands or catalysts often display a
lower selectivity and reactivity as compared to the corresponding homogeneous
systems. Fan et al. applied a MeO-polyethylene glycol-supported ligand in the
rhodium-catalyzed hydrogenation of a-acetamidocinnamic acid [161]. Enantiomeric
excesses up to 96% were obtained and the polymer catalyst was recycled at least 3
times without loss of enantioselectivity. In contrast, the insoluble polymer-supported
catalyst lost its selectivity in the second cycle [162].
Achiral (heterogeneous) catalysts can be used for asymmetric hydrogenations of

chirally modified DDAAs. Best results are obtained with cyclic derivatives such
as 6 [163], 8 [116a] (Figure 1.3), 10 [164], and 11 [165] (Figure 1.4).
In principle, the chiral information of a peptide chain can also be used to control

the stereochemical outcome of a hydrogenation of an incorporated DDAA. In
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general, the chiral induction is moderate, but can be increased by addition of metal
salts [166]. Alternatively, chiral ligands can be applied in homogeneous hydrogena-
tions of DDPs [167]. Schmidt et al. reported on highly diastereoselective heteroge-
neous hydrogenations of DDPs containing a C-terminal (S)-proline amide
(Scheme 1.30) [168]. The (R)-configured amino acid could be obtained after hydroly-
sis of the dipeptide in quantitative yield.

1.3.2
Halogenations of DDAAs

b-Halogenated DDAAs are interesting building blocks and starting materials for
cross-coupling reactions, which allow the synthesis of more complex DDAAs (see
Section 1.2.3.2). Themost commonly used b-brominated DDAAs are easily obtained
using bromine [169] or N-bromosuccinimide (NBS) and a base such as NEt3. In
general, the (Z) isomer is obtained preferentially [29,94a,170]. Substituted DDAAs
often give mixtures of isomers [171]. Application of more than 2 equiv. of NBS gives
rise to b,b-dibrominated DDAAs (Scheme 1.31).
In an analogousmanner the corresponding chlorinated and iodinated amino acids

can be obtained by using either chorine [172] or N-iodosuccinimide [95b], while the
fluorinated DDAAs requires a more complicated protocol [173].

1.4
Conclusions

DDAAs are not only interesting building blocks for the synthesis of natural products
and drug-like molecules, but also important intermediates for the (stereoselective)
synthesis of all kinds of a-amino acids. A wide range of protocols have been
developed for their synthesis and especially, modern cross-coupling reactions have
enlarged their synthetic potential dramatically.
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1.5
Experimental Procedures

1.5.1
General Procedure for the Two-Step Synthesis of Dehydroisoleucine Derivatives [18]

H
N CO2Bn

N
O

OH

H
N CO2Bn

N
OBocBoc

Synthesis of sulfamidite from b-hydroxyisoleucine derivatives The b-hydroxyisoleu-
cine derivative was dissolved in distilledCH2Cl2 (to give a concentration of 10mM) in
an oven-dried flask under an argon atmosphere and the solution was cooled to
�78 �C. Distilled triethylamine (20 equiv.) was added via syringe and allowed to stir
5min. Distilled thionyl chloride (10 equiv.) was added dropwise. The reaction was
allowed to stir at �78 �C for 30min before quenching with methanol (10 equiv.) at
�78 �C. This solution was poured into a separatory funnel, and partitioned between
water and CH2Cl2. The organic layer was dried with MgSO4, concentrated, and the
product was purified using silica gel chromatography.

Elimination of sulfamidite to yield a,b-dehydroisoleucine derivative The purified
sulfamidite (or mixture of diastereomers) was dissolved in distilled CH2Cl2 (to give
a100mMsolution) inanoven-driedflaskunderanargonatmosphereand thesolution
wascooledto0 �C.DBU(10equiv.)wasaddedandthesolutionwasstirred30min.This
solution was poured into a separatory funnel, and partitioned between CH2Cl2 and
saturated aqueous NaHCO3. The organic layer was dried over MgSO4, concentrated,
and the product was purified using silica gel chromatography.

1.5.2
General Procedure for the Synthesis of a,b-Didehydroamino Acid Esters by
the Phosphorylglycine Ester Method using DBU [45]
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To a solution of methyl 2-acylamino-2-(dimethoxyphosphoryl)acetate (364mg,
1.1mmol) in the CH2Cl2 (2ml) was added DBU (160mg, 1.05mmol). After 10min,
the respective carbonyl compound (1mmol) was added. After 2 h the solution was
diluted with EtOAc (20ml), washed with 1N H2SO4 (5ml), dried (MgSO4), and
concentrated under vacuum. The residue was filtered through silica gel (hexane/
EtOAc, 1: 1) to remove excess phosphorylglycine ester. The (E/Z) ratio of the product
can be determined by high-performance liquid chromatography and 1H-nuclear
magnetic resonance (NMR) spectroscopy.

1.5.3
General Procedure for the Synthesis of a-Chloroglycine Derivatives: [61]

N
H

O

Cl

To a solution of the a-(ethylthio)glycyl peptide (1.0mmol) in CH2Cl2 (30ml) was
added a 1M solution of SO2Cl2 (1.1ml, 1.1mmol) in CH2Cl2 at 0 �C. After 30min
stirring, the solvent and all volatile byproducts were evaporated (cool trap), and the
resulting residuewas dried under high vacuum. The resultinga-chloropeptideswere
used for the next step without further purification.

1.5.4
General Procedure for the Synthesis of Homomeric Dimers [61]
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O

N
H

H
N
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O

To a solution of thea-chloroglycyl peptide (1.0mmol) and PPh3 (0.2mmol) in THF
(50ml) was added NEt3 (0.15ml, 1.1mmol) in THF (30ml) dropwise during 5 h.
After continued stirring overnight, petroleum ether (200ml) was added and the
mixture filtered through Celite. Evaporation of the filtrate in vacuo yielded an oily
residue which was purified by column chromatography on silica gel (petroleum
ether/EtOAc).
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1.5.5
General Procedure for the Synthesis of (Z)-g-Alkyl-a,b-Didehydroglutamates from Imino
Glycinates [83]

Reactions with P4-tBu base

N

Ph

Ph Ph

CO2tBu

CO2Me

To a solution of the imino glycinate (0.48mmol) in THF (2.0ml) at �78 �C was
added dropwise with vigorous stirring a 1.0M solution of P4-tBu base in hexane
(0.48ml, 0.48mmol) prediluted in THF (1.0ml) followed by a solution of the
corresponding propiolate (0.48mmol) in THF (0.5ml). The mixture was stirred for
5min, and the electrophile RX (5.0mmol) was added. The temperature was slowly
raised to 25 �C and stirring was maintained for 18 h. Et2O was added, and the
precipitate was filtered in vacuo and washed with Et2O (3� 2ml). Evaporation of the
solid afforded an oil which was purified by column chromatography with a hexane/
Et2O mixture (80: 20). The didehydroglutamates (colorless oils) were obtained as a
mixture of epimers.

Reactions with 18-crown-6

N

Ph Ph

CO2tBu

CO2Me

Ph

To a solution of KOtBu (0.6mmol) in THF (1.0ml) at�78 �Cwas added a solution
of the imino glycinate (0.48mmol) in THF (1.0ml) and the mixture was stirred for
30min. A solution of the propiolate (0.6mmol) in THF (0.5ml) was added and
the mixture was stirred for 10min. A solution of 18-crown-6 (0.6mmol) in THF
(0.5ml) was added and the mixture was stirred for 10min. The corresponding
electrophile RX (2.4mmol) was added, the temperature was slowly raised to 25 �C,
and stirring was continued for 18 h. Water (0.5ml) was added, the organic layer
was decanted, and the aqueous one was extracted with Et2O (3� 10ml). The
combined organic extracts were dried over MgSO4. Evaporation of the solvent
afforded an oil that was purified by column chromatography with a hexane/Et2O
mixture (80: 20). The didehydroglutamates (colorless oils) were obtained as amixture
of epimers.
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1.5.6
Palladium-Catalyzed Trifold Heck Coupling [88a]

NHBoc

CO2Bn

CO2Bn

NHBoc

NHBocBnO2C

1,3,5-Triiodobenzene (0.46 g, 1.0mmol), N-protected didehydroalanine (1.0 g,
3.6mmol), NaHCO3 (0.63 g, 7.5mmol), Bu4NCl (0.83 g, 3.0mmol), and Pd(OAc)2
(22mg, 0.10mmol) were mixed in DMF (5ml) in a screwcap vial. A few crystals of
hydroquinonewere added to prevent polymerization of the acrylate and themixture
was freed fromO2 by N2 bubbling for 5min. The vial was sealed and heated at 80 �C
for 24 h. The dark reaction mixture was allowed to cool and was diluted with EtOAc
(50ml). The resulting mixture was washed with water (2� 50ml) and brine
(2� 50ml), and was then dried over Na2SO4. Evaporation of the solvent followed
by flash chromatography using heptane/EtOAc (2: 1) as eluent gave the crude
DDAAas a yellow semisolid (0.75 g),Rf¼ 0.21. Recrystallization twice fromEtOAc/
heptane yielded a pale yellow solid (0.40 g, 44%), melting point 123–131 �C, which
contained about 20% (by 1H-NMR) of an impurity of the sameRf. Thismaterial was
used directly in the hydrogenation step.

1.5.7
General Experimental Procedure for Conjugate Addition of Alkyl iodides to
Chiral a,b-Unsaturated Amino Acid Derivatives: [117c]

N O

tBu

Bz

O
MeO2C

NHBoc

CuI (2mmol) and zinc (6mmol) were added to a solution of the chiral Michael
acceptor 4 (1mmol) and alkyl iodide (2–6mmol) in aqueous EtOH (5ml, 70%) under
ultrasonic irradiation. After a few minutes, more aqueous EtOH (5ml, 70%) was
added and sonication was continued for 45 � 90min. In the cases where the
a,b-unsaturated system was not completely consumed (thin-layer chromatography
test), more CuI (1mmol) and zinc (3mmol) were added, and the sonication was
continued for 3 h. The mixture was diluted with Et2O (25ml), sonicated a further
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10min, and filtered through a short pad of Celite. The solids were washed with Et2O
(3� 30ml). The organic phase was washed with brine (30ml), dried (Na2SO4),
filtered, and concentrated under reduced pressure (20–30mmHg). The residue was
purified by flash chromatography to afford, after concentration, the desired 1,4-
addition product.

1.5.8
Bromination of N-tert-Butyloxycarbonyldehydroamino Acids: [171]

BocHN

Br

CO2Me

Boc-DAla-OMe (1.01 g, 5mmol) was dissolved in dichloromethane (0.1ml) and 1.2
equiv. of NBSwas added with vigorous stirring. After reacting for 16 h, triethylamine
(1.5 equiv.) was added and stirring was continued for an 1 h. The solvent was then
evaporated at reduced pressure, and the residue was partitioned between dichlor-
omethane (100ml) and KHSO4 solution (1M, 50ml). The organic phase was washed
with KHSO4 (1M), NaHCO3 (1M), and brine (3� 30ml). After drying over MgSO4

the extract was evaporated at reduced pressure to afford the (E)-configured bromi-
nated didehydroalanine (1.15 g, 82%) as a colorless oil.
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2
Synthesis and Chemistry of a-Hydrazino Acids
Jo€elle Vidal

2.1
Introduction

a-Hydrazino acids are described by the general formula 1 and have a close structural
relationship to the naturally occurring a-amino acids, when Ra¼Rb¼Rc¼Rd¼H.
Thus, the usual names ofa-amino acids are used for the trivial nomenclature of 1. For
instance, 2-hydrazino propanoic acid 2 is named N-amino alanine and abbreviated
NH2-Ala-OH. Sometimes, this compound 2 is also called hydrazinoalanine in the
literature. According to the International Union of Pure and Applied Chemistry
nomenclature of hydrazines and derivatives, the nitrogen atom attached to the
a-carbon is numbered 1 and the other 2 (Figure 2.1).
The first synthesis of an a-hydrazino acid, 2-hydrazino-2-methylpropanoic acid,

was reported in 1894 [1]. The real basis of the synthesis and chemistry ofa-hydrazino
acids was established by Darapsky between 1916 and 1936 [2–6]. During that time,
the racemic amino homologs of a-amino acids NH2-Ala, NH2-Val, NH2-Leu, and
NH2-Phe, and the two enantiomers of N-aminophenylglycine were described.
The chemistry and synthesis of a-hydrazino acids have developed significantly

because the N�N�C�C¼O motif is found in a lot of potent biologically active
compounds and it also induces a turn conformation in pseudopeptides. For instance,
carbidopa 3 is a drug used in the treatment of Parkinson�s disease. Furthermore,
a-hydrazino acid derivatives are important intermediates in the asymmetric synthe-
sis ofa-amino acids. The synthesis and chemistry ofa-hydrazino acids were partially
reviewed by Marraud and Vanderesse [7].

2.1.1
a-Hydrazino Acids are Potent Inhibitors of Pyridoxal Phosphate Enzymes

At the beginning of the 1960s, a-hydrazino acids were shown to be inhibitors of
pyridoxal phosphate enzymes. Merck laboratories discovered that (�)-carbidopa [8],
L-carbidopa 3 (Figure 2.1) [9], and (�)-b–(5-hydroxy-3-indoyl)-a-hydrazinopropanoic
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acid [10] were very potent inhibitors of 3,4-dihydroxyphenylalanine (DOPA)
decarboxylase. Nowadays, L-carbidopa 3 is still an important drug for the treatment
of Parkinson�s disease, in association with L-DOPA. More than 2300 references are
associated with it in the MEDLINE database. As it cannot cross the blood–brain
barrier, it inhibits only peripheral DOPA decarboxylase, thus preventing the conver-
sion of L-DOPA to dopamine peripherally and increasing the plasma half-life of
L-DOPA targeted to the brain. The mechanism of inhibition is the formation of a
hydrazone linkage between the hydrazine function and the aldehyde function of the
coenzyme [11]. Other pyridoxal phosphate enzymes such as ornithine decarboxylase
((�)-Na-aminoornithine [12–16]), histidine decarboxylase (L-Na-aminohistidine
[17, 18]), mesodiaminopimalate decarboxylase (2-hydrazino-6-amino-pimelic acid
[19, 20]), aspartate aminotransferase (D- and L-2-hydrazinosuccinic acid [21, 22]), or
g-aminobutyric acid (GABA) transaminases (N-aminoglycine [23]) are also inhibited
by a-hydrazino acids.
Modest anticancer activity of a-hydrazino acids was also reported [24].

2.1.2
Natural Products Containing the N�N�C�C¼O Fragment

To the best of our knowledge, free a-hydrazino acids 1 are not found in nature, but
several natural compounds contain the N�N�C�C¼O fragment. Linatine is anN2-
acylated D-aminoproline derivative isolated from flax seeds (Figure 2.2). It behaves as
a vitamin B6 antagonist and is responsible for the poor growth of chickens or turkeys
reared on linseed meal [25]. Negamycine is a dipeptide composed of the N-amino-
sarcosine residue and an unusual e,b-diamino acid. It was isolated from Streptomyces
purpeofuscus [26] and displays interesting biological activities. It is active against
multidrug-resistant Gram-negative bacteria [26], it exhibits very low acute toxicity,
and it also inhibits protein synthesis [27].
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Since 1971, more than 30 linear or macrocyclic natural peptide derivatives
containing one to threemodified piperazic acid 4 residues and displaying remarkable
biological properties have been isolated from microorganisms (Streptomyces,
Actinomycetes, etc.) (Figure 2.3, recently discovered products [28–30]). Both L- and
D-piperazic acid residues are found in these natural products. The g -carbon is often
substituted by a chlorine atom or a hydroxyl group and sometimes the d-carbon is
unsaturated [dehydropiperazic acid (DPiz)]. Synthesis, chemistry, and conformation-
al properties of piperazic acids have been reviewed by Ciufolini and Xi [31]. Some
structures of important macrocyclic or linear peptides containing piperazic acid
residues are shown in Figure 2.4. In all these compounds, the piperazic acid
derivative is linked at the C¼O by a peptide bond and N1 is acylated, except in the
case of Sanglifehrin which is N2-acylated (Figure 2.4).
In many cases (e.g., azinothricin [32] or piperazimycin [30]; Figure 2.4) both the

L- and D-piperazic acid units are present in the same molecule. Monamycins [33]
were the first members of this family to be described in the literature (Figure 2.4).
Their cyclohexadepsipeptide structure is representative of these Streptomyces
metabolites: it is present in 19 compounds out of 34 containing piperazic acid
residues. Antrimycin [34] is a linear hexapeptide containing the DPiz unit.
Luzopeptins [35] and himastatin [36] have dimeric structures and impressive
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biological properties. Sanglifehrin [37] was discovered at Novartis and is a novel
type of immunosuppressant, whose mode of action is different from that of other
known compounds [38–40]. Its 22-membered macrocycle is unique among these
derivatives, with a tripeptide unit and an unsaturated carbon chain.
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The potent biological activities and the complex structures of these derivatives
generated broad interest leading to several syntheses of piperazic acid derivatives
[31, 41, 42].

2.1.3
Synthetic Bioactive Products Containing the N�N�C�C¼O Fragment

The replacement in a peptide of an a-amino acid residue by an a-hydrazino acid was
first investigated by Niedrich et al. in the 1960s. The presence of two nitrogen atoms
ina-hydrazino acids led Niedrich to connect the peptidic chain either on theN2 atom
to give a pseudopeptide that he named a �hydrazinopeptide� or on theN1 atom to give
a pseudopeptide that he named an �aminopeptide� (Figure 2.5) [43–55].a-Hydrazino
acids were introduced in eledoisin, which has vasodilatory, hypotensive, and extra-
vascular smoothmuscle stimulant properties [56, 57]. In some eledoisin analogs, the
biological activity of the parent compound was retained and the resistance to the
hydrolysis by proteases was enhanced.
More recently, hydrazinopeptides were shown to behave as reversible inhibitors of

human leukocyte elastase [58, 59]. Pseudopeptides bearing an N-terminal achiral
hydrazinoacetic acid residuewere shown todisplay anticancer properties [60], or to be
very useful intermediates in the preparation of lipopeptides [61], clustered glycosi-
de–antigen conjugates [62], or synthetic mannose receptor ligands grafted on
vesicles [63].
Diconnected peptides via ana-hydrazino acid were successfully used in the design

of low-molecular-weight reverse-turn mimetics acting in a similar way to a native
protein [64–67]. Unlike analogous peptides that are readily hydrolyzed, trimers and
hexamers of a-hydrazino acids (named b2-3-aza-peptides) proved to be very stable in
the presence of several proteases [68]. b3-3-Aza-dipeptides, which areN1-substituted
hydrazinoacetic oligomers, were found to be fair inhibitors of proteasome chymo-
trypsin-like activity and to inhibit cancer cell growth [69]. Twelve dodecapeptides
derived from histone H4 sequence, in which each residue has been successively
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replaced by a 3-aza b3-amino acid in order to gain metabolic stability, have been
prepared [70].
The L-enantiomer of piperazic acid also resides within the bicyclic ring system of

many bioactive synthetic products such as cilazapril (Vascace) [71], a drugwidely used
in the treatment of hypertension or pralnacasan [72, 73], which went in phase IIb
clinical trials as an anti-inflammatory agent (Figure 2.6).

2.1.4
The CO�N�N�C�CO�NH Fragment is a Turn Inducer in Pseudopeptides

Several crystalline structures of hydrazinopeptides and aminopeptides have
been solved [68, 74–84]. The CO�N�N�C�CO�NH fragment is capable of
stabilizing a turn via a bifurcated hydrogen bond closing an eight-membered cycle,
which was named byMarraud as a �hydrazino turn� (Figure 2.7). Quantum chemical
calculations carried out on b-3-aza-peptides reveal the presence of a wide variety
of secondary structures [85]. Experimental studies with linear or macrocyclic
oligomers of N1-substituted hydrazinoacetic acid (b3-3-aza peptides) showed
remarkable conformations, the presence of hydrazino turns, and foldamer
behavior [86–89].
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Figure 2.7 Hydrazino turn and X-ray structures of Moc-NHPro-
NHiPr and Piv-Pro-NHAla-NHiPr.
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2.2
Synthesis

Asmentioned, racemica-hydrazino acids have been known for a long time.Owing to
their use in the synthesis of biologically active compounds, we focus here only on the
preparation of nonracemic a-hydrazino acids. Only three resolutions of racemic
a-hydrazino acids (NH2-Phe [4], NH2-Val [90], and carbidopa 3 [91]) have been
described and yields are generally low.
Examination of the general formula 4 leads to the identification of five main

disconnections (Scheme 2.1). All of them have been used in the synthesis of
a-hydrazino acids and derivatives.
Synthetic methods corresponding to disconnection 1a (Scheme 2.1) mainly use

nucleophilic amination of a-halogeno or a-hydroxy acids prepared from the chiral
pool. They have been developed in the early synthesis of a-hydrazino acids. Modern
techniques of asymmetric synthesis have been applied to electrophilic amination of
carbonyl compounds using azodicarboxylates (disconnection 1b). Enantioselective
catalysis of this reaction is currently the object ofmuch study. Electrophilic amination
of a-amino acids (disconnection 2) has also been developed. Disconnections 3–5
(hydrogenation, introduction of the carboxyl group, or introduction of the side-chain)
have been explored in the last 15 years andmainly use catalytic asymmetric synthesis,
which has also been applied to the preparation of a-amino acids [92]. Synthesis of
a-hydrazino acids is reviewed according to these disconnections. Specific methods
for the construction of the piperazic acid cycle are also reviewed.

2.2.1
Disconnection 1a: Reaction of Hydrazine Derivatives with Carbon Electrophiles

Since nonracemic a-hydroxyacids ([93] and references cited therein) or a-halogen-
oacids ([94] and references cited therein) are easily available and have been known for
a long time, they have been widely used as starting enantiopure materials. A reliable
and inexpensive method for their preparation is the diazotization of a-amino acids,
which proceeds with retention of configuration. Their reaction with hydrazine
or several substituted hydrazines has been developed using diverse conditions,
producing diversely substituted a-hydrazino acids with inversion of configuration,
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in good yields and high enantiomeric excesses [2, 15, 17, 22, 46, 67, 95–98, 100–103].
Stereoselective synthesis from electrophilic unsaturated carbon compounds is less
commonly used [104].

2.2.1.1 Reaction of Hydrazine Derivatives with Enantiopure a-Halogeno Acids
The first reported enantiopure a-hydrazino acid NH2Phg was prepared by reacting
hydrazine hydrate with the corresponding a-bromo acid [2]. This reaction is general
(R¼Me [46], CH2Ph [46], Ph [2], imidazoylmethyl [17], or (CH2)3NHCbz [15]) and
proceeds at room temperature (RT) or within a few hours in refluxing ethanol
(Scheme2.2). Yields are low to good (17–77%). Inversion of configuration is generally
observed, except in the case of the valine derivative (R¼CHMe2 [46]), where total
racemization occurs because of the steric hindrance. Thus, starting from a D-amino
acid leads to an L-hydrazino acid by this approach.
Carbazates (ROCONHNH2) aremore stable in air than hydrazines. Their reaction

with a-bromo acetates needs harsh conditions (overnight reflux in toluene) to yield
quantitatively achiral N2-protected, N1-substituted hydrazino acetates 5 [95]
(Scheme 2.3). These derivatives are 3-aza-analogs of b3-amino acids.

2.2.1.2 Reaction of Hydrazine Derivatives with Enantiopure Activated a-Hydroxy
Esters
Both tert-butylcarbazate (Boc-NHNH2) and benzyl carbazate (Cbz-NHNH2) are less
reactive than hydrazine hydrate, but they are stable and possess very useful protecting
groups. Their reactions occur inmild conditions (0 �C) with sulfonates prepared from
a-hydroxyestersandwith inversionofconfiguration (Scheme2.4) [22,67,96,97]. In the
reaction with tert-butylcarbazate, triflate (CF3SO3

�) proved to be a better leaving group
than nosylate (4-NO2C6H4SO3

�) and achieved very good enantiomeric excesses [96].
N2-Protected a-hydrazino esters were afforded in a short reaction time (2 h), with very
good yields (82–100%) and ingreater than 95%e.e. In the caseof the easily racemizable
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phenylglycine derivative (R¼Ph), a lower enantiomeric excess (71%) was obtained.
A similar intramolecular transformation of a-hydroxy-d-hydrazino esters [98] yields
piperazic acid derivatives.

2.2.1.3 Mitsunobu Reaction of Aminophthalimide Derivatives with Enantiopure
a-Hydroxy Esters
The Mitsunobu reagent [99] [Ph3P and diethylazodicarboxylate (DEAD)] has been
used to activate the reaction between enantiopure a-hydroxy esters and N-protected
aminophthalimides in mild conditions (Scheme 2.5) [100, 101]. Treatment of 6 with
methylhydrazine allowed the smooth deprotection of the phthalimide moiety yield-
ing N1-protected a-hydrazino esters 7 in fair to very good overall yield, excellent
enantiomeric excess, and with inverted configuration [100]. Replacement of the
phthalimide moiety by the more valuable Boc protecting group was also done via a
three-step process leading to 8 [101]. Solid-phase synthesis of orthogonally N1,N2-
diprotected a-hydrazino esters was also developed using this strategy [102].

2.2.1.4 Reaction of Hydrazine Derivatives with Nonracemic Epoxides
Nonracemic glycidic ester 9 [103], obtained via enantioselective Sharpless allylic
epoxidation, is a very good electrophile in the regioselective and stereoselective
reactionwith a hydrazine nucleophile (Scheme2.6).Only thea-carbonof9 is attacked,
with inversion of configuration to give the anti-a-hydrazino-b-hydroxy acid derivative
10, which is unstable and a very good intermediate in the synthesis of b-hydroxy
dehydropiperazic acid [103].
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2.2.1.5 Enantioselective Conjugate Addition of Hydrazines to a,b-Unsaturated Imides
Complexation of Mg(II) by diimide 11 and the chiral ligand 12 catalyzed the
regioselective conjugate addition of benzylhydrazine to the b-carbon in 11
(Scheme 2.7) [104]. Hydrazine attack was regioselective at N1 and stereoselective.
Cyclization occurred to formpyrazolidinone 13 andbenzamide in very good yield and
fair enantiomeric excess (67%). Only trace amounts of the isomeric pyrazolidinone
(N2 attack of hydrazine) were detected.

2.2.2
Disconnection 1b: Stereoselective Synthesis using Azodicarboxylates

Asymmetric electrophilic a-amination of carbonyl compounds by azodicarboxylates
14 efficiently produces nonracemic N1,N2-diprotected a-hydrazino esters 15
(Scheme 2.8). The reactive enolate intermediate ismainly generated froma-saturated
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esters. As this reaction was reviewed by Greck et al. [105] and Erdik [106] in 2004, only
its important features and current developments are depicted here.
Different techniques of stereoselective synthesis have been applied to this reaction.

Twenty years ago, Evans et al. [107], Gennari et al. [108], Vederas and Trimble [109],
and Oppolzer and Moretti [110] used enolates carrying chiral auxiliaries Xc (Xc¼ 17,
18, 19 and 20, respectively) and obtained 16 in high diastereomeric excess
(Scheme 2.9). They further cleaved the auxiliary [LiOH, tetrahydrofuran (THF)/
H2O, 0 �C or MeOMgBr, MeO, 0 �C or LiOCH2Ph, 0 �C or LiOOH, THF/H2O,
0 �C] [111] and the N�N bond of 15 in order to prepare enantiopure a-amino acids.
Vederas also proposed the use of chiral azodicarboxylates (R2¼mentyl, bornyl, or

isobornyl), but the diastereomeric excesses of 15 were not good [112, 113]. Highly
stereoselective amination of optically active b-hydroxy esters or b-amino esters has
also been developed. Since 2002, direct catalyzed enantioselective a-amination of
aldehydes,b-keto esters ora-cyano esterswith azodicarboxylates is the object ofmany
developments [114–116].

2.2.2.1 Stereoselective a-Hydrazination of Chiral Carbonyl Compounds using
Azodicarboxylates
Stereoselective a-hydrazination of chiral carbonyl compounds using azodicarbox-
ylates has been reviewed [105, 106]. Only examples related to the synthesis of
piperazic acid derivatives will be covered here.
The commercially available 4-(R)- or 4-(S)-benzyloxazolidinones 17 are by far the

most used chiral auxiliaries in the stereoselective a-hydrazination of carbonyl
compounds and especially in the synthesis of piperazic acid derivatives (Scheme2.10;
R¼ (CH2)2CH(OR3)2 [117, 118], (CH)2CH2Br [42], CH2CH(OBn)CH2Br [119], or
CH2CH¼CH2 [120]). The formation of the (Z)-enolate 22 from amides 21 is usually
highly stereoselective. The trapping of (R)-22 by azodicarboxylate is also highly
stereoselective and gives (R,R)-23with high diastereomeric excess. Nuclearmagnetic
resonance analysis of 23 is generally difficult because of the signal broadening due to
the restricted rotation around the N�CO2R

2 bond. In some cases, a resolved
spectrum has been obtained at 125 �C in d6-dimethylsulfoxide [42]. Removal of the
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auxiliary gives15 in very good yields. Further functional group interconversions allow
the preparation of piperazic acid derivatives.
Nonracemic b-hydroxy esters 24 proved to be useful synthons in the synthesis of

hydroxy-substituted piperazic derivatives 26 (Scheme 2.11; CH2CH(OR3)2 [121, 122],
CH2CH¼CHEt [123], and CH(OR3)2 [124]). Chelation of enolate 25 by zinc resulted
in a highly stereoselective attack on the azodicarboylate [125], yielding anti
a-hydrazino, b-hydroxy esters 26. Further functional group interconversions of the
side-chain R allowed the preparation of piperazic acid derivatives.
The D-glutamic acid skeleton was used in the stereoselective a-hydrazination of 27

(Scheme 2.12) [126]. The triisopropylsilyl protection induces better selectivity than
the tert-butyldimethylsilyl ether. a-Hydrazino lactone 28 is a good precursor to
g-chloro- or g-hydroxy-substituted piperazic acid.

2.2.2.2 Catalytic Enantioselective a-Hydrazination of Carbonyl Compounds using
Azodicarboxylates
Jørgensen et al. [127] and List [128] reported the catalytic enantioselective amination
of achiral aldehydes 29 (R2¼H, R1¼Me, Et, iPr, tBu, allyl, CH2Ph,
(CH2)2CH2Br [41], or CH2CH2OCH2Ar [129]) using azodicarboxylates as the nitro-
gen source and L-proline (2–50mol%) as catalyst in good to excellent yields (57–92%)
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and excellent enantioselectivities (89–95%) (Scheme 2.13). Reaction times varied
from 0.5 to 4 h in CH2Cl2 at RT. Very good enantioselectivities and yields were
obtained in multigram-scale experiments [41, 129]. The (R) configuration was
assigned to the easily epimerizablea-hydrazinoaldehydes 30 (R2¼H)when L-proline
wasused as catalyst. As D-proline is easily available, this versatile reaction canproduce
the (S) enantiomer. Intermediate 30 (R1¼ (CH2)2CH2Br and R2¼H) was used in a
short and highly efficient preparation of D-piperazic acid [41].
This reaction using proline [130–132] or 34a [133] has been successfully applied to

racemic a-disubstituted aldehydes 29 (R1„H and R2 „H) to yield the nonepimeriz-
able hydrazino aldehyde 30 in good to excellent enantiomeric excesses and yields.
Further oxidation of the aldehyde group in 30 with buffered KMnO4 [127] or

NaClO2 [131–133] leads to the diprotected a-hydrazino acids 31a [127], 31b [132],
31c [131], or 31d [133] in good yields and high enantiomeric excesses (Scheme 2.13
and Figure 2.8).
Numerous studies about the catalyzed amination of b-keto esters or a-cyano

esters 32 have been developed, using basic catalysts 34 or catalytic organometallic
complexes 35 (Table 2.1 and Figure 2.9) [134–146]. Optimization of reaction
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OSiiPr3 1) LDA, THF, -78 °C
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HN
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de = 86%
yield: 77%

27 28

Scheme 2.12 Stereoselective a-hydrazination of D-glutamic acid derivative.
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conditions (azodicarboxylate, temperature, solvent, and catalyst) resulted in very
good to excellent yields and enantiomeric excesses for awide variety of substrate. This
reaction is the shortest and most efficient way to make nonracemic a-N1,N2-
diprotected hydrazino b-keto esters 33 (EWG¼COR3) or a-N1,N2 diprotected
hydrazino a-cyano esters 33 (EWG¼CN). Moreover, it was run efficiently on a
multigram scale (23 g) in the total synthesis of AS 3201 [146].
b-Keto esters or lactones used in catalytic enantioselective a-hydrazination with

azodicarboxylates are listed in Table 2.2. Inmany cases, the absolute configuration of
product 33 was not assigned.

2.2.2.3 Stereoselective a-Hydrazination of Chiral a,b-Unsaturated Carboxylates
using Azodicarboxylates
Organometallic catalyzed hydrohydrazination of olefins is the object of renewed
interest [147, 148]. Chiral manganese enolates 38 can be generated in situ from a,b-
unsaturated carbonyl compounds 36 using phenylsilane and catalytic Mn(III) tris
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Figure 2.9 Enantiopure catalysts and ligands.
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(dipivaloylmetanato) (Scheme 2.14) [149]. Trapping of this intermediate with azodi-
carboxylate is highly diastereoselective when the Oppolzer sultam is used as
the chiral auxiliary. Diprotected a-hydrazino acid derivatives 37, similar to those
described in the previous section, are obtained in good yields.

Table 2.2 b-keto esters or lactones 32 used in catalytic
enantioselective a-hydrazination with azodicarboxylates.

b-keto ester or lactone 32 Substituent Reference

R1 OR

OO

R2

R1¼H, R2¼Me [142]
R1¼Me, R2¼Me [134, 139, 141, 142]
R1¼Me, R2¼Et [136, 142]
R1¼Me, R2¼ allyl [134]
R1¼Et, R2¼Me [134, 135, 142]
R1¼ iPr, R2¼Me [134]
R1¼PhCH2, R

2¼Me [134]
R1¼Ph, R2¼Me [134]
R1¼Me, tBu, Ph, R2¼ F [143]

OO

OR
n

n¼ 1 [134–136, 140–142, 144]
n¼ 2 [134–136, 140, 142]
n¼ 3 [134, 140]

O

OO

R
R¼Me [136, 141, 142]
R¼ iPr [136]
R¼ tBu [136]

O
O

OR
n

n¼ 1 [140, 141]
n¼ 2 [140–142]

HN

O
O

OEtO

[146]
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OH

Mn38

dpm = dipivaloylmethanato

Scheme 2.14 Stereoselective a-hydrazination of a,b-unsaturated carbonyl compounds.
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2.2.3
Disconnection 2: Synthesis from Chiral Nonracemic a-Amino Acids

Electrophilic amination of proteinogenica-amino acids is an attractivemethod since
it avoids the creation of the stereogenic center. The rearrangement of hydantoic acids
prepared from a-amino acids or the use of several electrophilic aminating reagents
(nitrosonium cation, hydroxylamine derivatives, or oxaziridines) have been devel-
oped. These methods have received great interest in the preparation of carbidopa 3
from L-a-methyl-DOPA.

2.2.3.1 Schestakow Rearrangement of Hydantoic Acids Prepared from a-Amino Acids
Schestakow prepared hydrazines from urea, using a reaction similar to the well-
known Hofmann rearrangement of amides [150]. Hydantoic acids 39, which are
easily prepared by reacting a-amino acids and potassium cyanate, undergo rear-
rangement to form a-hydrazino acids without racemization in the presence of
hypochlorite in strongly basic aqueous solution (Scheme 2.15). The use of potassium
hypochlorite [151] instead of sodium hypochlorite [152–154] greatly improves the
yields. a-Hydrazino acids with aliphatic or aromatic side-chains that are stable in
basic and oxidizing conditions are thus obtained in fair to good overall yields. As
reagents are cheap, the preparation of carbidopa 3 using this two-step sequence has
been patented several times by different inventors.

2.2.3.2 Reduction of N-Nitroso-a-Amino Esters
Sodium nitrite in hydrochloric acid or tert-butyl nitrite are inexpensive aminating
reagents for secondary amines. N-Nitroso proline [25] or N-benzyl,N-nitroso-a-
amino esters 40 were quantitatively obtained using these reagents [98, 155, 156]
(Scheme 2.16). Controlled reduction of 40 by zinc dust at low temperature gave the
unstablea-hydrazino esters 41 [156]. The stable protecteda-hydrazino esters 42were
obtained in good yields by zinc reduction in the presence of acetic anhydride [98, 155].
Hydrogenolysis of the benzyl group proceeded without cleavage of the N�N bond
and subsequent hydrolysis furnished a-hydrazino acids in good yields [155]. This
sequence has been applied to the preparation of carbidopa 3 [155], NH2-Pro [25], and
piperazic acid derivatives [98].

2.2.3.3 Amination of a-Amino Acids by Hydroxylamine Derivatives
In order to prepare carbidopa 3, Merck laboratories also explored direct amination of
L-a-methyl-DOPA with sodium hydroxylamine sulfonate. The reaction was not
complete and carbidopa isolation was difficult [152].
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CH2CHMe2, CH2Ph, Ph yield: 61-96% yield: 45-70%
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Scheme 2.15 Schestakow rearrangement of hydantoic acids prepared from a-amino acids.
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2.2.3.4 Amination of a-Amino Acids by Oxaziridines
Unsubstituted oxaziridines 43 [157] and N-alkoxycarbonyl oxaziridines 44 [158]
are excellent reagents for electrophilic amination of various nucleophiles
(Figure 2.10).
The Schmitz oxaziridine 43 is an unstable reagent, which can be stored in toluene

solution. It is easily prepared in situ from cyclohexanone and hydroxylamine
O-sulfonic acid. It reacts with a-amino esters at 90 �C to give hydrazones 45, which
are hydrolyzed to yield enantiopure a-hydrazino acids in fair to good overall yields
(Scheme 2.17) [157]. Conditions were optimized for the industrial preparation of
carbidopa 3 (yield 77%) in Eastern Germany [159]. The terminal N-amino group in
peptides can be similarly aminated by oxaziridine 43 [160].
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Scheme 2.16 Synthesis of protected a-hydrazino esters by
reduction of N-nitroso-a-amino esters.
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Figure 2.10 Oxaziridines for electrophilic amination of a-amino acid derivatives.
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Oxaziridines 44a–d, which are N-substituted by protecting groups, methoxycar-
bonyl (Moc) [161], Boc [158, 162–164], Cbz [158, 165], and Fmoc [158], are stable at
RT and more reactive than 43. These oxaziridines transfer their N-protected group
to secondary and primary amines in mild conditions (Scheme 2.18). N2-Moc-a-
hydrazino esters 46 are obtained in one step from amino esters but yields are fair,
since a side-reaction leads to imine 47 from the starting primary amine and the
released benzaldehyde [161].
a-Amino acids, in the form of their benzyltrimethylammonium salts in order to

obtain dissolution in CH2Cl2, react faster than the corresponding esters with 44a
(Scheme 2.19) [158]. Formation of the side-product 49 is avoided at�15 �C.a-Amino
acids bearing functionalized side-chain can be aminated by 44a. Protection of the
weakly basic side-chain (imidazole in histidine or indole in tryptophan) is not needed.
This one-pot sequence furnishes N2-protected a-hydrazino acids 48 in good yields.
However, deprotection of the Moc group requires rather harsh conditions (BBr3 or
Me3SiI, 60 �C).
Orthogonal protection of bothN1 andN2 nitrogens is recommended in order to use

a-hydrazino acids in conventional peptide synthesis. AN-Boc group can be delivered
by oxaziridine 44b to an orthogonally protected a-amino acid 50 (Scheme 2.20) [166].
The benzyl groupwas chosen since nucleophilicity of the amino group is kept. Awide
variety of N-benzyl amino acids can be obtained by reductive alkylation of the
corresponding amino acid. Electrophilic amination of the N-benzyl a-amino acid,
tetralkyl ammonium salt uses N-Boc oxaziridine 44b (R1¼CCl3), which is easily
prepared on a large scale (75 g) and in two steps from chloral [163]. Good yields of
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O
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4746 R = Me: 4 h, RT, 67%
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Scheme 2.18 Synthesis of N2-protected a-hydrazino esters using oxaziridine 44a.
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Scheme 2.19 Synthesis of N2-protected a-hydrazino acids using oxaziridine 44a.
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N1-benzyl, N2-Boc-a-hydrazino acids 51 bearing the representative side-chains of
proteinogenic amino acids are obtained on a multigram scale (Scheme 2.20) [166].
Several D- or L-N1-benzyl, N2-Boc-hydrazino acids 51 [Boc-NH(Bn)-Tyr, Boc-NH

(Bn)-Ala, Boc-NH(Bn)-Ile, Boc-NH(Bn)-Met, Boc-NH(Bn)-Ser, Boc-NH(Bn)-Trp,
Boc-NH(Bn)-Val, and Boc-NH-Pro] are commercially available.

2.2.4
Disconnections 3, 4, and 5: Syntheses from Hydrazones or a-Diazoesters

The prochiral hydrazone function is an excellent precursor to a-hydrazino acid
derivatives, but it was used only recently in catalytic or stereoselective reactions
(Scheme 2.21). Preparation of hydrazones from carbonyl compounds and hydrazine
derivatives is easier than that of the corresponding imines and often gives crystalline
compounds. The first catalytic enantioselective hydrogenation of 52 (R1¼CO2R

4

and R3¼COPh) was realized in 1992 [167] and this opened the door to the wide use
of N2-benzoyl hydrazone 52 (R3¼COPh) in catalytic asymmetric synthesis since
it can coordinate metals or Lewis acids by its N1 atom and Bz carbonyl
(Figure 2.11) [168, 169]. Hydrazones from glyoxylic acid derivatives 52 (R1¼H,
R2¼CO2R

4) are quite stable, even in water. They have proved to be useful precursors
in the asymmetric introduction of the side-chains to yield a-hydrazino acid
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Scheme 2.20 Synthesis of orthogonally N1,N2-diprotected
a-hydrazino acids using oxaziridine 44b (R1¼CCl3).
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Scheme 2.21 General synthetic pathways to a-hydrazino acid derivatives from hydrazones 52.
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derivatives [173–181]. Essentially weak nucleophiles (allylsilane [174, 175], silyl enol
ethers [176–179], electron-rich arenes [180], and radicals [181]) reacted with these
hydrazones in stereoselective reactions. Asymmetric hydrocyanation of hydrazones
was also realized, as well as the cyano group hydrolysis to an acid group [171, 172].

2.2.4.1 Catalytic Enantioselective Hydrogenation of Hydrazones
Efficient rhodium-catalyzed enantioselective hydrogenation of N-benzoylhydrazone
54 was performed using (R,R)-Et-DuPhos as the chiral ligand (Scheme 2.22) [167,
170]. The hydrazido carbonyl function appears to be the crucial structural feature
required for this hydrogenation to proceed, suggesting that substrate chelation on the
rhodium center occurs via the Bz carbonyl oxygen and theN1 nitrogen moiety of the
hydrazidomoiety (Figure 2.11). Although reaction timewas rather long,N2-protected
a-hydrazino esters 54 are obtained in excellent yields and very good enantiomeric
excess.

2.2.4.2 Stereoselective and Catalytic Enantioselective Strecker Reaction
Lewis acid promoted diastereoselective addition of HCN to nonracemic cyclic
hydrazone 55 (Strecker synthesis) was the key step in the synthesis of 5-hydro-
xypiperazic acid derivative 57 (Scheme 2.23) [171]. An interesting reversal of
diastereoselectivity by the choice of Lewis acid catalyst was observed. Further
hydrolysis under inert atmosphere of cis-56 or trans-56 led respectively to cis- or
trans-5-hydroxypiperazic acid derivatives 57.
The enantioselective addition of HCN to hydrazones 52 was catalyzed in high

yields by the easily prepared (Ph-pyBOX)ErCl3 complex (Scheme 2.24) [172]. When
R1¼H, greater enantiomeric excesswere obtained for aromatic R2 (76–97%) than for
aliphatic R2 (31–69%). The reaction rate is very slow and electron-rich aromatic R2 are

H2 4 atm, iPrOH
0 °C, 24-36 h

[(cod)Rh(Et-DuPHOS)]OTf
0.2 mol%

N
H

H
N CO2MePhCO

R

R = Me, Et, Ph, C3H7,
C6H13

quantitative
ee: 83-91%

P P

Et

EtEt

Et

(R,R)-Et-DuPHOS

N
H

NPhCO

R

CO2Me

53 54

Scheme 2.22 N2-protected a-hydrazino esters from catalytic
enantioselective hydrogenation of hydrazones.

N
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N R1

R2

O

Ph
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Figure 2.11 Chelation ofN-acyl hydrazones with Lewis acids (LA)
and electrophilic activation of the carbon.
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needed. As products 58 were found to be solids, their enantiopurity can be raised
through recrystallization.

2.2.4.3 Stereoselective Addition of Organometallic Reagents to Hydrazones
Addition of Grignard reagents to the chiral hydrazone 59 derived from D-glyceralde-
hyde stereoselectively gives 60 in the presence of CeCl3 (Scheme 2.25) [173]. Further
deprotection and oxidation furnishes L-NH2-Ala.
The asymmetric allylation of benzoyl-type hydrazones like 52 (R3¼COPh) with

trichloro allylsilanes has been achieved by Kobayashi et al. in twoways (Schemes 2.26
and 2.27). The use of catalytic amounts of zinc fluoride and catalyst 61 in aqueous
media yields N2-aroyl a-hydrazino a-allylic esters 62 in modest enantiomeric excess
at 0 �C (Scheme 2.26) [174].Water plays a key role since the reaction does not occur in
dry THF.

N
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H
N CNPhCO

R2 R1

Me3SiCN, MeOH (2 eq)

ErCl3 5 mol%,
(S)-Ph-pyBOX 35c  6-10 mol %
CHCl3, 2-4 days

R1 = H, Me, Ar
R2 = Ar, CHPh2,

 tBu, PhCH2

(23 examples)

yield: 85-100%
ee: 31-97

N
H

NPhCO

R1

R2

52 58

Scheme 2.24 N2-protected a-hydrazino nitrile 58 from catalytic
enantioselective hydrocyanation of hydrazones.
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Scheme 2.23 Diastereoselective hydrocyanation of hydrazone 55,
as a key step to 5-hydroxy piperazic acid 57.
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Scheme 2.25 Diastereoselective addition of organometallics to hydrazone 60.
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The reaction can also be run in organic solvent, at low temperature using 2,20-bis
(diphenylphosphino)1,10-binaphthyl (BINAP) oxide as additive (Scheme 2.27) [175].
BINAP oxide coordinates to the allyl silane to form a chiral hypervalent silicon
compound, which reacts very efficiently with hydrazone 63. The enantiomeric excess
can be improved up to 98%. Furthermore, the reaction proceeds stereospecifically.
(E)-Allylic silanes give the syn adduct 64, whereas the anti adduct 64 is obtained from
the (Z)-allylic silane.

2.2.4.4 Stereoselective or Catalytic Enantioselective Mannich-Type Reaction with
Hydrazones
TheLewis acid-catalyzed activation of glyoxylic hydrazones allows theirMannich-type
reaction with silyl enol ethers. A highly stereoselective reaction occurs with non-
racemic hydrazone 65derived fromEvans oxazolidinone 17 and silyl ketene acetals or
thiocetals (Scheme 2.28) [176]. Simple activation by excess zinc chloride is necessary
and yields of 66 are good.
Diastereo- and enantioselective Mannich-type reactions of achiral glyoxylic

hydrazone 63 and silyl enol ethers in aqueous medium are achieved using ZnF2
and the chiral catalyst 61 (Scheme 2.29) [177–179]. This reaction proceeds by double
activation, in which Zn(II) acts as a Lewis acid to activate the hydrazone and fluoride
acts as a Lewis base to activate the silyl enol ether. Fair to good yields of 67 are
obtained, in fair to good diastereomeric ratio.

H
CON 2Et

R1

N
H

PhCO
N
H

NPhCO CO2Et

R2

R1 SiCl3

R2

Ph2P PPh2

O O
2eq

CH2Cl2, -78 °C, 12  h

64

R1 = R2 = H: 91%, 98% ee
R1 = H,  R2 = Me: 96%, syn/anti<1:99, 96% ee
R1 = Me,  R2 = H: 92%, syn/anti = 98:2, > 99% ee

63

Scheme 2.27 Enantioselective and stereospecific allylation of
hydrazone using BINAP dioxide as additive.

N
H

N CO2Et

SiCl3
R

ZnF2 20 mol%
chiral catalyst 10 mol%

H2O/THF (1:9), 0 °C, 55 h
PhPh

NH HN OMeMeO

H
CON 2EtN

H

ArCO

R

R = H: 92%, 81% ee
R = Me: 88%, 65% ee
R = Ph: 62%, 78% ee

O

EtO

61

62

Scheme 2.26 Preparation of a N2-aroylhydrazino a-allylic esters 62 using allyl silanes.
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2.2.4.5 Enantioselective Friedel–Crafts Alkylations with Hydrazones
Chlorosilane 68 mediates the enantioselective Friedel–Crafts reaction between
electron rich aromatic compounds ArH and isopropyl glyoxylate hydrazone 69
(Scheme 2.30) [180]. Although chlorosilane 68 is obtained in a 2 : 1 diastereomeric
ratio from pseudoephedrine and trichlorophenylsilane, the reaction proceeds with
high enantiomeric excess.

2.2.4.6 Diastereoselective Zinc-Mediated Carbon Radical Addition to Hydrazones
Radicals generated from alkyl iodides and Zn(0) in aqueous media add, in a highly
stereoselective way, to N2-diphenyl hydrazones 70 carrying the Oppolzer chiral
auxiliary (Scheme 2.31) [181]. N2-Diphenyl a-hydrazino acids 71 are obtained in
fair to good yields and with good diastereomeric excess.

2.2.4.7 Catalytic Enantioselective Reaction of a-Diazoesters with Aldehydes and
Subsequent Stereoselective Reduction
Asymmetric phase-transfer catalysis by 72 allows the synthesis of a-diazo-b-hydroxy
esters 73 in good to excellent yields and modest to good enantiomeric excesses from

N
N CO2Et

O

Ph

O

R1

OSiMe3

R1

R2

ZnCl2, 1.3 eq
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R1 = H, R2 = OEt: 61%, dr = 98:2
R1 = H, R2 = OtBu: 56%, dr = 97:3
R1 = H, R2 = SPh: 62%, dr = 96:4
R1 = H, R2 = SEt: 30%, dr = 95:5

65 66

Scheme 2.28 Diastereoselective Mannich-type reaction between
silyl enol ethers and chiral glyoxylic hydrazone 65.
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Scheme 2.29 Catalytic enantioselective Mannich-type reaction
between silyl enol ethers and glyoxylic hydrazone 63.
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a-diazo tert-butyl esters and aldehydes (Scheme 2.32) [182]. Further reactions of the
diazo group, including 100% stereoselective reduction, furnish, for instance, fully
protected 74.
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R4

Scheme 2.30 Enantioselective Friedel–Crafts reaction between
electron-rich aromatic compounds and isopropyl glyoxylate
hydrazone 69 mediated by chiral chlorosilane 68.
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Scheme 2.31 Diastereoselective zinc-mediated carbon radical addition to hydrazone 70.
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Scheme 2.32 Catalytic enantioselective synthesis of a-diazo-b-
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hydrazino-b-hydroxy ester 74.
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2.2.5
Piperazic Acid and Derivatives by Cycloaddition Reactions

Hetero-cycloaddition reactions are pertinent tools to build the piperazic acid frame-
work. The earliest synthesis used azodienophiles and dienes. These reactions have
been conducted in stereoselective modes.

2.2.5.1 Diels–Alder Cycloaddition
The first reported synthesis of piperazic acid used diene 75 and phthalazinedione 76.
Hydrogenolysis, hydrolysis, and protection furnished racemic protected piperazic
acid 77, which was resolved using ephedrine (Scheme 2.33) [183].
Two chiral auxiliaries have been introduced on the diene. Diene 78 carrying a

glucopyranose auxiliary reacts slowly with di(tert-butyl)azodicarboxylate (TBAD)
(Scheme 2.34) [184, 185]. Cycloadduct 79 is obtained in good yield and excellent
stereoselectivity. Hydrogenation and acidolysis of the auxiliary easily furnishes
hydrazone 80. Reduction to the unstable piperazic ester and derivatization with
Sanger�s reagent gives the stable 81.
Evans chiral auxiliary has also been introduced into diene 82 (Scheme 2.35) [186].

Reaction with azadienophile 83 is efficiently catalyzed by TiCl4, and provides
cycloadduct 84 in very good yield and diastereomeric excess (Scheme 2.35).However,
further transformation to piperazic acid derivative proves to be long. Reductive
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Scheme 2.33 Resolution of protected piperazic acid prepared using a Diels–Alder reaction.
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removal of the chiral auxiliary yields 85, which is hydrolyzed to 86 in harsh
conditions. Oxidation to piperazic acid needs nitrogen protection.

2.2.5.2 1,3-Dipolar Cycloaddition
Highly diastereoselective 1,3-dipolar cycloaddition between trimethylsilyl diazo-
methane and camphor sultam-derived dipolarophile 87 followed by acidic treatment
gives the five-membered heterocycle 88 in good yields and good diastereoselectivity
(Scheme 2.36) [187]. Further reduction, protection, and chiral auxiliary removal
provides aza analogs of proline 89. The electrophilic unsaturated carbon in hydra-
zones 88 can also be functionalized using Bu3SnCH2CH¼H2, Me3SiCN or silylk-
etene acetals (see reactions developed in Section 2.2.4) to give, stereoselectively,
compound 90 [188].
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Scheme 2.35 Preparation of piperazic acid using a Diels–Alder
reaction between 4-phenyltriazoline-3,5-dione and a chiral diene.
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2.3
Chemistry

The two reactive functions in a-hydrazino acid derivatives give rise to a very rich
chemistry. In comparison with analogousa-amino acids [189], reactivity is due to the
presence of the two nucleophilic nitrogen atoms and the possible cleavage of the
rather weak N�N bond. Reduction of this bond is the last step in the asymmetric
synthesis of a-amino acids using hydrazones or azodicarboxylates. Owing to their
close structural relationship to the naturally occurring a-amino acids, a-hydrazino
acids have been incorporated in peptides. Methods of peptide synthesis have been
adapted to that goal andmethods for the regioselectiveN1- orN2-acylation have been
developed since the mid-1960s. Only specific reactions of the carboxyl group due to
the presence of the hydrazino function are covered herein. The formation of
heterocycles from a-hydrazino acids is also reviewed.
Obviously, general properties of compounds having N�N bonds apply to

a-hydrazino acids derivatives [190]. Air oxidation of free hydrazines may occur,
especially in a basic medium.However, solid zwitterionica-hydrazino acids and also
hydrazides (R�CO�N�N) or carbazates (R�O�CO�N�N) are quite stable at RT
and in air. Hydrazines are less basic than the corresponding amines (Table 2.3) and
the extra nitrogen in hydrazides RCONHNH2 or inN

2-protecteda-hydrazino acids is
weakly basic. InN2-protecteda-hydrazino acids, the acidity of the carboxyl function is
enhanced and similar to that of unprotected amino acids.

2.3.1
Cleavage of the N�N Bond

Cleavage of the N�N bond in nonracemic a-hydrazino acid derivatives 91 is a very
convenient method to prepare a-amino acids 92 substituted by a wide diversity of
side-chains R4 or R5 (Table 2.4). Methods to reduce hydrazines to amines have been
known for a long time [190]. In the 1960s, racemicN1-methyl a-hydrazino acids had
been converted into N-methyl a-amino acids by two methods: quantitative cleavage
by nitrous acid or hydrogenolysis using Raney nickel in ethanol [192]. Since the first
efficient asymmetric synthesis of a-hydrazino acid derivatives in 1986, basically two
methods (hydrogenolysis and reductive cleavage using samarium iodide) have been
applied for their conversion into a-amino acids. In most cases, the conditions
required to cleave that bonddependmarkedly on substituentsR1,R2, orR3 (Table 2.4).
Avoiding racemization or reduction of the side-chains R4 or R5 are the main
difficulties encountered.
Hydrogenolysis of N1,N2-unsubstituted a-hydrazino acid derivatives readily

occurs using Raney nickel [109, 111, 127, 128, 146]. This inexpensive reagent was
used in a large-scale synthesis of AS-3201 – a potent aldose reductase inhibitor [146].
WhenN1 andN2 are substituted by alkoxycarbonyl groups, no reaction occurs [111] or
low yields are obtained [132]. Epimerization was observed in one case [193]. Hydro-
genolysis of a-hydrazino acid derivatives that areN1,N2-unsubstituted or substituted
by aryl or alkyl substituents also occurs using palladium hydroxide [181] or platinum
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oxide [108, 110, 188, 193]. However, these conditions are not suitable with aromatic
side-chains since they are reduced to cyclohexyl. Hydrogen and palladium on
charcoal are selective for benzyl or benzyloxycarbonyl groups and are generally unable
to cleave N�N bonds [59, 68, 109, 111, 156, 173], except in the case of aminoserine,
which has been converted to serine [165]. Very efficient reductive cleavage of N2-
benzoyl hydrazines using SmI2 was described in 1992 [170] and has gained promi-
nence inmany recent studies [140, 174–177, 180]. The reaction proceeds at RTwithin
30min in MeOH/THF mixtures. Reduction of N�N is selective in the presence of
unsaturated side-chains [174]. It has also been shown thatN1-trifluoroacetylation also
activates the N�N bond cleavage by SmI2 [194]. In the case ofN1,N2-dialkoxycarbonyl
substitution, cleavage using SmI2 does not work. Treatment with trifluoroacetic
anhydride in the presence of pyridine allows N2-trifluoroacetylation and activation
of the reductive cleavage [131–133, 135]. N�N bond cleavage using zinc [127, 134],
nitrous acid [131], or electrochemistry [195] has been also described.

2.3.2
Reactivity of the Hydrazino Function

To the best of our knowledge, intermolecular alkylation of a-hydrazino acid deriva-
tives has not been described. However, reactions ofa-hydrazino acid derivatives with
numerous acylating reagents used in peptide synthesis have been studied since the
mid-1960s. Results are reviewed according to the substitution pattern of the hydra-
zine moiety (Figure 2.12). Nonsubstituted hydrazines 93 are more reactive than the
monosubstituted 94 or 95, but difficulties in the regioselective acylation may occur.
Guidelines for the efficient and regioselective incorporation of a-hydrazino acid
residues in peptides are provided. The easy hydrazone formation from 93 or 94 is also
described.

2.3.2.1 Reaction of Unprotected a-Hydrazino Acid Derivatives with Acylating Reagents
Owing to the presence of two reactive nitrogen atoms, acylation of 93may produce a
mixture of monoacylated 96 and 97 or diacylated 98 (Table 2.5). It is well known that
themost substituted nitrogen in hydrazines ismore nucleophilic [190]. However, the
site of acylation is markedly sensitive to steric effects as well as to the nature of
the acylating agent [190]. The influence of the reagent and the side-chain R1 on the
regioselective protection of 93 by Boc or Cbz has been studied (Table 2.5). The major
product is 97 when ethyl hydrazino acetate is acylated with benzylchloroformate
(entry 2) or pyrocarbonates (entries 3 and 4). Using the activated ester, CbzOSu
(entry 5), the regioselectivity is reversed and 96 is obtained in good yield. In the case of
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Figure 2.12 Starting a-hydrazino acid derivatives used in acylation reactions.
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themore hindered aminoalanine (entry 6) or aminophenyl alanine (entry 7) acylation
at N2 by CbzCl is increased and becomes the major reaction with Boc2O (entry 8).
N2-Acylated products 96 are the only products in reactions of hydrazino acetate

derivatives with activated protected amino acids (entries 9 and 10) or succinimidyl
fatty esters (entry 11). More hindered hydrazino acid derivatives (R1¼CH3, CH2Ph,
iPr, or CHMeEt) are selectively acylated atN2 by active esters or mixed anhydrides in
fair to good yields (entries 9–18). In two cases (entries 13 and 16) yields obtained with
the corresponding a-amino acid derivatives are similar (32 and 44%, respectively).
Reaction times are generally longer than that needed for the corresponding a-amino
acids. In conclusion, the N1-acylated product 97 is produced only in the case of
aminoglycine derivatives reacting with chloroformates or pyrocarbonates. In all the
other cases, steric hindrance of the side-chain or the use of activated amino acids
favors the formation of the N2-acylated derivative 96.

2.3.2.2 Reaction of N1-Substituted a-Hydrazino Acid Derivatives with Acylating
Reagents
Steric hindrance of the side-chain in 94 and of theN1 substituent greatly reduces the
N2 nucleophilicity towards acylating reagents (Table 2.6). Activation of acids using
carbodiimides allows the acylation of hydrazino acetic derivatives 94 (R1¼H) in fair
to very good yields, in solution-phase synthesis (entries 1–3) [43, 49, 84, 87] and in
solid-phase synthesis (entry 4) [70]. Reaction times are longer than those used with
a-amino acid derivatives. In the case of amino (Cbz)-alanine (entries 5–9), coupling
conditions to Fmoc-alanine have been optimized and the reaction is rather difficult
[101]. Acyl fluoride or acyl chloride prove to be the best reagents. Yields are fair when
steric hindrance is important (entry 10). Acylation of N1-benzyl substituted
a-hydrazino acid derivatives is also difficult (entries 11–16) and strong acylating
reagents are needed for the reaction to proceed [59, 68].

2.3.2.3 Reaction ofN2-Protecteda-Hydrazino AcidDerivativeswith Acylating Reagents
The N1 atom in 95 is weakly basic and sterically hindered. Reaction with acylating
reagents is generally difficult (Table 2.7). Acyl chlorides, N-carboxy anhydrides
(NCAs), or acid activation using O-(7-azabenzotriazol-1-yl)-N,N,N0,N0-tetramethylur-
oniumhexafluorophosphate (HATU) are the best reagents, but yields of 100 are fair.
Piperazic acids occur in nature as components of peptide natural products and they

are acylated at N1 except in the case of Sanglifehrin. In a review, Ciufolini and Xi
pointed out that N1 acylation of piperazic acid derivatives is also problematic, and
have proposed reasons for this unusually poor nucleophilicity [31]. Efficient acylation
reagents such as acyl chlorides were generally used for the N1-acylation to proceed.

2.3.2.4 Reaction with Aldehydes and Ketones
In the 1960s, smooth formation of hydrazones from N2-unsubstituted a-hydrazino
acid derivatives was used for characterization or purification. Acetonehydrazone as an
N2-protecting group allowed Niedrich to prepare N-aminopeptides [47, 48]. Intramo-
lecular hydrazone formation froma-hydrazino and d-oxo functions is generally one of
the last steps in dehydropiperazic acid synthesis (see Section 2.3.4.1 and Table 2.10).
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More recently, a-hydrazino acetyl peptides, prepared by solid-phase
functionalization of peptides [200], have proved to be valuable partners in the
hydrazone chemical ligation with oxo-aldehydes derivatives giving a straightforward
access to synthetic peptide conjugates and high-molecular-weight constructs
(Scheme 2.37) [62, 63, 201].

2.3.3
Reactivity of the Carboxyl Function

Generally, reactivities of the carboxyl or ester functions in a-hydrazino acid deriva-
tives are similar to those of analogousa-amino acids. Activation of the carboxyl group
and subsequent peptidic coupling have been realized using several reagents. In the
case ofN1,N2-diprotecteda-hydrazino acids, activation and coupling proceedwithout
any problems using liquid-phase [43, 59, 68, 84, 87] or solid-phase synthesis
techniques [70, 202]. No detectable racemization occurs when Boc-NH-(CH2Ph)
Ala-OH is coupled to Ala-NHiPr via isobutyl chloroformate activation [59]. Owing to
theveryweaknucleophilicity of theN1 atom, theuseofN2-monoprotecteda-hydrazino
acids 101 in amide formationmay be pertinent. Activationmethodsmust be carefully
chosen in order to avoid N1-acylation. Isobutyl chloroformate reacts selectively with
the N1 nitrogen and a second equivalent is needed in order to activate the carboxyl
group, so leading to N1,N2-diprotected a-hydrazino amides 102 (Scheme 2.38) [59].
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or lipopeptide spacer
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Scheme 2.37 Chemical ligation using a-hydrazino acetyl peptides.
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Succinimidyl 103 or 1,3,4-trichlorophenyl activated esters (R1¼CH2Ph [48, 50, 55] or
CH3 [55]) can be isolated in fair to good yields (40–80%) by crystallization at low
temperature (�15 �C). However, partial to total decomposition may occur after
recrystallization of 103 from refluxing methanolic solution. Oligomers 104 resulting
of the self N1-acylation were observed by mass spectrometry of the recrystallization
mother liquors [59].
Nevertheless, peptidic coupling of isolated active esters 103 to free N-terminal

peptides gives very good yields [50], even in the case of hindered residues (Ile,
Table 2.8, entry 2), because N-free peptides are far more nucleophilic than the
unprotectedN1 of the hydrazinomoiety (Table 2.8, entries 1 and 2). Similar results are
obtained when in situ generated activated esters from N1-subtituted or N1-unsub-
stituted hydrazino acids are coupled to amino acids (Table 2.8, entries 3–6).

2.3.4
Synthesis of Heterocycles

The presence of at least two reactive functions in a-hydrazino acids has been used in
cyclization reactions leading to heterocycles. Intramolecular reaction between the
hydrazine group and an electrophilic function in the side-chain is the main access to
piperazic acid derivatives [41, 42, 98, 103, 117, 119, 121, 124, 129, 166, 198, 199, 203,
204]. Other heterocycles (1-aminohydantoins [205], 5,5-fused heterocyclic ring
systems [206, 207], or pyrazoles [208]) with interesting biological properties have
been prepared from a-hydrazino acids.

2.3.4.1 Cyclization Leading to Piperazic Acid Derivatives
N,N-Diacylated a-hydrazino compounds 106 which are substituted at Cd by a
good leaving group X are excellent precursors to piperazic acid derivatives 107

Table 2.8 Use of N1-protected a-hydrazino activated esters in peptide coupling.

N

O

OSu

R1

N
H

PG

R2

N

O

peptide

R1

N
H

PG

R2

peptide

105

PG R1 R2 Peptide Yield 105 (%) Reference

1 Cbz CH2Ph H Gly–Gly-OEt 70 [50]
2 Boc CH2Ph H Ile–Gly–Leu–Met-NH2 92 [50]
3 Boc CH3 H Ala-NHiPr 44 [59]
4 Boc CH3 CH2Ph Ala-NHiPr 46 [59]
5 Boc (R)-CHMeEt H Leu-OMe 67 [59]
6 Boc (R)-CHMeEt CH2Ph Leu-OMe 72 [59]

PG¼protecting group.
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(Table 2.9). Deprotonation of the hydrazide function results in a smooth cyclization
reaction, which is the key step in themost usedmethod for piperazic acid preparation
(entry 1) [42]. A promising precursor to piperazic acid (entry 4) is prepared in high
yields and the R3 hydroxymethyl group was further oxidized to the acid [41].
Diastereomeric g-hydroxy piperazic acid derivatives 109 [120] and 111 [126] have

been prepared from the corresponding lactones 108 and 110 via an efficient
cyclization reaction (Scheme 2.39).
The hydrazone function in dehydropiperazic derivatives 114 is generally created

from hydrazino aldehyde 113 (Table 2.10). The aldehyde function is generated in situ
from acidic hydrolysis of acetal 112 (entries 1–8) or by oxidation of the corresponding
alcohol (entry 9). Subsequent cyclization occurs nearly quantitatively in acidicmedia,
which is compatible with b-hydroxy substitution of the side-chain.

2.3.4.2 Other Heterocycles
In order to discover new bioactive compounds, scientists at Procter and Gamble
developed two general solid-phase syntheses of heterocyclic scaffolds, 1-aminohy-
dantoins 115 (Scheme 2.40) [205] and 5,5-fused heterocyclic ring systems 116

Table 2.9 Cyclization reaction leading to piperazic acid derivatives.

N
N R3

R2

R1N R3

R2

X

N
H

R1

γ
βδ

α

106 107

R1 R2 R3
Chain
Substitution Reagent X

Yield
107 (%) Reference

1 Boc Boc COXc — LDA, DMPU Br 60 [42]
2 Boc Boc COXc (S)g-OCH2Ph LDA, DMPU Br 60 [119]
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(Scheme 2.41) [206, 207], using a-hydrazino acids. 1-Aminohydantoins 115 have
important pharmacological properties (Scheme 2.40). For instance, nitrofurantoin
and dantrium are, respectively, anti-infective and skeletal muscle relaxant drugs.
N2-Boc a-hydrazino acids were coupled to hydroxymethylene polystyrene resin 117.
After deprotection of 118, hydrazone 119 was readily prepared and then functiona-
lized at N1 using isocyanates or equivalent reagents. Traceless cyclizative cleavage
from the resin afforded a library of 1-aminohydantoins 115 bearing four points of
diversity in good overall yields (average yield per step 73–92%).
5,5-Fused heterocyclic ring systems 116 were shown to inhibit both interleukin-1

and tumor necrosis system (R1¼ pF-C6H4, R
2¼ 4-pyrimidyl) or to inhibit mitogen-

activated protein kinase with anti-inflammatory activity (Scheme 2.41) [206, 207].
Libraries containing this scaffold were prepared using solution-phase synthesis
(R3¼H) [206] or solid-phase synthesis (R3¼hydroxymethylene polystyrene)
[207]. The hydrazine function of a-hydrazino acid derivatives was reacted with
malononitriles to give the expected aminopyrazoles 120. The carboxyl function
allowed cyclization and, thus, access to a library of 5,5-fused heterocyclic ring
systems 116.
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Scheme 2.40 Synthesis of 1-aminohydantoin library from a-hydrazino acids.
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Other regioselective pyrazole syntheses from a-hydrazino acids were achieved
using enamino ketones 121 or silyl acetylenic ketone 122 (Scheme 2.42) [208]. The
isomeric pyrazoles obtained were precursors to mimics of the cis amide bond in
peptides.

2.4
Conclusions

This chapter covers a century of chemistry and synthesis of nonracemic a-hydrazino
acids and piperazic acid derivatives. The early preparations used resolution or
starting materials from the chiral pool, such as a-amino, hydroxy, or halogeno acids.
Then, chiral auxiliaries, mainly those of Evans and Oppolzer, were applied to highly
stereoselective preparations. Currently, intensive efforts are made in the search for
enantioselective catalytic reactions using essentially azodicarboxylates or hydra-
zones. Diversely substituted a-hydrazino acids have been obtained. Derivatives
bearing on the a-carbon not only the side-chains present in proteinogenic a-amino
acids, but also a lot of functionalized substituents have been prepared. Methods
producing quaternary a-carbons are also available. Substitution of the two nitrogens
has also been controlled and substituents are mainly protecting groups. Preparation
of a-hydrazino acid derivatives has greatly developed because the N�N�C�C¼O
fragment is found in drugs that have been marketed for a long time (carbidopa or
cilazapril) or in several bioactive products. They are also very important intermediates
in the asymmetric synthesis of a-amino acids. Chemoselective cleavage of the N�N
bond by mild methods avoiding racemization has been proposed. Owing to their
close structural relationship to the naturally occurring a-amino acids, a-hydrazino
acids have been included in peptidic structures using conventional techniques of
peptide synthesis. The question of the mono or the orthogonal bis protection of the
two nitrogens in synthons useful for peptide synthesis is still open. Except in the case
of hydrazino acetic derivatives, the hydrazinomoiety is generally weakly nucleophilic,
thus requiring strong acylating reagents. The presence of at least two reactive
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Scheme 2.42 Regioselective synthesis of pyrazole from a-hydrazino acids.

78j 2 Synthesis and Chemistry of a-Hydrazino Acids



functions in a-hydrazino acid derivatives has been used in the synthesis of several
bioactive heterocycles.

2.5
Experimental Procedures

2.5.1
(S)-2-hydrazinosuccinic Acid Monohydrate [22]

N
H

CO2H

H2N

CO2H

A solution of tetra-N-methylammonium hydroxide (9.10ml, 20% in hexanes,
19mmol) was added to a solution of (R)-malic acid (1.34 g, 10.0mmol) in methanol
(10ml). The mixture was concentrated in vacuo and the white solid was suspended
in 3 : 1 dry DMF/acetonitrile (15ml). Benzyl bromide (2.40ml, 20mmol) was added
and the mixture was stirred for 21 h. Ether (150ml) was added and the mixture was
filtered. The filtrate was washed with water (3� 50ml), dried (Na2SO4), and
concentrated in vacuo. The residual yellow oil was purified using flash chromatog-
raphy (35% EtOAc/hexanes) to afford dibenzyl (R)-2-hydroxysuccinate (2.73 g, 86%
yield) as a colorless, homogeneous oil; [a]D¼ þ 19.3 (c 1.9, CHCl3). A solution of
dibenzyl (R)-2-hydroxysuccinate (1.57 g, 5.0mmol) and pyridine (0.5ml, 6.2mmol)
in dichloromethane (5ml) was added to a solution of trifluoromethanesulfonic
anhydride (0.9ml, 5.3mmol) in dichloromethane (10ml) at �20 �C. The mixture
was stirred at RT for 1 h. After three successive additions of CCl4 (3� 10ml) and
concentration in vacuo to about 5ml each time, the mixture was filtered through a
plug of anhydrous Na2SO4. The filtrate was concentrated in vacuo to give the triflate
as an oil (2.21 g, 99%). Benzyl carbazate (1.66 g, 10mmol) was added to a solution of
the triflate (2.21 g, 5.0mmol) in dichloromethane (10ml) and the mixture was
stirred for 24 h. Water (5ml) and saturated aqueous NaHCO3 (5ml) were added and
the mixture was extracted with ether (3� 35ml). The ether extracts were dried
(Na2SO4) and concentrated in vacuo. The residual oil was purified by flash
chromatography (45% EtOAc/hexanes) to give dibenzyl (S)-2-(N2-benzyloxycar-
bonylhydrazino)succinate as a colorless oil (2.07 g, 89% yield); [a]D¼ þ 7.7
(c 2, CHCl3). A solution of dibenzyl (S)-2-(N2-benzyloxycarbonylhydrazino)succinate
(1.0 g, 2.2mmol) in 10% AcOH/EtOAc (10ml) was hydrogenated for 8 h in the
presence of 5% Pd/C catalyst (0.1 g). The mixture was filtered through a Celite pad
and the filtrate was concentrated in vacuo. The white solid was recrystallized from
THF/water to give (S)-2-hydrazinosuccinic acid monohydrate (0.191 g, 52% yield);
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enantiomeric excess greater than 99%; melting point (m.p.) 116–118 �C;
[a]D¼�14.2 (c 1, H2O).

2.5.2
(�)-(R)-N1,N2-dibenzyloxycarbonyl-2-hydrazino-2-phenyl Propionic Acid,
Methyl Ester [130, 131]

H
N

N CO2Me

Cbz

Cbz

Me Ph

A suspension of L-proline (102.6mg, 0.9mmol) in dichloromethane (14ml)
was stirred at RT for 30min, followed by addition of 2-phenylpropionaldehyde
(362mg, 2.7mmol) at 0 �C. After 1 h of stirring at RT dibenzyloxycarbonyl
azodicarboxylate (537mg, 1.8mmol) was added and the mixture was stirred at
RT under argon until the color of the azodicarboxylate disappeared (3 days). The
reaction was then quenched by addition of water and the aqueous phase
was extracted 3 times with diethyl ether. The combined organic phases were
dried with magnesium sulfate and the solvent was removed by evaporation at
reduced pressure. Subsequent flash chromatography on silica delivered N1,N2-bis
(benzyloxocarbonyl)-2-hydrazino-2-phenyl propionaldehyde (0.65 g, 1.5mmol,
83% yield). N1,N2-Bis(benzyloxocarbonyl)-2-hydrazino-2-phenyl propionaldehyde
(0.65 g, 1.5mmol) was dissolved in acetonitrile (5ml) along with NaH2PO4

(0.050 g, 0.4mmol) in water (2ml) and 35% H2O2 (0.14ml, 1.5mmol). To the
resulting mixture was added a solution of NaClO2 (0.23 g, 2.6mmol) in water
(5ml) dropwise, keeping the temperature of the mixture below 10 �C. After the
mixture was stirred for 12 h, Na2SO3 (0.015 g, 0.1mmol) was added and the
resulting mixture was acidified (pH 2–3) with 10% aqueous HCl. The resulting
mixture was partitioned between brine and dichloromethane, the layers were
separated. The aqueous layer was extracted with dichloromethane. The combined
organic extracts were washed with brine, dried, and concentrated under reduced
pressure to give a residue that was taken up in toluene/methanol 1 : 2 and treated
with an ethereal solution of trimethylsilyldiazomethane at 0 �C for 5min until
bubbling subsided. The excess trimethylsilyldiazomethane was quenched with a
few drops of acetic acid and the solvent was then removed in vacuo. Column
chromatography on silica (diethyl ether/pentane, 1 : 1) delivered (�)-N1,N2-
dibenzyloxycarbonyl-2-hydrazino-2-phenyl propionic acid, methyl ester (0.6 g,
1.3mmol, 87% over two steps) of a colorless solid with 82% e.e. High-perfor-
mance liquid chromatography (HPLC; Chiralcel OD, n-heptane/isopropanol
90 : 10, 0.7ml/min): Rt(maj)¼ 30.1min, Rt(min)¼ 46.4min; [a]D¼ –38.55 (c 1.00,
CHCl3). The (R) configuration was assigned by chemical transformation into
known compounds.
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2.5.3
(þ )-(R)-N1,N2-Bis(benzyloxycarbonyl)-1-hydrazino-2-oxocyclopentane Carboxylic Acid,
Ethyl Ester [136]

N

H
N

Cbz

O

CO2Et

Cbz

To a solution of dibenzylazodicarboxylate (32.0mg, 0.1mmol) in CH2Cl2 (1ml) at
�25 �C was added ethyl 2-oxocyclopentane carboxylate (15.6mg, 0.1mmol) and
cinchonine (5.9mg, 0.02mmol). The resulting yellow solution was stirred for 5min
at �25 �C. The reaction mixture was partitioned between CH2Cl2 (3ml) and 0.5M
HCl (2ml). The aqueous layer was extracted with CH2Cl2 (3� 1ml). The combined
organic extracts were dried (Na2SO4) and concentrated in vacuo. Purification by flash
chromatography afforded ethyl (R)-N,N0-bis(benzyloxycarbonyl)-1-hydrazino-2-
oxocyclopentane carboxylate as a colorless glass (95% yield, 88%e.e.). HPLC (Chir-
alcelAS, hexane/isopropanol80 : 20, 1ml/min):Rt(maj)¼ 17.2min,Rt(min)¼ 36.1min;
[a]D¼ þ 2 (c¼ 1.1, CH2Cl2).

2.5.4
(�)-L-N-Aminovaline [151]

CO2HN
H

H2N

To a suspension of L-valine (29.25 g, 0.25mol) in water (500ml) was added KOCN
(142 g, 1.75mol). After 4 h at 60 �C under stirring, the mixture was cooled to 0 �C.
The ureo derivative was precipitated by slow addition of 10M HCl (270ml) and
collected (36.0 g, 90%). ½a�23D ¼ þ 15:7 (c 1, 95% EtOH). To this ureido derivative
(0.500 g, 3.12mmol) in 5M KOH (1.9ml) at 0 �C and in the dark was added,
dropwise, aqueous KOCl (2.01M, 1.9ml). This mixture was then stirred at RT for
19 h in the dark. On acidification (0 �C, 10M HCl) a gummy material separated and
was removed by ether extraction. The aqueous phase was percolated through a
Dowex 1X2-100 ion-exchange resin (OH� form). The resin was eluted with water
until the eluent was neutral, then (�)-L-N-aminovaline hemi-hydrate (0.25 g, 61%
yield) was recovered as a white solid after elution with 1M aqueous acetic acid,
lyophilization and recrystallization from boiling 95% ethanol. ½a�25D ¼ �16:8 (c 0.8,
5M HCl).
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2.5.5
(þ )-L-N-benzyl-N-(tert-butoxycarbonylamino)tryptophan, Hexylamine Salt [166]

CO2
—N

H
N

HN

Bn

Boc

NH3
+

To amixture of L-tryptophan (4.08 g, 20mmol) andNaOH (0.8 g, 20mmol) inwater
(25ml) was added freshly distilled benzaldehyde (2ml, 20mmol) at RT. The mixture
was stirred for 1 h and then cooled to 0 �C before addition of NaBH4 (0.23 g, 6mmol)
in small portions. After 2 h at RT the treatment with benzaldehyde and NaBH4 was
repeated. The resulting mixture was cooled to 0 �C and acidified with 6M HCl to
pH 6. The solid was collected, and washed with iced water and diethyl ether.
Recrystallization from a boiling mixture of water (20ml) and AcOH (40ml) afforded
L-N-benzyltryptophan as a beige solid (4.15 g, 72%); m.p. 256 �C (dec.); ½a�25D þ 10:7 (c
1,HCl 6M). A suspension ofN-benzyltryptophan (3.52 g, 12mmol) inMeOH (24ml)
was treated at 0 �C with a 2.2M solution of Me4NOH in MeOH (5.46ml, 12mmol).
After stirring for 5min the solution was concentrated in vacuo. To the residue
dissolved in CH2Cl2 (60ml) was added dropwise at �78 �C a solution of N-tert-
butoxycarbonyl-3-trichloromethyl oxaziridine [163] (3.3 g, 12.6mmol) in CH2Cl2
(60ml). The cooling bath was allowed to warm slowly overnight. The reaction
mixture was extracted with water (3� 200ml). The aqueous phase was washed with
CH2Cl2 (30ml), acidified with KHSO4 (1.63 g) until pH 3–4, and then extracted with
CH2Cl2 (3� 150ml). The CH2Cl2 phase was dried over Na2SO4 and concentrated
in vacuo to afford crude L-N-benzyl-N-(tert-butoxycarbonylamino)tryptophan (4.60 g,
93%) as a glassy solid, pure enough formost purposes. Aportion of this solid (0.331 g)
was dissolved in ether (10ml) and treated by hexylamine (0.132ml, 1mmol) to yield
pure L-N-benzyl-N-(tert-butoxycarbonylamino)tryptophan hexylamine salt as a color-
less solid (0.322 g, 63%); m.p. 142 �C; ½a�25D þ 28:6 (c 1.8, MeOH).
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2.5.6
(R)-2-(N2-benzoylhydrazino)-2-(4-dimethylaminophenyl) Acetonitrile [172]

CNN
H

H
N

Bz

NMe2

Catalyst preparation To a flame-dried flask under argon was added ErCl3 (188mg,
0.67mmol, hygroscopic!), (S)-Ph-PyBOX (517mg, 1.35mmol, 2.0 equiv.), and dry
acetonitrile (135.0ml, 0.1M in ErCl3). The mixture was heated to reflux under argon
for 8 h. The resulting cloudy mixture was concentrated to dryness by rotary evapora-
tion, and the pinkish-white residue was redissolved in CH2Cl2 and filtered. The clear
filtrate was concentrated to dryness under high vacuum to afford the (Ph-PyBOX)2-
ErCl3 complex as a pale-pink foam (701mg, 99% yield). The material was used
without further purification.

Hydrazinonitrile preparation To the solid, preformed catalyst prepared as described
above (5mol%) was added under argon 4-dimethylaminobenzaldehyde,
N-benzoylhydrazone, and freshly purified chloroform in order to obtain
0.25–0.1M final concentration. The heterogeneous mixture was cooled to 0 �C
and then charged with trimethylsilyl cyanide (2.0 equiv.) followed immediately by
methanol (2.0 equiv.). The flask was sealed under an argon atmosphere and kept at
0–4 �C for 3 days with stirring. The product was isolated by adding the cold reaction
mixture directly to a silica gel column and eluting with a CH2Cl2/EtOAc solvent
mixture. (R)-2-(N2-Benzoylhydrazino)-2-(4-dimethylaminophenyl) acetonitrile was
obtained as a yellow foam (yield 85%): m.p. 79–81 �C, 97% e.e.; HPLC (Chiralcel
OD, hexane/isopropanol 80: 20): Rt(maj)¼ 24.3min, Rt(min)¼ 13.5min; ½a�22D ¼ �6
(c 0.47, CH2Cl2).
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2.5.7
tert-Butoxycarbonylamino-(4-dimethylamino-2-methoxy-phenyl)-acetic Acid Ethyl Ester
by Reduction using SmI2 [180]

CO2EtN
H

Boc

NMe2

OMe

To a cooled (�78 �C) degassed solution of (N2-benzoyl-N1-tert-butoxycarbonyl-hydrazi-
no)-(4-dimethylamino-phenyl)-acetic acid isopropyl ester (0.388g, 0.8mmol, 90%e.e.)
inMeOH(8ml)wasaddedSmI2(17.6ml,1.76mmol,0.1MinTHF).Uponadditionthe
bluecolorof theSmI2solutionbleachedtopaleyellow.After30min,thereactionmixture
was concentrated at reduced pressure. The residue was purified by flash chromatogra-
phy on silica gel (hexane/EtOAc 5 : 1 as eluent) to give tert-butoxycarbonylamino-
(4-dimethylamino-2-methoxy-phenyl)-acetic acid ethyl ester (0.284g, 0.78mmol,
97% yield); 90%e.e.; HPLC (DAICEL Chiralpak AD-H, hexane/iPrOH¼ 90 : 10,
1.0ml/min):Rt(min)¼ 15.0minandRt(maj)¼ 21.7min; ½a�28D ¼ þ 142:8(c0.51,CHCl3).

2.5.8
(R)-1,2-bis(benzyloxycarbonyl)piperazine-3-carboxylic Acid [41]

N

NCbz

Cbz

HO2C

To a stirred solution of 5-bromopentanal (13.8 g, 83.3mmol) and dibenzyl azodi-
carboxylate (16.1 g, 56mmol) in CH3CN (400ml) at 0 �C was added (S)-proline
(638mg, 5.5mmol, 10mol%). After stirring the mixture at 0 �C for 15h, ethanol
(160ml) and NaBH4 (1.70 g, 45.0mmol) were added, and the mixture was stirred at
0 �C for 40min. The reactionwas quenchedby slowaddition of 10%aqueous citric acid
and the whole solution was concentrated in vacuo. This residue was diluted with ethyl
acetate, washed with saturated brine, dried over sodium sulfate, filtered, and concen-
trated in vacuo to give (R)-5-bromo-2-N,N0-dibenzyloxycarbonyhydrazino-1-pentanol as
a colorless solid (>99%e.e. as judged by the chiral HPLC analysis). The crudematerial
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was purified by recrystallization from ethyl acetate/hexane to give pure (R)-5-bromo-2-
N,N0-dibenzyloxycarbonyhydrazino-1-pentanol (23.5 g, 50mmol, 91%) as a colorless
solid: m.p. 94.0–95.5 �C; ½a�22D ¼ �10:7 (c 1.04, CHCl3). To a stirred solution of (R)-5-
bromo-2-N,N0-dibenzyloxycarbonyhydrazino-1-pentanol (121mg, 0.3mmol) and
imidazole (91mg, 1.3mmol) in DMF (3ml) at 23 �Cwas added tert-butyldimethylsilyl
chloride (45mg, 0.3mmol) and themixture was stirred for 3.5 h. The reactionmixture
was dilutedwith hexane/ethyl acetate, washed with saturated brine, dried over sodium
sulfate, filtered, and concentrated in vacuo. The residue was purified by silica gel
column chromatography (hexane/ethyl acetate 10 : 1) to give (R)-5-bromo-2-N,
N0-dibenzyloxycarbonyl hydrazino-1-(tert-butyldimethylsilyloxy)pentane (150mg,
0.26mmol, 100%) as a colorless solid;m.p. 87 �C; ½a�22D ¼ þ 12:3 (c 0.95,MeOH). To a
stirred solution of (R)-5-bromo-2-N,N0-dibenzyloxycarbonylhydrazino-1-(tert-butyldi-
methylsilyloxy)pentane (12.0 g, 21mmol) in DMF (100ml) at 0 �C was added a
suspension of sodiumhydride (60%, 1.78 g, 37.0mmol) inDMF (30ml). After stirring
themixture at 0 �C for 40min, the reactionmixturewas quenchedwith 10%citric acid
solution, and extractedwith hexane/ethyl acetate. The combined extractswerewashed
with saturated brine, dried over sodium sulfate, filtered, and concentrated in vacuo.
The residue was purified by silica gel column chromatography (hexane/ethyl acetate
10 : 1) to give (R)-dibenzyl 3-(tert-butyldimethylsilyloxy)methyl)piperazine-1,2-dicar-
boxylate (10.0 g, 20mmol, 97%) as a colorless oil; ½a�23D ¼ þ 17:5 (c 1.10, CHCl3). To a
stirred solution of (R)-dibenzyl 3-(tert-butyldimethylsilyloxy)methyl)piperazine-1,2-
dicarboxylate (1.65 g, 3.3mmol) in THF (20ml) at 0 �C was added 0.5M tetrabuty-
lammoniumfluoride (8.0ml, 4.00mmol).After stirring themixture at 0 �Cfor 40min,
the reaction was quenched with saturated brine, and extracted with ethyl acetate. The
combined extracts were washed with brine, dried over sodium sulfate, filtered, and
concentrated in vacuo. The residue was purified by silica gel column chromatography
(hexane/ethyl acetate 2 : 1 to 1 : 1) to give the alcohol (R)-dibenzyl 3-(hydroxymethyl)
piperazine-1,2-dicarboxylate (1.27 g, 100%) as a colorless oil; ½a�23D ¼ �11:0 (c 1.48,
CHCl3). To a stirred solution of (R)-dibenzyl 3-(hydroxymethyl)piperazine-1,2-
dicarboxylate (1.53 g, 4.0mmol), 2,2,6,6-tetramethylpiperidinooxy (TEMPO) (98mg,
0.63mmol), andNaClO2 (726mg, 8.0mmol) in CH3CN (20ml) and phosphate buffer
(pH 6.8, 20ml) at 23 �Cwas added 1.6M NaClO (500ml). After stirring the mixture at
RT for 4 h, 1M NaOH (10ml) was added, and the mixture added to 1M aqueous
sodium sulfite (30ml). The mixture was acidified with 1M aqueous potassium
hydrogen sulfate and extractedwith ethyl acetate. The combined organic extracts were
washed with saturated brine, dried over sodium sulfate, filtered, and concentrated
in vacuo. The residue was purified by silica gel column chromatography (hexane/
ethyl acetate 1 : 1) to give (R)-1,2-bis(benzyloxycarbonyl)piperazine-3-carboxylic acid
(1.43 g, 3.6mmol, 90%) as a colorless oil; ½a�23D ¼ þ 20:0 (c 0.975, CHCl3).
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3
Hydroxamic Acids: Chemistry, Bioactivity, and Solution-
and Solid-Phase Synthesis
Darren Griffith, Marc Devocelle, and Celine J. Marmion

3.1
Introduction

Despite their discovery by Lossen in 1869 [1], the chemistry and bioactivity of
hydroxamic acids remained elusive until the early 1980s, after which time much
information emerged with respect to their bioactivity, their synthesis, and the
synthesis and structural diversity of their metal complexes. Hydroxamic acids,
whether naturally occurring or synthetic, now constitute a leading class of organic
acids with a diverse range of pharmacological, pathological, and toxicological
properties. Their rich bioactivity has undoubtedly been the impetus behind new
developments into efficient methods for their synthesis and the synthesis of hydro-
xamic acid derivatives. This chapter highlights recent advances in relation to the
chemistry and versatile bioactivity of hydroxamic acids, which is followed by an
overview of well-established in addition to more recent novel and innovative
approaches to their solution- and solid-phase synthesis and that of their derivatives.

3.2
Chemistry, Bioactivity, and Clinical Utility

3.2.1
Chemistry

Hydroxamic acids are a group of weak organic acids of general formula RCONHOH,
which can exist in two tautomeric forms (Figure 3.1): the keto tautomer, which is
predominant under acidic conditions and behaves as a monobasic acid, and the enol
(iminol) form, which is more stable in alkaline media [2]. Nuclear magnetic reso-
nance (NMR) studies [3] have shown that each tautomer can exist as (E) and (Z)
isomers (Figure 3.1). From ab initio molecular orbital calculations [4] as well as
crystallographic data, the (E) isomer has been shown to be more stable in the solid
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state, while the (Z) isomer is more stable under aqueous conditions [5], the latter
being stabilized by hydrogen bonding.
Typically, hydroxamic acids have pKa values in aqueous solution of approximately

9, but can range, depending on the electronic properties of substituents, from7.05 for
ortho-nitrobenzohydroxamic acid, for example, to 11.33 for N-phenyl-n-butyrohy-
droxamic acid [6]. The acidity of hydroxamic acids has been somewhat contentious
though as, depending on structure, phase, or solvent, hydroxamic acids can behave as
N- or O-acids (Figure 3.2). It was thought initially that hydroxamic acids were
predominantly O-acids [7], giving rise, upon dissociation, to structures (c) and (d);
however, Bauer and Exner concluded on the basis of infrared and ultraviolet spectro-
scopic studies, and taking into account their pKa values, that hydroxamic acids with
common substituents were N-acids with structure (e) being their conjugate base [8].
An X-ray photoelectron spectroscopy study in the solid state [9] and an 17O-NMR
investigation of the benzohydroxamate ion in methanol [10] further support these
findings. Ventura et al. [11] subsequently showed from ab initiomethods that formo-
and acetohydroxamic acids behave as N-acids in the gas phase. Their findings also
indicated that in dimethylsulfoxide acetohydroxamic acid is an N-acid, whereas in
contrast benzohydroxamic acid may act as an O-acid. It was further surmised that
both (d) and (e)/(f) could coexist in equilibrium under aqueous conditions, with OH
dissociation having a larger stabilization effect with respect to water. More recently, a
soft X-ray absorption spectroscopy study indicated that acetohydroxamic acid in
aqueous solution could behave as amixed acid, present primarily as anO-acid at high
pH with the N-acid being the minor species [12].
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Other importantmembers of the hydroxamic acid family includeN- andO-alkyl or
aryl or acylhydroxamic acids and reverse or retro-hydroxamic acids, which areN-alkyl
or aryl derivatives of N-formylhydroxylamine (formohydroxamic acid) (Figure 3.3).

3.2.2
Bioactivity and Clinical Utility

There is no doubt that many of the biomedical applications of hydroxamic acids are
due to their ability to bind strongly tometal ions at the catalytic active sites ofmetallo-
enzymes, although somemay be due to their ability to release nitric oxide [13] – a view
strengthened by the nowestablished importance of nitric oxide inmanyphysiological
and pathophysiological processes [14, 15]. Typically, hydroxamic acids chelate metal
ions via the carbonyl oxygen and deprotonated hydroxyl oxygen to form stable singly
deprotonated hydroxamato complexes, although coordination via the deprotonated
nitrogen may also occur under certain reaction conditions to give doubly deproto-
nated hydroximato derivatives [16, 17]. Their strong affinity for transition metal ions
is reflected in the magnitudes of their overall stability constants (log b values) [18]
which for trisbenzohydroxamato Fe(III), for example, is 27.20 [19]. The hydro-
xamic acid moiety also contains multiple sites for hydrogen bonding interactions
(Scheme 3.1), often crucial structural elements that can confer selectivity to a drug for
its biological target or indeed increase the binding of a drug to its receptor [16, 20].

3.2.2.1 Hydroxamic Acids as Siderophores
One of the first physiological roles associated with hydroxamic acids was their use as
siderophores – a class of low-molecular-weight Fe(III)-sequestering agents synthe-
sized by bacteria for iron uptake and transport. Iron is one of the most abundant
elements on Earth and crucial tomany life-sustaining processes, yet is in poor supply
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due to poor aqueous solubility [21]. Fe(III), its most common oxidation state, for
example, has a concentration as low as 10�9M under physiological conditions, thus
rendering its acquisition by any organism a major challenge [22]. Siderophores,
produced by bacteria to assimilate iron into a soluble form, possess hydroxamic acid,
catechol, or a-hydroxy carboxylic acids as key functional groups capable of binding
Fe(III) giving stable, water-soluble iron complexes, which are recognized by cell
surface proteins, facilitating the transport of the iron-containing siderophore to the
cytoplasm where the essential nutrient iron is released [17, 21, 22]. A remarkable
feature of siderophores is their ability to selectively bind Fe(III) (log b> 30) over
other, potentially poisonous, environmentally prevalentmetal ions [23]. Despite their
enormous therapeutic potential, few practical applications of siderophores have
come to fruition. One success story is the use of desferrioxamine B (DFOB, 1,
Figure 3.4), a naturally occurring trihydroxamic acid siderophore derived from
cultures of Streptomyces pilosus to treat b-thalassemia – an inherited blood disorder
characterized by a person�s inability to synthesize hemoglobin properly. To supple-
ment their hemoglobin levels, thalassemic patients require regular blood transfu-
sions leading to an accumulation of Fe(III) in the body, which, if untreated, can result
in organ failure and death. Chelation therapy, utilizing the hexadentate chelator
DFOB that complexes with iron in a 1 : 1 molar ratio to form ferrioxamine, is an
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Scheme 3.1 Multiple sites for potential hydrogen bonding interactions.
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essential component of the treatment regime for these patients, ultimately prolong-
ing their life expectancy [24, 25]. Despite its widespread use as an iron-sequestering
agent in hematology, its lack of oral bioavailability has led to problems with patient
compliance [24, 26] and this fuelled research into finding orally active DFOB
alternatives, either naturally occurring or synthetic. Two non-hydroxamate-based
DFOB alternatives are now in clinical use as orally active iron chelators: deferiprone
(2, 1,2-dimethyl-3-hydroxy-4-pyridone), which gained limited approval over a decade
ago [24, 25, 27–29], and deferasirox (3, 4-[3,5-bis(2-hydroxyphenyl)-1,2,4-triazol-1-yl]
benzoic acid, ICL 670), which received US Food and Drug Administration (FDA)
approval in 2005 [24, 25, 28, 30]. DFOB and deferiprone are also being utilized in
combination therapy [27, 31].
Enormous progress has been achieved in recent years with respect to the synthesis

of naturally occurring and synthetic siderophores, including pseudobactin (4) [21],
nannochelin (5) [21], acinetonferrin (6) [21], desferrisalmycinB (7) [32], and exochelin
MN (8) [33], to name but a few (Figure 3.5) [21].
One potentially powerful application of siderophores is the development of

bioconjugates in which siderophores are covalently linked to, for example, antimi-
crobial agents. Microbes have the ability to distinguish and employ only certain
siderophores. A siderophore linked to an antimicrobial agent could therefore act as a
�Trojan horse� to selectively deliver antimicrobial prodrugs to their site of action,
thereby targeting pathogenic microbes [21]. This is now of considerable importance
in this time of increasing resistance to conventional chemotherapeutics. Numerous
hydroxamic acid-based siderophores have thus been synthesized and linked to not
only antimicrobial agents, but to antiviral, antifungal, anticancer, andnontoxic organ-
selective magnetic resonance imaging agents [21]. It is noteworthy that many old
drugs that relied onpassive diffusion and towhich resistance had developedmaynow
be revitalized by the formation of such conjugates.

3.2.2.2 Hydroxamic Acids as Enzyme Inhibitors
The strong metal-chelating ability of hydroxamic acids has been a critical feature in
transforming small molecules into active metallo-enzyme inhibitors with chemo-
therapeutic properties [34, 35]. A large number of potent inhibitors containing
the hydroxamic acid moiety have been disclosed in published and patent literature.
While hydroxamic acids have been shown to inhibit a diverse range of enzymes
including ureases [36], tumor necrosis factor ( convertases (TACEs) [34, 37], angio-
tensin-converting enzyme [35], matrix metalloproteases (MMPs), histone deacety-
lases (HDACs) and prostaglandin H2 synthases (PGHSs), only the last three will be
discussed as representative examples to illustrate the biodiversity of hydroxamic
acids as enzyme inhibitors. MMPs were chosen as the majority of MMP inhibitors
studied to date contain a hydroxamic acid as the metal-binding group. A hydroxamic
acid recently entered the clinic as a therapeutic agent targeting HDACs, hence the
reason for including this class of enzymes. PGHSs were selected as they represent a
family of enzymes that contain two active sites; a heme-containing peroxidase site
and a non-metal-containing cyclooxygenase site, both sites of which are inhibited by
hydroxamic acids via entirely different mechanisms.
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3.2.2.2.1 MMP Inhibitors TheMMPs are a family of more than 20 zinc-containing
proteolytic enzymes that play a key role in healthy tissue remodeling and degradation
of proteinaceous components of the extracellular matrix. Their abnormal expression
has been implicated in a variety of disease states, including rheumatoid and
osteoarthritis [38], tumor metastases [39–41], and cardiovascular disease [42]. The
search for modulators of MMPs as therapeutic agents for diseases in which excess
MMP activity has been implicated has long been the subject of intense investigation
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and has resulted in a plethora of small-molecule, orally active, MMP inhibitors
[43–48]. Both macromolecular (natural tissue inhibitors of metalloproteinases and
monoclonal antibodies) and small-molecule inhibitors (synthetic and naturally
occurring) have been investigated. Most small-molecule synthetic inhibitors follow
a basic design strategy – a peptidomimetic backbone coupled to a zinc-binding group
(ZBG) containing three bound histidine residues [45–47]. While the former has
varied considerably with increasing knowledge of MMP structure and function,
hydroxamic acids have been utilized as the ZBG in most inhibitors to date [43–48].
The hydroxamic acid has been shown by X-ray crystallography to chelate the catalytic
Zn2þ ion via O,O0-bidentate coordination to form a slightly distorted trigonal
bipyramidal coordination geometry [46] with average Zn�O bond lengths of around
2.0A

�
[47]. The potential for one or more noncovalent interactions between the

inhibitor and enzyme backbone is also a requirement for inhibitory activity. Hydro-
gen bonding between the hydroxamato oxyanion and the carboxylate oxygen of the
catalytic Glu219 in human MMP-1, for example, and between the hydroxamato NH
and the carbonyl oxygen of Ala182, also contribute to the binding (Scheme 3.2) [46].
Such binding prevents the natural substrate gaining access to the catalytic active

site, thus rendering the metal incapable of catalyzing peptide hydrolysis. Hydro-
xamate coordination to the zinc and additional hydrogen bonding interactions
between all the heteroatoms of the hydroxamate moiety and the enzyme active site
account for the greater potency of hydroxamate-based MMP inhibitors over other
classes of compounds [45].
However, the clinical performance of early hydroxamate-based MMP inhibitors,

of which the three best known examples are batimastat, BB-1101, and marimastat
(9, Figure 3.6), proved disappointing for three reasons. (i) The hydroxamic acid ZBG
was found to be metabolically labile, resulting in loss of the hydroxamate ZBG by
its reduction to the amide, its hydrolysis to the corresponding carboxylate, and its
conjugation as a glucuronide [48]. (ii) The inhibitors were nonselective and, in many
cases, were found to inhibit other classes of metallo-enzymes such as the TACE
protease family [53]. (ii) Only upon clinical patient exposure did it become evident
that these compounds induced dose-limiting musculoskeletal toxicity (MST) or
musculoskeletal syndrome in a large cohort of patients [45, 48].

Zn2+

N(His)
(His)N

(His)N

O
HH

-O O

Glu219

Zn2+

N(His)
(His)N

(His)N

O-

O

N

H

RH
O

O

Glu219

O

Ala182

R

O

N
HO

H

H2O

Scheme 3.2 Hydrogen bonding interactions between the
hydroxamato oxyanion and the carboxylate oxygen of the catalytic
Glu219 in human MMP-1 and between the hydroxamato NH and
the carbonyl oxygen of Ala182 [46].
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MMI-270 (10) is representative of the transition from early initiatives to the next
generation of MMP inhibitors. Although a broad-spectrum inhibitor, it had the
advantage of being orally active. It was found, however, to have limited efficacy due
to metabolic liability and MST side-effects [45, 48]. These limitations were ad-
dressed to some degree with the development of cipemastat (11), amongst
others [48]. Cipemastat was shown to inhibit MMP-1, -3, and -9, and was developed
as a treatment for rheumatoid and osteoarthritis; however, despite having animal
efficacy, its clinical trial was terminated prematurely [48]. Of the hydroxamate-
based inhibitors developed to date, prinomastat (12) is one of the most extensively
studied and has also been utilized to highlight the complex relationship between
MMP inhibition and metastases [48]. While it demonstrated excellent anticancer
efficacy in preclinical [48] and clinical trials [49], and was also shown to be
efficacious in a type I diabetes animal model [50], a recurring limitation of
prinomastat and hydroxamate-based inhibitors, in general, is the susceptibility
of the hydroxamic acidmoiety tometabolic degradation asmentioned earlier in this
section. Suppression of metabolism and increased selectivity formed the focus of
subsequent studies. Some orally active diaryl ether hydroxamic acids, a few of
which advanced to clinical trials, were shown to suppress metabolismwhile having
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greater selectivity and were investigated as anticancer, antiarthritic, and antiangio-
genic agents [48]. The trend is now to focus on disease types in which excessive
activity of a single MMP has been implicated, such as MMP-13 in arthritis. Despite
their aforementioned limitations, new-generation peptidomimetic hydroxamate-
based MMP inhibitors, with increased suppression of metabolism and increased
selectivity, are still being disclosed and while none have progressed thus far to the
clinic, research on this class of compounds has been instrumental in advancing
our understanding of the diverse roles played by these intriguing enzymes.
Hydroxamate-based MMP inhibitors thus far reported have been categorized as
substrate-analog peptides, succinyl, sulfonamide, phosphinamide hydroxamic
acids, and derivatives [46].
A schematic representation of the interaction between a hydroxamate-based

peptide inhibitor with the active site of MMP-1 is given in Figure 3.7, and serves
to illustrate the structural requirements necessary to maximize selectivity and
potency [46].
It was recently reported by Ganea et al. [51] that, of the MMP inhibitors (hydro-

xamate and non-hydroxamate-based) investigated as therapeutic candidates espe-
cially for the treatment of cancer, arthritis, and cardiovascular disease, 82%have been
discontinued and of the seven compounds remaining under clinical evaluation, only
one, periostat (13, Figure 3.8), a non-hydroxamate-based inhibitor, has received US
FDA approval to date [51].
The lack of success of these compounds can be attributed to their low specificity,

toxicity, the ability of MMPs to adapt their binding sites to the shape of the
inhibitor, and the underestimated level of complexity of MMP cell biology [51].

Figure 3.7 A schematic representation of the interaction between
a hydroxamate-based peptide inhibitor with the active site of
MMP-1. (Reprinted with permission from [46]).
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Fisher and Mobashery provide an excellent general review of recent developments
in MMP inhibitor design [48]. Rao summarizes recent advances in the design of
MMP inhibitors based on structural and computational studies [45]. Excellent
reviews on the role of MMP inhibitors as anticancer therapeutics are provided by
Mannello et al. [44] and Vihinen et al. [41], while Hu et al. compare the major
classes of MMP inhibitors as therapeutics for inflammatory and vascular dis-
eases [46]. A bioinorganic perspective on the inhibition of MMPs is provided by
Puerta and Cohen [47].

3.2.2.2.2 HDAC Inhibitors Histone acetyltransferases (HATs) and HDACs are
classes of two enzymes that have been identified as therapeutic targets in eukaryotic
cells [52, 53]. This is due to their ability to regulate chromatin structure and function
through the dynamic acetylation and deacetylation, respectively, of lysine residues
of core histones – proteins aroundwhichDNAcoils [52, 53]. Such post-translational
covalent modification can impact on a diverse range of biological processes such as
gene regulation, DNA repair, and mitosis. Abnormal expression or a disruption in
the activity of these enzymes has been found in malignant tissues and, as such,
there has been an explosion of interest into the possible use of HAT or HDAC
inhibitors as potential anticancer agents. Inhibitors of HDACs (of which 18
enzyme types have been identified in humans) lead to hyperacetylation of histone
lysine residues, and have been shown to promote cell cycle arrest and apoptosis and
inhibit angiogenesis [54–58]. Naturally derived and synthetic HDAC inhibitors can
be divided into several distinct structural classes, including hydroxamic acids,
short-chain fatty acids, benzamides, cyclic tetrapeptides, electrophilic ketones,
and some miscellaneous, and at least 11 have progressed to clinical trials [56, 57].
Each class has limitations associated with their use, including hydroxamate-
based inhibitors which have been found to have an unfavorable pharmacokinetic
profile as a result of glucuronidation and sulfation, together with the fact that
the hydroxamic acid functional group is subject to metabolic hydrolysis (see
Section 3.2.2.2.1) and all of which result in short in vivo half-lives of the hydroxamic
acid moiety [59]. Hydrolysis of the hydroxamic acid group, for example, may also
result in the formation of hydroxylamine, which has potent undesirable mutagenic
properties [60]. Despite these limitations, a large number of hydroxamate-based
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HDAC inhibitors have been investigated. Trichostatin A (14, Figure 3.9) [61]
was the first natural product hydroxamate to be discovered with HDAC-inhibitory
properties and since then, already one, suberoylanilide hydroxamic acid (SAHA,
Vorinostat, Zolinza, 15), has been approved by the US FDA as a once-daily
oral treatment of cutaneous manifestations of advanced cutaneous T cell
lymphoma [62–64].
SAHA is well tolerated by patients at doses which elicit a potent anticancer

effect [62, 63]. Crystal structures of a human HDAC8 [65] and a bacterial HDAC
homolog [66],HDAC-like protein, with SAHAbound shows that the catalytic domain
consists of a narrow tube-like channel in which a Zn2þ ion is deeply buried.
Elucidation of this and other HDAC enzyme structures provided the platform upon
which new HDAC inhibitors could be designed with three distinct structural
requirements identified as necessary for enzyme inhibition: a pharmacophore
containing a ZBG that can interact directly with the catalytic Zn2þ ion, a spacer
or linker that occupies the tube-like channel, and a surface domain that interacts with
residues on the surface of the active site [65, 66]. The pharmacophore in many of the
HDAC inhibitors developed to date consists of a hydroxamic acid moiety and in fact
many hydroxamate-basedHDAC inhibitors as anticancer agents are currently under
clinical evaluation, including LAQ824 (16), [67] LBH589 (17), and belinostat (18,
PXD101) [57, 68, 69].
Bolden et al. [57] provide a comprehensive summary of recent advances in the

understanding of themolecular events that underlie the anticancer effects associated
withHDAC inhibitors, including those containing a hydroxamic acidmoiety as their
ZBG. The review by Bolden et al. also includes a discussion as to how such
information could be utilized in progressing these agents to the clinic [57, 63].
Marks and Breslow provide an excellent perspective on the significant milestones in
the discovery and development of SAHA [64].
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3.2.2.2.3 PGHS Inhibitors PGHS is an enzyme responsible for the generation of
prostaglandins – bioactive lipids that mediate a variety of physiological processes,
including platelet aggregation, modification of vascular tone, inflammation, nocio-
ception, and temperature control [70, 71]. Pharmacological control of PGHS activity
is therefore central to the treatment of fever, inflammation, andheart disease, andhas
also been implicated in the prevention of colon cancer and Alzheimer�s disease [70,
72]. The enzyme, of which three isoforms exist, consists of two spatially separate and
functionally distinct active sites: a cyclooxygenase (COX) site and a heme-containing
peroxidase (POX) site [70]. The synthesis of prostaglandinH2 (PGH2) by PGHS takes
place in two steps; the catalytic oxidation of its natural substrate arachidonic acid at
the COX active site to form hydroperoxide prostaglandin G2 (PGG2), which is then
reduced at the POX active site to the alcohol PGH2 (Scheme 3.3) [70].
This enzyme, regardless of isoform, is inhibited by a class of drugs known as

nonsteroidal anti-inflammatory drugss (NSAIDs) such as aspirin (19, Figure 3.10)
that target the COX active site. Aspirin, for example, covalently modifies the COX
active site through the irreversible acetylation of a serine residue (Ser-529), thereby
preventing the entry of arachidonic acid, Figure 3.11.
A drawback associated with the use of NSAIDs, including aspirin, is the fact that

they do not exert any influence on the POX site. Thus, despite the beneficial effects of
NSAID treatment, POX activity can continue to produce damaging free radical
species. Hydroxamic acid analogs of aspirin as COX inhibitors have been investigat-
ed because the hydroxamic acidmoiety (i) is less acidic than the carboxylic acid group
of aspirin and should therefore cause less topical irritation, (ii) when acetylated,
should, like aspirin, inhibit the COX active site via the transfer of its acetyl group to
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the Ser-529 residue, and (iii) may also inhibit the POX active site through hydro-
xamato coordination to the heme iron group, thereby preventing the formation of
free radical species. Acetylated hydroxamic acid derivatives such as O-acetylsalicyl-
hydroxamic acid (20) have been shown to be effective inhibitors of COX through the
acetylation of the active-site serine residue in much the same way as that done by
aspirin [73, 74]. Triacetylsalicylhydroxamic acid (21), in particular, was found to be
more potent an inhibitor of COX than aspirin [74]. It can potentially acetylate two
molecules of PGHS via the formation first of O-acetylsalicylhydroxamic acid (22).
Loss of the acetyl groups would yield salicylhydroxamic acid – a known inhibitor
of myeloperoxidase [75]. A number of aromatic hydroxamic acids have been shown
to have POX inhibitory activity through spectroscopic as well as crystallographic
studies [76–78]. The ortho-substituted aromatic hydroxamic acids with a group
capable of hydrogen bonding were shown to represent the minimum structural
determinants for COX and POX inhibitors [75]. However, an investigation into the
POX inhibitory activity ofO-acetylsalicylhydroxamic acid (20), a potential metabolite
of the parent COX inhibitor, found it not to be an effective POX inhibitor. Anthranilic
hydroxamic acid (22), in contrast, was found to significantly inhibit POX and some

Figure 3.11 Inhibition of PGHS-1 by aspirin.
(Left) MOE screen shot of the COX active site of
PGHS-1, showing the active-site residuesTyr385,
Ser529, and Arg120. (Middle) MOE screen shot
of the COX active site of PGHS-1 containing its
natural substrate, arachidonic acid. (Right)MOE
screen shot showing interaction of the
carboxylate of salicylic acid with Arg120 and

acetylation of the active site residue Ser529, thus
preventing entry of arachidonic acid into theCOX
active site. The Protein Data Bank structures
used to build this model are 1PTH, 1DIY, and
1EBV.MOE (Molecular Operating Environment)
from the Chemical Computing Group
(www.chemcomp.com) was used to draw these
figures.
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acid (20) [73] triacetylsalicylhydroxamic acid (21) [74], and
anthranilic hydroxamic acid (22).

3.2 Chemistry, Bioactivity, and Clinical Utility j105



29 anthranilic hydroxamic acid derivatives have been investigated [79]. Of those
studied, 3,5-diiodoanthranilic hydroxamic acid exhibited a 10-fold improvement in
inhibition [79].
Given the now established importance of hydroxamic acids as potential therapeu-

tics in medicine, in particular as metallo-enzyme inhibitors, it is not surprising that
there has been an increasing number of published methods with regard to their
synthesis and that of their derivatives.

3.3
Solution-Phase Synthesis of Hydroxamic Acids

Up until 1996, solution phase was the only method available for the synthesis of
hydroxamic acids and although solid-phase synthesis has become increasingly
important, solution-phase synthesis continues to play an important role for good
reasons: (i) more solution-phase relative to solid-phase reactions have been reported
and their reaction conditions optimized; (ii) solution-phase reactions generally can be
followed more conveniently than solid-phase reactions by standard analytical tech-
niques such as thin-layer chromatography or NMR spectroscopy; and, very impor-
tantly, (iii) solution-phase reactions can be carried out routinely on a larger scale
relative to solid-phase synthesis. The solution-phase synthesis of hydroxamic acids
was last reviewed in 2003 by Yang and Lou [20].Herein, progress over the last 35 years
in the solution-phase synthesis of hydroxamic acidswill be summarized based on the
type of precursor from which hydroxamic acids can be derived. In addition, the
synthesis of N-formylhydroxylamine, reverse or retro-hydroxamic acids, and acylhy-
droxamic acids will be discussed. Exemplary syntheses of hydroxamic acids are given
in Section 3.6.

3.3.1
Synthesis of Hydroxamic Acids Derived from Carboxylic Acid Derivatives

Hydroxamic acids can be considered to be N-acylated derivatives of hydroxylamine.
In fact, many are synthesized by the reaction of carboxylic acid derivatives with
hydroxylamine or O/N-protected hydroxylamines (generally generated in situ by the
addition of base to the hydrochloride salts). Direct reaction of carboxylic acids with
hydroxylamine is difficult as the OH is a poor leaving group and the use of an acid
catalyst to effect a direct transformation of carboxylic acids to hydroxamic acids is not
feasible as hydroxylamines are basic in nature [80]. Therefore, N-acylation with
activated carboxylic acids (readily generated from the corresponding carboxylic acid)
such as esters, acid chlorides, and anhydrides typically results in formation of the
analogous hydroxamic acid (Scheme 3.4) [16, 20, 81, 82]. Activation of the carboxy
component of carboxylic acids involves attachment of a good leaving group to the acyl
carbon, thereby enabling successful attack of hydroxylamine.
There are three different approaches to generating hydroxamic acids from

carboxylic acid derivatives as outlined in Scheme 3.4. (i) The activated carboxylic
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acid derivative, RCOX, can be generated from a carboxylic acid, RCOOH, followed by
direct treatment with hydroxylamine. (ii) RCOX can be generated from a carboxylic
acid and isolated or purified prior to treatment with hydroxylamine. (iii) RCOXcan be
generated from a carboxylic acid in the presence of hydroxylamine in a one-pot
synthesis. The mechanism for the formation of hydroxamic acids involves nucleo-
philic attack of hydroxylamine on the carbonyl carbon of the carboxylic acid derivative
to give a tetrahedral intermediate, which subsequently rearranges, resulting in loss of
the leaving group and formation of the corresponding hydroxamic acid.
In certain instances it is necessary to protect the hydroxamic acid functional groups

with a view to eliminating undesirable side reactions in subsequent reactions.
Common O-protecting groups include butyl, benzyl, allyl, trityl, tetrahydropyranyl
(THP), and silyl groups, whereas N-protecting groups comprise Boc, phenoxycar-
bonyl, and silyl groups, amongst others [83, 84].

3.3.1.1 From Esters
Heinrich Lossen isolated oxalohydroxamic acid after treating hydroxylamine with
diethyloxalate [1], thus pioneering the synthesis of hydroxamic acids via the reaction
of esters with hydroxylamine. This historic and extremely effective method was
subsequently used to synthesize a vast array of different hydroxamic acids [85–90].
Hydroxylamine is generally generated by adding KOH or NaOH to an aqueous or
methanolic solution of hydroxylamine hydrochloride. If commercially unavailable,
esters are readily generated by standard reactions such as the SN2 reaction of a
carboxylate anion and a primary alkyl halide or via Fischer esterification of a
carboxylic acid with an alcohol (Scheme 3.4) [91].
The synthesis of SAHA, a potent HDAC inhibitor (see Section 3.2.2.2.1), from

methyl suberanilate is representative of how easily hydroxamic acids can be synthe-
sized from their corresponding esters, Scheme 3.5 [92].
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One potential problem is that efficient transformation of esters to hydroxamic acids
doesnotproceedunderneutral conditions rather it occurs at highpH(>10). Therefore
thismethod is not suitable if the ester substrates contain base sensitive groups [83]. In
addition, esters can hydrolyze to the corresponding carboxylic acids under alkaline
conditions [93]. Ho et al. found that the addition of small quantities of KCN can
accelerate the conversion of esters to hydroxamic acids upon reaction with hydroxyl-
amine [94]. This method is similar to that of the well established use of cyanide as a
catalyst for the aminolysis of nonactivated esters [95]. In addition Massaro et al.
demonstrated that microwave irradiation dramatically accelerates the transformation
of esters to hydroxamic acids upon reaction with hydroxylamine. Certain reactions
were completed within 6min, for example [93]. Two exemplary reactions for the
synthesis of hydroxamic acids from esters are given in Sections 3.6.1 and 3.6.2.

3.3.1.2 From Acid Halides
Carboxylic acids readily give acid chlorides upon treatment with reagents such as
SOCl2, PCl5, and (COCl)2 [96] thereby replacing theOHof the acidwith amuchbetter
Cl leaving group (Scheme 3.4). These reagentsmay not be compatible with carboxylic
acid substrates containing acid-sensitive groups though, due to the production of
acid as the reaction progresses [96]. Hydroxamic acids can be synthesized from acid
chlorides upon treatment with hydroxylamine in a suitable unreactive dry solvent
[e.g., tetrahydrofuran (THF) orN,N-dimethylformamide (DMF)]. For example, Levin
et al. successfully synthesized a series of hydroxamic acid inhibitors of MMPs and
TACE [42, 97–100]. A general synthesis for a series of sulfonamide hydroxamic acids
is shown in Scheme 3.6, where an ester is hydrolyzed, followed by formation of the
acid chloride and subsequent conversion to the hydroxamic acid [97].
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The preparation of hydroxamic acids from acid chlorides can be tedious due to the
high reactivity of acid chlorides and the difficulty in preventing further acylation of
hydroxylamine [83]. Synthesis of N-alkylhydroxamic acids can be achieved with less
difficulty by reactingN-alkylhydroxylamineswith acid chlorides [5, 101]. For example,
Murray et al. synthesized the potent anti-inflammatory agent, tepoxalin (23, Zubrin)
(Figure 3.12), and analogs by first generating acid chlorides from diarylpyrazolyl-
propanoic acids using oxalylchloride and subsequently converting the acid chlorides
to N-methylhydroxamic acids upon reaction with N-methylhydroxylamine [102].
More recently, Flipo et al. synthesized O-tert-butyl or O-tritylhydroxamic acids

based on a malonic template. Malonic acid derivatives can be treated with oxa-
lylchloride to give the corresponding acid chlorides, followed by treatment with
O-tert-butylhydroxylamine or O-tritylhydroxylamine to give the corresponding
O-alkylhydroxamic acids. The tert-butyl and trityl groups are easily removed to give
the parent hydroxamic acids using boron tris(trifluoroacetate) in trifluoroacetic acid
(TFA) and TFA alone, respectively [103].
As acid chlorides react vigorously with water, the acid chloride substrates need to

be soluble in anhydrous organic solvents. In general, acid fluorides are found to be
more stable than their chloride analogs to tertiary bases and even neutral oxygen
nucleophiles such as water [80]. Therefore, one might consider in certain instances
using acid fluorides as alternative precursors to hydroxamic acids. An exemplary
reaction for the synthesis of hydroxamic acids from an acid chloride is given in
Section 3.6.3.

3.3.1.3 From Anhydrides
An alternative approach for the activation of carboxylic acids is generation of the
corresponding anhydrides. Anhydrides are generally prepared by nucleophilic acyl
substitution of an acid chloride with a carboxylate anion. Carboxylic acids also readily
give mixed anhydrides upon treatment with acetic anhydride (Scheme 3.4) [91].
Perhaps the best approach in this regard is to generate themixed anhydride, such as a
mixed carbonic acid anhydride, from the reaction of a carboxylic acid, ethylchlor-
oformate, and a slight excess of tertiary amine base in a suitable unreactive dry solvent
(Scheme 3.7) [80, 83]. It is noteworthy that in addition to being moisture sensitive
ethylchloroformate is also a strong irritant [104]. With regard to the mechanism
in Scheme 3.7, the chloroformate-derived carbonyl group (R2CO) in the mixed
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Figure 3.12 Chemical structure of tepoxalin (23).
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anhydride is less susceptible to nucleophilic attack than the carbonyl (R1CO) of the
original carboxylic acid as it is flanked by two oxygen atoms [80]. Therefore,
nucleophilic attack of hydroxylamine will give the hydroxamic acid analog of the
original carboxylic acid in good yield.
Reddy et al. successfully employed ethylchloroformate utilizing the method

described in Scheme 3.7 under neutral pH conditions to synthesize aliphatic/
aromatic hydroxamic acids that contain hydroxyl, halo, ester, and other base-sensitive
substituents [83]. Similarly ethylchloroformate can be used to generate trichostatin A
(14) [105] and SAHA (15) [106] –well-knownHDAC inhibitors (see Section 3.2.2.2.2).
An exemplary reaction for the synthesis of hydroxamic acids from an anhydride is
given in Section 3.6.4.

3.3.1.4 From [1.3.5]Triazine-Coupled Carboxylic Acids
Carboxylic acids can be treated with triazine derivatives such as 2-chloro-4,6-
dimethoxyl[1.3.5]triazine (CDMT, 24) to give active esters, which can be reacted
in situ with hydroxylamine derivatives (Scheme 3.8) to give the corresponding
hydroxamic acids. For example, a one-pot reaction of 2-phenylpropionic acid with
CDMT in the presence ofN-methylmorpholine (NMM) in THFat room temperature
for 1 h, followed by treatment with O-benzylhydroxylamine gives O-benzyl-2-phe-
nylpropionhydroxamic acid in 85% yield [107]. Any unreacted carboxylic acid can be
separated using a straightforward work-up procedure so no chromatography is
necessary [107]. As CDMT is an irritant, 4-(4,6-dimethoxy-1,3,5-triazin-2-yl)-4-
methylmorpholinium chloride can be used as an alternative triazine, but reaction
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times are longer. This method can also be successfully employed to synthesize
Weinreb amides (N-methoxy-N-methyl amides) [107].
In addition, a one-pot synthesis of hydroxamic acids from carboxylic acids and

N-protected amino acids using 2,4,6-trichloro[1.3.5]triazine (TCT, cyanuric chloride,
25) as a coupling agent (Scheme 3.9) has also been reported [104].
An exemplary reaction for the synthesis of hydroxamic acids from a CDMT-

coupled carboxylic acid is given in Section 3.6.5.

3.3.1.5 From Carbodiimide-Coupled Carboxylic Acids
Coupling agents that were developed primarily for peptide bond formation are
routinely used to activate carboxylic acids and in turn generate the corresponding
hydroxamic acids. One such agent isN,N0-dicyclohexylcarbodiimide (DCC, 26) [108–
110]. The first step involves generation of anO-acylisourea – a potent acylating agent.
This is achieved by reacting equivalent amounts of the carboxylic acid with the
carbodiimide in an unreactive solvent [80]. Hydroxamic acid formation can occur via
(a) hydroxylaminolysis of theO-acylisourea or (b) attack on a symmetrical anhydride
(Scheme 3.10).
As conversion of O-acylisoureas to the less reactive N-acylurea can reduce subse-

quent yields (path c, Scheme 3.10), coupling in the presence of an additive such as
1-hydroxybenzotriazole (HOBt, 27, Scheme 3.11) to give an active ester can improve
yields and even prevent racemization (if relevant) [80].
N,N0-Diisopropylcarbodiimide (DIC) [111] and the water-soluble N-(3-dimethyla-

minopropyl)-N0-ethylcarbodiimide (EDC) [110, 112–114] are two alternative carbo-
diimide coupling agents,which canbeused to activate carboxylic acids to generate the
corresponding hydroxamic acids. A limitation though is that N,O-diacylation
of hydroxylamine has been observed upon reaction of hydroxylamine with carbo-
diimide-activated carboxylic acids and even using substoichiometric quantities of
acids [115]. An exemplary reaction for the synthesis of hydroxamic acids from a EDC-
coupled carboxylic acid is given in Section 3.6.6.

3.3.1.6 From Acyloxyphosphonium Ions
Reaction of phosphonium salts, RP3-X, and carboxylate anions (generated using
a tertiary base) gives the corresponding acyloxyphosphonium ions, which are ex-
cellent acylating agents. Benzotriazol-1-yloxytris(dimethylamino)-phosphonium
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Scheme 3.9 Synthesis of hydroxamic acids from carboxylic acids using TCT (25).
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hexafluorophosphate (BOP, Castro�s reagent, 28) is a well-known phosphonium
cation coupling agent, which can be employed to synthesize hydroxamic acids from
carboxylic acids [116, 117]. Although numerous pathways are possible, the primary
pathway is thought to be via the OBt ester (Scheme 3.12) [80].
There are safety reservations in relation to the use of BOP (28). Upon its reaction

with carboxylic acids, hexamethylphosphoramide, a highly toxic derivative, is gener-
ated [80]. Therefore alternative reagents, such as 7-azabenzotriazol-1-yloxytris
(dimethyamino)-phosphonium hexafluorophosphate and (7-azabenzotriazol-1-
yloxy)tris(pyrrolidino)-phosphonium hexafluorophosphate have been developed for
amide bond formation [112, 118]. An exemplary reaction for the synthesis of
hydroxamic acids from an acyloxyphosphonium ion is given in Section 3.6.7.

3.3.1.7 From Carboxylic Acids Coupled with other Agents
O-(7-Azabenzotriazol-1-yl)-N,N,N0,N0-tetramethyluronium hexafluorophosphate
(HATU, 29) is a so-called �uronium� coupling reagent. It reacts with carboxylic
acids in the presence of base to give the corresponding activated OAt esters
[1-hydroxy-7-azabenzotriazole (HOAt)], which are more reactive than the corre-
spondingOBt esters towards aminolysis.HATUwas originally assigned the structure
of an uronium salt (O-HATU), but NMR and crystallographic studies have identified
the true structure as a guanidinium derivative (29, Figure 3.13) [119].
Bailen et al. demonstrated that tetrafluoroborate and hexafluorophosphate thiour-

oniumsalts, derived from2-mercaptopyridone-1-oxide (30 and 31 respectively Figure
3.13) and tetramethylurea or N,N0-dimethylpropyleneurea (32 and 33 respectively
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Figure 3.13), are efficient reagents for the direct coupling of carboxylic acids and
N-protected amino acids to O-methyl and O-benzylhydroxylamine to give O-methyl
or O-benzylhydroxamic acids in high yields, respectively [120].
More recently, Kokare et al. designed and synthesized a novel coupling agent,

phosphoric aciddiethyl ester 2-phenyl-benzimidazol-1-yl-ester (34, Figure 3.13), for the
synthesis of O-alkylhydroxamic acids from carboxylic acids and N-protected amino
acids [121]. An exemplary reaction for the synthesis of hydroxamic acids derived froma
carboxylic acid coupled 2-phenyl-benzimidazol-1-yl-ester (34) is given in Section 3.6.8.

3.3.2
Synthesis of Hydroxamic Acids from N-acyloxazolidinones

The ongoing development of novel methods for the synthesis of hydroxamic acids
is important given the growing interest in their use as therapeutic agents (see
Section 3.2.2). One such example is that of the generation of hydroxamic acids
fromN-acyloxazolidinonesusing theLewisacid, samariumtriflate (Scheme3.13) [122].
This conversion is straightforward, and proceeds with a high degree of chemoselec-
tivity and without racemization. In addition to O-protected and N- and O-protected
hydroxylamines, the parent hydroxylamine can also be utilized. Sibi et al. used this
procedure to synthesize a known succinate-based MMP inhibitor, BB-1101 (see
Section 3.2.2.2.1) [123].
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Figure 3.13 Chemical structures of HATU (29), tetrafluoroborate
and hexafluorophosphate thiouronium salts derived from
2-mercaptopyridone-1-oxide and tetramethylurea (30 and 31,
respectively) and N,N0-dimethylpropyleneurea (32 and 33,
respectively), and phosphoric acid diethyl ester 2-phenyl-
benzimidazol-1-yl-ester (34).
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Scheme 3.13 Synthesis of hydroxamic acids from N-acyloxazolidinones.
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An exemplary reaction for the synthesis of hydroxamic acids from an N-acylox-
azolidinone is given in Section 3.6.9.

3.3.3
Synthesis of Hydroxamic Acids from gem-Dicyanoepoxides

Boukhris et al. have demonstrated that reaction of gem-dicyanoepoxides with hydrox-
ylamine hydrochloride and triethylamine (TEA) in acetonitrile (MeCN) gives the
corresponding a-chlorohydroxamic acids [124]. The corresponding a-bromohy-
droxamic acids, although less readily synthesized, can be obtained by reacting
gem-dicyanoepoxides with LiBr followed by a variety of hydroxylamine derivatives
(Scheme 3.14). In turna-alkoxy,a-hydroxyl, anda-aminohydroxamic acids are easily
synthesized from the a-halohydroxamic acids [125]. An exemplary reaction for
the synthesis of hydroxamic acids from a gem-dicyanoepoxide is given in
Section 3.6.10.

3.3.4
Synthesis of Hydroxamic Acids from Aldehydes

Over 100 years ago Angeli and Rimini discovered a method for synthesizing alkyl or
aryl hydroxamic acids from the reaction of aldehydes with N-hydroxybenzenesulfo-
namide in the presence of a strong base in methanol (Scheme 3.15) [126–129].
Synthetic use of this method is limited though due to the difficulty in separating a
side product, benzenesulfinic acid, from the desired hydroxamic acid [129].
Hassner et al. [130] proposed that the mechanism for hydroxamic acid formation

may involve nucleophilic attack of the anion of N-hydroxybenzenesulfonamide to
give 35, followed by ring closure to give an N-hydroxyaziridine, 36, which would
ring open to give the hydroxamic acid (Scheme 3.16, a). Nucleophilic attack of an
N-hydroxynitrene, on the aldehydic carbonyl carbon was also suggested as a possible
route to 36 (Scheme 3.16, b).
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Scheme 3.14 Synthesis of hydroxamic acids from gem-dicyanoepoxides.
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An exemplary reaction for the synthesis of hydroxamic acids from an aldehyde is
given in Section 3.6.11.

3.3.5
Synthesis of Hydroxamic Acids from Nitro Compounds

Aliphatic hydroxamic acids can be prepared by reacting one equivalent of a pri-
mary nitroalkane with one equivalent of selenium dioxide in the presence of TEA
(Scheme 3.17, a). In the case of nitrooctane if two equivalents of seleniumdioxide are
used, 50%octanenitrile is formed (Scheme 3.17, b) [131]. The photorearrangement of
alkane nitronate anions, which can be derived from primary and secondary nitroalk-
anes, provides an alternative synthetic method for the generation of hydroxamic acid
functions (Scheme 3.17, c) [132].
Two exemplary reactions for the synthesis of hydroxamic acids from nitro

compounds are given in Sections 3.6.12 and 3.6.13.

3.3.6
Synthesis of Hydroxamic Acids via a Palladium-Catalyzed Cascade Reaction

An alternate route to hydroxamic acids, developed by Grigg et al., employs a catalytic
cascade reaction. The hydroxamic acid moiety is generated via palladium-catalyzed
carbonylation of aryl iodides and trapping of the acyl-Pd(II) intermediate with
O-alkylhydroxylamines, which can be subsequently deprotected using standard
conditions [133].
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Scheme 3.16 Proposed mechanisms for the synthesis of hydroxamic acids from aldehydes.
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3.3.7
Synthesis of N-Formylhydroxylamine (Formohydroxamic Acid)

N-Formylhydroxylamine can be synthesized by reaction of nitromethane with
selenium dioxide in the presence of TEA (Scheme 3.18) [131]. Alternatively, Stowell
and Christenson synthesized O-tert-butyl-N-formylhydroxylamine by the reaction of
formic acid or ethylformate with O-tert-butylhydroxylamine (Scheme 3.18), and the
details of which are given in Section 3.6.14 [134].

3.3.8
Synthesis of Reverse or Retro-Hydroxamates

Reverse or retro-hydroxamates (see Section 3.2.1, Figure 3.3) are considered to
be N-alkyl or N-aryl derivatives of N-formylhydroxylamine. Incorporation of the
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Scheme 3.17 Synthesis of (a) hydroxamic acids
from nitroalkanes, (b) octanenitrile from nitrooctane,
and (c) hydroxamic acids from alkane nitronate anions.
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Scheme 3.18 Synthesis of (a) N-formylhydroxylamine from
nitromethane and (b) O-tert-butyl-N-formylhydroxylamine from
formic acid or ethylformate.
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N-formylhydroxylamine group into a target compound, such as a potential metallo-
enzyme inhibitor, can be achieved in a number of synthetic steps. In one method a
primary bromide can be displaced by O-benzylhydroxylamine followed by nucleo-
philic attack on the 1,10-carbonyldiimidazole (CDI)-activated formic acid and sub-
sequent benzyl deprotection by hydrogenolysis (Scheme 3.19). Alternatively the
N-substituted O-benzylhydroxylamine can be generated via a mesylate as shown
(Scheme 3.19) [135].
The natural products amamistatin A and B (37, Figure 3.14), which contain an

N-formylhydroxylamine lysine moiety, have been demonstrated to have antiproli-
ferative properties. Recently, Miller et al. successfully synthesized analogs of ama-
mistatin B (38) with a view to testing theirHDAC inhibitory properties and antitumor
activity [136].

BrR

BnONH2

K2CO3

OHR

HCO2H, CDI

R

H
N

OBn
R

N
OBn

O H

OMsR
MsCl, TEA

BnONH2

DMF

CH2Cl2

DMF

R
N

OH

O H

H2 Pd/C

NaOH

(a)

(b)

Scheme 3.19 Incorporation of an N-formylhydroxylamine group
into a target compound via (a) an alkyl halide and (b) a mesylate.
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The N-formylhydroxylamine lysine residue (41) of the amamistatin B analogs
can be synthesized as shown in Scheme 3.20. The e-amino group of the N-(-Cbz-D-
lysine derivative (39) can be oxidized using benzoyl peroxide (BPO), followed by
formylation, removal of the protecting group, and reprotection as the O-benzylhy-
droxamate (40) and subsequent deprotection by hydrogenolysis in thefinal step of the
syntheses [136].
Miller et al. highlighted that there is significant interest in developing methods

for synthesizing hydroxylamines and hydroxamic acids from amines due to the
importance of e-N-hydroxylysine and N-hydroxyornithine derivatives as precursors
for the synthesis of various siderophores [137]. In addition to the oxidation of amines
with BPO [136, 138–141], there are four alternative routes for synthesizing hydro-
xylamines from amines as outlined in Scheme 3.21: (a) oxidation of primary and
secondary amines using oxone over silica gel or, in certain instances, alumina [142],
(b) oxidation of amines using dimethyldioxirane in acetone to give the acetone-
derived nitrone, followed by acid hydrolysis or hydroxylaminolysis [143], (c) selective
mono-cyanomethylation of primary amines, followed by meta-chloroperoxybenzoic
acid (m-CPBA) oxidation to give the nitrone and subsequent hydroxylaminolysis
with hydroxylamine hydrochloride [144], and (d) reaction of an amine and an
aromatic aldehyde to give an imine, followed by oxidation with m-CPBA to give the
corresponding oxaziridine and hydrolysis to the hydroxylamine under acid-catalyzed
conditions [145–147].
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Scheme 3.20 Synthesis of an Ne-formylhydroxylamine lysine residue.
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3.3.9
Synthesis of Acylhydroxamic Acids

Reaction of hydroxamic acids with acid halides or anhydrides can give O-acyl-
and evenN,O-diacylhydroxamic acids (Figure 3.15) [8]. Reaction of benzohydroxamic
acid with acetic anhydride, for example, in the presence of sulfuric acid gives
N,O-diacylbenzohydroxamic acid 42 [74]. An exemplary reaction for the synthesis
of an acylhydroxamic acid is given in Section 3.6.15.
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3.4
Solid-Phase Synthesis of Hydroxamic Acids

Since the introduction of solid-phase peptide synthesis by Merrifield in 1963 [148],
the application of polymeric supports in organic synthesis has been extended to
solid-phase synthesis of other macromolecules, such as oligonucleotides and oligo-
saccharides, molecules of low molecular weight, and solution-phase synthesis
assisted by solid-supported reagents (polymer-assisted solution-phase synthesis)
where the use of functional polymers is in a �reverse Merrifield sense� [149]. The
use of insoluble resins in synthesis has a number of advantages, such as simplifica-
tion of product purification, ability to use large excess of reagents to force the reaction
to completion, liberation of high-purity products, and possible automation of some
synthetic steps. Consequently, solid-phase synthesis is particularly suited for the
synthesis of polymericmacromolecules, assembled by iterative reaction cycles, or for
parallel or split-mix syntheses. In regard to hydroxamic acids, it is not surprising that
most solid-phasemethods have been implemented for the synthesis of peptide-based
hydroxamic acids and the generation of combinatorial arrays of hydroxamic acids. In
contrast, some limitations of solid-phase synthesis are that reaction monitoring and
scale are more limited than their solution counterparts. Typical loading of a 1–2%
cross-linked polystyrene resin is 0.5–4.0mmol/g of resin, which translates in a usual
synthesis scale to between 0.2 and 0.5 mmol.
Two different strategies can be implemented for the solid-phase synthesis of

hydroxamic acids. These involve (i) acidic cleavage and release from insoluble
polymers of acylated hydroxylamine, O-tethered, or N-tethered to the resin support,
or (ii) nucleophilic cleavage of resin bound esters, including thioesters, with
hydroxylamine derivatives. The choice of method within one of these two strategies
should be guided by considerations such as the susceptibility of themolecule to acidic
or nucleophilic reagents and compatibility with the protection strategy (e.g., Fmoc
versus Boc).
Most of the polymeric supports used for the solid-phase synthesis of hydro-

xamic acids are polystyrene resins, cross-linked with 1–2% of divinylbenzene (in
Schemes 3.22 and 3.23 and Figures 3.16 and 3.17, solid supports represented
by shaded circles are such copoly (styrene-1-2% divinylbenzene) resins, unless
specifically stated). This has practical implications, in particular limitations on the
nature of the solvent which can be used during synthesis. An important require-
ment of solid-phase synthesis is the swelling of the cross-linked polymer to allow
diffusion of the reagents to the polymer-bound reactive sites. Compatible solvents
for polystyrene-based resins include DMF, dichloromethane (DCM), and THF. In
contrast, polar and protic solvents such as water and methanol shrink polystyrene
resins and diethyl ether does not swell gel-type polystyrenes. Mixtures of water or
methanol with a compatible solvent are suitable, as long as (i) they are miscible and
(ii) the percentage of organic solvent is kept sufficiently high to allow swelling of
the resin (e.g., 15% methanol in chloroform). Also, for strategies based on a
nucleophilic cleavage of an activated ester, the presence of a polar and protic
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solvent can decrease the yield of isolated hydroxamic acids by competing with the
hydroxylamine reagent during the release of the polymer-bound ester.
Another practical consideration in solid-phase synthesis is the agitation method,

where only gentle magnetic stirring should be used and, when available, alternative
equipment such as vortex mixers or orbital shakers should be preferred.
Methods for the solid-phase synthesis of hydroxamic acids developed to date are

described in the following sections. The application of thesemethods to the synthesis
of biologically active hydroxamic acids has recently been reviewed [82].

3.4.1
Acidic Cleavage

3.4.1.1 O-Tethered Hydroxylamine
3.4.1.1.1 Cleavage with 30–90% TFA One of the first resins to be reported for the
solid-phase synthesis of hydroxamic acidswas theWang resin (43, Scheme3.22) [150,
151]. This p-alkoxybenzyl alcohol resin ismodified to a resin boundO-hydroxylamine
by formation of a resin-linked hydroximide (44), followed by hydrazinolysis of the
phthalimido group. Formation of the hydroximide intermediate can be performed
with N-hydroxyphthalimide under Mitsunobu conditions [150] or displacement of a
mesylate intermediate in the presence of cesium carbonate [152] as confirmed by
Fourier transform infrared (FTIR) spectroscopy [150]. The hydrazinolysis step is
more commonly performed with hydrazine in THF/ethanol (13% v/v) or hydrazine
hydrate in THF [153]. For synthesis on a kilogram scale, methylaminolysis in THF is
recommended in place of hydrazinolysis on the basis of safety considerations [154].
The resulting hydroxylamine resin (45) gives a negative Kaiser test [150] and a
positive ninhydrin test [153]. The resin substitution can be quantified by measuring
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Scheme 3.22 Solid-phase synthesis of hydroxamic acids from a Wang resin.
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phthaldrazide (46) absorbance at 346 nm [155] or evaluating the elemental analysis of
the resin [150].
Loading of the carboxylic acid substrate for monomeric molecules and

peptide mimetics, or of the first amino acid and elongation of the sequence in
the case of peptide hydroxamic acids, is carried out by carbodiimide [154, 156] or
uranium [150, 157] coupling chemistries, and by standard Fmoc chemistry [150],
respectively. In the latter case, deprotection of the Fmoc group can be used to
quantify the loading (see Section 3.4.1.1.2). Cleavage from the resin (47), with
concomitant deprotection of the amino acid side-chains for peptides, yields low-
molecular-weight hydroxamic acids or C-terminally modified peptide hydroxamic
acids. This final step is performed with cleavage cocktails containing 30–90% TFA
in DCM and various scavengers [150–152]. Hydroxamic acids are generally
obtained in high purity and good yields. However, the use of solutions containing
a high percentage of TFA has been associated with the formation of impurities,
attributed to the breakdown of the resin with 70% TFA and water (2%) as
scavenger [150], or to the formation of carboxylic acids resulting from hydrolysis
of the hydroxamic acids with 90% TFA and anisole as scavenger [152]. Formation
of impurities and hydrolysis products can be prevented by replacing the Wang
linker by a super acid-sensitive linker and performing the cleavage step under
anhydrous conditions.
Conversion of a hydroxy-resin into a hydroxylamine-resin for solid-phase syn-

thesis of hydroxamic acids has also been performed with polyethylene glycol-grafted
polystyrene resin, such as the ArgoGel-OH polymeric support [158].
The resin-bound hydroxylamine synthesized from a Wang resin (43) and Boc-

protected has also been used as a resin-bound capture reagent in a solid-phase
synthesis of hydroxamic acids via a palladium-catalyzed cascade reaction (see
Section 3.6) [133].
Finally, a polymer-bound N-linked hydroxylamine can be prepared from the

Merrifield resin (chloromethyl-polystyrene) by introduction of an acid-labile alde-
hyde linker (4-hydroxy-2-methoxy-benzaldehyde) via nucleophilic displacement of
chloride, followed by reductive amination with O-2,4-dimethoxylbenzyl-protected
hydroxylamine in the presence of sodium cyanoborohydride. This resin can be
coupled with carboxylic acids under standard carbodiimide coupling conditions,
followed by acidolytic cleavage (95% TFA in DCM), to yield the corresponding
hydroxamic acids [159].
The Wang hydroxylamine resin can also be used for the synthesis of N-alkyl

hydroxamic acids through the formation of an oxime by reaction with an aldehyde or
ketone, followed by oxime reduction with borane–pyridine complex in the presence
of dichloroacetic acid and acylation of the resulting N-substituted hydroxylamine
derivatives, the N-substituent originating from the carbonyl reagent [160].
Alternatively, activation of the resin-bound hydroxylamine byN-sulfonation with 2-

nitrobenzenesulfonyl chloride [161], followed by N-alkylation under Mitsunobu
conditions, deprotection of the 2-nitrophenylsulfonyl group (nosyl) with thiolate
anion [2-mercaptoethanol in DMF in the presence of 1,8-diazabicyclo[5.4.0]undec-
7-ene (DBU)], and acylation of thisN-alkyl hydroxylamine-resin, can be used to initiate
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the solid-phase synthesis of the siderophoresDFOB (1, see Section 3.2.2.1, Figure 3.4)
and methyl carboxymycobactin T7 and their analogs [162, 163]. Assembly of the
following hydroxamate units (two to three) utilizes N-nosyl-O-protected hydroxyla-
mines, reacted with the polymer-bound growing molecule through a hydroxyl group
by a Fukuyama reaction, or by alkylation with polymer-bound alkylbromides [163].
This strategy can also be implemented for the solid-phase synthesis of sulfonamide-
based hydroxamic acids [164, 165], while alkylation of N-nosyl-protected O-tethered
hydroxylamine has also been performed by Michael addition reaction with a,b-
unsaturated carbonyl compounds [166].

3.4.1.1.2 Super Acid-Sensitive Linkers The strategy developed with the Wang resin
for its conversion into the correspondingO-tetheredhydroxylamine insoluble support
has also been applied to other hydroxy-functionalized resins. The linkers in these
resins can release the desired hydroxamic acids under milder acidic conditions than
the Wang linker. Hydroxamic acids synthesized from a Sasrin resin (48, Figure 3.16)
can be released with 5% TFA in DCM [167], while hydroxamic acids can be cleaved
from the hydroxylamine derivative of the 4-(4-hydroxymethyl-3-methoxyphenoxy)-
butyryl–p-methyl-benzhydrylamine (HMPB-MBHA) resin (49) with 1% TFA in DCM
and triisopropylsilane as a scavenger [150]. This is also the case for the Rink acid resin
(50), in which cleavage can be effected with as little as 10% acetic acid in DCM [152].
Other resins containing super acid-sensitive linkers have been prepared from

chloro-functionalized resins by immobilization of hydroxylamine derivatives, or its
precursor N-hydroxyphthalimide, by nucleophilic displacement. Polymeric resins
based on trityl- and alkoxy-substituted benzhydryl linkers have been reported in this
group of synthetic supports [168].
Trityl-based resins can be prepared from 2-chlorotrityl chloride (51) or chlorotrityl

(52, Scheme 3.23) polystyrene resins, by attachment of N-protected hydroxylamine
reagents or N-hydroxyphthalimide, respectively, in the presence of a tertiary
amine [169, 170]. In the former case, N-Fmoc-hydroxylamine can be prepared and
directly immobilized onto the solid support, followed by capping of unreacted
chloride sites with methanol. Loading of the resin can be determined by spectro-
photometric quantification of the dibenzofulvene adduct formed upon Fmoc depro-
tection with 20% piperidine in DMF [169]. In the latter case, hydrazinolysis of the
resin-bound hydroximide intermediate can subsequently be performed to generate
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Figure 3.16 Solid supports based on a super acid-sensitive linker.
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the hydroxylamine resin. Characterization of the resin-bound intermediates can be
performed by FTIR spectroscopy.
C-Terminally modified peptide hydroxamic acids can be assembled from the

N-Fmoc-aminooxy-2-chlorotrityl resin, using HATU/HOAt/DIEA coupling chemis-
try for the attachment of theC-terminal residue, followed by elongation of the peptide
chain using O-(benzotriazol-1-yl)-N,N,N0,N0-tetramethyluronium tetrafluoroborate
(TBTU)/HOBt activation. Release of the hydroxamic acid can be achieved with 5%
TFA inDCM [169]. Consequently, peptides assembled from this resin can be released
as fully protected sequences. Subsequent deprotection of the amino acid side-chains
requires additional treatment with 30–90% TFA. Direct cleavage and deprotection
with high acid concentrations can be associated with decreased purity of the product
released [169].
In contrast, low-molecular-weight or peptide hydroxamic acids synthesized from

the resin based on a trityl linker, can be released with formic acid in THF (1 : 3) [170].
The polystyrene resin functionalized with a 2-chlorotrityl linker can also be used

for the parallel synthesis of hydroxamic acids of lowmolecular weight [171, 172] and
the solid-phase synthesis according to the Miller hydroxamate approach of peptides
modified with a C-terminal b-lactam ring [173]. Alternatively, a polystyrene resin
carrying a trityl linker can be used for the solid-phase synthesis of nucleoside
hydroxamic acids [153].
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The polymer-supportedN-benzyloxy-2-nitrobenzenesulfonamide linker described
above with the Wang resin, has also been prepared with the Sasrin and HMPB
linkers, for the synthesis of N-alkyl hydroxamic acids [166].
Although the attachment of N-alkyl-N-Fmoc-hydroxylamine reagents can be

performed directly on the 2-chlorotrityl chloride polystyrene resin, subsequent
loading of the carboxylic acid substrate is hindered by steric effects and a benzhy-
dryl-based resin, 4-[2,4-dimethoxyphenyl(N-fluoren-9-ylmethoxycarbonyl-N-alkyla-
minooxy)methyl]-phenoxymethyl polystyrene, has been developed for the synthesis
of N-alkylhydroxamic acids [168]. A variety of N-Fmoc-N-alkyl-hydroxylamine re-
agents have been prepared and immobilized. Acylation of the polymer-boundN-alkyl
hydroxylamines by HATU coupling chemistry and cleavage from the resin with 5%
TFA can be performed as with the 2-chlorotrityl resin.
Some of the resins presented in Section 3.4 are now commercially available (e.g.,

Wang hydroxylamine-resin,O-alkylhydroxylamino-Sasrin, andN-Fmoc-aminooxy-2-
chlorotrityl [160, 174, 175]).

3.4.1.2 N-Tethered Hydroxylamine
As O-attachment of hydroxylamine onto a resin involves the initial formation of
the hydroxamic acid function, subsequently leaving an acidic NH group which can
participate in side-reactions during further transformations carried out on the
polymeric support, the anchoring of hydroxylamine reagents by their nitrogen has
been evaluated as a means to not only immobilize, but also protect this group during
the complete solid-phase synthesis of hydroxamic acids. A polyethylene glycol
grafted polystyrene resin (Tentagel S NH2) and a hypersensitive acid-labile linker
[tris(alkoxy)benzyl ester] can be selected for this approach. The linker can be prepared
by reductive amination of 4-(4-formyl-3,5-dimethoxy-phenoxy)-butyric acid with
O-protected (THP or allyl) hydroxylamine, followed by Fmoc protection of the
secondary hydroxylamine intermediate, conjugation of this linker to the resin by
formation of a stable amide bond (using the butyric acid group), and final Fmoc
deprotection. The resulting O-THP alkoxyamine and O-allyloxyamine resins can be
used for solid-phase synthesis of low-molecular-weight hydroxamic acids. Release
from the resin followed by deprotection of the hydroxamate can be carried out with
50% TFA and tetrakis(triphenylphosphine)palladium, respectively, forO-allyl hydro-
xamic acids, while for their THP counterparts the order of these reactions can be
reversed and THP deprotection (2.5% aqueous TFA in DCM) precedes the cleavage
step (50% aqueous TFA in DCM) [176].

3.4.1.3 Other Methods of Solid-Phase Synthesis of Hydroxamic Acids
based on an Acidic Cleavage
In solid-phase peptide synthesis, sequences are elongated from theC-terminus to the
N-terminus, to prevent racemization of the growing chain. Consequently, polymeric
supports carrying hydroxylamine linkers are generally required to yield C-terminally
modified peptide hydroxamic acids.
Another strategy for the solid-phase synthesis of peptide hydroxamic acids exploits

the b- or g-carboxylic acid groups of N-terminal aspartate or glutamate residues, by
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carrying out their selective deprotection in a resin-bound peptide, followed by
coupling with an O-protected hydroxylamine. The latter protecting group can be
removed during cleavage from the solid support. Conventional resins for solid-phase
peptide synthesis, combined with appropriate orthogonal protection strategy for
the side-chains of aspartic or glutamic acid, can be used in this context. The original
methodwas developedwith aMBHA resin and a Fmoc/tBu protocol for the assembly
of the peptide sequence. Phosphonium and carbodiimide coupling reagents were
evaluated for the formation of the hydroxamate, the best results being obtained with
Castro�s reagent. This resin necessitates treatment withHFfor the final release of the
peptide hydroxamate [177].
A variation of this approach can be performed by reversal of the peptide chain

direction, through the use of N-terminal dicarboxylic acid residues, monofunctio-
nalized with a hydroxamate preformed and protected in solution. For example, a
succinylhydroxamate can be coupled to a peptide chain elongated from a Rink amide
resin and the resulting conjugate subsequently cleaved from this support [178].
Modification of a resin-bound molecule with a diacid has also been exploited for the
split-mix synthesis of small molecule inhibitors of HDACs (see Section 3.2.2.2.2). In
this case, 600 different resin-bound amino-1,3-dioxanes were modified with diacids
by conjugation of monophthalimidomethylester diacids or reaction with pyridine-
activated acid anhydrides.Hydrazinolysis of the phthalimidomethylester, followedby
conjugation with O-2-methoxypropanehydroxylamine yielded protected and sup-
ported hydroxamic acids, which were deprotected and cleaved from a silane linker,
attached on an amino-functionalized polystyrene resin (polystyrene AM NH2), by
treatment with pyridinium p-toluenesulfonate in THF/methanol and HF/pyridine,
respectively [179].
Fragment condensation of three protected hydroxamate-containing oligopeptides

on a super acid-sensitive linker-based support (2-chlorotrityl chloride resin) can be
implemented for the synthesis of trihydroxamate peptides. A N-benzyloxy-phenylal-
anine building block prepared and incorporated in various tripeptides in multiple
synthetic steps performed by solution-phase chemistry can be used to assemble the
different fragments [180].
Finally, inverse assembly of a peptide chain by solid-phase synthesis (in the N ! C

direction) can also be carried out to functionalize peptides at their C-termini with a
hydroxamic acid group. In this case, the first amino acid is anchored on a hydro-
xymethyl polystyrene resin by a urethane attachment (using phosgene) as a �traceless
linker�. The chain assembly is consequently performed by inverse solid-phase peptide
synthesis, using amino acid tert-butyl esters, HATU as coupling reagent, and 2,4,6-
trimethylpyridine (TMP, collidine) as a base, to prevent epimerization. Following C-
terminal deprotection, O-(tert-butyl)hydroxylamine hydrochloride can be conjugated
by a HATU/TMP coupling protocol, followed by cleavage with 10% trifluorometha-
nesulfonic acid/TFA to give the corresponding peptide hydroxamic acids. Racemiza-
tion of individual amino acids in the peptide chain is lower than 2% [181].
Other solid supports for solid-phase synthesis of hydroxamic acids prepared

from chloro-functionalized polymeric precursors by nucleophilic displacement
with N-hydroxyphthalimide, followed by hydrazinolysis, include SynPhase crowns.
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Chlorotrityl- and a-chloroethyl-polystyrene precursors have been used to generate
O-tethered hydroxylamine linkers in these Multipin supports. They release hydro-
xamic acids upon treatment with 1% or 95% TFA in DCM, respectively [155, 182].
The use of 95% TFA and 5% water as a cleavage cocktail can be associated with
substantial hydrolysis to the corresponding carboxylic acid [155].

3.4.2
Nucleophilic Cleavage

Nucleophilic cleavage of resin bound esters with hydroxylamine was first reported
with the polyethylene glycol grafted polystyrene resin ArgoGel-OH (55, Figure 3.17),
esterified with Cbz-protected amino acids by carbodiimide coupling chemistry with
4-(dimethylamino)pyridine (DMAP) catalysis. These polymer-bound esters can be
displaced from the resin by treatment with 25 equiv. of 50% aqueous hydroxylamine
in THFfor 2 days to generate the correspondinghydroxamic acids [183] (the numbers
of equivalents described in this section are relative to the loading of the resin). This
method can also be applied to the solid-phase synthesis of a library of di- and
tripeptidic hydroxamic acids, owing to its compatibility with both Fmoc and Boc
chemistries [184–186]. The preparation of hydroxamic acids by hydroxyamination
of resin-bound esters has often been described as being associated with poor
reproducibility. It has been shown recently that this reaction, performed on a 4-
hydroxymethylbenzoic acid AM resin, can be improved by the addition of KCN to the
hydroxylamine solution [94].
The oxime (Kaiser) polystyrene resin (56) was concurrently implemented for the

synthesis of hydroxamic acids by nucleophilic displacement. This strategy allows the
use of acid labile protecting groups for the modification of the polymer-bound esters
prior to their release as hydroxamic acids from the resin. Various O-protected and
unprotected hydroxylamines were evaluated for the cleavage step, resulting in the
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Figure 3.17 Solid-phase synthesis of hydroxamic acids by
nucleophilic displacement of resin-bound esters.
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formation ofO-protected hydroxamic acids in the former case. The best results were
obtained with an excess (5 equiv.) of O-tert-butyldimethylsilyl-hydroxylamine, in
1,2-dichloroethane at reflux for 20 h [187]. The use of anhydrous, free, hydroxylamine
(2.7 equiv.), prepared from hydroxylamine hydrochloride and sodium methoxide in
methanol, followed by filtration of NaCl and dilution with chloroform, was subse-
quently shown to circumvent the need for a final deprotection step, resulting in
increased isolated yields of hydroxamic acids [188]. Recovery of the hydroxamic acids
was also facilitated by the low boiling point of the solvents.Moreover thismethodwas
shown to preserve the stereochemical integrity of the carboxylic acid substrate.
While a Boc protecting group can be removed from a polymeric oxime ester, the

latter linkage is labile to repeated TFA treatments and therefore unsuitable for the
preparation of C-terminal peptide hydroxamic acids assembled by solid-phase synthe-
sis according to the Boc strategy. A thioester linker, introduced as 3-thiopropionic acid
on a polyethylene glycol-poly-(N,N-dimethylacrylamide) copolymer, through a stable
amide bond, has consequently been developed to address this limitation. The resulting
3-mercapto-propionamide-PEGA support used for the elongation of a peptide se-
quence by Boc solid-phase peptide synthesis, allows deprotection of the amino acid
side-chain by treatment with HF and releases various C-terminally modified pep-
tides, depending on the nucleophile selected for the cleavage step. The use of
hydroxylamine solutions in DMF, prepared from equimolar quantities of hydroxyl-
amine hydrochloride and DBU, in the cleavage step yields peptide hydroxamic
acids [189]. The use of this linker was concurrently developed with PEGA and
polystyrene resins [190]. The use of O-protected hydroxylamine reagents, soluble in
low-boiling-point solvents such as THF, are preferred as they facilitate the recovery of
the hydroxamic acid, although subsequent deprotection is required.
A �catch-and-release� strategy has also been developed for the synthesis of

hydroxamic acids. It exploits the high reactivity of polymer-bound OBt esters with
nucleophiles, which afford short reaction times (the release step can be completed in
1 h using 0.9 equiv. of hydroxylamine; E. Burke and M. Devocelle, unpublished
results) and the use of substoichiometric quantities of hydroxylamine during the
release step. This advantage, combined with the preparation protocol of free anhy-
drous hydroxylamine developed by Thouin and Lubell [188], prevents the presence of
unreacted hydroxylamine. Consequently, hydroxamic acids are conveniently isolated
as the only product in solution and are recovered by simple evaporation of low boiling
point solvents. Recycling of the HOBt polystyrene resin (57) can also be undertak-
en [79, 191]. This �catch-and-release� strategy based on the formation of resin-bound
activated HOBt esters has also been performed with a polystyrene-HBTU resin for
concomitant purification and functionalization of the carboxylic acid substrate, as
part of a fully automated multistep (four to five steps) polymer-assisted solution-
phase synthesis of HDAC inhibitors (see Section 3.2.2.2.2) [192].

3.4.2.1 Other Methods
As illustrated in the latter method (see Section 3.4.2), solution-phase synthesis using
polymer-supported reagents and scavengers can been employed to generate arrays of
hydroxamic acids [193]. Solid-phase synthesis of C-terminal peptide O-methyl
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hydroxamic acids can be carried out by the backbone amide linker approach [194],
through reductive amination of methoxylamine onto a 5-[(2 or 4)-formyl-3,5-di-
methoxyphenoxy]butyramido-polyethyleneglycol-polystyrene resin in the presence
of sodium cyanoborohydride. The resulting resin-bound methoxylamine can be
acylated by a Fmoc-protected amino acid with bromo-tris(pyrrolidino)-phosphonium
hexafluorophosphate coupling chemistry, before assembly of the peptide chain by
automated solid-phase peptide synthesis. The peptide hydroxamic acids can be
deprotected and released from the resin by treatment with 95% TFA, 2.5% triiso-
propylsilane, and 2.5% water as the cleavage cocktail [195]. Finally, solid-phase
synthesis of hydroxamic acids by the Angeli–Rimini reaction has been developed
by adapting its solution-phase counterpart to immobilized N-hydroxybenzenesulfo-
namide (see Section 3.3.4) [129].

3.5
Conclusions

The rich bioactivity and clinical utility of hydroxamic acids has undoubtedly been the
impetus behind newdevelopments into efficientmethods for their synthesis and that
of their derivatives. Both solution- and solid-phase synthetic strategies can be
employed to generate a diverse range of hydroxamic acids. The choice of strategy
should be guided by the type of hydroxamic acid to be synthesized, its structural
complexity, and the synthetic scale-up required. A hybrid synthetic route based on
solution- and solid-phase techniques can also be considered in which the advantages
of both approaches may be combined. The hydroxamic acid moiety has already
proven itself as a key structural element in a diverse range of compounds with
therapeutic applications. There is no doubt that these organic acids will continue to
fascinate, excite, and challenge us for some time yet.

3.6
Experimental Procedures

3.6.1
Synthesis of 3-Pyridinehydroxamic Acid [90]

N

O

HN OH

Hydroxylamine hydrochloride (5.10 g, 72mmol) was added to sodium hydroxide
(5.80 g, 146mmol) in deionized water (37ml). The resulting solution was then added
dropwise tomethyl nicotinate (5.00 g, 36mmol) inmethanol (55ml). The solutionwas
stirred at room temperature for 72h, after which the solution was acidified to pH 5.5
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using 5% HCl. The solvent was removed under vacuum yielding a yellow solid.
Methanol (60ml)was added and sodiumchloridefiltered. The solvent from thefiltrate
was removed under vacuum yielding a light pink solid, which was recrystallized from
water to give, a white solid, 3-pyridinehydroxamic acid in 66% yield.

3.6.2
Synthesis of O-benzylbenzohydroxamic Acid [89]

O

NH

OBn

To a stirred suspension ofO-benzylhydroxylamine hydrochloride (0.16 g, 1mmol)
and ethyl benzoate (0.15 g, 1mmol) in dry THF (10ml) at�78 �Cand under nitrogen
atmosphere was added a 1M solution of lithium hexamethyldisilazane (3.1ml,
3.1mmol). The reaction was stirred for less than 10min and subsequently quenched
with a saturated aqueous solution of NH4Cl, warmed to room temperature, and
extracted with ethyl acetate. The collected organic layers were dried (NaSO4), filtered,
and concentrated under reduced pressure. The crude product was purified by flash
chromatography (CHCl3/MeOH as eluent) to give O-benzylbenzohydroxamic acid
in 95% yield.

3.6.3
Synthesis of N-methylbenzohydroxamic Acid [101]

O

N

Me

OH

An aqueous solution of N-methylhydroxylamine was prepared under nitrogen by
adding N-methylhydroxylamine hydrochloride (9.44 g, 0.113mol) to a solution of
sodium carbonate (14.50 g, 0.137mol) in H2O (164ml). The solution was covered
with diethyl ether (50ml) and cooled in an ice-salt bath. Benzoyl chloride (19.70 g,
0.14mol) in anhydrous ether (50ml) was added with stirring and dropwise over
14min. Themixturewas stirred and cooled for an additional 30min, after which 20%
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sodium hydroxide (45ml) was added. The aqueous layer (pH 12) was neutralized to
pH 7 with 6M HCl, saturated with sodium chloride, and extracted 5 times with
chloroform. The chloroform was dried (MgSO4), filtered, and concentrated under
reduced pressure to give N-methylbenzohydroxamic acid in 74% yield.

3.6.4
Synthesis of Isobutyrohydroxamic Acid [83]

O

HN OH

Ethyl chloroformate (1.30 g, 12mmol) andN-methylmorpholine (1.30 g, 13mmol)
were added to a solution of isobutyric acid (0.88 g, 10mmol) in diethyl ether
(30ml) at 0 �C, and the mixture was stirred for 10min. The solid was filtered off
and the filtrate was added to freshly prepared hydroxylamine (0.50 g, 15mmol) in
methanol and stirred at room temperature for 15min. [Hydroxylamine was prepared
by adding hydroxylamine hydrochloride (1.00 g, 15mmol) dissolved in methanol
(10ml) to a stirred solution of KOH (0.84 g, 15mmol) inmethanol (4ml) at 0 �C. The
mixture was stirred for 15min, the precipitated potassium chloride removed and the
filtrate used as described.] The solvent was evaporated and the crude product was
purified by silica gel column chromatography to give isobutyrohydroxamic acid in
81% yield.

3.6.5
Synthesis of O-benzyl-2-phenylpropionohydroxamic Acid [107]

O

NHBnO Ph

CDMT (0.74 g, 4.4mmol) and NMM (1.2ml, 11.1mmol) were added to a solution
of 2-phenylpropionic (0.55 g, 3.7mmol) in THF (11ml) at room temperature. The
reaction was stirred for 1 hour and a white precipitate formed. O-benzylhydroxyla-
mine hydrochloride (0.64 g, 3.7mmol) was added and themixture was stirred for 8 h
and then quenched withH2O (15ml) and extracted with diethyl ether (2� 7ml). The
combined organic layers were washed twice with a saturated solution of Na2CO3

(15ml), followed by a 1M solution ofHCl (15ml) and brine (15ml). The organic layer
was dried (Na2SO4) and evaporated to give O-benzyl-2-phenylpropionohydroxamic
acid in 85% yield.
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3.6.6
Synthesis of Methyl 3-(2-quinolinylmethoxy)benzeneacetohydroxamic Acid [110]

O

NH

MeO

O

N

To a mixture of 3-(2-quinolinylmethoxy)-benzeneacetic acid (5.00 g, 17.4mmol),
O-methylhydroxylamine hydrochloride (1.42 g, 17.4mmol), and N-(3-dimethylami-
nopropyl)-N0-ethylcarbodiimide (3.26 g, 17.4mmol) in THF (75ml) was added TEA
(4.7ml, 33.8mmol). The reactionwas stirredat roomtemperatureovernight.TheTHF
was removed under vacuum and CH2C12 was added to the residue. The mixture was
twice washed with water, dried (MgSO4), and concentrated under vacuum to give an
oil. Theoilwas dissolved in acetone,filtered throughCelite and silica gel, concentrated
at reducedpressure andsubsequentlypurifiedbypreparativehigh-performance liquid
chromatography using ethyl acetate/ethanol 95 : 5 as an eluent to give methyl 3-(2-
quinolinylmethoxy)-benzeneacetohydroxamic acid in 29% yield.

3.6.7
Synthesis of the Chlamydocin Hydroxamic Acid Analog,
cyclo(L-Asu(NHOH)–Aib-L-Phe–D-Pro) [117]

NH

N

HN

HN

O

O

H
N

OH

O

O

Bn

O

cyclo(L-Asu–Aib–L-Phe–D-Pro) (0.12 g, 0.25mmol) was dissolved in DMF (3ml) at
0 �C and hydroxylamine hydrochloride (0.09 g, 1.24mmol), HOBt.H2O (0.06 g,
0.37mmol), BOP (0.17 g, 0.37mmol), and TEA (0.24ml, 1.74mmol) were added. The
mixturewas stirred for 2 h.Gelfiltrationof the reactionmixtureusingSephadexLH-20
was followed by lyophilization to give cyclo(L-Asu(NHOH)–Aib–L-Phe–D-Pro) in 74%
yield.
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3.6.8
Synthesis of O-benzyl-4-methoxybenzohydroxamic Acid [121]

O

HN

MeO

OBn

A solution of N-hydroxy-2-phenylbenzimidazole (0.02mol) and N,N0-diisopro-
pylethylamine (DIEA) (0.07mol) was stirred in DMF and diethyl chlorophosphate
(0.024mol) was added with cooling. The reaction mixture was stirred for 10min,
4-methoxybenzoic acid (0.016mol) was added and the mixture was stirred for a
further 10min at 0 �C. O-benzylhydroxylamine (0.03mol) was added and the
reaction stirred at room temperature for 45min. Saturated aqueous NaCl solution
(20ml)was then added, themixturewas extractedwith ethyl acetate (2� 15ml), and
the organic layer was washed with 2MHCl (15ml), saturated NaHCO3 (15ml), and
water (2� 20ml). The organic layer was subsequently dried over sodium sulfate,
filtered and evaporated to give O-benzyl-4-methoxybenzohydroxamic acid in 95%
yield.

3.6.9
Synthesis of O-benzylbenzohydroxamic acid [122]

O

HN OBn

O-Benzylhydroxylamine (5 equiv.), samarium triflate (1 equiv.) and N-benzoyl-
4-benzyl-2-oxazolidinone (1 equiv.) were stirred in THF at room temperature for
30min. The solvent was evaporated and the crude product was purified by silica gel
column chromatography to give O-benzylbenzohydroxamic in 91% yield.

3.6.10
Synthesis of a 4-chlorophenyl Substituted-a-bromohydroxamic acid [125]

Cl

CN

NC

O

N
H

OH

Cl

Br

O
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A 4-chlorophenyl substituted gem-dicyanoepoxide (1.02 g, 5mmol) was dissolved
in THF (15ml) and lithium bromide (0.65 g, 7.5mmol) was added. A solution of
hydroxylamine hydrochloride (0.07 g, 10mmol) and TEA (0.139ml, 10mmol) in
THFwas added dropwise over 1 h to themixture which was refluxing. The reaction
was refluxed for a further hour. The solvent was partially removed under reduced
pressure and the residue was extracted with DCM. The combined extracts were
dried (Na2SO4), filtered, and evaporated to afford the residual a-bromohydroxamic
acids, which were purified by silica gel column chromatography (hexane/ethyl
acetate 3 : 2 as eluent) to give a 4-chlorophenyl substituted-(-bromohydroxamic acid
in 86% yield.

3.6.11
Synthesis of 4-Chlorobenzohydroxamic Acid [130]

O

HN

Cl

OH

A 1.93M sodium methoxide/methanol solution (2.18ml, 4.2mmol) was added
dropwise with stirring to an ice-cooled solution of N-hydroxybenzenesulfonamide
(0.37 g, 2.1mmol) in methanol. 4-Chlorobenzaldehyde(0.28 g, 2mmol) dissolved in
methanol (2ml) was added, and the reaction mixture was warmed to room tempera-
ture and stirred for an additional 2 h. The solution was concentrated under vacuum,
diluted with 100ml of ether, and extracted twice with 2M NaOH. The aqueous layer
was acidified with concentratedHCl to pH 7–8 and extracted twice with ethyl acetate.
The organic layer was dried (MgSO4) and evaporated to give 4-chlorobenzohydroxa-
mic acid in 68% yield.

3.6.12
Synthesis of Acetohydroxamic Acid [131]

O

N
H

HO

A solution of nitroethane (1.42ml, 0.02mol) inDCM (40ml) was added dropwise
with vigorous stirring to a suspension of selenium dioxide (2.22 g, 0.02mol) at
0–5 �C under anhydrous conditions in DCM (40ml). TEA (4.08 g, 0.04mol) was
added dropwise and the temperature maintained at 0–10 �C. The mixture was
stirred for 30min at 20–22 �C, and then refluxed for 1 h, cooled, and filtered

3.6 Experimental Procedures j135



through diatomaceous earth. The filtrate was concentrated using a rotary evapora-
tor. The crude material was dissolved in water (25ml), to which a solution of Cu(II)
acetate (3% w/w in water) was added (�75ml) until no additional green solid
precipitated. The green solid was filtered, washed with water (2� 10ml), methanol
(2� 10ml), and dried in a desiccator. The dried copper complex was suspended in
methanol (25ml) and cooled in an ice bath to which anhydrous hydrogen sulfide
was slowly introduced. The green suspension turned black within 5 min and the
introduction of the hydrogen sulfide was maintained for a further 5min. The black
precipitate was filtered off and the filtrate concentrated using a rotary evaporator to
give acetohydroxamic acid in 66% yield.

3.6.13
Synthesis of N-hydroxy Lactam [132]

N

NO2

O

HO

A solution of 2-nitro-1,7,7-trimethylbicyclo[2.2.l]heptane (½a�18D þ 9:4 (EtOH))
(1.14 g) in EtOH/EtONa was irradiated for 4.5 h. The solution was subsequently
neutralized with 0.1M acetic acid in EtOH. Solvent removal followed by extraction
from the residue with CHCl3 gave a white solid which was purified by silica gel
column chromatography to give N-hydroxy lactam in 76% yield.

3.6.14
Synthesis of O-tert-butyl-N-formylhydroxylamine [134]

N
H

O

O

Formic acid (100ml, 122 g, 2.65mol) was added dropwise to O-tert-butylhydrox-
ylamine (17.2 g) and the reaction was stirred for 16 h.Methanol was added slowly and
stirring was continued for another 12 h. Methyl formate andmethanol were distilled
at atmospheric pressure and the residue distilled under vacuum to give O-tert-butyl-
N-formylhydroxylamine in 81% yield.
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3.6.15
Synthesis of Triacetylsalicylhydroxamic Acid [74]

OAc

O

N

AcO

Ac

Acetic anhydride (50ml, 0.5mol) and concentrated sulfuric acid (3 drops) were
added to salicylhydroxamic acid (10.14 g, 66mmol). Themixture was stirred at 80 �C
under nitrogen for 48 h. Ethyl acetate (100ml per 10ml of final reaction volume) was
added. The organic phase was washed with 0.5M NaOH (50ml per 10ml of final
reaction volume), water (100ml per 10ml of final reaction volume), 0.5M citric acid
(50ml per 10ml of final reaction volume), and brine (100ml per 10ml of final
reaction volume). The organic layer was dried (MgSO4) and evaporated. The crude
product was purified by silica gel column chromatography (DCM/petroleum ether
3 : 2 as eluent) to give triacetylsalicylhydroxamic acid in 12% yield.
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4
Chemistry of a-Aminoboronic Acids and their Derivatives
Valery M. Dembitsky and Morris Srebnik

4.1
Introduction

In recent years there has been increasing interest in new practical methods to
prepare novel non-natural (R) amino acid derivatives to serve as building blocks in
combinatorial chemistry and drug discovery [1–5]. Although many routes to amino
acids have been developed, there is still a need for concise and convergent
approaches that allow structure variability and facile incorporation of functional
groups and ring systems [6–10]. As non-natural (R) amino acid derivatives, boronic
acids (1) have assumed great importance since they serve as transition state analogs
of natural amino acids. Their ease of preparation and their relative stability have
further increased their value.

B

OH

OHR

R1

H2N

1

The bioinorganic chemistry of boron-containing compounds is therefore an
area of growing interest, and has recently expanded to include purine nucleosides,
psuedocryptands (which mimic the naturally occurring antibiotics boromycin and
aplasmomycin), steroids, calixarenes, carbohydrates, fatty acids, porphyrins, and
amino acids [11–17]. Boronic acids [RB(OH)2] and boronate esters [RB(OR1)2] have
been found to facilitate the transport of various ribonucleosides in and out of
liposomes – an important attribute in the area of drug design [18–20]. Simple
aminoboron compounds have also found some utility in boron neutron capture
therapy [21, 22] and other forms of cancer therapy [1–3]. As a result, much effort has
been focused on the synthesis of boron-containing amino acid and peptide deriva-
tives [23, 24]. Unfortunately, the incorporation of a Lewis basic amine and a Lewis
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acidic boronic acid functionality into the same molecule is a notoriously difficult
procedure, and synthetic routes to these compounds are scarce. New effective
methods to prepare amino and related boron compounds will have a tremendous
impact on bioinorganic and pharmaceutical chemistry [25–30].
Serine proteases – a large and functionally diverse class of proteolytic enzymes –

are prominent therapeutic targets because of their involvement in a host of
physiological processes [31]. They catalyze peptide bond cleavage by acylation and
deacylation of the active-site serine residue in a sequence that involves two tetrahedral
intermediates [32]. Most small-molecule inhibitors of these enzymes form covalent
adducts with the active-site serine that mimic to some degree these tetrahedral
intermediates. Peptide derivatives with electron-deficient ketones, aldehydes, boron-
ic acids, and phosphonylating agents have been devised as analogs of the second
tetrahedral intermediate [33] with their selectivity among the various proteases
related to the substrate specificity these enzymes manifest at the S1, S2, and higher,
binding sites [34].

4.2
Synthesis of a-Aminoboronic Acids

a-Aminoboronic acids or esters are unstable towardmigration of boron from carbon
to nitrogen and yield the corresponding amines in protic solvents [35–37]. A typical
example of migration of boron from carbon to nitrogen in a-aminoboranes is
rearrangement of the 1-amino-2-phenylethylboronic ester (2) to the 2-phenylethyl-
amine derivative (3) (Scheme 4.1) [35]. Boronic esters bearing tertiary amino groups
in the a-position do not undergo this type of deboronation [36, 37]. It therefore
appears likely that the rearrangement occurs via intramolecular nucleophilic attack
of the amino group of (2) on boron. Ring opening of (3) to (4) might then occur or
proton migration to form (5) might be concerted with ring opening [38, 39] In an
analogous manner, migration of the a-aminoborane (6) would lead to the interme-
diate (7), which could undergo ring opening to the zwitterion (8), in this example
concerted with, or followed by, hydride migration to form (9).

4.3
Synthesis of a-Amidoboronic Acid Derivatives

a-Haloboronic esters are usually useful for the synthesis of a-amidoboronic acid
derivatives [40]. Nucleophilic reactions of a-haloboronic esters with carbon nucleo-
philes are utilized in asymmetric synthesis with displacements of the halide atom.
The asymmetric conversion of a CHCl group into a B–C bond can be controlled with
very high precision by the use of chiral ligands on the boron atom.
The first synthesis of the unnatural a-amidoboronic ester (13) was studied by

Matteson et al. [41]. (S)-Pinanediol (S)-(1-chloro-2-phenylethyl)boronate (10) was
prepared from the reaction of (S)-pinanediol benzylboronate with (dichloromethyl)
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lithium [35], followed by displacement of the chloride ion from (10) with lithium
hexamethyldisilazane (LiHMDS), to provide (11). Treatment of (11) withAcOH/Ac2O
yielded the acetoamidoboronic ester (12), which was cleaved with BCl3 to yield
(S)-N-acetylboraphenylalanine (13) (Scheme 4.2). Compound (13) was a potent
inhibitor of certain enzymes [2]. Some other routes for the synthesis of (13) have
been described [8, 40].
The synthesis of (S)-pinanediol (R)-(1-acetamido-4-bromobutyl)boronate (17)

started from allyl bromide and catecholborane via (14), which was transesterified
with (S)-pinanediol to (15), and then converted to the silylated aminoboronic ester
(16) by treatment with acetic anhydride and acetic acid to form (17) (Scheme 4.3) [42].
The pinane amidoboronic esters (18, 19 and 20a,b) could be synthesized by using

similar chemistry (Scheme 4.4) [42]. Enzyme inhibition studies have shown that
the D-amino acid analogs (20a,b) were active inhibitors of Bacillus cereus b-lactamase,
with Ki¼ 44 and 49mM at pH 7, respectively [43].
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The racemic a-acetamidoboronic acids (22) have been obtained using similar
chemistry. This reaction was used as the starting point for the corresponding
meso-butanediol esters (21) (Scheme 4.5), and (22) were found to inhibit elastase
and chymotrypsin [44]. The fluoro derivatives (23) could be obtained by the treatment
of (22) with aqueous hydrofluoric acid [40].
(S)-Pinanediol (S)-(1-chloroallyl)boronate (24) reacted with LiHMDS and gave

compound (25), which after desilylation/acetylation gave (S)-pinanediol (R)-(1-
acetamidoallyl)boronate (26) (Scheme 4.6). Addition of methyl mercaptan to the
double bond of (26) under ultraviolet light yielded the crystalline boronic ester
(27) [45]. Treatment of (27) with BCl3 led to (28), which was esterified by ethylene
glycol to give the crystalline product (29).
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Pinacol (iodomethyl)boronate reacts with tertiary amines to give the quaternary
ammonium salts (30) (Scheme 4.7) and dibutyl (iodomethyl)boronate with
morpholine forms (31) [39]. Many attempts to react (1-halo-2-phenylethyl)boronic
esters with ammonia or ammonia derivatives failed. The reaction of (1-iodo-2-
phenylethyl)-boronate (32) with aqueous ammonia gave 2-phenylethylamine
(Scheme 4.7) [39].
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N-Acyl-boroGly and N-acyl-boroSar derivatives (33–44) were recently synthesized
(Scheme 4.8) [46]. Structural characterization of these a-amidoboronic acids was
accomplished by extensive use of 11B- and 1H-nuclear magnetic resonance (NMR)
spectroscopy. These compounds were prepared to detect the extent of intramolecular
B�Odative bond formationwithin the context of afive-membered (:O¼C�N�C�B)
ring motif. It was shown that the formation of such dative bonds depends on the
nature of the substituents at both the acyl carbon and the nitrogen atoms. Aproposed
mechanism for alkali hydrolysis of (39) is shown in Scheme 4.9.

4.4
Asymmetric Synthesis via a-Haloalkylboronic Esters

Free a-aminoboronic acids were synthesized and tested as potential enzyme in-
hibitors. The racemic boraalanine (46) was obtained in solution by hydrolysis of the
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boronicester (45) (Scheme4.10). It is a good inhibitorof alanine racemase fromBacillus
stearothermophilus with Ki¼ 20mM (it was slow binding at Ki¼ 0.15–0.35min�1).
For D-alanine/D-alanine ligase from Salmonella typhimurium, two binding constants
for different enzyme sites were found: Ki¼ 35 and 18mM [37], respectively. Benz
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(amidomethyl)-boronic (47) acid was synthesized fromdibutyl (iodomethyl)boronate
and LiHMDS followed by benzoylation [47]. The product from reaction with
sodiobenzamide was the imido ester isomer (48) [36].
a-Aminoboronic acid esters (49 and 50) were prepared and they are useful as

inhibitors of the serine proteases, leukocyte and pancreatic elastases, cathepsin G,
chymotrypsin, and hepatitis C virus (HCV) protease (Scheme 4.11) [48].

4.5
Synthesis of Glycine a-Aminoboronic Acids

In the simplest amino acid, glycine, replacement of the central methylene by boron,
as depicted in (55), would give an isoelectronic and isostructural analog. The
synthesis of (55) was performed by the reaction of sodium cyanoborohydride with
trimethylammonium hydrochloride to give (52). Since direct hydrolysis of the nitrile
group could not be achieved, its conversion to a carboxylic acid was performed in two
steps comprising the a reaction with Meerwein�s reagent, followed by alkaline
hydrolysis of the intermediate nitrilium salt [49–51]. Themetal-complexing capabili-
ties and basicity of this betaine (54) have been described [52]. Upon displacement
of the trimethylamine with a large excess of liquid ammonia, the desired glycine
analog (55) was isolated [53]. The methyl ester (53) was formed from (52) in the
presence of dicyclohexylcarbodiimide (DCC), which was then submitted to an amine
exchange to give the glycine analog (53) [54] (Scheme 4.12).
Compound (51) can be obtained in varying yields upon reaction of (62) with

chloroformates in the presence of triethylamine and 4-dimethyl-aminopyridine
(DMAP). These conditions were found to be more advantageous than using
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DCC [55]. Lithiumaluminumhydride reduction of (54) followed by quenchingwith
trimethylamine hydrochloride afforded (56). The conversion of (54) into (55) has
also reported [55]. The action of Meerwein�s reagent followed by basic hydrolysis
and amine exchange gave the desired amide (57) [56]. The initial synthetic efforts to
obtain such amino acid-based inhibitors used N-acylated analogs of glycine. As an
example, dibutyl iodomethane-boronate (58) was alkylated with the sodium salt of
benzamide to give (59) (Scheme 4.13) [47], whichwas shown to be a potent inhibitor
of a-chymotrypsin. Hydrolysis of (59) gave two isomers (60a,b).

4.6
Synthesis of Proline a-Aminoboronic Acids

A series of prolineboronic acid-containing dipeptides was synthesized and assayed
for their ability to inhibit the serine protease dipeptidyl peptidase IV (DPPIV) [57].
The synthesis of boroproline (61) was developed byMatteson�s procedure [42, 58] for
the preparation of aminoboronic acids. The amino boronic ester (62) was coupled
with the desired Boc-amino acids in the presence of N-(3-dimethylaminopropyl)-
N0-ethylcarbodiimide (EDC) hydrochloride to generate the fully protected dipeptides
(63), and treatment with HCl gave proline a-aminoboronic acids (66–68) via inter-
mediates (64) and (65) (Scheme 4.14). The abilities of the peptides to inhibit the
enzyme [57] are shown in Table 4.1.
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A series of Boc-D-trimethylsilylalanine–proline–boro-X pinanediol derivatives (73)
and (74) that are active as thrombin inhibitors has been synthesized by von Matt
et al. [59, 60] (Scheme 4.15). All of the thrombin inhibitors were synthesized starting
from the common intermediate (70), which was obtained by the reaction of (69a)
with (69). Hydrogenation of the azido group of (70) catalyzed by palladium on carbon
led to the borolysine derivatives [61]. The free amino group could be derivatized by
reaction with an anhydride, acid chlorides, isocyanates, and/or potassium cyanate.
The thioformamide (72) could be obtained by treatment of the corresponding
formamide with Lawesson�s reagent. Removal of the Boc protecting group followed
by reaction with benzyl chloroformate led to the compound (71). Hydrolysis of (73)
generated (74). The X-ray structure analysis of (71) and (74) have shown that these
inhibitors bound to the active side of thrombin.

Table 4.1 Structure–activity relationships for H2N–Xaa-boroPro dipeptides versus DPPIV.

67

N

OH
B

OH

O

NH2

R2

R1

Compound Amino acid R1 R2
Boron
configuration IC50 (nM) þSE (nM)

67a L-Val H iPr R 26 1
67b L-Val H iPr S 4000 600
67c D-Val iPr H R 116000 15000
67d L-Ala H Me R 15 3
67e Aib Me Me R 30000 8000
67f L-Gly H H R 16000 2400
67g L-Abu H Et R 11 1
67h L-Leu H iBu R 44 2
67i L-Ile H 2-Bu R 25 1
67j L-tLeu H tBu R 60 7
67k L-Phe H CH2Ph R 70 7
67l L-Phg H Ph R 63 5
67m L-Tyr H CH2(Ph-4-OH) R 32 1
67n L-Lys H (CH2)4NH2 R 95 19
67o L-Thr H CH3CHOH R 190 13
67p L-Pro H -(CH2)3- R 20 5
67q L-Azet H -(CH2)2- R 250 13
67r L-His H CH2Im R 17000 1800
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The synthesis of the thrombin inhibitor DuPont 714 (75) was achieved starting
from 3-bromopropylboronic ester [40]. This enzyme inhibitor was active in rabbits
at dose levels of 0.1 mg/kg/h [62, 63]. A methoxy group in place of guanidine on
(75) also provides a potent thrombin inhibitor [40]. A series of conformationally
restricted boropeptide thrombin inhibitors (76) and (77) have also been synthe-
sized [64].

75 Du Pont 714: R = NHAc
X = NHC(NH)NH2    HCl
76 R = NHAc, X = CH2NH2     HCl  
77 R = H, X = CH2NH2     HCl 

X
B

OH

OH

NHO

N

O

R

The potent binding affinity of the resulting inhibitors (78), such as (78f), may be
due in part to a unique mode of binding at the thrombin active site. The thrombin-
binding activity data for a series of inhibitors are shown in Table 4.2. The synthesis of
these inhibitors involved the initial preparation of the P3 benzoic acids followed by
elaboration to their corresponding boropeptides [64].
Bifunctional serine protease inhibitors of boron-containing peptides were pre-

pared [65]. These serine protease inhibitors comprise a catalytic site-directed
moiety, which binds to and inhibits the active site of a serine protease, and an
exosite-associating moiety, which are joined by a connector. The catalytic site-
directed moiety and the exosite-associating moiety are capable of binding simulta-
neously to a molecule of the serine protease. Thus, boron-containing peptide
conjugate (79) was prepared by standard solid-phase methods using Fmoc chem-
istry to assemble the hirudin segment, followed by amidation with glutaric
anhydride and peptide coupling with the boron-containing tripeptide segment.
Compound (79) inhibited human a-thrombin with Ki¼ 0.649 nM in an in vitro
assay.
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Table 4.2 Boropeptide thrombin inhibitors with benzoic acid-derived residues.

H

O

B

O

NHO

H2N

N

O

X

R

78

HCl

Compound X R, position Ki (nM)

78a CH2 H, ortho 0.29
78b CH2 H, meta 0.19
78c CH2 H, para 1.80
78d O H, ortho 0.27
78e O H, meta 0.36
78f CH2 2-CF3, meta 0.07
78g CH2 2-CH3, meta 0.25
78h CH2 2-SCH3, meta 0.50
78i CH2 2-Br, meta 0.23
78j CH2 3-F, meta 0.43
78k CH2 3-CF3, meta 0.16
78l CH2 4-CF4, meta 0.22
78m CH2 3,4-(-OCH2-O-), meta 0.09
78n S H, meta <0.1
78o S 2-CF3, meta 0.45
78p S 2-OCH3, meta 0.19
78q S 4-OCH3, meta 0.42
78r SO2 H, meta 0.85
78s SO2 2-OCH3, meta 0.58
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The synthesis of the pinanediol ester of prolineboronic acids was described by
Kelly et al. (Scheme 4.16) [66]. Boc-pyrrole (80) after treatment with lithiotetramethyl-
piperidide gave Boc-pyrrole-2-boronic acid (81). Hydrogenation generated Boc-pro-
lineboronic acid (82), which was easily esterified with (1S,2S,3R,5S)-(þ )-pinanediol
to give (83). The compound (83) was deprotected by HCl in EtOAc to form two
diastereomers (84a) and (84b). Diastereomers were separable by high-perofrmance
liquid chromatography, thus providing a means to resolve chiral center a- to boron.
The diastereomeric purity of 84a and 84b could be assayed by intergrating the 1H-
NMR spectra of these compounds obtained in C6D6. In this solvent the resonances
of the methine protons a to the oxygen in the pinane system are clearly discernible
AB-quartets appearing at d 4.33 ppm (84b) and d 4.25 ppm (84a). Due to conforma-
tional restriction in these molecules, each stereoisomer contains 30% of a minor
rotamer. The resonances for the minor rotamers are observed at d 4.01 ppm and
d 4.11 ppm for 84b and 84a respectively. This explanation is supported by a variable-
temperature NMR experiment on 84b.
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4.7
Synthesis of Alanine a-Aminoboronic Acids

Novel highly effective thrombin inhibitors have been obtained by preparing boronic
acid analogs (85–87) of them-cyanoborophenylalanine analog (86) [67a] (Scheme4.17).
The free boronic acid (88) was isolated from the aqueous phase as a single component.
The interaction of trypsin with a series of inhibitors (89) is shown in Table 4.3.
Potent and selective dipeptidyl boronic acid inhibitors have been demonstrated

by Adams et al. [67]. The synthesis of the boronated dipeptide (90) was described in
a US patent [68] (see Scheme 4.18). It was found that the boronic acid derivative (91)
has inhibition properties as indicated in Table 4.4.
The solid-phase synthesis of the aminoboronic acids (93) and (94) – potent

inhibitors of the HCV NS3 proteinase – was demonstrated by Dunsdon et al.
(Scheme 4.19) [69] using well known peptide boronic acid derivatives (92). [70,
71] HCV is the cause of the majority of cases of transfusion-associated hepatitis. The
target which requires new compounds for antiviral therapy against HCV is the NS3
serine proteinase [72]. The amidoboronic acids (93) and (94) were found [73] to be
highly potent inhibitors of the HCV NS3 proteinase.
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Enantiomeric 1-acetamidoboronic acids, which are N-acetyl trans-state inhibitor
analogs of the L- and D-forms of the amino acids alanine, phenylalanine, p-fluor-
ophenylalanine, p-chlorophenylalanine, and 1-naphthylalanine were synthesized
(Scheme 4.20), and tested as inhibitors of the serine proteases subtilisin Carlsberg
anda-chymotrypsin [74]. All L-(R)- and D-(S)-1-acetamidoboronic acidswere prepared
according to the basic strategy developed by Matteson et al. [35, 45, 75]. The
pinanediol esters (95) gave the a-chloroboronic acids (96) in 75–95% yields with
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diastereoselectivites greater than 98%. Treatment thea-chloroboronic acids (96) with
LiHMDS afforded the corresponding silylated aminoboronic esters, which when
heated with Ac2O and AcOH formed the 1-acetamidoboronic esters (97). Hydrolysis
of (97) with boron trichloride gave the 1-acetamidoboronic acids (98). Both the
anhydride forms of (98) and the diethanolamine derivatives (99) were hydrolyzed to
the corresponding free boronic acids (100a–e). All of the boronic acids (100a–e) are
powerful competitive inhibitors of both enzymes.

4.8
Synthesis of Ornithine a-Aminoboronic Acids

The asymmetric syntheses of (R)-1,4-diaminobutane-1-boronic acid dihydrochloride
(106) and the aminoboronic acid analog of L-ornithine have been described [76]

Table 4.3 Binding of peptide boronic acids to serine proteases.

89

OH
B

OHR(D)PheProHN
H

X

Protease R X Ki for X (nM)

Thrombin Ac CN 0.79
Thrombin Boc CN 0.51
Thrombin H CN 0.48
Thrombin Ac CH2NH2 4.80
Trypsin Ac CN 130.0
Trypsin Boc CN 73.0
Trypsin H CN 5.6
Trypsin Ac CH2NH2 5.6
Pancreatic Ac CN 8600
Chymotrypsin Ac CN 49.0

Thrombin Ac H 320
Thrombin Boc H 59
Thrombin H H 6.3
Thrombin Ac H ND
Trypsin Ac H 11000
Trypsin Boc H 5400
Trypsin H H 1800
Trypsin Ac H ND
Pancreatic Ac H 39000
Chymotrypsin Ac H 100

ND, not detected.
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Table 4.4 Enzyme inhibitory profile of the peptide boronic acid derivative (91).

89

OH
B

OHR(D)PheProHN
H

X

Enzyme Ki (nM)

20S protease 0.62
Human leukocyte elastase 2300
Human cathepsin G 630
Human chymotrypsin 320
Thrombin 13000
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(Scheme 4.21). The 3-azidopropaneboronic ester (101) was obtained from allyl
bromide and converted to the optically active (þ )-pinanediol derivative (102), which
could be transformed to two compounds (103) and (104). Attempts to obtain the
(R)-1,4-diaminobutane-1-boronic acid (108) from (105) and (106) were unsuccessful.
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The N-protective group in (104) could be desilylated when treated with benzyl
chloroformate to give the monoprotected boroornithine derivative (107), which
should be a valuable precursor of the arginine boronic acid analogs. Peptides
containing C-terminal boronic acid derivatives of ornithine, lysine, arginine, or
homoarginine and corresponding isothiuronium analogs are reversible inhibitors
of trypsin-like serine proteases such as thrombin, plasma kallikrein, and plasmin,
and are useful in treatment of blood coagulation disorders and inflammation [77].

4.9
Synthesis of Arginine a-Aminoboronic Acids

Peptides such as DuPont 714 (75), containing boroarginine at the primary residue
are potent thrombin inhibitors [78]. The synthesis of boropeptide (114) containing a
basic a-aminoboronic ester started from the dichloromethylboronic ester (109) [79],
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4.9 Synthesis of Arginine a-Aminoboronic Acids j167



and addition of theGrignard to (109) to give (110). Reactionwith (þ )-pinanediol then
provided the boronic ester (111). The boropeptide (112) was obtained in 80% yield
and it was transformed to (113) and (114). DuPont 714 (75) obtained from (114) was
stable in water (Scheme 4.22).
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The asymmetric synthesis of an unprotected a-aminoboronic acid analog of
L-arginine (104) and its N-acetyl derivatives (115 and 116) provided alternative
substrates or inhibitors of nitric oxide synthase (Scheme 4.23) [80]. Nitric oxide
displays activities in the cardiovascular system as well as in the central and peripheral
nervous systems and has considerable attracted in the past few years [81, 82]. The
general synthetic sequence is based on the asymmetric methodology developed by
Matteson [40]. In order to introduce the amino group in thea-position of boron atom,
hexamethyldisilazane (HMDS) was used to displace the chloride in compound (102)
of (117), and (118) were obtained using benzyl-chloroformate and amixture of AcOH
and Ac2O, respectively.
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Diastereoselective crystallizationwith (þ )- and (�)-pinanediolswas demonstrated
by Brosz et al. [83]. Using this method, the two stereoisomers (119) and (120)
(Scheme 4.24) could be obtained.
Some novel a-aminoboronic acids (121–124) which act as serine protease

inhibitors have been synthesized [84] (Scheme 4.25). The methodology affords
a-amino boronic acids (121–124) with the general formula (R)-NHCH(R)BO2-
pinanediol where R¼CH2CHF2, CH2CO2tBu, and (CH2)2COMe. In the peptide
Pz-CO-Val–Val–Hyp(Bzl)-OH, Pz is pyrazine and Hyp(Bzl) is 4-hydroxyproline with
the hydroxyl group protected as a benzyl ether.

4.10
Synthesis of Phenethyl Peptide Boronic Acids

A series of peptide boronic acids containing extended, hydrophobic P1 residues
have been synthesized to probe the shallow, hydrophobic S1 region of HCV NS3
protease [85]. Peptide boronic acid inhibitors were synthesized using the methodol-
ogy for asymmetric homologation of boronic acid pinanediol esters developed by
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Matteson et al. [86]. Reaction of a Grignard reagent with triisopropyl borate, followed
by esterification with (þ )-pinanediol affords a boronic ester as shown in
Scheme 4.26. The reaction was done at �100 �C. Homologation with dichloro-
methyllithium [87] diastereoselectively provides an (S)-a-chloroboronic ester.
Displacement of chloride by lithium bis(trimethylsilyl)amide [41] followed by acid-
olysis gives the (R)-a-aminoboronic ester as a stable hydrochloride salt. Coupling to
the protected pentapeptide Boc-Asp(OtBu)–Glu(OtBu)–Val–Val–Pro-OH and depro-
tection with trifluoroacetic acid afforded the desired peptide boronic acids (125a–l).
The inhibition activity of peptide boronic acids (125a–l) has been demonstrated
against NS3 protease, human leukocyte elastase, and human pancreatic chymotryp-
sin, as shown in Table 4.5.
A series of substituted phenethyl containing peptides was prepared as shown in

Scheme 4.27. In this case, the required boronates were prepared by hydroboration
of a substituted styrene with catecholborane, followed by transesterification with
(þ )-pinanediol [85, 88]. Subsequent homologation, nitrogen substitution, and
peptide coupling affordedhexapeptides (126a–u). Inhibition ofNS3protease, human
leukocyte elastase, and human pancreatic chymotrypsin by P1 phenethyl peptide
boronic acids (126a–u) was observed [85] (Table 4.6).
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Within the P1 phenethyl series, substantial effects on inhibitor potency and
selectivity were observed with changes in the position and identity of the aromatic
ring substituents. The 4-trifluoromethylphenethyl (126l) P1 was identified as optimal
with respect to inhibitor potency for NS3 and selectivity against elastase and
chymotrypsin [85].

4.11
Synthesis via Zirconocene Species

a-Aminoboronic esters could be synthesized via zirconocene species [89, 90].
Conversion of organozirconium compounds to amines from organozirconocene
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Table 4.5 Inhibition of NS3 protease, human leukocyte elastase,
and human pancreatic chymotrypsin by peptide boronic acids
(125a–l).

Compound R NS3 Ki (lM)
Elastase
IC50 (lM)

Chymotrypsin
IC50 (lM)

125a ethyl 0.008 0.020 >60
125b n-butyl 0.011 NT 2.1
125c n-pentyl 0.012 NT 0.38
125d n-hexyl 0.013 NT 0.42
125e i-butyl 0.008 0.060 NT
125f i-amyl 0.039 NT 0.30
125g 4-methylpentyl 0.007 7.3 0.28
125h phenyl 0.900 NT NT
125i benzyl 0.500 NT 0.070
125j phenethyl 0.080 3.5 0.075
125k phenpropyl 0.200 NT NT
125l phenbutyl 0.010 0.4 1.9
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chlorides has been observed [89] and, of the various electrophilic aminating reagents
available for reaction with organometallic compounds [89], use of the O-sulfonylhy-
droxylamines (MSHs) was found to be the most effective. They are readily available
from easily accessible starting materials in a number of high-yielding steps [91, 92].
MSH has been shown to be superior to the other agents in terms of solubility in
organic solvents and reactivity as an electrophilic aminating reagent [93, 94]. The
amination of gem-borazirconocene alkanes such as (127) with MSH gave compound
(128) and subsequent treatment withAc2O gave thea-aminoboronic ester derivatives
(129) (Scheme 4.28).

4.12
Synthesis and Activity of Amine-Carboxyboranes and their Derivatives

Amine-carboxyboranes with the common structure (130) can be regarded as isoelec-
tronic analogs of protonateda-amino acids [58] or,more correctly, aliphatic carboxylic
acids [95]. This resemblance has inspired extensive biological screening of these
molecules, and the promising early results led to the syntheses of a large number
of ester [96–99], amide [100, 101], peptide [102, 103], hydroxamic acid [104], and
transition metal [105–107] derivatives of amine-carboxyboranes (A-BH2COX,
X¼OR, NR1R2, or NHOH) containing a broad range substitutes, among other
amine-boranes, which have been reviewed recently [2, 108, 109].

R see in Table 4.6
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Scheme 4.27 Reagents and conditions:
(a) catecholborane, 70 �C; (þ )-pinanediol, THF;
(32–82%); (b) Cl2CHLi, THF, �100 �C; ZnCl2,
�100 to 25 �C; (14–92%); (c) LiHMDS, THF,
�78 to 25 �C; 4 N HCl/dioxane, �78 �C;
(10–95%); (d) Boc-Asp(OtBu)–Glu
(OtBu)–Val–Val–Pro-OH, 7-azabenzotriazol-

1-yloxy)tris(pyrrolidino)-phosphonium
hexafluorophosphate (PyAOP),
N,N0-diisopropylethylamine (DIEA),
N,N-dimethylformamide (DMF), or EDC, HOAt,
NaHCO3, CH2Cl2/DMF (5 : 1), 0 �C; (8–56%);
(e) 90% trifluoroacetic acid (TFA), 5%
triisopropylsilane, 5% CH2Cl2; (87–95%).
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Table 4.6 Inhibition of NS3 protease, human leukocyte elastase,
and human pancreatic chymotrypsin by P1 phenethyl peptide
boronic acids (126a–u).

Compound R NS3 Ki (lM)
Elastase
IC50 (lM)

Chymotrypsin
IC50 (lM)

126a H 0.008 3.5 0.075
126b 2-methyl 0.82 NTa NT
126c 3-methyl 0.034 5.7 NT
126d 4-methyl 0.017 5.0 3.7
126e 2,4-dimethyl 0.53 NT NT
126f 2,5-dimethyl 1.0 NT NT
126g 2-fluoro 0.018 NT NT
126h 3-fluoro 0.009 NT NT
126i 4-fluoro 0.006 0.8 0.050
126j 2,6-difluoro 0.930 NT NT
126k 3-trifluoro-Me 0.025 NT NT
126l 4-trifluoro-Me 0.002 1.8 16.0
126m 4-cloro 0.002 1.4 0.065
126n 4-bromo 0.004 1.6 NT
126o 4-phenyl 0.007 0.9 48.0
126p 4-isopropyl 0.005 0.45 >60
126q 4-cyclohexyl 0.003 0.40 >60
126r 4-tert-butyl 0.003 0.34 >60
126s 4-hydroxy 0.008 0.90 NT
126t 4-methoxy 0.003 0.56 20.0
126u 4-phenoxy 0.003 0.22 >60

aNT, not tested.
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Today, many of these molecules are known to possess remarkable antitumor [110,
111], antiosteoporotic ([112] and references therein), anti-inflammatory ([113] and
references therein), and hypolipidemic activities [114], and their mode of action is
under investigation [115].
Amine-carboxyboranes with the general structure (130) (R¼H or alkyl) may be

regarded as boron analogs of substituted a-amino acids in their dipolar forms.
As boron has one less positive charge on its nucleus than carbon, BH2

� will be
isoelectronic with CH2 and consequently the boron-analog counterparts of the
a-amino acids would exist in their protonated forms in the free state.
Several routes for the synthesis of amine-carboxyboranes have been described. In

one study,Das andMukherjee [115] have demonstrated that the acid- or base-catalyzed
hydrolysis of the amine-cyanoboranes (131) always yields the acid (130) (Scheme4.29).
The amine-dicarboxyboranes (134) and their dimethyl esters (135) have

been synthesized from amine-dicyanoboranes via the [amine-bis(ethylnitrilium)-
hydro-boron(2þ )]-tetrafluoroborates (133), [amine-bis(C-hydroxy-N-ethylimi-
nium)-hydro-boron(2þ )] cations and amine-bis(N-ethylcarbamoyl)boranes. The
C-methoxy-N-ethyliminium groups adjacent to boron undergo an unusual hydro-
lysis [116]. The synthetic sequence is outlined in Scheme 4.30. First, the introduc-
tion of new functional groups (a second carboxylic group) offers potential biological
activity. Second, the substitution of a hydrogen for an electron-withdrawing sub-
stituent on the boron is expected to increase the stability of the B�H bond and
brings the electron distribution of the carboxylic group closer to that in aliphatic
carboxylic acids.
The amine-dicyanoboranes (132a–d) were readily synthesized by base exchange.
These routes were used for the synthesis of acyclic amine-carboxyboranes which

showed anti-inflammatory activity (see Table 4.7). The heterocyclic amine derivatives
as well as amine-carbamoylboranes, carboalkoxyboranes, and cyanoboranes were
generally less active. Those derivatives that demonstrated good anti-inflammatory
activity (136–173) were effective inhibitors of hydrolytic lysosomal and proteolytic
enzyme activities with IC50 values equal to 10�6 M in mouse macrophages, human
leukocytes, and Be Sal osteofibrolytic cells [117].
A number of metal complexes of amine-carboxyborane adducts having antitumor

activity have been synthesized. Bis-m-(morpholine-boranecarboxylato)zinc dihydrate

R = H, Et, Pr, Bu, Me2CH, Me2CHCH       

N B
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(174) demonstrated cytotoxic activity against human Tmolt3, HeLa-S3, and MB-9812
cell growth [118]. The synthesis of the compound (174) is shown in Scheme 4.31.
Another amine-carboxyborane metal complex, tetrakis-m-(trimethylamine-

boranecarboxylato)-acetonitrile dicopper (175) [118] and also (174) inhibited L1210
DNA, RNA, and protein syntheses, with greatest inhibitory effects on DNA. The
reduction in DNA synthesis correlates well with the inhibition of de novo purine
synthesis and the key enzymes involved in this pathway (i.e., inosinemonophosphate
dehydrogenase and phosphoribosyl-a-1-diphosphate amidotransferase).
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Scheme 4.30 Reagents and conditions: (i) 2.5mol equiv.
Et3OBF4, CH2Cl2, reflux, 6–10 h; (ii) H2O, RT, 50–70min; (iii and
iv), 1M NaOH, RT, immediate; (v) HBF4, H2O RT, immediate;
(vi) 1M HCl, 120 �C, 1.5 atm, 10min; (vii) 7.5mM HBr–MeOH,
RT, 5–10min; (viii), 0.05M HCl, 60 �C, 15min; (ix) MeOH, RT,
5–10min.
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Table 4.7 Reaction data for R-BH2X products and the anti-
inflammatory activity of boronderivatives in CF-1mice at 8mg/kg.

No. Compounds Days Yield (%) Activity (ED50, microgram/mL)

Amine-BH2-COOH derivatives

136 H3NBH2COOH 7 75 55
137 MeNH2BH2COOH 3 88 54
138 Me2NHBH2COOH NI NI 59
139 Me3NBH2COOH 2 90 59
140 EtNH2BH2COOH 2 92 59
141 Me3CNH2BH2COOH 2 88 55
142 H2¼CHCH2NH2BH2COOH 2 82 52
143 PhCHNH2BH2COOH 2 72 51
144 EtO2CCH2NH2BH2COOH 2 60 48
145 (n-C3H7)2NHBH2COOH NI NI 81
146 C16H33NMe2BH2COOH NI NI 40
147 C18H37NMe2BH2COOH NI NI 58
148 H2NNH2BH2COOH NI NI 82
149 [CH2NMe2BH2COOH]2 NI NI 58
150 C5H5NBH2COOH 5 90 40

Amine-BH2COOMe derivatives

151 H3NBH2COOMe 12 86 66
152 MeNH2BH2COOMe 2 92 79
153 Me2NHBH2COOMe 2 80 58
154 Me3NBH2COOMe 2 72 58
155 H2C¼CHCH2NH2BH2COOMe 2 89 56
156 PhCH2NH2BH2COOMe 2 78 53
157 C5H5NBH2COOMe 5 93 58
158 EtO2CCH2NH2BH2COOMe 2 52 48
159 Me(CH2)3NH2BH2COOMe NI NI 71
160 C16H33NMe2BH2COOMe NI NI 71

Amine-BH2COOEt

161 H3NBH2CONHEt 8 90 58
162 C16H33NMe2BH2COOEt NI NI 53
163 Me2NHBH2COOEt 2 82 76
164 (BH2CONHEt)2 NI NI 94
165 H3NBH2CONHEt 8 90 76
166 MeNH2BH2CONHEt 2 90 51
167 Me2NHBH2CONHEt 2 91 84
168 Me3NBH2CONHEt 2 80 61

Amine-BH2-CONHR derivatives

169 Me3NBH2CONH(n-Pr) NI NI 61
170 Me3NBH2CONH(n-Bu) NI NI 86
171 Me3NBH2CONH(n-Oct) NI NI 86
172 Me3NBH2CONHC6H5 NI NI 72
173 [Me2NCH2BH2CONHEt]2 NI NI 65

ED50, the dose of a drug that is pharmacologically effective for 50% of the population exposed to the
drug or a 50% response in a biological system that is exposed to the drug.
NI, not indicated in origin paper.
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Scheme 4.31

A series of boron-containing nicotine (NIC) analogs have been synthesized and
evaluated for binding to a4b2 and a7 neuronal nicotinic receptors [119]. The
compounds (177) and (178) were prepared according to earlier published meth-
ods [120–122]. The boron-containing analogs (179–181) were synthesized by reflux-
ing a suspension of NaBH3CN and the hydrochloride salts of the corresponding
precursors (176–178) in tetrahydrofuran (THF) under N2 overnight, according to
Scheme 4.32. All three boron-containing analogs were found to be very stable in
water. The compound (180) inhibited [3H]methyllycaconitine (MLA) binding to rat
brainmembranes with a similar potency compared to NIC (179). Methyllycaconitine
(MLA) is a plant alkaloid found in the larkspur, and has been identified as an
antagonist of nicotinic acetylcholine receptors (nAChrs) in the muscle and brain.
All three boron-containing analogs were found to be very stable in water. Hydrolytic

stability at pH179 is critical forbiological testing.Nodecompositionwasobservedafter
a0.1Msolutionof179 inD2Owaskeptatroomtemperature (RT)for8days,as indicated
by 1H-NMR.Hydrolysis of179 also occurred very slowly in alkali.However, significant
decomposition (8%) was observed when 179 was exposed to 1 N HCl for 1 week.
The borane-containing analogs 179–181 were evaluated as their hydrobromide or

hydrochloride salts for their binding affinities for a4b2 and a7 nAChRs. The affinity
of the analogs for thea4b2 receptor subtypewas assayed by analog-induced inhibition
of [3H]NIC binding to rat striatal membranes.
The affinity of the analogs for the a7 receptor subtype was assayed by inhibition of

[3H]MLA binding to rat brain membranes. Results were reported as Ki values
(Table 4.8). Both MLA and a-bungarotoxin (a-BTX) bind with very high affinity to
the a7 receptor (Ki¼ 0.0023 and 0.0072mM, respectively), and MLA also exhibited
low affinity for the a4b2 receptor (Ki¼ 1.56mM). In contrast, NIC showed about
100-fold higher affinity for the a4b2 receptor than for the a7 receptor.

4.13
Synthesis of Boron Analogs of Phosphonoacetates

A general procedure has been described for exchange reactions between N-methyl-
morpholine-borane derivatives and various organic bases involving a simplework-up
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to produce the exchanged products. Aqueous aswell as liquid amines in the exchange
reactions withN-methylmorpholine-BH2X (X¼COOH, COOMe, or CONHEt) gave
the corresponding amine-BH2X derivatives in good yields [123]. The method also
utilizes other organic bases, such as phosphine, phosphate, and amino acid esters in
the exchange reaction, which have been obtained as their borane derivatives.

Table 4.8 Ki values for MLA, a-BTX, and compounds 176–181 in
the [3H]MLA and [3H]NIC binding assays.

Compound Ki [
3H]MLA binding assay (lM) Ki [

3H]NIC binding assay (lM)

176 0.77 0.001
177 0.59 0.40
178 >100 10.5
179 15.2 0.041
180 2.4 0.60
181 >100 >100
MLA 0.0023 1.56
a-BTX 0.0072 >10
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Boron analogs of phosphonoacetates have been synthesized (Scheme 4.33), and
their antitumor and anti-inflammatory activities were studied [123, 124]. Cytotoxicity
data for the compounds (182–185) are shown in Table 4.9.

185

(EtO)3PNBH2C(O)NHEt

(EtO)3PNBH2COOMe

184

(EtO)3PBH2COOH

183

(EtO)3PBH2CNEt+BF4
-

182
RT, 4 days
     or
reflux / 2 days

(EtO)3P/DME
(EtO)3PBH2CN(BH2CN)x

NaBH2CN + Br2

RT

DME
NaBr

Et3CBF4
CH2Cl2 / reflux / 48 h   

1N NaOH to pH 11

3N HCl

45 oC / 6 h
     or
RT / 14 days

H2O

MeOH / H+

Scheme 4.33

Table 4.9 Cytotoxicity of boron analogs of phosphonoacetates.a

Compound

Cancer cell line 182 183 184 185

Ehrlich carcinomab 66.0 80.0 39.0 97.0
Murine L1210 3.61 4.45 3.47 4.15
Murine P388 NT 6.46 7.26 4.98
Human HeLa 2.12 NT 4.41 3.96
Human KB 2.86 NT 3.87 1.75
Human glioma 4.26 NT 5.29 1.60
Human osteosarcoma 2.88 NT 4.18 7.25
Human lung 6.88 NT 4.48 4.80
Human colon 6.56 NT 2.65 2.42
Human Tmolt3 2.42 NT 6.16 7.64

aActivity of boron compounds (ED50, mg/ml).
bPercent in vivo inhibition; NT, not tested;
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A number of amine-carboxyborane esters have been studied for their antihyperli-
pidemic activity [125] and hypolipidemic activity in rodents [96].
The synthesis of amine-cyanocarboxyboranes-isoelectronic analogs of a-cyano-

carboxylic acids has been reported [126]. In the first step, trimethyl-carboxyborane
was brominated and simultaneously esterified using N-bromosuccinimide in meth-
anol [95]. The synthetic sequence outlined in Scheme 4.34, employing activation and
then nucleophilic substitution of the boron, subsequently resulted in the preparation
of several novel compounds (186, 187 and 188a–j). Boron analogs of phosphonoa-
cetates proved to be potent hypolipidemic agents in rodents, lowering both serum
cholesterol and triglyceride levels. Et3PBH2COOMe proved to be the most effective
agent in mice, lowering serum cholesterol to 46% and serum triglycerides to
54% after 16 days. Et3PBH2COOH and NaþHþ (EtO)2PBH2COO

� caused a greater
than 40% reduction in lipids. The cyanoborane adducts of aminomethylphospho-
nates were generally less effective; (C6H5O)2P(O)CH2NH2BH2CN was the most
effective, lowering serum cholesterol to 32% and serum triglycerides to 43% after
16 days. The phosphonoacetates appeared to lower lipid concentrations by several
mechanisms. (i) They lowered the de novo synthesis of cholesterol and triglycerides in
the liver. (ii) They accelerated the excretion of lipids into the bile and feces. (iii) They
modulated low- and high-density lipoprotein-cholesterol contents in a manner that
suggests reduction of the deposition of lipids in peripheral tissues, and accelerated
themovement of cholesterol from tissues (e.g., plaques) to the liver for excretion into
the bile [127].

iii

[Bu4N][B(CN)2COOMe]    

vv

iv
ii

iMe3NBH2COOH Me3NBH2COOMe

Me3NBH(CN)COOMe

186

(Bu4N)CN

A - BH(CN)COOMe
A, acetonitrile

reflux, 20 h
187

A - BH2(CN)COOH

188
A = a, morpholine
       b, NMe3
       c, quinuclidine
       d, Et2NH
       e, piperidine

f, pyridine
g, picoline
h, L-methylimidazole
i, 4-aminopyridine
j, 4-dimethylaminopyridine

Scheme 4.34 Reagents and conditions: (i) N-bromosuccinimide,
methanol, RT, 30min; (ii) 1.1mol equiv. [Bu4N]CN, acetonitrile,
RT, 25 h; (iii) 2mol equiv. [Bu4N]CN, acetonitrile, reflux, 20 h;
(iv) 3mol equiv. A, acetonitrile, reflux, 2–12 h, yields 48–79%;
(v) 0.45mol equiv. HCl in 0.05–0.2M HCl in water or
water–acetone mixture, 55–95 �C, 0.5–2.5 h, yields 27–86%.
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4.14
Conclusions

A remarkable diversity of reactions has been discussed in this chapter, which has also
described and summarized the development of a new boron-based methodology for
applications in organic synthesis of a-aminoboronic acids, amine-carboxyboranes
and their derivatives. These compounds are unique among boron-containing
compounds and they have high biological activity in different fields. The investiga-
tion of the chemistry of these compounds is continuing, especially in the areas of
selective reactions, synthesis, catalysis, and coordination chemistry [128–130].
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5
Chemistry of Aminophosphonic Acids and Phosphonopeptides
Valery P. Kukhar and Vadim D. Romanenko

5.1
Introduction

Aminophosphonic (and aminophosphinic) acids occupy a prominent position in the
understanding of bioprocesses in living organisms and in the construction of new
bioregulators – pharmaceuticals and agrochemicals. The so-called �phosphorus
analogs� of the amino acids, aminophosphonic and aminophosphinic acids, are
amino acid mimetics in which the carboxylic group is substituted by a phosphonic
acid residue P(O)(OH)2 or phosphinic acid group P(O)(OH)R. The replacement
of the carboxylic group by a phosphonic or related moiety results in a number of
important consequences: the central atom of a phosphonic acid function consists of
an additional substituent that has a tetrahedral configuration in contrast to the
planar carbonyl atom of carboxylic group. There are also significant differences in
the acidity and steric bulk of these residues. The tetrahedral configuration of the
pentavalent phosphorus atom mimics the transition state of the peptide bond
cleavage reaction in some enzyme–substrate interactions that is used in the synthesis
of new inhibitors. The hydrolytic stability of C�P bonds is often used in order to
prepare stable analogs of bioactive phosphates O�P(O)(OH)2. In addition, amino-
phosphonic acids and their derivatives are important as metal-complexing agents,
which have diagnostic and therapeutic applications, and as industrial chemicals in
water treatment, metal extraction, or pollution control.
Synthesis, and the chemical, physical, and biological properties of aminopho-

sphonic acids and some directions for their practical application are presented in a
number of reviews and book chapters. The most comprehensive account of the
chemistry and biology of aminophosphonates and aminophosphinate which covers
literature up to 2000 is presented in Kukhar andHudson ([1] and references therein).
Readers are referred to this reference for more detailed information concerning
specific aspects of the chemistry and biological activity of aminophosphonic acid
derivatives. The purpose of this chapter is to give an updated report on aminopho-
sphonic acids as analogs of amino acids. Numerous heterocyclic compounds that
contain both phosphonic and amino groups will not be covered in this report.

Amino Acids, Peptides and Proteins in Organic Chemistry.
Vol.2 – Modified Amino Acids, Organocatalysis and Enzymes. Edited by Andrew B. Hughes
Copyright � 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32098-1
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Aminophosphonic acids were unknown until 1959 when Horiguchi and
Kandatsu discovered 2-aminoethanephosphonic acid (AEP; �ciliatine�) in ciliated
sheep rumen protozoa [2]. To date, AEP 1 as well as aminophosphonates 2 and 3
have been demonstrated to be present in bacteria, protozoa, insects, vertebrates,
and human tissues, occasionally as a significant part of total phosphorus. Some
aminophosphonates (e.g., fosmidomycin 4 and related compounds) are a part of
natural phosphonopeptide antibiotics and were found in Streptomyces.

H2N P

O

OH

OH

1

HOOC P

O

OH

OH
NH2

2

H2N P

O

OH

OH

OH

3

N PO

OH O
OH

OH

4

Phosphonolipids containing an aminophosphonate residue instead the phosphate
ester moiety, most frequently AEP, have been detected in many organisms, some-
times at a remarkably high level. For example, in some species of Coelenterata the
content of phosphonate phosphorus approaches 50% of total phosphorus. Signifi-
cant concentrations of AEP have been found in glycoproteins (lipid-free protein
fraction) fromsea anemones. Themost exciting discoverywas the detection ofAEP in
the human body, including the brain, heart, liver, kidney, spleen, and aorta. More
detailed information on naturally occurring aminophosphonates and biosynthesis
can be found in recent publications [3, 4].
It is now well established that the P�C bond is formed biosynthetically by the

phosphoenolpyruvate (PEP)–phosphonopyruvate rearrangement catalyzed by two
phosphomutase enzymes [5]. One of these enzymes, PEP mutase, catalyzes the
direct transfer of the phosphono group fromoxygen to the carbon of PEP. The latter is
a key substrate in further biosynthetic transformations of phosphonates. In the case
of AEP, the next step involves decarboxylation of phosphonopyruvate into phospho-
noacetaldehyde catalyzed by a specific decarboxylase. Then phosphonoacetaldehyde
is converted to AEP by a transamination route (Scheme 5.1). The second isolated
enzyme, carboxyphosphonoenolpyruvate phosphomutase, induces the rearrange-
ment of carboxyphosphonoenolpyruvate in the presence of phosphonoformic acid
into 3-phosphinopyruvate (Scheme 5.2). This process was supposed to be a key step
in the biosynthesis of herbicide bialaphos by Streptomyces hygroscopicus.
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There is also evidence of the existence of other enzymes involved both in
the biosynthesis of C�P bond-containing compounds and in the degradation of
phosphonates. Although the C�P bond is relatively stable to chemical splitting,
there are numerous microorganisms capable of assimilating organophosphonates
and transforming them into inorganic phosphates after cleavage of the C�P bond.
These facts, together with data on the wide distribution of AEP and similar
phosphonates, enables the assumption by Mastalerz and Kafarski [3] that phospho-
nates were present in primordial reducing environments and were used to build the
first forms of life.

5.2
Physical/Chemical Properties and Analysis

Phosphonic and carboxylic acids differ significantly in many respects. The carboxyl-
ate function isflat while the phosphonate group is tetrahedral and considerably larger
in size. Aminophosphonic acids have two acidic OH groups in contrast to amino
carboxylic acids. ThefirstOHgroup in phosphonic acids is very acidic, pKa� 0.5–1.5.
The second OH group has significantly lower acidity, pKa� 5.0–6.5 (Scheme 5.3).
Similar to a-amino acids, aminophosphonic acids have a zwitterionic form due to
internal hydrogen bonding between the phosphonate and ammonium groups
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a situation that is strongly supported by nuclear magnetic resonance (NMR) and
X-ray studies [6]. The acid–base properties of aminophosphonates depend on many
factors such as electronic effects of the substituents, the number of phosphonic
groups in a molecule, and the presence of other functional groups (e.g., COOH,
C¼O, NH, OH). The basicity of an amino group in dialkyl N-alkylaminomethylpho-
sphonates 5 was determined to be around pKa 5–6, and was significantly decreased
for N-alkyl- and N-aryl-benzylphosphonates due to the different conformation for
sterically hindered and nonhindered aminophosphonates [7]. Partition constants
between water and some organic solvents (CHCl3, toluene, n-octanol, etc.) were
determined for a series of a-aminophosphonates. In the case of simple dialkyl
N,N-dialkylaminomethanephosphonic acids, Alk2NCH2P(O)(OH)2, a linear correla-
tion between the partition constants and the number of carbon atoms in themolecule
was observed [8].
The crystal structures of numerous aminophosphonic acids and their derivatives

have been reported. The P�O bond lengths for N-unsubstituted aminophosphonic
acids correspond to the zwitterionic character of the compounds and two categories
of bonds are clearly distinguished. The single P�OH bond lengths have a value
of 1.522–1.603A

�
; the second type of bond, a partial double P�O bond, is shorter and

has a mean value of 1.501A
�
. In N-acylated aminophosphonic acids, PO3H2 groups

are fully protonated and exhibit one short P¼O bond (1.477A
�
) and two long P�OH

bonds (mean length 1.542A
�
) [9]. NMR spectral characteristics of aminophosphonic

acids and their derivatives are an important and common tool both for determination
of structure peculiarities of aminophosphonic acids and identification of new and
known compounds in reaction mixtures and biological samples [10]. For example,
31P-NMR analysis has been successfully used to detect and discriminate aminopho-
sphonic acids AEP 1 and MeNHCH2CH2P(O)(OH)2 from other phosphoric acid
derivatives in sea animals [11]. The solid-state 31P-NMR cross-polarization magic
angle spinning technique enables determination of the amount of C�P forms in the
total phosphorus in sea anemones [12]. NMR-controlled titration methods can be
applied to study protonation and metal complex formation of aminophospho-
nates [13]. Some limitations in the use of 31P-NMR spectroscopy for the analysis
of aminophosphonic acids and their derivatives originate from the relatively small
differences in chemical shift for homologous aminoalkanephosphonic acids and the
complex dependence of these parameters on the pH at which the spectra are
recorded.
NMR spectroscopy represents a valuable tool for the determination of enantio-

meric composition of aminophosphonates. In the majority of cases, additional
N-derivatization of free aminophosphonates with chiral reagents to form covalent
diastereoisomers has been required prior to analysis (e.g., [14]). The NMR method-
ology for a rapid assessment of the enantiomeric composition of various N-benzy-
loxycarbonyl-a-aminophosphonates has recently been elaborated with the use of
commercially available cyclodextrins as a chiral solvating agent [15, 16].
High-performance liquid chromatography on chiral columns [17, 18] and

capillary electrophoresis using quinine [19] or cyclodextrins [20, 21] as chiral
discriminators have also been used for the analysis of enantiomeric composition
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of chiral aminophosphonic acids. Derivatization of aminophosphonates is a neces-
sary procedure to analyze compounds by gas chromatographymethods (either alone
or coupled with mass spectrometry). The development of new mass spectrometry
techniques has also made possible the direct identification of aminophosphonic
acids and their derivatives [22].
Aminophosphonates and, specifically, poly-aminophosphonic acids are potent

chelating agents for a variety of metal ions including the alkaline earth ions, and the
divalent and trivalent metal ions. The coordination chemistry of aminophosphonic
acids has developed significantly in the last three decades due to their versatility
in adopting monodentate, bridging, and chelating modes of coordination [6]. The
mentioned properties of aminophosphonic acids and their derivatives are especially
important from the point of view of their high biological activity, and wide range of
uses for industrial, agricultural, and pharmacological purposes.

5.3
Synthesis of a-Aminophosphonic Acids

5.3.1
Amidoalkylation in the �Carbonyl Compound–Amine–Phosphite� Three-Component
System

The three-component condensation involving an amide, formaldehyde, and
phosphorus trichloride was first mentioned in the literature in the early 1940s in
a patent describing the synthesis ofN-acylaminophosphonic acids (Scheme 5.4) [23].
Since that time, the range of functionalized a-aminophosphonic acids has been
considerably extended by the use of three-component systems in which the amide is
replaced by a urea or a carbamate, and phosphorus trichloride by various P(III)�Cl
and P(III)�OR derivatives [24–27].
In recent years several improved procedures for the preparation of N-protected

a-aminoalkylphosphonates have been reported [28–33]. For example, diphenyl
a-aminomethylphosphonates R3OC(O)NHCR1R2P(O)(OPh)2 have been synthe-
sized in good yields by a Lewis acid-catalyzed reaction of a carbamate, a carbonyl
compound, and triphenyl phosphite [34]. By using acetyl chloride both as solvent and
reagent, benzyl carbamate was found to react with RPCl2 (R¼MeO, EtO, nPrO,
nBuO, PhO, or Ph) and aromatic aldehydes to give N-protected aminoalkanepho-
sphonic acids, PhCH2OC(O)NHCHArP(O)(OR)(OH), in good yields [35]. Treatment
of diethyl thiophosphoramidate, (EtO)2P(S)NH2, with triphenyl phosphite and

CH+ 2O + PCl3CR
O

NH2

R N

O

P

O
OH

OH

H
H2 HO, +

Scheme 5.4
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a substituted benzaldehyde or ketone in acetyl chloride leads to a-(diethoxythiopho-
sphorylamino)methylphosphonate, (EtO)2P(S)NHCR1R2P(O)(OEt)2 [36]. Arenesul-
fonamides can also be used in the preparation of a-aminoalkanephosphonic
acids. For example, a vast range of cyclic esters of N-toluenesulfonyl a-aminopho-
sphonic acid have been prepared by the three-component reaction of p-toluenesul-
fonamide, an aromatic aldehyde, and 2-chloro-1,3,2-benzodioxaphosphole [32].
The related reactions of p-toluenesulfonamide and an aldehyde with PCl3 and RPCl2
(R¼MeO, EtO, nPr, nBu, or Ph) were also studied [35]. The use of cyclic chloropho-
sphites as scaffolds for the one-pot synthesis of a-aminophosphonates have
been described by Kumara Swamy et al. [37]. a-Aminophosphonates 6 have been
synthesized in high yields by a three-component reaction using a cyclic chloropho-
sphite, benzamide (or urethane or a carbamate), and an aldehyde under solvent-free
conditions. This route has been adopted for bisaminophosphonates 7 and optically
active binaphthoxy aminophosphonates 8. The method tolerates the phenolic OH
group as shown by the synthesis of hydroxy-functionalized aminophosphonates 9
(Scheme 5.5) [37].
The condensations of an aldehyde, benzyl carbamate, and an alkylphosphonous

acid in acetyl chloride provide a general method for the direct synthesis of
a-aminophosphinic acids 10 (Scheme 5.6) [38]. This approach has recently been
used for the preparation of Fmoc-protected phosphinic pseudodipeptidic
compounds [39].
The diastereoselectivity of one-pot three component reactions employing

chiral cyclic carbamates or ureas depends on the nature of the chiral auxiliary. The
highest diastereomeric excess in the synthesis ofa-aminophosphonates fromdiethyl
phosphite, benzaldehyde, and amides A–C was reached for derivatives of camphor-
sulfonic acid C (Scheme 5.7) [40].
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5.3.2
Kabachnik–Fields Reaction

A three-component reaction of an aldehyde/ketone, an amine and a dialkyl phosphite
is commonly known as the Kabachnik–Fields reaction (Scheme 5.8). Due to the
immense potential scaffold variability, this reaction has become very popular in the
synthesis of arrays of a-aminophosphonates [27, 41]. Its reaction mechanism is
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believed to involve either nucleophilic addition of phosphite to an imine, formed
from a carbonyl reagent and an amine, or nucleophilic substitution of a hydroxyl
group by an aminemoiety in an intermediary formed a-hydroxyalkanephosphonate.
A review by Cherkasov and Galkin demonstrates the diversity of factors that
determine the pathway of the Kabachnik–Fields reaction [42].
Typically, a-aminoalkanephosphonates are formed in good yield by treating a

carbonyl compound and an amine with a dialkyl phosphite in the presence of an
organic base, an alkali metal alkoxide, or a Brønsted/Lewis acid. Recent preparative
modifications of the reaction which significantly simplify the original method and
increase the yield of the product concern the use of microwave irradiation [44–49],
silica gel-supported reagents [43, 46, 49, 50], surface-mediated reactions on Al2O3

[51, 52], ionic liquids as solvents [53], solvent-free conditions [43, 44, 47, 54, 55], and
water-tolerant catalysts (magnesiumperchlorate [56, 57], lithiumperchlorate [58, 59],
metal triflates [60–62], indium trichloride [63], samarium diiodide [64], lanthanide
trichloride [65], TaCl5/SiO2 [66], bismuth nitrate pentahydrate [67], scandium tris
(dodecyl sulfate) [68], tetrabromomethane [54], and montmorillonite KSF [69]).
Perhaps the most direct and simple method for the preparation of a-aminopho-

sphonates 11 bearing a primary amino group is the treatment of an aldehyde with
an ethanolic solution of ammonium acetate and dialkyl phosphite in the presence
of molecular sieves [70]. When aromatic aldehydes were allowed to react with
aqueous ammonia and diethyl phosphite, benzylidene derivatives of a-aminopho-
sphonates 12 were obtained. The latter can be easily hydrolyzed to diethyl
a-aminophosphonates 11 (Scheme 5.9) [71]. The reaction of aromatic aldehydes
with diethyl phosphite and hexamethyldisilazane (HMDS) on the surface of acidic
Al2O3 goes in a similar manner [72]. It was also found that silica-supported
NH4HCO3 is an effective reagent for the synthesis of a-aminophosphonates under
microwave irradiation in solvent-free conditions [50]. The treatment of aromatic
aldehydes with ammonia followed by reaction with diethyl phosphite in the
presence of acetyl chloride as catalyst gives bis[aryl(diethoxyphosphoryl)methyl]
amines, [(EtO)2P(O)CHAr]2NH [73].
The applicability of the Kabachnik–Fields reaction to primary and secondary

amines is well documented [74–78]. For further details of this subject, readers are
referred to the leading references cited in a monograph [27] and reviews [41, 42].
In recent years, many new cyclic a-aminophosphonic acids have been prepared,
such asa-aminocyclopropylphosphonic acids, as well as their cyclobutyl, cyclopentyl,
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and cyclohexyl analogs 13 [60, 79–82]. 4-Heterocyclohexyl phosphonates 14 and
3-heterocyclohexylphosphonates 15 were efficiently prepared from heterocyclic
ketones via phosphite addition to iminium ions formed by in situ condensation
of these ketones with benzylic amines [83]. Phosphorylated oxazolidine 16 was
synthesized in a one-pot procedure from (R)-(�)phenylglycinol, formaldehyde, and
dimethyl phosphite in boilingmethanol [84]. Potentially bioactive phosphonomethy-
laminocyclopentane-1-carboxylic acid 17 was formed in good yield from aminocy-
clopentane-1-carboxylic acid (cycloleucine), paraformaldehyde and diethyl phosphite
in the presence of triethylamine in methanol [85].
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The broad diversity of possibilities for the synthesis of a-aminophosphonic acids
by the Kabachnik–Fields reaction is due to the variability of the structures – not only
carbonyl and amine components, but also phosphite derivatives. The simplest variant
of P-modified reactions is the use of a three-component system in which a dialkyl
phosphite is replaced by a neutral trivalent phosphite. As in a classical version of the
Kabachnik–Fields reaction, in this case it is possible to carry out the transformation
by a one-pot technique. The reactions occurred in a solution or in solvent-free
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conditions in the presence of catalysts [86–90] or without them at all [91, 92],
sometimes at room temperature.
A few examples of the asymmetric synthesis of a-aminophosphonic acids based

on the Kabachnik–Fields reaction have been published [27]. Dimethyl phosphite
undergoes condensation with various aldehydes and (R)-(þ )-phenylethylamine in
the presence of lithium perchlorate-diethyl ether (LPDE) solution to give a-amino-
phosphonates 18 in high yields andwith good diastereoselectivity (Scheme 5.10) [59].
A highly convenient synthesis ofa-aminophosphonic acids in high optical purity was
described byHamilton et al. [93]. Chiral salts of hypophosphorous acid with (R)-(þ )-
or (S)-(�)-1-phenylethylamine reacted with aldehydes in boiling ethanol to give
homochirala-aminophosphonates 19. These can be simultaneously deprotected and
oxidized by bromine-water in one step to provide a-aminophosphonic acids 20 as
single enantiomers (Scheme 5.11).
A route to diastereomeric a-aminophosphonates starting from chiral dialkyl phos-

phiteshasalsobeenreported.Thereactionsofdialkylphosphites21withbenzaldehyde
and benzylamine proceed with modest to good stereoselectivity (50–90% d.e.) [94].
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5.3.3
Direct Hydrophosphonylation of C¼N Bonds

Among the numerousmethods for the preparation ofa-aminophosphonic acids, the
most general route is the addition of dialkyl phosphites to Schiff�s bases. The syn-
thetic potential of the method has been covered in a series of reviews [27, 42, 95].
During the last 10 years, direct hydrophosphonylation of imines has beenwidely used
for thepreparationofmultifunctionala-aminophosphonic acidswithout the excessive
use of protective groups [96–103].
Trialkyl phosphites were evaluated for addition reactions to a,b-unsaturated

imines. An acidic medium is required to allow tandem addition to occur. In this
manner, 3-phosphonyl-1-aminophosphonates 22, phosphonic acid analogs of glu-
tamates, are obtained in good yields (Scheme 5.12) [97]. Analogous results were
also obtained with a,b-unsaturated hydrazones, which gave 3-phosphonyl-1-
hydrazinoalkylphosphonates [96].
Diethyl aryl[(arylmethylidene)amino]methylphosphonates 12, prepared from aro-

matic aldehydes, ammonia, and diethyl phosphite (see Scheme 5.9), easily react with
diethyl phosphite in the presence of chlorotrimethylsilane to give bis(1-diethoxypho-
sphorylalkyl)amines 23 [98]. Another route to the formation of compounds 23which
has recently been investigated is the reaction of aromatic diimines 24 with diethyl
phosphite (Scheme 5.13) [104].
An interesting modification of the hydrophosphonylation reactions was described

Vasella et al. who used readily available nitrones as the C¼N-containing sub-
strates [105]. The scope of the method has been now extended to diastereoselective
synthesis of a-(hydroxyamino)phosphonates and a-aminophosphonates. It was
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shown that the stereoselective C�P bond-forming reaction between diethyl phos-
phite and N-benzyl nitrones derived from chiral a-alkoxy and a-(Boc-amino) alde-
hydes proceeded smoothly to give a-(hydroxyamino)phosphonate intermediates,
which were subsequently converted into the corresponding polyhydroxylated a-
amino- and a,b-diaminophosphonates. A representative example of such methodol-
ogy is shown in Scheme 5.14 [106].
Relatively fewpapers have reported the stereoselective addition of chiral hydropho-

sphoryl compounds to imines. In general, such reactions give desired products
with low-to-moderate diastereoselectivity [27]. Kaboudin et al. used a-substituted
a-amino-H-phosphinates 25 in the Lewis acid-catalyzed hydrophosphinylation of
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imines. In the presence of Yb(OTf)3, a,a0-diaminophosphinic derivatives 26A
and 26B were obtained with diastereomeric excesses ranging from 10 to 95%
(Scheme 5.15). Ytterbium triflate afforded the highest diastereomieric excess and
yield in comparison to other catalysts such as scandium triflate or BF3�Et2O [107].
The asymmetric synthesis of a-aminophosphonic acid amphiphiles using chiral

P�H spirophosphoranes has been developed by French chemists [108]. An illustra-
tive example of this strategy is described in Scheme 5.16. The addition reaction
between spirophosphorane 27 derived from (S)-a-hydroxyisovaleric acid and long-
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chain aldimine 28 occurred instantaneously to give the corresponding spiropho-
sphorane 29 as amixture of four diastereoisomers. Smooth hydrolysis of thismixture
furnished, nearly quantitatively, two diastereoisomers 30A and 30B, which were
separated and purified by selective crystallization, yielding enantiopure forms. The
enantiopuremonoesters 30were then converted into the corresponding enantiopure
free a-aminoalkanephosphonic acids 31.
Dialkyl phosphites add to aldimines derived from chiral amines to afford

a-aminophosphonates bearing an enantioenriched a-carbon center. The first
application of this strategy demonstrated low or moderate diastereoselectivity, but
subsequent studies allowed the stereochemical results of the method to be substan-
tially improved [27]. Diastereoselective phosphonylation of the chiral nonracemic
imine PhCH¼NCH(Me)Ph with diethyl phosphite in the presence of 1,8-diazabi-
cyclo[5.4.0]undec-7-ene (DBU) and with triethylphosphite in the presence of
BF3�Et2O was applied to prepare (S)- and (R)-a-aminoalkanephosphonic acids
(HO)2P(O)CH(NH2)Ph [109]. The same strategy was used for the asymmetric
synthesis of (R)- and (S)-a-amino-3-piperidinyl-phosphonic acids via phosphite
addition to iminium ions [110]. The asymmetric synthesis of a-aminophospho-
nothionates via diastereoselective addition of dimethyl thiophosphite (DMTP),
(MeO)2P(S)H, to benzaldimines bearing a chiral auxiliary group has also been
examined. The addition of DMTP to the benzaldimines derived from (S)-phenylgly-
cinol, (S)-H2NCH(Ph)CH2OH, afforded the highest diastereoselectivity (83 : 17),
whereas additions of DMTP to the benzaldimines derived from (2S,3R)-L-threonine
methyl ester and (S)-L-alanine methyl ester were less diastereoselective, affording
38 : 62 and 61 : 39 ratios, respectively [111].
The first enantioselective synthesis of a-aminophosphinic acids 33 was carried

out by the addition of ethyl phenylphosphinate to chiral imines 32 in the absence
of base or other catalyst (Scheme 5.17) [112].
Chiral enantiopure sulfinimines have been found to be especially useful substrates

for stereoselective synthesis of a-aminophosphonates [113–117]. Thus, the use of
dialkyl or diamido phosphite anions R2P(O)M (R¼MeO, EtO, iPrO, Me2N,or Et2N;
M¼ Li or Na) in reaction with enantiopure sulfinimines p-Tol-S(O)�N¼C(H)R
results in the formation of the diastereomeric adducts 35 that may be separated
and converted into enantiomerically pure a-aminophosphonic acids. The highest
diastereomeric ratio (about 94 : 6) was observed in the addition of lithium dimethyl
phosphite tothesulfinimines(þ )-(S)-34a, (þ )-(S)-34b, and(þ )-(S)-34c (Scheme5.18)
[118, 119]. Further improvement of this methodology is based on the asymmetric
synthesis of a-aminophosphonic acids via reaction of (S)- and (R)-sulfinimines with a
lithiated diaminophosphine borane complex (Scheme 5.19). The diastereomeric
addition products 36were converted into the corresponding freea-aminophosphonic
acids 37 by heating in a refluxing mixture of acetic acid and hydrochloric acid. The
a-aminophosphonic acids (�)- and (þ )-37a, (�)-37c, and (�)-37d were obtained as
practically pure enantiomers (�98%e.e.) [120].
Catalytic asymmetric hydrophosphonylation of imines was first reported by

Shibasaki et al. in 1995 [121]. The optically active a-aminophosphonates 39 have
been prepared by addition of dimethyl phosphite to imines using lanthanoid–
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potassium–(R)-1,10-bi-2-naphtol (BINOL) complexes (lanthanoid–potassium–(R)-
1,10-bi-2-naphtolLnPB) (Scheme 5.20). Optical yields in this reaction depend on the
nature of the lanthanoid, solvent, and substituents in the imine. LnPB complexes
were also successfully applied in the asymmetric synthesis of thiazolidinyl-phos-
phonates [122, 123]. Furthermore, a cyclic phosphoric acid derivative 38, derived
from (R)-BINOL, was used as a chiral Brønsted acid (10mol%) in the hydropho-
sphonylation of aldimines with diisopropyl phosphite at room temperature.
a-Aminophosphonates R1CH(NHR2)P(O)(OiPr)2 (R

1¼Ph, 2-MeC6H4, 2-NO2C6H4,
ArCH¼CH, or 1-NaphCH¼CH; R2¼ 4-MeOC6H4) were obtained with good to high
enantioselectivities (52–90%e.e.) [124].
A very high enantioselectivity in catalytic hydrophosphonylation of imines was

observed when certain chiral thioureas were used as organocatalysts. In particular,
highly enantiomerically enriched a-aminophosphonates 41 could be efficiently
prepared by the addition of phosphite 40 to N-benzyl imines catalyzed by chiral
thiourea 43. Deprotection of the phosphonates 41 under mild conditions provided
the corresponding a-aminophosphonic acids 42 (Scheme 5.21) [125].
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Particularly noteworthy is a new organocatalytic approach for hydrophosphonyla-
tion of imines using commercially available and nonexpensive cinchona alkaloids
as catalysts. For example, by using 10 mol% of quinine as the catalyst in the
enantioselective addition of dimethyl phosphite to N-Boc-protected imines, a-ami-
nophosphonates 44 have been obtained in moderate to good yields and with up to
94% e.e. (Scheme 5.22) [126].
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5.3.4
Syntheses using C�N and C�C Bond-Forming Reactions

The alkylation of chiral Schiff�s bases derived from esters of aminomethylpho-
sphonic acid and appropriate carbonyl compounds represents one of themost widely
used approaches for the asymmetric synthesis ofa-aminophosphonic acids. Inmost
cases the Schiff�s base is deprotonated with n-butyl-lithium or lithium diisopropy-
lamide and the carbanion formed is made to react with alkyl halides, carbonyl
compounds, or Michael acceptors. This topic has been summarized [27, 95].
Illustrative examples are shown in Scheme 5.23. Thus, the lithium derivative of
phosphonate 45 reacts with alkyl, allyl, or benzyl halides to give the corresponding
diethyl (S)-a-aminophosphonates 46 with 11 to greater than 95% d.e. [127]. The
additional reaction of the lithium derivative with methyl acrylate proceeds with high
diastereoselectivity to give the ester of the a-mono-phosphonic analog of glutamic
acid 47. The latter was transformed into (S)-pyrrolidine-2-phosphonic acid ester
48 [128].
Phosphonate carbanions bearing a carbanion-stabilizing group on the a-carbon

are effective partners in the reactions with aromatic and aliphatic aldehydes. The
synthetic utility of functionalized a-silyl a-amino carbanions, in particular, has been
demonstrated to be a stereoselective method for the synthesis of functionally rich a-
phosphonoenamines based on a modified Peterson olefination. The carbanion
derived from a-silyl-substituted methylphosphonate 49 reacts with aldehydes to
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give enamines 50 in 70–87% isolated yield and with high (E) stereoselectivity
(Scheme 5.24) [129].
A novel, catalytic asymmetric synthesis of a-aminophosphonates using enantio-

selectiveC�Cbond-forming reactionswas recently reported byKobayashi et al. [130].
Treatment ofN-acyl-a-iminophosphonate 51with silyl enol ethers 52 in the presence
of a Cu(II) complex derived from Cu(OTf)2 and diamine 53 lead to a-aminopho-
sphonates 54 in high yields and selectivities (Scheme 5.25). Interestingly, the direct
aminoalkylation of carbonyl compounds can be performed with the C-phosphoryl
aldiminium salt 55. Thus, by reacting 55 with a-branched aldehydes at room
temperature products 56 have been isolated in good yields. However, the diastereos-
electivity of this reaction is very low. In contrast, aminoalkylation of enamines
proceeded with very high diastereoselectivity as only one diastereoisomer 57 was
observed by NMR spectroscopy. Mannich bases 57 easily eliminate the amino group
by simple stirring a solution of 57 in dichloromethane in the presence of silica gel to
give substituted vinylphosphonates 58 (Scheme 5.26) [131].
Another example of C�C bond formation for the synthesis of a-aminopho-

sphonates is the addition of terminal alkynes to a-iminophosphonates 59. An
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enantioselective version of this reaction has been achieved by using Cu(I) triflate
in the presence of the ligand 60 (Scheme 5.27) [132]. A Ag(I) triflate-catalyzed
one-pot, three-component reaction between p-anisidine, diethyl formylphosphonate
hydrate, and terminal alkynes with aromatic substituents for the direct synthesis
of N-p-methoxyphenyl-protected a-aminopropargylphosphonates has also been
described [133].
The syntheses of a-aminophosphonates based on the introduction of an amino

function on the a-carbon have also developed quickly in recent times [27]. Both
traditional methods for the formation of the C�N bond such as electrophilic
amination of a formallya-phosphonate carbanion and specificmethods of functional
group transformations have been applied. The route via the electrophilic amination
of chiral a-phosphonate carbanions is connected with the search formethods for the
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stereoselective synthesis of a-aminophosphonic acid derivatives. A representative
example of such strategy is shown in Scheme 5.28 [134].
A direct enantioselective amination of b-keto phosphonates giving optically

active a-aminophosphonic acid derivatives in good yields and very high enantios-
electivities has been proposed by Jørgensen et al. [135]. Acyclic b-keto phosphonates
bearing alkyl, benzyl, naphthyl, or phenyl substituents reacted smoothly with
dibenzyl azodicarboxylate in the presence of chiral Zn(II) complexes to give the
corresponding a-aminated adducts with high enantiomeric excesses. For example,
the reaction of the b-keto phosphonate 61 with dibenzyl azodicarboxylate in the
presence of (S)-62 afforded the corresponding aminated adducts 63 in 85% yield and
with high enantioselectivity (92% e.e.). Reduction of the b-keto functionality in 63,
further deprotection, and N�N bond cleavage afforded oxazolidinyl-phosphonic
acid derivative 64 in 60% overall yield and with a diastereomeric ratio of 10 : 1
(Scheme 5.29).
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The possibility of preparation of a-aminophosphonates via the insertion of
carbenoids into the NH bonds of amines, amides, and carbamates has received
special attention. It has been shown that the Rh(II) acetate-catalyzed decomposition
of dimethyl a-diazobenzylphosphonate, PhC(N2)P(O)(OMe)2, in the presence of
a range ofN�Hcompounds results in anN�Hinsertion reaction of the intermediate
carbenoid and formation of a-aminophosphonates PhCH(NHR)P(O)(OMe)2 [136].
Similarly, the Rh2(OAc)4-catalyzed reaction of the diazaphosphonate 65 with tert-
butyl or benzyl carbamates gave the corresponding N�H insertion products 66.
Several other N�H compounds were investigated: primary amides (acetamide,
propionamide), N-Boc-propylamine, and N-methylurea all gave the corresponding
N-acylaminophosphonoacetates (Scheme 5.30) [137]. In a related area, 1-trifluoro-
methyl-1-diethoxyphosphoryl carbine generated via a catalytic decomposition of 1-
diaza-2,2,2-trifluoroethylphosphonate, CF3C(N2)P(O)(OMe)2, constitutes another
good synthon for the preparation of CF3-containing a-aminophosphonic acid
derivatives [138]. A rhodium-catalyzed N�H insertion reaction of an a-diazopho-
sphonoacetate on a polymer support has also been reported [139].
Recent work by Dolence and Roylance utilizes both enantiomers of protected

aziridine 2-phosphonate 67 as chiral synthons for the synthesis of b-substituted a-
aminophosphonates. The aziridines arise from either (R)- or (S)-phosphonoserine
diethyl esters followed by N-tosylation, O-mesylation, and cyclization with sodium
hydride. These highly enantio-enriched aziridine 2-phosphonates react with various
nucleophiles to give b-substituted a-aminophosphonates 68–71 in either the (R)- or
(S)-configurations (Scheme 5.31) [140].
Another efficient synthesis of 1,2-diamino-, 1-amino-2-hydroxy-, and 1-amino-2-

chloro-2-phenylethylphosphonates 73–76 utilizes the formation of an aziridinium
ion from dimethyl (1R

�
,2S

�
)-2-(N,N-dibenzylamino)-1-hydroxy-2-phenylethylpho-

sphonate 72 and its reactions with various nucleophiles (Scheme 5.32) [141].
Among the common routes to a-aminoalkanephosphonates are those based on

reduction of iminoalkanephosphonates. Thus, the conversion of 1-oxoalkanepho-
sphonates, R1C(O)-P(O)(OR2)2, into 1-oximinoalkanephosphonates, R1C(¼NOH)P
(O)(OR2)2, followed by their reduction was found to be a simple and practical
synthesis of a-aminophosphonic acid derivatives. The reduction can be achieved
with aluminum amalgam in ethanol, zinc dust in formic acid, a Zn/Cu couple in
aqueous ethanol, diborane in tetrahydrofuran (THF), or by catalytic hydrogenation

EtO2C

N2

P
O

OEt

OEt

R1CONHR2

2 mol % Rh2(OAc)4

toluene, heat
EtO2C

NR2COR1

P
O OEt

OEt

R1 = t-BuO, PhCH2O, Me, Et, MeNH

R2 = H, Pr

6656

Scheme 5.30

210j 5 Chemistry of Aminophosphonic Acids and Phosphonopeptides



over Raney nickel [27]. A good yield of the respective a-aminophosphonate is
obtained while treating compounds RC(¼NOH)P(O)(OEt)2 with NaBH4 in the
presence of MoO3 or NiCl2 [142].
Recently, a new example of synthesis of a-phosphorylated imines and their

selective reduction to a-aminophosphonates has been reported. b,g-Unsaturated
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a-ketophosphonates 77 react with phosphinimines affording good yields of a-phos-
phorylated a,b-unsaturated imines 78. Selective 1,2-reduction of such 1-azadienes
yields b,g-unsaturated a-aminophosphonates 79, which are hydrogenated to give
saturated a-aminophosphonate derivatives 80 (Scheme 5.33) [143].

5.4
Synthesis of b-Aminophosphonates

The first synthesis of b-aminophosphonates was realized in 1953 before the isolation
of AEP from natural sources. Findings of AEP structural elements in various
living organisms have stimulated active developments in this area. At present
there are several general strategies to synthesize b-aminophosphonates, which
are based on formation of P�C, C�C, and C�N bonds or transformation of
precursors [144, 145].
The simplest way to b-aminophosphonates is Michael addition of ammonia or an

amine to the activated C¼C bond of vinylphosphonates. Pudovik and Denisova first
showed that ammonia adds to diethyl vinylphosphonate in the presence of EtONa in
the �normal� manner (Scheme 5.34) [146]. The reaction with primary amines is
usually activated by basic catalysts under heating [147]; secondary amines add to the
vinylphosphonate easily without a catalyst, whereas aniline reacts only in the
presence of MeONa and with only a fair yield [148].
Reactivity of vinyl phosphorus derivatives in amine addition reactions decreases

from tetracoordinate to tricoordinate phosphorus derivatives [149]. In all cases the
addition of the amine is directed to the b-position of theC¼Cbond. The phosphonate
group shows control of the regiodirecting effect even in the reaction of perfluoroalk-
ylvinylphosphonates containinghighlyelectronegativeRf groups (Scheme5.35) [150].
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Amines with additional functional groups can be used to synthesize desired
functionalized aminophosphonates (Scheme 5.35) [151].
Benzylamine and ethylenediamine give relatively stable products by �normal� 1 : 1

Michael addition to tetraethyl ethenylidene-bis(phosphonate) 81 at 20 �C in CHCl3
solution. Methylamine, tert-butylamine and isopropylamine also yield products of
1 : 1 addition, which undergo retro-Michael reaction during evaporation of the
solvent and any excess amine. In the case of methylamine the reaction results in
the formation of a 1 : 2 addition product 82 [152] resulting from a second Michael
reaction (Scheme 5.36).
The disodium salt of ethenylidene-bis(phosphonic) acid also reacts with primary

amines and diethanolamine in water, alcohols or acetic acid solutions at 100–120 �C
and pH 7–8 to give 2-amino-1,1-bis(phosphonic) acids in 50–90% yields [153]. The
addition reaction between aza-macrocyclic compounds with NH groups and two
equivalents of vinylphosphonate yields new phosphonoethylated aza-macrocycles
(Scheme 5.37) [154].
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Allenylphosphonates constitute a readily accessible family of allenes that can be
used as versatile building blocks in aminophosphonate chemistry. Various NH
nucleophiles, including ammonia and some NH heterocycles, are easily added to
dialkyl allenylphosphonate to give b-aminovinyl [155] or nucleobase-containing
phosphonates such as compounds 83 and 84 [156]. The reaction was also used to
synthesize b-amino-a-fluorovinylphosphonates 85 from CH2¼C¼CF�P(O)(OEt)2
and amines (Scheme 5.38) [157].
Vinylphosphonates are starting compounds in the asymmetric synthesis of a-

amino-b-hydroxyphosphonic acids by Sharpless catalytic aminohydroxylation. Thus,
N-chloro-N-sodio toluenesulfonamide in the presence of the catalytic system 4%
K2OsO2(OH)4/5% hydroquinidine 1,4-phthalazinediyl diether [ (DHQD)2-PHAL] at
20 �C regioselectively converted styrylphosphonates 86 into a-amino-b-hydroxypho-
sphonic acids 87 with moderate to high enantioselectivity (Scheme 5.39) [158, 159].
N-Chloro-N-sodio ethyl carbamate in nPrOH gave products with higher enantios-
electivity.N-Bromoacetamide as the nitrogen source in the same catalytic conditions
reacted with electron-rich styrylphosphonates to afford only racemic a-amino-
b-bromophosphonates 88 in low yields [160].
Arbuzov and Michaelis–Bekker reactions, which are classical transformations in

organophosphorus chemistry, have been used in the synthesis of b-aminopho-
sphonic acids. However, these reactions are restricted by the limited availability
of b-haloethylamino derivatives. As a rule, N-(-haloalkyl)phthalimides are used for
these purposes (Schemes 5.40 and 5.41). Deprotection of the amino and ester
groups in the final reaction leads to free aminophosphonic or aminophosphinic
acids. A drawback of the Arbuzov reaction consists of the relatively hard conditions
used, which sometimes decrease the yields of target compounds. On the other hand,
N-phthaloyl (Phth)-protected b-aminophosphonates can be used directly in the
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synthesis of phosphonolipids and dipeptides containing the 2-aminoethanepho-
sphonate fragment with subsequent deprotection of the amino function [161, 162].
The reaction has been used in syntheses of some sophisticated aminophosphonates
using the specially constructed and protected synthons [163, 164]. Chiral N-Phth-
protected amino acid chlorides were used in the Arbuzov reaction to prepare
b-phthalimido-a-ketophosphonates. The latter were reduced catalytically with BH3

to diastereomeric b-amino-a-ketophosphonates in good yields and high diastereos-
electivity [165]. The Michaelis–Bekker reaction proceeds as a rule at milder condi-
tions due to the high reactivity of the (RO)2P(O)

� anion (Scheme 5.42). Moreover, in
the reaction, tosylated compounds can be used instead of halo-derivatives that was
demonstrated by a chiral b-aminophosphonate synthesis [166].
b-Aminophosphonates and their derivatives can be prepared from b-halopho-

sphonates by displacement of the halogen with amines. This approach is widely used
in synthesis of biologically interesting compounds derived from AEP 1 [167–172].
In xmany cases the substitution proceeds in an appropriate solvent at room
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temperature, but sometimes the use of an N-silylated amino reagent is more
convenient. Scheme 5.43 shows some b-aminophosphonates prepared by this route.
Two general strategies have been used for the preparation of b-aminophospho-

nates by the regioselective ring opening of three- or four-membered nitrogen
heterocyclic compounds. Thefirst consists of the nucleophilic addition of phosphites
or sodium phosphonates to N-acyl or N-tosyl aziridines [173]. The second route
consists of regioselective ring openings of readily accessible aziridinyl and epoxy
phosphonates. It is useful in the asymmetric synthesis of b-aminophosphonates
(Scheme 5.44) [174–178].
The nucleophilic addition of phosphites and alkyl alkylphosphinates to C¼O

groups of a-amino aldehydes or ketones is an efficient method to synthesize
b-amino-a-hydroxyphosphonates. The reaction is catalyzed by base (Et3N, DBU,
KF, etc.) [179, 180] or Lewis acids (TiCl4, SnCl4) [181, 182]. The use of the chiral
catalyst [(R)-(Al-Li-bis(binaphthoxide)] [183] enables an asymmetric version of the
process. Applied to chiral N-protected a-aminoaldehydes 96 derived from amino
acids, the reaction presents another route to diastereomeric b-amino-a-hydroxypho-
sphonates. The stereoselectivity of this process is dependent on the reaction con-
ditions and the nature of the solvent and base. Solid-phase synthesis of b-amino-a-
hydroxyphosphonates using of resin-bound chiral N-acylated aminoaldehydes has
also been reported [184]. When chiral keto-phosphonates of the type 97 derived from
naturally occurring 1-amino acids were introduced into the reaction, 2-amino-1-
hydroxy-alkane-1,1-bisphosphonic acids 98 were prepared in moderate yields [185].
These may result from a phosphonate–phosphate rearrangement induced by the
base. In fact, phosphonate–phosphate products 99 are obtained in a one-pot proce-
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dure from amino acid thioesters and diethyl phosphite in the presence of tBuOK in
70–80% yields (Scheme 5.45) [186].
a-Phosphonate carbanions generated from phosphonates and strong bases

(i.e., BuLi, lithium diisopropylamide, LiHMDS, or NaH) present straightforward
access tob-aminophosphonates through aC�Cbond-formingprocess (Scheme5.46).
In particular, this strategy has been used for b-aminophosphonate synthesis using
N-bromomethylphthalimide as an amino group source [187]. Numerous reports have
also demonstrated the effective application of a-phosphonate carbanion addition to
the C¼N bond of imines, especially in the asymmetric synthesis of b-amino-a-
substituted phosphonates. For example, the method was used in a high-yielding
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asymmetric synthesis of b-amino-a-chloro-, a-cyano-, a-methyl-, and a,a-difluoro-
alkanephosphonic acids [119, 188]. Diastereoselectivity of the reaction depends on the
structure of the starting compounds, temperature and nature of the solvent. A chiral
p-tolylsulfinyl group on an imine nitrogen simultaneously plays the roles of a stereo
inductor and protective group [189, 190]. Obviously, this strategy can be especially
useful in synthesis of variousa,b-functionalizedb-aminophosphonates. For example,
substituted 2-aminoethylidene-1,1-bisphosphonates have been prepared from
sodium-methylene-bisphosphonates and N-Boc-imines in high yields [191].
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b-Aminophosphonic acids can be also prepared by reduction of phosphonylated
enamines [192], b-azido-, b-nitro-, or b-hydroxylaminophosphonates deriva-
tives [193], and reductive amination of b-carbonylalkylphosphonates [194]. For the
preparation of enantiomerically pure b-aminophosphonates, besides asymmetric
syntheses, enzymatic methods are also used. The enzymatic process is attractive
as a route to prepare both enantiomers from one racemic substrate. For example,
a number of diethyl a- and b-aminoalkanephosphonates were resolved with high
enantioselectivity in the presence of Candida antarctica lipase B by catalytic acetyla-
tion with ethyl acetate. It was found that diisopropyl ether was the best reaction
medium to obtain (S)-aminophosphonates with high enantiomeric excess
(97–100%). On the other hand, the enantioselectivity of the resolution is very
sensitive to the nature of the alkyl residue. After separation, enantiomeric (R)-N-
acylaminophosphonates could be hydrolyzed to the corresponding free amino
acids [195].

5.5
Synthesis of g-Aminophosphonates and Higher Homologs

Synthetic chemistry of g-aminophosphonic acids and higher homologs often
uses the same �classic reactions� for aminophosphonate preparation as described
above. They continue to be useful in the synthesis of desired compounds, such as
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Arbuzov reactions of corresponding halo-amine derivatives [196, 197], amination of
haloalkylphosphonates [198], additionofH-phosphonates tob-aminoaldehydes [199],
reduction of g-azido- and nitrophosphonates [200–202], and so on (Scheme 5.47).
Allylphosphonates can be converted to chiral g-aminophosphonates via asymmetric
dihydroxylation with AD-mix-a and regioselective amination of the cyclic sul-
fates [203, 204].
The special interest in g -aminophosphonic acids is driven by three biomedical

research areas: g-aminobutyric acid (GABA) and carnitine phosphonic analogs [205],
amino bisphosphonates, and fosmidomycin derivatives. The diversity of structural
requirements for these compounds demands special strategies andmethods to build
theneededmolecules. Thus, anoptimal route tophosphocarnitine derivatives consists
of appropriate regio- and stereoselective oxirane ring opening with trimethylsilyl
(TMS)-phosphite to introduce phosphorus residue [206]. Opening of an oxirane in a
chiral 2,3-epoxypropylphosphonate was used to place in the 3-position the amino
group [207, 208] and the N-benzyloxyamino residue (Scheme 5.48) [209].
(1S,2S)-3-Amino-1,2-dihydroxypropylphosphonic acid and (1R,2S)-3-amino-1,2-

dihydroxypropylphosphonic acid were synthesized from (S)-3-azido-2-benzyloxypro-
panal in two steps by addition of dibenzyl phosphite, separation of dibenzyl
diastereomeric 3-azido-2-benzyloxy-1-hydroxypropylphosphonates, followed by
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azide reduction with simultaneous hydrogenolysis of the benzyl protecting
groups [210].
One of the most effective strategies in the synthesis of complex g-aminopho-

sphonic acids is based on the use of phosphonate carbanions to form C�P bonds in
the corresponding protected substrate. Thus, chiral amino acid esters can be
introduced through the reaction with lithium dimethyl methylphosphonate
easily generated from BuLi in THF to yield g -amino-b-keto-phosphonic acids with
high stereocontrol [211–213]. The compounds 100 were used as reagents in the
Horner–Wadsworth–Emmons reaction to synthesize stereoselectively unsaturated
amino keto acids [211] and aminoalkohols [214]. Reduction of carbonyl group in 100
with NaBH4 or Zn(BH4)2 enables a diastereoselective route to carnitine analogs 101
(Scheme 5.49) [215, 216]. The highest diastereoselectivity (>98%d.e.) was achieved in
the case of a catecholborane reductive reagent and (S,S)- and (R,R)-bis(a-methylben-
zyl)amino derivatives 100 at�78 �C [217]. The methodology was applied to synthesis
of (3S)-amino-(2R)-hydroxy-5-methylhexylphosphonic acid (phosphostatine) and
(3S)-amino-(2S)-hydroxy-5-methylhexylphosphonic acid (epiphosphostatine) via dia-
stereoselective reduction of dimethyl (3S)-[3-(N,N-dibenzyl-amino)- and (3S)-[3-
(N-benzylamino)-5-methyl-2-oxohexylphosphonates derived from L-leucine [218].
Phosphonate carbanion reactions were applied successfully to synthesize

phosphonate analogs of sphingolipids via regioselective ring opening of an oxirane
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and a cyclic sulfamide (see Scheme 5.50) [219, 220] and via interaction with a
corresponding bromo derivative [197]. The anion generated from a bisphosphonate
has been used to form new C¼C bonds and simultaneously to introduce a phos-
phonate residue via the reaction with a chiral aminoaldehyde [221].
Numerous publications are devoted to syntheses of fosmidomycin and its

analogs in a search for antimalarial drugs. Some analogs of fosmidomycin were
prepared by addition of H-phosphonates to a,b-enones. Thus, subsequent acyla-
tion and palladium-catalyzed amination of phosphonate 102 with protected
hydroxylamine afforded compound 103 (Scheme 5.51) [222]. Other syntheses
of fosmidomycin analogs use a phosphonate carbanion approach to construct
phosphoryl-substituted halo and aldehyde synthons for further introduction of a
hydroxyamino function [223–225].
The Mitsunobu reaction using diethyl (3-hydroxypropynyl)phosphonate 104 and

N-benzyloxy-2-nitrobenzenesulfonamide is a superior method for obtaining the
highly functionalized phosphonate 105 as a precursor for the synthesis of fosmi-
domycin analogs (Scheme 5.52). Pd(0)-catalyzed addition of Bu3SnH to the triple
bond of the compound 105 afforded 1-tributylstannylpropenylphosphonate 106 as a
single isomer in 90% yield. Subsequent Stille coupling led to alkenylphosphonates
107 in good to excellent yields. The method proved to be highly compatible with a
wide range of diverse functionalities including heteroaromatic rings [226]. A series of
conformationally restricted cyclopropyl analogs 108 of fosmidomycin has been
synthesized starting from methylphosphonate carbanion [227]. Recently, a new
approach to fosmidomycin was developed involving, as the key step, the nitroso-
ene reaction of commercially available diethyl allylphosphonate with in situ prepared
nitrosocarbonyl methane [228].
Recently, a [4 þ 2] reaction of a butadienylphosphonate with 2-nitrosotoluene was

described as a new strategy to form d-aminophosphonate derivatives [229]. Reaction
of diethyl butadienylphosphonate with o-nitrosotoluene results in dihydro-1,2-
oxazine 109 which was cleaved with zinc in AcOH to give 4-(o-tolylamino)-1-
hydroxybut-2-enylphosphonate 110 in quantitative yield. Dihydroxylation of 110
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with K2OsO2(OH)2 afforded 4-tolylamino-1,2,3-trihydroxybutylphosphonate 111
(Scheme 5.53). Obviously, the strategy may be useful in a synthesis of other poly-
functional d-aminophosphonates.
w-Aminoalkylidene-bisphosphonic acids are another group of compounds that

are interesting as therapeutic agents for the treatment of a number of diseases
which are characterized by abnormal calcium metabolism. Thus, 4-amino-1-hydro-
xybutylidene-1,1-bisphosphonic acid (alendronate; Fosamax) has shown efficacy
inpostmenopausal osteoporosis, Paget�s disease, andmalignant hypercalcemia [230].
4-Amino-l-hydroxybutylidene-1,1-bisphosphonic acid can be prepared by the reac-
tion of 4-aminobutyric acid with a mixture of H3PO3 and PCl3 in the presence of
MeSO3H solvent in 90% yield [231]. The method has also been used in the synthesis
of higher w-amino acid homologs (Scheme 5.54). A similar approach was applied
to prepare 3-amino-l-hydroxybutylidene-1,1-bisphosphonic acids fromN-substituted
b-aminopropionic acids, PCl3 and H3PO3 in moderate yields (40–46%) [232].
Numerous patents in this area differ only in the details concerning halophosphorus
reagents, solvent, temperature, and so on.
The most commonly utilized strategy for the preparation of 1-hydroxy-1,1-bispho-

sphonates involves the Arbuzov reaction between trialkyl phosphites and an acyl
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chloride followed by the addition of a dialkyl phosphite to the a-ketophosphonate.
In many cases, the product is formed in low overall yield due to the phosphonate-
phosphate rearrangement initiated by a base. Combining both steps into a single
one-pot reaction sequencewithout solvent in the presence ofweak base simplified the
overall synthetic process. This modified approach has been used to prepare N-acyl
alendronate derivatives via a w-azide intermediate, reduction, acylation and finally
deprotection (Scheme 5.55) [233]. Due to the poor solubility of alendronate in organic
solvents, its direct N-acylation is carried out in higher yields by reaction of the
disodium salt with carboxylic acid anhydrides or acyl chlorides in water [234, 235].
Tetraethyl w-aminoalkylidene-1,1-bisphosphonates have been prepared from the

tetraethyl methylene-bisphosphonate by a multistep procedure involving the synthe-
sis of the corresponding w-hydroxyalkylidene-1,1-bisphosphonates and subsequent
transformations. Modified methodology uses the preparation of w-formyl-bispho-
sphonate conjugates from methylene-bisphosphonate and subsequent introduction
of an amino residue by reductive amination with NaBH3CN [236]. Alkylation of
methylene-bisphosphonates was also used in the synthesis of fluorescent anthrani-
late analogs of isoprenoid bisphosphonates using N-anthranilate geraniol and
farnesol analogs as building blocks (Scheme 5.56) [237].
Cyclic analogs of bioactive compounds with rigid structure or limited flexibility are

of considerable interest for biochemical and pharmaceutical studies. As a result,
numerous cyclic aminophosphonic and aminophosphinic acids and heterocycles
containing amino and phosphonate residues have been prepared and studied [238].
Thus, (piperidinyl-4)-methylphosphinic acid 112 derived from N-benzyl-4-iodo-3,4-
dehydropiperidine and MePH(O)(OMe) is a potent competitive GABAC receptor
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antagonist [239]. Some analogs of 112 such as 113 and 114 have been synthesized to
compare their neuroactivity with the activity of �open-chain� g -aminophosponic
acids (Scheme 5.57) [240–242].
The isosteric phosphono analogs of N-acetyl-a-D-glucosamine 1-phosphate and

N-acetyl-a-D-mannosamine 1-phosphate (115 and 116) are stereoselectively synthe-
sized starting from 2,3,5-tri-O-benzyl-D-arabinofuranose. The free hydroxyl group of
2,3,5-tri-O-benzyl-D-arabinose is converted into an acetamido group by oxidation,
oximation, acetylation of the oxime, reduction, and subsequent acetylation. The
reduction of the oxime with diborane stereoselectively affords the gluco isomer,
whereas catalytic hydrogenation gives the manno isomer. Acetylation and deprotec-
tion afford the desired products 115 and 116 (Scheme 5.58) [243]. A short synthesis of
these compounds was also developed using N-acetyl D-glucosamine as the starting
compound [244].
Phosphonic acid analogs of N-acetylneuraminic acid (Neu5Ac) and 3-deoxy-D-

glycero-D-galacto-2-nonulosonic acid have been synthesized using an indium-mediated
coupling of N-acetylmannosamine or mannose with dimethyl (3-bromopropen-2-yl)
phosphonate in aqueousmedia [245]. The potential of these phosphonate acid analogs
of sialic acids as sialidase inhibitors was also evaluated [245]. A series of cyclohex-
enephosphonates 117 was designed as core structures for the development of high-
affinity mimics of sialic acid (Scheme 5.59). The use of both D- and L-xylose
enantiomers gave access to twoseries of cyclohexenephosphonateswith regioisomeric
double bonds [246].
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An original strategy for the synthesis of precursors of constrained g-aminopho-
sphonic compounds as glutamate analogs has been developed via the regio- and
stereocontrolled Diels–Alder cycloaddition of N-protected 1-amino-dienes and
b-substituted vinylphosphonates (Scheme 5.60). By using chiral 1-amino-dienes, a
major endo diastereoisomer was obtained with a good facial selectivity of 80–95%
which was easily purified by chromatography. Further transformations of the
cycloadducts, such as selective hydrolysis of phosphonic and carboxylic esters,
epoxidation, dihydroxylation, and oxidative cleavage of the cyclohexene double bond
could be realized by known reactions [247].
Another representative of this series, (2-amino-4,5-dimethylcyclohexyl) phospho-

nic acid 120 was prepared starting from nitrocyclohexenylphosphonate 118 derived
from nitroethenylphosphonate and 2,3-dimethyl-1,3-butadiene under Diels–Alder
reaction conditions (Scheme 5.61). Alkaline hydrolysis of phosphonate 119 with
LiOH followed by acidification resulted in 2-aminocyclohexyl-1-phosphonic acid 120
(yield 60%) [248].
A one-pot reaction of diethyl 5-chloro-1-pentynylphosphonate 121 with primary

and secondary amines produces novel 2-amino-1-cyclopentenylphosphonates 122
in excellent isolated yields (79–88%). A two-stepmechanismwas proposed: an initial
amine addition to give a zwitterionic intermediate followed by cyclization and proton
loss. The reaction proceeds smoothly in the absence of catalysts and inorganic
additives. The reaction is general for primary and secondary amines, and tolerates
hydroxy groups (Scheme 5.62) [249].
The synthesis of the rac trans and cis isomers of 1-amino-2-phosphonomethyl-

cyclobutanecarboxylic acid 123 and 1-amino-2-phosphonomethyl-cyclopentanecar-
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boxylic acid 124 was carried out in good yields as shown in Scheme 5.63. Amino
nitriles prepared by a Strecker reaction were benzoylated with benzoyl chloride and
the product N-benzoylamino nitriles were then separated by column chromatogra-
phy on silica [250].
The synthesis of (2S)- and (2R)-2-(3-phosphonobicyclo[1.1.1]pentyl)glycine iso-

mers (125A and 125B) was accomplished by a stereoselective Ugi condensation of a
phosphonoaldehyde, 2,3,4-tri-O-pivaloyl-a- and b-D-arabinopyranosylamine, tBuNC,
and HCO2H (Scheme 5.64). The enantiomeric aminophosphonates showed activity
as group IIImGluR agonists with significant differences in potency and subtype, and
the (S) isomer 125A is found to be a moderately potent and selective mGluR4
agonist [251].

5.6
Phosphono- and Phosphinopeptides

Phosphono- and phosphinopeptides can be broadly defined as mimetics of peptides
in which an aminocarboxylic acid residue is replaced by an aminophosphonic or
related (aminophosphinic, aminophosphonous)moiety at any position of the peptide
chain. Themilestones of this chemistry have been presented in several recent review
articles [252–258].
The presence of phosphonopeptide fragments in several naturally occurring

products has been established. Among these the most important is bialaphos – an
antibacterial metabolite produced by S. hydroscopicus and Streptomyces viridochromo-
genes [3]. The tripeptide phosphonic acid from Actinomycete sp. K-26 is another
representative of a C�P bond-containing natural peptide [259, 260].
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P-terminal aminophosphonate moiety (A); (ii) peptides in which an aminopho-
sphonic or phosphinic acid unit mimics a dipeptide fragment (B); (iii) peptides
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5.6.1

General Strategies for the Phosphonopeptide Synthesis

As in the case of classical peptides, the first steps in the synthesis of phosphono-
and phosphinopeptides involve the protection of functional groups. The formation
of an amide or phosphonamide bond is the following step of the synthesis.
Classical coupling procedures such as mixed carboxylic–carbonic anhydride (MCA),
dicyclohexylcarbodiimide (DCC), active ester, and acid chloride methods are widely
used for the preparation of the peptides A, B, and E. Peptide mimetics C and D in
which a phosphonamide or phosphonate ester bond replaces the dipeptide fragment
are generally synthesized by the reaction of aminoalkanecarboxylates or hydroxyalk-
anecarboxylates with phosphorochloridates or by other standard phosphorylation
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procedures. The final steps of the phosphonopeptide synthesis involve total or
selective removal of protecting groups. The scope and limitations of the reactions
have been well delineated in an excellent review by Kafarski and Lejczak [252].

5.6.2
Peptides Containing P-terminal Aminophosphonate or Aminophosphinate Moiety

Standard procedures for the synthesis of pseudopeptides containing P-terminal
aminophosphonate units include coupling N-protected amino acids or small
peptides with free aminoalkanephosphonic acids and their ethers (Scheme 5.65).
It should be noted that the direct acylation of aminoalkanephosphonic acids and their
salts is relatively inefficient. The yields are usuallymoderate or low and dependent on
the nature of the amino acid.Muchmore satisfying results are obtained when dialkyl
(or diphenyl) aminophosphonates are used as substrates [252].
A typical example is the efficient synthesis of phosphonopeptides 126 using

peptide coupling in the presence of the Appel reagents (C2Cl6, Ph3P) (Scheme 5.66)
[261].
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A series of phosphinotripeptides 133, structurally related to glutathione, was
synthesized starting from O-benzyl alkyl(aminomethyl)phosphinates 130 and
N-benzyloxycarbonyl-L-glutamyl(a-benzylester)-L-leucine 131 (Scheme 5.67). The
key step of the synthesis is coupling phosphinates 130 with dipeptide 131 in the
presence of N-hydroxysuccinimide and 1-(3-dimethylaminopropyl)-3-ethylcarbodii-
mide. Protecting group cleavage by catalytic hydrogenation afforded the desired
pseudopeptides of which the compounds 133d and 133e were found to be potent
inhibitors against Trypanosoma cruzi [262].
There are several reports on the use of multicomponent condensations for the

one-pot preparation of phosphonopeptides. Thus, the reaction of benzyl carbamate
with dichlorophosphites 134 and benzaldehyde in acetyl chloride as a solvent
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followed by treatment with water afforded the phosphonopeptides 135 in satisfactory
yields (Scheme 5.68) [35]. The solid-phase synthesis of a-aminoalkyl phosphonopep-
tides 137 has been achieved by the three-component reaction of resin-bound
dipeptide 136 with an aldehyde and dimethyl phosphite (Scheme 5.69) [263].
A four-component Ugi condensation was successfully used for the preparation of
phosphonopeptides 138 (Scheme 5.70) [264].
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There are also examples of the use of biocatalysts for the preparation of phos-
phonopeptides. For example, papain was applied in order to synthesize a peptide
bond [265]. Removal of protecting groups was achieved by using some proteases,
such as penicillin acylase and phosphodiesterase [266, 267].

5.6.3
Peptides Containing an Aminophosphinic Acid Unit

These pseudopeptides are designed in such a way that an aminophosphinic acid
unit replaces a dipeptide fragment of the corresponding peptide.
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The standard strategy for the synthesis of peptidomimetic phosphinates includes
an addition of phosphorus nucleophiles (suitably protected aminophosphonous
acids and their analogs) to appropriate carbon electrophiles (usually Michael accep-
tors or alkyl halides) [252]. The 1-aminophosphonous acids themselves can be
synthesized by numerous methods: (i) Kabachnik–Fields reactions involving addi-
tion of hypophosphorous acid or its derivatives to a C¼N double bond [268–270];
(ii) Michaelis–Arbuzov reaction with the bis(TMS)phosphonite [271, 272]; (iii)
Mitsunobu reaction on a-hydroxyalkylphosphinates [252]; (iv) the oxime proce-
dure [252]; (v) alkylation of a suitably protected a-aminomethylphosphinic acid
according to the Sch€ollkopf procedure [273]; and (vi) Michael reaction of ethyl
diethoxymethylphosphonite with ethyl acetamidomethylenemalonate [274].
A general and simple synthetic route affording the possibility of variation of R1

and R2 groups in phosphinopeptides is shown in Scheme 5.71. The addition
of ethyl hypophosphite 139 to various imines affords the corresponding ethyl
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phosphinates 140. The Michael additions to a-substituted acrylates are performed
using basic activation and afford the phosphinopeptides 141 [275].
The phosphinopeptide building block 144 was prepared by Michael addition

of Boc-protected phosphonic homophenylalanine analog 142 to aminoacrylate 143.
Alkylation of the hydroxyphosphinyl function in 144 with 1-adamantyl bromide
and subsequent deprotection of amino acid residue in 145 afforded the phosphi-
nopeptide 146. The availability of the C-terminal ester 145 and the corresponding
acid 146 allows diversification (postmodification) of the P1

0 position as shown in
Scheme 5.72 using cross-coupling and alkylation reactions [276].
Yiotakis et al. have reported an efficient strategy for diversification of phosphino-

peptides, using active methylene phosphinic scaffolds, which give access to a wide
variety of P1

0-substituted phosphinopeptides [277]. b-Phosphinoyl malonates 149
were prepared via addition of HMDS or TMS-activated H-phosphinic acids 147 to
methylenemalonates 148 serving as the Michael acceptors. Compounds 149 are
easilyalkylatedwithalkylbromides togivevariousdiversephosphinopeptidemimetics.
Moreover, they have been submitted to Knoevenagel-type condensation reactions,
providing peptides of type 150 (Scheme 5.73). These are of great interest as inter-
mediates for enantioselective hydrogenations [277].
Another practical approach to prepare a series of P10-diversified phosphinic

peptides is shown in Scheme 5.74. 2-(Bromomethyl)acrylic ester was subjected
to Michael addition of Cbz-protected a-aminophosphonate, leading to the dehy-
droalaninyl phosphonic synthon 151 via a tandem Arbuzov addition/allylic
rearrangement. Deprotection and coupling with L-tryptophanylamide gave the
dehydroalaninyl precursor 153 in 69% overall yield. The latter was used as
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a template for parallel diversification of the P10 position with a wide variety of side-
chains [278].
An important alternative to the addition of hydrophosphoryl compounds to

Michael acceptors is the alkylation of RP(OSiMe3)2 species giving a phosphinate
core [279, 280]. Thus, Bianchini et al.have developed the synthesis of peptidomimetic
phosphinates 159 making use of the high reactivity of bis(TMS)phosphonite 154.
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Alkylation of 154 with biphenylalkyl iodides afforded the monoalkylphosphinic
acids 155. To perform the second alkylation step at the phosphorus atom,
compounds 155 were converted into the bis(TMS)phosphonites 156, and then they
were reacted with phthalimidomethyl bromide and diazomethane. After removal
of the phthalimido protecting group with hydrazine, the a-aminophosphinates 158
were coupled with Cbz-Pro–Leu-OH mediated by DCC in the presence of a-1-
hydroxybenzotriazole (HOBt) to give the peptidomimetics 159 (Scheme 5.75) [281].

5.6.4
Peptides Containing a Phosphonamide or Phosphinamide Bond

Phosphonamidate pseudopeptides represent a class of peptide mimetics in which a
phosphonamide or phosphinamide bond replaces an amide bond in peptides. In
contrast to the C�N bond of classical peptides, the P�N bond of phosphonamidate
peptides is unstable at acidic and even physiological pH. On the other hand,
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phosphonamidate peptides are transition state analogs that show a resemblance
to the transition state of amide bond hydrolysis. Consequently, they represent a
class of enzyme inhibitors and have played a role in the development of catalytic
antibodies [253].
Generally, phosphonamidate pseudopeptides are prepared by the reactions of N-

protected phosphonochloridates with a suitable amino acid derivative or peptide
fragment [282, 283] or by the direct condensation of phosphonate monoesters with
amino acid esters or peptide esters in the presence of coupling reagents [284, 285]. In
turn, phosphonochloridates are accessible by the reaction of dialkyl phosphonates
with one equivalent of phosphorus pentachloride [286–289], by reaction of monoe-
sters with thionyl chloride or oxalyl chloride [290–292], and by oxidative chlorination
of phosphonate esters (Scheme 5.76) [293, 294].
Synthesis of phosphonamidopeptides based on aminolysis of the appropriate

phosphonochloridates with an amino ester is illustrated in Scheme 5.77. The starting
a-amino- and a-hydroxyphosphonate monoesters (160 and 161) were converted into
the P�N peptides 162–164 by reaction with thionyl chloride followed by treatment
with a glycine or leucine methyl ester. After purification and deprotection, the
final compounds 165–167 were obtained as a mixture of enantiomers or
diastereomers [295].
There are several reports on the DCC-induced condensation of aminophosphonic

acids with a-amino acids [284, 295]. Synthesis of ferrocenyl-containing pseudopep-
tide mimetics derived from a-aminophosphonous acids is shown in Scheme 5.78.
Condensation of (ferrocene)-N-benzhydrylaminomethanephosphonous acid 168
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with several model dipeptides 169a–d and the tripeptide D,L-alanyl- D,L-leucinyl-
glycine 169e in the presence of DCC resulted in pseudopeptides 170a–d in 61–89%
yields [296].
Recently, a new method was developed for the synthesis of phosphinamidopep-

tides via the Mannich reaction of aryldichlorophosphines, aldehydes, and N-Cbz-
protected amino amides or peptide amides, and subsequent aminolysis with amino
esters or peptide esters. In a typical procedure, phenyldichlorophosphine was added
to a solution of N-Cbz-glycinamide and benzaldehyde in dry acetonitrile under
a nitrogen atmosphere. The resulting mixture was stirred at room temperature for
12 h and further stirred for 24 h after addition of diisopropylethylamine and ethyl
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glycine. The phosphinamidopeptide 171 was obtained in a total yield of 67%
(Scheme 5.79) [297].

5.6.5
Phosphonodepsipeptides Containing a Phosphonoester Moiety

Pseudopeptide in which a phosphonate ester replaces the peptide bond (phospho-
nodepsipeptides) are usually synthesized by the reaction of hydroxyalkane carbox-
ylates with phosphonochloridates [292, 298–300] or direct condensation of N-
protected aminophosphonic monoester or aminophosphinic acid with the appropri-
ate alcohol in the presence of coupling reagents, such as DCC, DCC/base, or
CCl3CN [299, 301] (Scheme 5.80). Most frequently, these peptides are prepared
in solution, but solid-phase synthesis of phosphonodepsipeptides has also been
developed [302].
The racemization-free synthesis of a-aminophosphonate monoesters using

bromotris(dimethylamino)phosphonium hexafluorophosphate (BroP) as an activat-
ing agent is quite useful. In particular, the enantiomerically pure aminophospho-
nates (R)-172wasmonoesterifiedwith benzyl-L-hydroxy-2-isovalerate in the presence
of BroP to give the corresponding phosphonodepsipeptide 173 in optically pure form
(Scheme 5.81) [303].
A straightforward synthesis of phosphonodepsipeptides has been developed via

a Mannich-type multicomponent condensation of benzyl carbamate, aldehydes,
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and 1-carbethoxyalkylphosphorodichloridites (Scheme 5.82). This strategy avoids the
initial preparation of aminoalkylphosphonic acid or aminoalkylphosphonous acid
derivatives as starting materials [304].

5.6.6
Peptides Containing a Phosphonic or Phosphinic Acid Moiety in the Side-Chain

Pseudopeptides of this type have been discussed [252, 304–307]. Substrates for their
synthesis are phosphorus analogs of acidic amino acids. For example, 2-amino-3-
phosphonopropionic acid 174may be considered as an analog of aspartic acid, while
2-amino-4-phosphonobutyris acid 175 andO-phosphoserine are analogs of glutamic
acid.When suitably protected, amino acids 174, 175, and related substratesmay serve
as building blocks to be integrated into oligopeptides.
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As in the case of classical peptides, blocking of the amino and phosphonic (or
phosphinic) acid groups is a very important aspect of the pseudopeptide synthesis. As
an example, efficient synthesis of protected L-phosphonophenylalanine derivative
suitable for solid-phase peptide synthesis is outlined in Scheme 5.83. Both amino
acids 177 and 178 were successfully incorporated in the sequence of a potassium
channel-blocking peptide derived from the sea anemone Stichodactyla helianthus,
called ShK(L5), that selectively inhibits Kv1.3 channels [308].

5.7
Remarks on the Practical Utility of Aminophosphonates

The natural roots of aminophosponic acids and a similarity between natural amino
acids and their phosphorus analogs designate the first �circle� of practical application
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of these compounds as biologically active agents. Bifunctionality and the presence
of the phosphonic residue of aminophosphonates can also be useful in diverse areas
for other practical tasks – from analytical methods of determination and extractive
separation ofmetal ions to anticorrosion ingredients, bleaching agents, andpolymers
with specific properties. In a short overview, this section demonstrates some
directions for practical applications of aminophosphonates.
Obviously, the herbicide glyphosate (originally marketed as Roundup) occupies

the leading position in scale production and commercial use of aminophosphonates.
Glyphosate was discovered by Franz in the Monsanto Company in 1971 and is a
broad-spectrum, postemergence herbicide useful to control a wide variety of annual
and perennial weeds. Glyphosate is formulated in the water-soluble form as an
isopropylammonium salt. The systemic action of this compound enables it to be
effective against deep-rooted perennial weeds. Another important peculiarity of
glyphosate is its rapidmetabolismby soilmicroorganisms to give harmless products;
themajormetabolite is (HO)2P(O)-CH2-NH2which quickly degrades further to CO2,
NH3, and inorganic phosphate. Detailed studies of the glyphosate mode of action
have shown that it is a competitive inhibitor of PEP, and forms a stable complex
with the enzyme and shikimate 3-phosphate to inhibit selectively 5-enolpyruvoyl-
shikimate 3-phosphate synthase – the enzyme specific for plants and microorgan-
isms, but not in other life forms (the reader can find more details on the bioactivity
of aminophosphonates elsewhere [1]).
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The success of glyphosate stimulated an intensive search for other analogs.
A highly interesting and active compound, phosphinothricin, was discovered as
component of a tripeptide from S. hygroscopicus. This is the first example on naturally
occurring phosphinate with two P�C bonds that displays bactericidal, fungicidal,
and herbicidal activity. The product has been marketed as Glufocinate (ammonium
salt) by theHoechst and as Bialaphos (Bilanafos) byMeiji Seika Kaisha. These broad-
spectrum herbicides have favorable environmental characteristics to control a wide
range of annual and perennial weeds. Both herbicides are potent inhibitors of
glutamine synthetase – an enzyme that catalyzes the conversion of L-glutamate into
L-glutamine. The generally low toxicity and environmental compatibility of the
compounds are stimulating factors in the continuing search for novel active
molecules of this class as low-molecular-weight bioregulators [309].

Numerous aminophosphonic and aminophosphinic acids and their derivatives
have been synthesized and tested as potential agrochemicals. Many of them have
shown plant-growth regulating or herbicidal activity. Some compounds have
shown fungicidal and insecticidal properties. Current work in this field is directed
at studies of heterocyclic aminophosphonates and aminophosphinates as well as
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aminomethylenebisphosphonic acids and fluorinated derivatives in order to develop
new multitarget plant enzyme inhibitors and bioregulators.
The aminophosphonic and aminophosphinic acid derivatives are classical exam-

ples of the replacement of the carboxylic function in an amino acid moiety
by phosphorus residue to provide transition-state analogous inhibitors for proteolytic
enzymes and phosphate mimics of phosphorylated peptides. As an example,
N-benzyl-1-aminophosphonic acid is a potent inhibitor of human prostatic phospha-
tase with an IC50 4 nM [310a]. Aminophosphonate derivatives, especially peptides,
were studied as inhibitors of human collagenase (matrix metalloproteinase-1) and a
number of serine proteinases, such as thrombin, trypsin, chymotrypsin, and human
neutrophil elastase [257]. These compounds were applied in the design of HIV
protease inhibitors [255]. In fact, some peptides with an aminophosphinic moiety
have shown significant potency at the nanomolar level of inhibition. The substitution
of a scissile amide bondwith a tetrahedral phosphinic acid isostere as the central unit
of symmetrical peptide substrates produces selective and tight-binding inhibitors of
HIV protease. Being, in general, a nontoxic class of compounds, aminophosphonic
acid derivatives are also attractive in the search for new inhibitors as potential drugs.
These compounds are of interest as prodrugs especially, because some aminopho-
sphonic acid esters possess good bioavailability.
Recently UDPGalNAc transition state analogs with an aza-sugar in place of the

GalNAc moiety and an aminophosphonate residue were described as a new class of
antiprotozoal agents called phosphonoxins [151]. This is the first report of such
potential glycosyl transferase inhibitors. One of these compounds is a potent
inhibitor of Giardia trophozoite growth with activity that rivals existing therapeutics
and may have clinical potential as a new anti-Giardia drug.
Specific chemical transmitters, analogs of (S)-glutamic acid, amajor transmitter in

the mammalian central nervous system (CNS), which mediate communication
between nerve cells are an important area of aminophosphonates biochemical study
([310b] and references cited therein). Numerous aspartate and glutamate analogs
using substitution of the carboxyl group by a phosphonate group have been synthe-
sized and tested in structure–activity studies on N-methyl-D-aspartate receptor
affinity as agonists and antagonists [311]. Other targets are a-amino-3-hydroxy-5-
methyl-4-isoxazolepropionate (AMPA) and kainite receptors, and some aminopho-
sphonic acids have shown potent and selective AMPA receptor antagonist activity [1].
Aminophosphonates were described in a great number of studies as agonists and
antagonists of metabotropic glutamate [312, 313] and GABA receptors. Aminopho-
sphonic and aminophosphinic acids play an important place in understanding of the
roles of the receptors involved in synaptic transmission in CNS, and it is likely that
aminophosphonates will be useful in the design of new drugs to treat a range of
disorder of the CNS.
The electrophilic g -phosphono diester analogs of glutamate 179–182 were

shown to be highly potent mechanism-based inhibitors of g-glutamyl transpeptidase
(GGT, EC 2.3.2.2) [298]. In particular, one of the inhibitors (182) exhibited more
than 6000 times higher activity toward human GGT than the classical inhibitor
acivicin. GGT plays a central role in glutathione metabolism. It is involved in
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a number of biological events and it is also implicated in physiological disorders,
such as Parkinson�s disease, neurodegenerative disease, diabetes, and cardiovascular
diseases [298].
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In the last few years fosmidomycin and its analogs have attracted significant
interest in a search for effective antimalarial drugs [223–225, 227]. In recent clinical
trials, fosmidomycin proved to be efficient in the treatment of patients suffering from
acute, uncomplicated Plasmodium falciparum malaria. Fosmidomycin has the ad-
vantage of being remarkably non-toxic and exhibits activity against multiresistant
parasite strains. The acetyl derivative of fosmidomycin, FR900098, was shown to be
approximately twice as active against P. falciparum in vitro as well as in a mouse
model. On this basis new efforts are directed at further modification of fosmido-
mycin as a lead compound. Recent study has shown that large, hydrophobic
g-aminopropylidene-bisphosphonates are inhibitors of E. coli cell growth. Their
combination with fosmidomycin demonstrated a high synergism, opening up new
possibilities for antibacterial therapy targeting the isoprenoid biosynthesis
pathway [314].
An interest in geminal bisphosphonates and their amino derivatives is associated

with a development of new drugs for the treatment of tumor-induced hypercalcemia,
Paget�s diseaseofbone, osteolyticmetastases, andpostmenopausal osteoporosis [315,
316]. Bisphosphonates have also been found to exhibit considerable antiparasitic
activity and to be immunomodulators. Some aminomethylene-bisphosphonates
have been reported to be potent inhibitors of the major mevalonate–isoprene
biosynthesis pathway enzyme, farnesyl diphosphate synthase from the trypanoso-
matids and farnesyl diphosphate synthase from Leishmania major – the organism
responsible for cetaceous leishmaniasis [317]. The bisphosphonates pamidronate,
alendronate, ibandronate, risedronate, and zoledronate are potent stimulators of gd T
cells. It has been proposed that this Tcell activationmay represent a new approach to
the development of antibiotic compounds and potentially novel anticancer drugs.

244j 5 Chemistry of Aminophosphonic Acids and Phosphonopeptides



H2N

PO3H2

PO3H2

OH
PO3H2

PO3H2

OHH2N
N

PO3H2

PO3H2

OH

Me

Me(CH2)4

PO3H2

PO3H2

OH

N

N

PO3H2

PO3H2

OHN

pamidronate alendronate ibandronate

risedronate zoledronate

N-Substituted g -aminophosphonates are potent, subtype selective agonists and
antagonists of the five known sphingosine 1-phosphate receptors modulating the
immune system [201, 220, 318]. In vitro binding assays showed that the implemen-
tation of phosphonates as phosphate mimetics provided compounds with similar
receptor-binding affinities as compared to their phosphate precursors.
An ability of aminophosphonic acids to form complexes with metal ions is also

useful for technical processes. Numerous patents describe using aminonopho-
sphonates as additives for the bleaching process in paper technology to enhance
paper brightness (e.g., [319]). Derivatives of aminophosphonic acids are proposed as
corrosion inhibitors [320]. Quaternary aminomethyl phosphonates can be applied as
scale inhibitors [321] and flame retardants for textile coatings [322].
Aminophosphonic acids are recommended to modify microporous and macro-

porous resins in order to remove Cu2þ and Ni2þ cations from wastewater. Ami-
nophosphonate-chelating ion-exchange resin Duolite C467 can be used for separa-
tion of cations in waste treatment and in water purification for some metals [323–
325]. The Duolite C467 resin can be recommended for Pd(II) ion removal from
anodic slimes aswell as Pd(II) trace analysis due to its high selectivity [326].N,N-Di(2-
ethylhexyl)amino-methylphosphonate and similar compounds are extractants with
high selectivity for Pt(IV) and Pd(II) ions from aqueous chloride media into
toluene [327]. A b-aminobisphosphonate receptor combined with naphthalene in
the fluorophore–spacer–receptor format was proposed as a photoinduced electron
transfer sensor for Cu(II) with sensitivity in themicromolar range in awide pH range
(2–10) [147].

5.8
Conclusions

As can be seen from the data collected in this chapter, it is clear that the analogy
between the chemistry of amino acids and aminophosphonic acids is very deep.
Aminophosphonic acids efficiently mimic aminocarboxylic acids, and their phos-
phorus bioisosteres compete with carboxylic counterparts for the active sites of
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enzymes and other cell receptors. Thus, the aminophosphonate moiety is a versatile
pharmacophore that is essential for successful drug design. In particular, because
of their ability to mimic transition states of hydrolysis, aminophosphonic acids have
been shown to be inhibitors of various enzymes, includingHIVprotease. Aminopho-
sphonic acids also received wide attention as useful tools for studying mechanisms
of enzyme action. Synthetic approaches to aminophosphonic acids presented in this
chapter can be applied to numerous new analogs of amino acids and peptides
in which the carboxylic group was replaced by phosphonic or related function.
Further studies to obtain additional details concerning the interactions of aminopho-
sphonates substrates with enzymatic binding partners are likely to be the next
challenge in aminophosphonic acid chemistry.

5.9
Experimental Procedures

5.9.1
Synthesis of N-Protected a-aminophosphinic Acid 10 (R1 ¼ EtOCOCH2, R

2 ¼ Me) [38]

Ph O

O

N
H

Me

P

O

OH

CO2Et

To a stirred solution of 2-ethoxycarbonylethylphosphonous acid (0.33mmol) and
benzyl carbamate (0.34mmol) in acetyl chloride (2ml) was added acetaldehyde
(0.34mmol) at 0 �C. Stirring was continued at 0 �C for 30min and then at room
temperature for 6 h.Volatile componentswere removedunder reducedpressure, and
the residue was partitioned between 5%NaHCO3 solution (20ml) and ether (10ml).
The aqueous solutionwas separated and acidified to pH2with concentratedHCl and
then extracted with EtOAc (4� 20ml). Ethyl acetate extracts were combined and
dried over Na2SO4. The crude product, 90mg syrup, obtained after removal of the
solvent was quite pure as indicated byNMR analysis. Further purificationwas carried
out by ion-exchange chromatography on diethylaminoethyl cellulose (eluting with
1 : 1 MeOH/0.1 M NH4HCO3 buffer) followed by cation exchange on Dowex AG-8
resin (Hþ form).

5.9.2
Synthesis of Phosphonomethylaminocyclopentane-1-carboxylic Acid (17) [85]

COOH

N
P

O

OH

OH
H
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Paraformaldehyde (20mmol), methanol (15ml), and triethylamine (0.2ml) were
put into a three-necked flask equipped with a condenser, magnetic stirrer,
and thermometer. The reaction mixture was heated to reflux temperature and held
there for 45min, after which it became a clear solution. To this solution was added
aminocyclopentane-1-carboxylic acid (12.3mmol) and triethylamine (12.3mmol).
This suspension was then heated at 65–70 �C and after 30min it became a clear
solution. To this solution was added diethyl phosphite (81mmol) over a period of
approximately 10min. The reaction mixture was heated at 65–70 �C and held there
for 2.5 h, after which it was cooled to room temperature, and while stirring, sodium
hydroxide (3.08 g, 40% water solution) was added. The reaction mixture was heated
at 105–110 �C for 5 h. Subsequently, it was treatedwithDowex 50WX8-200 in order to
exchange the sodium cations by hydrogen ions. The water was removed under
vacuum to give 17 (1.81 g, 95%); melting point 224–225 �C.

5.9.3
General Procedure for Catalytic Asymmetric Hydrophosphonylation. Synthesis of
a-Aminophosphonate 39 (R1 ¼ C5H11, R

2 ¼ Ph2CH) [121]

H
N

CHPh2

H11C5 P

O

OMe

OMe

To imine C6H11CH¼NCHPh2 (0.19mmol) and dimethyl phosphite (0.95mmol)
was slowly added a solution of LnPB complex (38mmol) in toluene/THF (7 : 1)
(1.5ml) at room temperature under argon atmosphere. After being stirred for 90 h,
themixturewas quenchedwithwater and extractedwith ethyl acetate (3� 15ml). The
combined organic layer was dried over anhydrous Na2SO4. Removal of the solvent
and flash column chromatography (silica gel, 1 : 2, hexane/EtAc) gave the desired
coupling product 39 (73.3mg, 87%, 85% e.e.) as a colorless oil.

5.9.4
General Procedure of the Asymmetric Aminohydroxylation Reaction: Synthesis of
b-Amino-a-hydroxyphosphonates 87 [159]

COOH

N

P

O

OH

OH
H

To a solution of (DHQD)2-PHAL (0.05mmol, 3.5mol%) and chloramines-T
hydrate (3.15mmol) in tBuOH.H2O 1 : 1 (20ml) the appropriate vinylphospho-
nates 86 (0.72mmol) and potassium osmate dehydrate (0.035mmol, 2.4mol%)
were added (in that order) at room temperature under stirring. The color of the
mixture changed from yellow to green in 10min, and then turned back to yellow
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in a time varying from 90min to 2 h. The remainder of chloramines-T hydrate
(1.25mmol) and vinyl phosphonate 86 (0.72mmol) was added, and stirring was
continued at room temperature until thin-layer chromatography (CHCl3/MeOH
49 : 1) indicated consumption of starting material (2–24 h). tBuOH was then
evaporated under vacuum and the mixture was quenched with sodium sulfite
(0.45 g). After stirring for 10min, dichloromethane (10ml) was added, the organic
layers were separated, and the aqueous layer was exhaustively extracted with
dichloromethane (2� 10ml). The combined organic extracts were dried over sodium
sulfate and concentrated to yield the crude product. Purification by flash silica gel
chromatography (chloroform/methanol 99 : 1 or ethyl acetate) afforded the tosyla-
mido derivatives 87 as colorless solids.

5.9.5
Dimethyl (S,S)-(�)3-N,N-bis(a-Methylbenzyl) amino-2-oxopropylphosphonate (S,S)-100
and Dimethyl 3-[(S,S)-N,N-bis(a-methylbenzylamino)-(2R)-hydroxypropylphosphonate
(R,S,S)-101 [217]
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P
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OMe

O

OMe

N

P

O

OMe

OMe

OH

Ph Ph PhPh

A solution of dimethyl methylphosphonate (11.56mmol) in anhydrous THF
(20ml) was cooled at �78 �C before the slow addition of 3.61ml (8.67mmol)
of nBuLi 2.4M in hexanes. The resulting solution was stirred at �50 �C for 1.5 h,
and then the solution cooled at �78 �C and slowly added to a solution of ethyl
glycinate (S,S)-(MePhCH)2NCH2COOEt (2.89mmol) in anhydrous THF (20ml).
The reaction mixture was stirred at �78 �C for 4 h, quenched with aqueous NH4Cl
solution (10ml), and extracted with ethyl acetate (3� 20ml). The combined organic
extracts were washed with brine solution (2� 10ml), dried over anhydrous Na2SO4,
filtered, and concentrated in vacuum. The crude product was purified by column
chromatography (ethyl acetate-hexane 70 : 30) to afford 0.98 g, 87% yield of (S,S)-100
as a colorless oil.
To a solution of b-ketophosphonate (S,S)-100 (0.37mmol), LiClO4 (0.93mmol),

and dry THF (20ml) cooled at �78 �C were added 179mg (1.49mmol) of catechol-
borane 1M in THF. The reaction mixture was stirred at �78 �C for 4 h and at
room temperature for 10 h. The reaction was quenched with aqueous NH4Cl
solution. The solvent was evaporated in vacuum, the residue was dissolved in water
(10ml), and extracted with ethyl acetate (3� 20ml). The combined organic extracts
were dried over anhydrous Na2SO4, filtered, and concentrated in vacuum. The crude
product was analyzed by 1H-NMR at 400MHz and 31P-NMR at 200MHz, and
thenpurified byflash chromatography (ethyl acetate/hexane 80 : 20) to afford 128mg,
89% yield of (R,S,S)-101 as a white solid, melting point 115–118 �C, [a]D¼ 23.1
(c 0.59, CHCl3).
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5.9.6
General Procedure for the Preparation of Dialkyl Phenyl(4-pyridylcarbonylamino)
methyl-phosphonates 126 [261]

H

N

O

P

O

OR

OR

N

R = Me, Et, i-Pr

Triphenylphosphine (15mmol) and hexachloroethane (15mmol) were dissolved
in 1,2-dichloroethane (20ml) under nitrogen atmosphere for 1 h. The reacted
solution was added dropwise to a mixture of the dialkyl a-aminobenzylphosphonate
hydrochloride (10mmol) and isonicotinic acid (10mmol) in 1,2-dichloroethane
(90ml) and 4ml of triethylamine. After 24 h the reactionwas completed. The reaction
mixture was acidified to pH 1 with HCl and the solution was washed with Et2O to
remove neutral materials. The aqueous phase was then adjusted to pH 11 with
aqueousNaOH, and the productwas extractedwithCH2Cl2; the solventwas removed
to give the crude product, which was purified by recrystallization.

5.9.7
Synthesis of 1-[(Benzyloxy) carbonyl] prolyl-N1-{[1,10-biphenyl-4-yl-methyl)(methoxy)
phosphoryl] methyl}leucinamide (159a) [281]

P

OMe

N
H

O
Z-Pro-Leu

To a cooled (0 �C) funnel-equipped flask containing a dry THF (4ml) solution
of 158a (0.43mmol) and Cbz-Pro–Leu-OH (0.43mmol), a solution of DCC
(0.47mmol) and HOBt (0.47mmol) dissolved in 2ml of the same solvent was added
dropwise under stirring. After standing at room temperature overnight, N,N0-
dicyclohexylurea was filtered off and the solution was evaporated under reduced
pressure. The residue, dissolved in EtOAc, was washed with saturated solution of
NaHCO3 and brine, and organic layer dried over anhydrous Na2SO4. Crude oil was
purified by flash chromatography (EtOAc/MeOH 95 : 5) affording 212 mg (80%) of
product 159a as 1 : 1 mixture of diastereomers.
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6
Chemistry of Silicon-Containing Amino Acids
Yingmei Qi and Scott McN. Sieburth

6.1
Introduction

Among the design possibilities for unnatural amino acids, the substitution of silicon
for carbon can be the most subtle [1–4]. As the element most similar to carbon,
replacement of carbon with silicon leads to small changes in overall size and
electronic character, particularly when compared with other elements or other
substitution options. The nontoxic nature of silicon and its organic derivatives make
it an appealing option for novel bioactive substances. Moreover, the anthropogenic
nature of all C�Si bonds enhances the excitement of bioactive organosilanes.
A broad selection of amino acids with silicon substitution have been prepared and

studied (Figure 6.1). Like carbon, silicon carries four substituents. The simplest
with three methyl groups is the most commonly found for amino acid substitution,
but many other variations are possible.

6.1.1
Stability of Organosilanes

Any discussion of the use of silicon in a biologicalmilieumust include the caveat that
some structures will not be suitable. The strength of the C�Si bond (375 kJ/mol for
H3Si�CH3) is comparable to the C�C bond (377 kJ/mol for H3C�CH3) [5], making
simple alkyl and aryl substituents well suited for biological applications; however,
allylic substitution can be labile to acid and other electrophiles (Figure 6.2). Silicon a
to a carbonyl has, in all cases, a level of instability (see also Section 6.3.1). Another
effect of the lower electronegativity of silicon, relative to carbon, is the polarity of
the Si�H bond. A single hydrogen on silicon is stable but easily oxidized in vivo to a
silanol [6]. Additional hydrogens on silicon elevate the instability. The exceptional
strength of the Si�O bond (512 kJ/mol for Me3Si�OMe) makes silanols and silyl
ethers intrinsically stable [5], but these are also very easily exchanged with solvent.
Enantiomercially pure trialkylsilanols racemize rapidly in aqueous solvents [7].
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Vol.2 – Modified Amino Acids, Organocatalysis and Enzymes. Edited by Andrew B. Hughes
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Silanols are also very well known for their tendency to self-condense, forming
siloxanes (silicones) [8, 9].

6.1.2
Sterics and Electronics

Substitution of silicon for a quaternary carbon results in an increase in both size and
lipophilicity of a molecule (Figure 6.3). The C�Si bond is 20% longer than a C�C
bond and the volume of a trimethylsilyl group is 20% larger than a tert-butyl
group [10]. The enhanced lipophilicity of organosilanes can be seen in the compari-
son of tert-butylbenzene and trimethylsilylbenzene [11].

SiCH3 Si Si SiHOSiH SiRO

intrinsic limitationslimited stabilityvery stable

Si
O

Figure 6.2 Consequences of silicon substitution.
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Figure 6.1 Placement of silicon in amino acids.

Figure 6.3 Steric and lipophilic effect of silicon substitution.
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6.2
Synthesis of Silicon-Containing Amino Acids

6.2.1
Synthesis of a-Silyl Amino Acids and Derivatives

Amino acids with silicon attached directly to the a-carbon were among the last
silicon-substituted amino acids to be reported, in part because of the stability of these
structures (see Section 6.3.1). Three fundamental approaches to these are exempli-
fied in Scheme 6.1. A very general and practical approach to these structures involves
disconnection A, pathway (1), in which a carbene inserts into a carbamate N�H
bond [12]. Both Boc and Cbz derivatives are readily accessible by this approach.
Unfortunately, this method is not enantioselective.
The earliest example of an a-silyl-a-amino acid was prepared using disconnection

B, pathway (2), in which a Boc group was used to direct metallation [13]. This
approach suffers from a lack of selectivity, with a competitive metallation of the
benzyl position of 11, not shown.
A second and stereoselective method for a-silyl-a-amino acid synthesis, pathway

(3), utilizes the zirconium imine complex 15 and its reaction with an optically active
carbonate [14]. The stereochemistry of the carbonate controls formation of the new
chiral center of thea-silyl-a-amino acid. Examples without aryl nitrogen substitution
have not been reported.
A disconnection C method that is stereoselective involves reverse-aza-Brook

rearrangement of a furfuryl amine derivative 17, pathway (4) [10, 15]. Asymmetric
(�)-sparteine-mediated metallation a to the amine, followed by migration of the
silicon, sets the stereogenic center with high enantioselectivity. Ozonolysis followed
by trimethylsilyl diazomethane then gives the Boc-protected amino acidmethyl ester.

6.2.2
Synthesis of b-Silylalanine and Derivatives

The majority of silicon-substituted amino acid research, and some of the earliest,
involved b-trimethylsilylalanine 23. Three of the four fundamental bond disconnec-
tions of 2 have been used to assemble this target, with only examples of B missing.

H2N
OH

O

2Si

D

A

B
C

Asymmetric introduction of the C�N bond Awas shown by Walkup et al. to work
well with the Evans chiral auxiliary (Scheme 6.2) [16]. Beginning with b-trimethylsi-
lylpropionyl derivative 21, bromination of the boron enolate and azide inversion of
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this product sets the stereochemistry of 22. Hydrolysis and reduction of the azide
provides b-trimethylsilylalanine 23.

H2N
OH

O

2Si

A

The first synthesis of b-trimethylsilylalanine utilized a malonate approach and
disconnection C. Alkylation of diethyl a-acetamido malonate 24 or cyanoacetate 26
with chloromethyltrimethylsilane or the corresponding bromide, introduced the
silyl group in good yield. Hydrolysis, deprotection of the amine, and decarboxyl-
ation gave the parent b-trimethylsilylalanine 23, demonstrating the robustness of
this silicon substitution [17, 18]. Naturally, the product 23 is obtained as a racemate
(Scheme 6.3).
Three enantioselective methods using the C disconnection have been described

(Scheme 6.4) [19–23]. Alkylation of Sch€ollkopf�s reagent 28 with chloromethyltri-
methylsilane gives an 85: 15 mixture of diastereoisomers 29. Hydrolysis of the
heterocycle with acidic ethanol yields the amino acid ester 30 in good yield
and stereochemical purity [19, 20]. The five-membered Seebach imidazolone 31
can be alkylated with iodomethyltrimethylsilane, producing a single diastereomeric
product 32. A two-step hydrolysis then yields the amino acid 23 [21]. Alternatively,
alkylation of the dianion of the Myers pseudoephedrine amide of glycine 33 with
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Scheme 6.2 Asymmetric synthesis of b-trimethylsilylalanine.

CO2Et
H
N

O CO2Et

CO2Et
H
N

O

2

Si

NaH

SiCl

CO2HH2N

Si

HBr

∆

H2N
OH

O

2Si
(±)

CO2Et
H
N

O CN

CO2Et
H
N

O
Si

NaOEt

SiBr

CO2HH2N

Si

HCl

∆

(±)

CN

C
23

23

25

27

24

26

Scheme 6.3 A traditional approach to racemic b-trimethylsilylalanine.

6.2 Synthesis of Silicon-Containing Amino Acids j265



bromomethyltrimethylsilane yields the product 34 with greater than 99% d.e.
Hydrolysis of this amide by simply heating in water gives the (S) amino acid 23 [22].
A C approach to silylalanine reported by Trost and Lee uses an inverted nucleophi-

licity. Treatment of a-bromo glycine derivative 35 with an excess of (phenyldimethyl-
silyl)methyl magnesium chloride initiates dehydrohalogenation and then traps the
imine 36 to give the racemic, protected amino acid derivative 37 (Scheme 6.5) [23].
Disconnection D has been described by Sibi et al. [24], using a silyl cuprate. The

optically active iodomethyloxazolidinone 38 undergoes nucleophilic displacement of
the iodide with dimethylphenylsilyl lithium and Cu(I) cyanide to install the silicon.
Boc-derivatization of the nitrogen, hydrolysis of the heterocycle, and oxidation of
the primary alcohol gave the dimethylphenylsilylalanine in Boc-protected form 40
(Scheme 6.6) [24].
The unusual b-hydroxydimethylsilylalanine 42 was prepared by Tacke et al. when

the ester of dimethylphenylsilylalanine was hydrolyzed in hydrochloric acid and
then neutralized with propylene oxide (Scheme 6.7). Under these strongly acidic
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Scheme 6.5 Trost and Lee�s umpolung C approach to b-silylalanine.
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conditions the phenylsilane was also hydrolyzed. This phenylalanine derivative was
found to be monomeric when dissolved in water, but exclusively dimeric 43 when
isolated [25]. An unexpected preparation of silanol 42 occurred when diazido amino
acid 44 was reduced catalytically [26]. Most reductions of azidomethylsilanes to the
corresponding amines have been reported with a phosphine [27] or with lithium
aluminum hydride [28, 29]; however, the latter method would be incompatible with
the carboxylic acid.

6.2.3
Synthesis of v-Silyl Amino Acids and Derivatives

A number of examples of amino acids with silicon at the end of a carbon side-
chain two carbons or longer have been reported, generally with control of absolute
stereochemistry.
Hegedus added the trimethylsilylmethyl cuprate to the unsaturated ester-carba-

mate 45 (Scheme 6.8, pathway 5). Protonation of the resulting enolate gave the
protected amino acid 46 with 12 : 1 diastereoselectivity. Deprotection of the amine
and acid gave the amino acid 47 [30].
The cis-cuprate addition to acetylene 48, using the bis(dimethylphenylsilyl)copper

lithium reagent, produces the vinyl silane 49. Hydrogenation, hydrolysis, and
oxidation of the primary alcohol, pathway (6), yields g-silyl amino acid 51. Without
the hydrogenation the corresponding vinylsilane 53 is produced, via pathway (7) [31].
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Scheme 6.7 Two preparations of b-phenyldimethylsilylalanine.
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A bifunctional amino acid side-chain terminating in a trimethylsilyl group is
formed by hetero-Diels–Alder reaction of an unsaturated nitroso ester intermediate,
formed by dehydrohalogenation of bromooxime 54, via pathway (8). Allyl trimethyl-
silane undergoes a regiospecific cycloaddition. Reduction of the resulting oxazine and
epimerization gave the thermodynamically favored trans isomer 56. Nitrogen protec-
tion and reductive cleavage of the N�O bond gave the protected amino acid 57 [32].

6.2.4
Synthesis of Silyl-Substituted Phenylalanines

A number of silicon-substituted phenylalanines 4 have been prepared using standard
approaches (Scheme6.9) [33–36].Alkylationof formaminomalonatewithp-silylbenzyl
bromide 58, followedby basic deprotection, acidification, anddecarboxylation gave the
racemic phenylalanine 60 [33, 34]. The unique double phenylalanine linked through
a dimethylsilyl group 62, pathway (10), was prepared similarly [33, 34]. Another
traditional synthesis of the p-trimethylsilylphenylalanine 66 employed condensation
of hydantoin 63 with p-trimethylsilyl benzaldehyde and hydrogenation of product 65,
via pathway (11). Enzymatic hydrolysis of the substituted hydantoin gave the amino
acid in98%e.e. [35].Aspart of a solid-phasepeptide synthesis program,Silvermanand
Lee developed the asymmetric synthesis outlined in pathway (12) [36]. The interme-
diate unsaturated amino acid derivative 69was reduced with a chiral rhodium catalyst
to set the stereogenic center in 70. Addition of a Boc group to the amide and
hydrazinolysis of the acetyl group gave the protected amino acid 70 [36]. Naphthalene
71 and thiophene 72 were prepared with similar chemistry.

6.2.5
Synthesis of Amino Acids with Silicon a to Nitrogen

Moeller has described the preparation of several amino acids bearing silicon a to
nitrogen (Scheme 6.10) (5 and 6, Figure 6.1). Proline with a 5-dimethylphenylsilyl
group 76 was prepared in three steps from a protected proline: oxidation adjacent to
nitrogen gave methoxy substitution which was then replaced with phenylsulfone
to give 75. Displacement of the sulfone with dimethylphenylsilyl cuprate then gave
the 5-(R)-silylproline 76 [37].
Silanes can also be attached as a nitrogen substituent, prepared by direct alkylation

of the amino acid amine by the readily available chloromethylsilanes to give 78 [37,
38]. In addition to their novelty as amino acids, the silicon groups a to nitrogen are
latent carbocations, revealed through chemical or electrochemical oxidation (see
Section 6.4.2).

6.2.6
Synthesis of Proline Analogs with Silicon in the Ring

Replacement of the C-4 methylene group of proline with a dimethylsilyl group,
prepared in three steps with good enantioselectivity, has been achieved by alkylating
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Sch€ollkopf�s reagent 80 with bis(iodomethyl)dimethylsilane to give 81, setting the
desired stereochemistrywith 72%d.e. (Scheme 6.11).Hydrolysis gaveb-(iodomethy)
dimethylsilylalanine 82. Neutralization of the amine salt results in intramolecular
alkylation and formation of the proline analog 83 (7, Figure 6.1) [39].

6.3
Reactions of Silicon-Containing Amino Acids

In general, amino acids carrying a silicon group undergo standard peptide coupling
chemistry without incident. Silicon groups are larger than their carbon coun-
terparts, however, they can present a lower steric impediment in some cases
[10]. This counterintuitive relationship is a consequence of the longer Si�C bond
[40–42].
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Scheme 6.10 Synthesis of 5-silylproline and N-(silylmethyl)-phenylalanine.
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6.3.1
Stability of the Si�C Bond

There are many examples of standard protection, coupling, and deprotection steps
used with organosilane amino acids without complications (see Sections 6.3.2 and
6.3.3) [43]. The only exceptions are the a-silyl amino acids 1, exemplified by 84
(Scheme 6.12). The two substructures of this amino acid, an a-silyl amine and an a-
silyl acid, have substantial stability individually, but when the amine and carbonyl
groupbothflank the silane the resulting structure is substantially less stable, leading to
hydrolysis or methanolysis of the Si�C bond. The relative rate of methanolysis of the
Boc-protected aminoacid 84 is substantially slower for the amide than for the ester and
more sterically hindered silanes are more stable than less hindered silanes [10].

6.3.2
Functional Group Protection

Acidic esterification of trimethylsilylalanine 2 has been reported (but see also
Scheme 6.7) [44], as has dicyclohexylcarbodiimide esterification [45], and protection
of the amine with Boc, Cbz [44, 46], and Fmoc groups. Protection of silylphenyla-
lanine 4 with Boc and Fmoc proceeds without problem [47]. Protection of silylpro-
line 7 with Boc and Fmoc has been reported [39].

6.3.3
Functional Group Deprotection

The following are examples of acidic removal of Boc groups from trimethylsilylala-
nines 2 [16], silylphenylalanine 4 [48, 49], and silylprolines 6 and 7 [43, 50]. Hydro-
genolysis of Cbz groups on silicon-substituted prolines 6 has been reported [37]. Basic
removal of Fmoc groups from trimethylsilylalanine 2 is firmly established [16, 20, 43].

6.4
Bioactive Peptides Incorporating Silicon-Substituted Amino Acids

6.4.1
Use of b-Silylalanine

Trimethylsilylalanine (2, Figure 6.1) is the most studied of the silicon amino acids
in biological applications. Replacement of phenylalanine and leucinewith this amino
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Scheme 6.12 Instability of a-silyl amino acid derivatives.
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acid to give products with comparable activity has suggested an isosteric relationship
(Scheme 6.13). Silicon-containing renin inhibitor 87 was nearly as potent as the
phenylalanine analog [19]. Similarly, when each leucine of a Leu–Leu thermolysin
inhibitor was replaced with trimethylsilylalanine to give compounds 88 and 89,
inhibition was enhanced, but replacing both leucines with trimethylsilylalanine gave
a substantial loss in potency [44].
Incorporation of trimethylsilylalanine into a gonadotropin-releasing hormone

receptor agonist to give compound 90 found a similar level of activity compared
to the carbon and germanium analogs [20]. Use of the D-trimethylsilylalanine to
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prepare thrombin inhibitor 91 resulted in a high level of potency and selectivity
(Scheme 6.14) [46]. See also Scheme 6.15.

6.4.2
Use of N-Silylalkyl Amino Acids

A silylalkyl group on nitrogen of a peptide is a latent reactive group that can be
activated by reagents not typically used in peptide chemistry, enablingmodification
of a peptide after its construction (Scheme 6.14). Oxidation of an N-trimethylsi-
lylmethyl or N-aryldimethylsilylmethyl amide electrochemically or using ceric
ammonium nitrate yields an iminium ion intermediate that can be trapped by
oxygen nucleophiles intra- or intermolecularly (e.g., to give 92 and 94). An aryl
substituent on the silicon allows forfine tuning of the oxidation reactivity. Similarly,
5-silylproline 95 can be oxidized and trapped with methanol. When the resulting
product is treated with a Lewis acid, the dipeptide cyclizes to give the bicyclic
product 96 [37, 38].

6.4.3
Use of Silaproline

The effect of the dimethylsilyl group in silaproline 83 (7, Figure 6.1) on the
conformation of peptides containing it was found to be small. When this amino
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acid was incorporated into the neurotensin fragment 97, replacing a proline, the
resulting peptide had a binding affinity similar to the neurotensin fragment
itself, but was endowed with greatly enhanced resistance to proteolytic degrada-
tion in vivo. In contrast, replacing the isoleucine with trimethylsilylalanine,
with and without the silaproline substitution, greatly reduced receptor bin-
ding [50].

6.5
Conclusions

Beginning more than 50 years ago, preparation of amino acids carrying or incorpo-
rating silicon has largely explored analogs of alanine, phenylalanine, and proline. The
high strength of the Si�C bond makes these analogs suitable for incorporation in
peptides without difficulty. The only exception to this generalization is the a-silyl
amino acids (1, Figure 6.1), which are prone to hydrolytic loss of the silicon group.
Incorporation of silicon-containing amino acids into biologically active peptides has
demonstrated that bioactivity can be maintained while simultaneously minimizing
their inactivation by proteolytic enzymes.Clearly, this area is still in its infancy despite
its substantial history.
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6.6
Experimental Procedures

6.6.1
L-b-Trimethylsilylalanine 23

H
N

Boc

O

H
N

Boc
Si

O
H
N

Boc
Si

CO2Me

201999

To a �78 �C, 0.05M solution of Boc-protected furfuryl amine 99 and tert-butyldi-
methylsilyl chloride (1.1 equiv.) in tetrahydrofuran (THF) was added dropwise nBuLi
(1 equiv.). After 1 h, themixturewas warmed to room temperature for 4 h, recooled to
�78 �C, and a second portion of nBuLi (1 equiv.) was slowly added. After stirring for
3 h, the mixture was diluted with aqueous ammonium chloride and the aqueous
phase was extracted with ether. Concentration and silica gel chromatography (20 : 1
hexanes/ether) gave 19 (97%).
Into a �78 �C, 0.5M solution of 19 in 5 : 1 methylene chloride/methanol contain-

ing a small quantity of Sudan III was bubbled a stream of ozone until the red color
dissipated. Argon was bubbled through the solution for 1 h and then the mixture
was warmed to 0 �C. Trimethylsilyl diazomethane (1.3 equiv.) was added and after 1 h
the mixture was diluted with water. The aqueous phase was extracted with ethyl
acetate, and the combined organics were dried over MgSO4 and concentrated. Flash
chromatography (10 : 1 hexanes/ethyl acetate) gave 20 as a colorless solid (80%).

6.6.2
(�)-b-Trimethylsilylalanine 23

CO2Et
H
N

O CN

CO2Et
H
N

O
Si

CO2HH2N

Si
(±)

CN

232726

Ethyl acetamidocyanoacetate 26 was added to a 1.2M suspension of sodium
ethoxide (1.03 equiv.) in dimethylsulfoxide, followed by addition of bromomethyl-
trimethylsilane (1 equiv.), and the resulting mixture was stirred overnight. After
concentration in vacuo by 50%, the mixture was diluted with four volumes of water
and extracted with ether. After concentration the product was recrystallized from
ethanol/water to give 27.
A 0.25M solution of compound 28 in 10% sodium hydroxide was heated to 100 �C

for 3 h, then cooled and acidified to pH 5 with concentrated HCl. The resulting
precipitate was recrystallized from water to give 23 (36%).
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6.6.3
L-b-Trimethylsilylalanine 23
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O

Ph

OH
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O

Ph

OH
Si

H2N
OH

O

Si
233433

A solution of lithium diisopropylamide (1.95 equiv.) in THF was added to a 0 �C
suspension of (R,R)-pseudoephedine glycine amide (1 equv.) and LiCl (6 equiv.) in
THF (total volume to give about 0.2M in 33). After 20min bromomethyltrimethyl-
silane (1.25 equivalents) was added and the resulting mixture was stirred for 1 day.
After addition of 1MHCl, the aqueous phase was extracted twice with ethyl acetate.
The aqueous phase was taken to pH 14 by addition of 50%NaOH and then extracted
withmethylene chloride. The combined extracts were dried over K2CO3, filtered, and
concentrated. Silica gel chromatography (23 : 1 : 1 methylene chloride/methanol/
triethylamine) gave 34, which was recrystallized from 1 : 1 hexanes/butyl acetate in
57% overall yield.
A 0.25M suspension of compound 34 in water was heated to reflux for 20 h.

On cooling and dilution with an additional five portions of water, washing with
methylene chloride and concentration of the aqueous phase gave a solid which was
triturated with ethanol to give an 82% yield of 23.

6.6.4
(�)-p-Trimethylsilylphenylalanine 60

H2N
OH

O

Si

Si
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Diethyl formamidomalonate was added to 0.5M sodium ethoxide (1 equiv.) in
ethanol, followed by p-trimethylsilylbenzyl bromide (1 equiv.), and the resulting
mixture was stirred at room temperature overnight. After concentration the residue
was taken up in 1 : 2 ether/water. The aqueous phase was extracted with ether, the
combined organics were dried overMgSO4, and recrystallized from aqueous ethanol
to give 59 (93%). Malonate 59 was dissolved in ethanolic sodium ethoxide. Water
was added and the resulting mixture was heated to reflux for 5min. On cooling, the
precipitateddisodiumsaltwascollectedandwashedwithethanol.Thissaltwas treated
with the following procedure 3 times: taken up in 1.5MHCl inmethanol and stirred
for20 h; themixturewasevaporated,dissolvedinmethanol, andevaporatedagain.The
resulting product was triturated with water and then washed with cold water. After
digestion with hot ethanol, amino acid 60 was recrystallized from 15% acetic acid.

6.6 Experimental Procedures j277



6.6.5
L-4-Dimethylsilaproline 100
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+

Boc

To a �70 �C solution of Sch€ollkopf�s reagent 80 in THF (0.3M in 80) was added
nBuLi in hexane (1.03 equiv.). After 15min a THF solution of bis(iodomethyl)
dimethylsilane (1.8 equiv.) was added. This mixture was stirred at �70 �C for 3 h
and then warmed to room temperature. The mixture was diluted with ether, washed
with water, dried over magnesium sulfate, concentrated, and then purified by silica
gel chromatography (99 : 1 ether/hexanes) to give 81 (57%).
A 0.3M of 81 in 3 : 1 methanol/10% HCl was stirred at room temperature for

2 h and then concentrated. The residue was taken up in methanol and reconcen-
trated 3 times, then dissolved in 2 : 3 methylene chloride/ether. After addition of
diisopropylethylamine (2.2 equiv.) and stirring for 4 h, di-tert-butyl dicarbonate
(2.1 equiv.) was added and the resulting solution was stirred overnight. The
solution was concentrated, taken up in ethyl acetate, washed with aqueous
potassium hydrogen sulfate and water, and then dried over magnesium sulfate.
Concentration and silica gel chromatography (1 : 9 ethyl acetate/hexanes) gave
100 (70%).
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7
Catalysis of Reactions by Amino Acids

Haibo Xie, Thomas Hayes, and Nicholas Gathergood

7.1
Introduction

Since themajor breakthrough in asymmetric catalysismade byWilliamKnowles and
his colleagues in 1970s, the demand for chiral compounds, usually as single
enantiomers, has sharply escalated. This was driven not only by the demands of
the pharmaceutical industry but also by other applications, including agricultural
chemicals,flavors, fragrances, andmaterials [1, 2]. Several strategies for synthesizing
such compounds to meet this increasing demand for chiral compounds, such as
transition metal catalysis [3], biocatalysis [4], and organocatalysis [5, 6], have been
developed. Interest in organocatalysis spectacularly increased in the past decade as a
result of both the novelty of the concept and,more importantly, the fact that efficiency
and selectivity of many organocatalytic reactions without the assistance of transition
metal catalysts meet the standard of established organic reactions combined with a
green chemistry concept.
Amino acids play central roles both as building blocks of proteins and as

intermediates in metabolism. An a-amino acid is a molecule that contains both
amine and carboxyl functional groups (Figure 7.1). Their particular structural
characteristics determine their key role in the formation of proteins and as bifunc-
tional asymmetric catalysts for stereoselective synthesis. The two functional groups
can act as both acid and base and can promote chemical transformations in concert,
similar to enzymatic catalysis [7].
While all of these criteria apply for amino acids, proline, a secondary amino acid

with a pyrrolidine-based structure, dominated early investigations. Its pyrrolidine
ring determines its higher pKa value, and unique nucleophilic reactivity, compared to
other primary amino acids. This facilitates the formation of iminium ions and
enamineswith carbonyl compoundsmore readily thanmost other amines, including
cyclic examples such as piperidine. The cooperating contribution offered by the
carboxylate group enhanced and expanded its applications in organocatalytic

Amino Acids, Peptides and Proteins in Organic Chemistry.
Vol.2 – Modified Amino Acids, Organocatalysis and Enzymes. Edited by Andrew B. Hughes
Copyright � 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32098-1

j283



processes (Figure 7.2) [8]. As a result, proline has been studied as an effective catalyst
and investigated for several powerful asymmetric transformations, such as the Aldol,
Mannich, and Michael reactions. In addition, to provide opportunities for a better
understanding of the origin of homochirality [9–11], amino acids as fundamental
building blocks of organisms need to be investigated for their possible asymmetric
transformation and amplification into prebiotic units such as sugars.
Although amino acids, especially (S)-proline, have shown high efficiency in

many valuable organic transformations affording corresponding products with
high regio-, diastereo-, and enantioselectivities, sometimes such transformations
suffered drawbacks. These include high catalyst loading, excess of nucleophile,
long reaction times, and low solubility of catalyst in organic reaction media. To
overcome these drawbacks and improve the catalytic performance of proline, some
modifications to the structure of (S)-proline have been reported, thus allowing the
fine-tuning of catalytic properties and improving the activities and conditions.
Illustrated examples ofmodified amino acids are included in this chapter; however,
several excellent recent reviews cover these derivatives in more detail [9–11].

C
H

COO
R

H3N

R: H or side chain

Figure 7.1 Structure of an a-amino acid.
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Ketone/Aldehyde/Metal Salts

N
COO

R

N
COOH

R

N
H O

O

M

Iminium Catalysis Enamine Catalysis Metal Catalysis

Figure 7.2 Potential catalysis intermediates of bifunctional proline-catalyzed transformations.
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7.2
Aldol Reaction

The Aldol reaction is a useful carbon–carbon bond-forming reaction, also providing
high �atom economy.� It is a typical example of electrophilic substitution at the a-
carbon in enols or enolate anions. The fundamental transformation usually catalyzed
by base or equivalent acid is dimerization of an aldehyde or ketone to form a b-
hydroxyl aldehyde or ketone by a-carbanionic addition of one reactant molecule to
the carbonyl group of a second reactant molecule [12] (Scheme 7.1).

7.2.1
Intramolecular Aldol Reaction and Mechanisms

7.2.1.1 Intramolecular Aldol Reaction
The amino acid-catalyzed asymmetric intramolecular Aldol reaction (Robinson-type
annulation) was discovered in the 1970s by Hajos and Parrish [13] and Wiechert
et al. [14], who first demonstrated the potential of enantioselective reactions for the
synthesis of natural products, even at a larger scale. The procedure involves the use of
(S)-proline as a catalyst and perchloric acid as a cocatalyst, which leads to the final
Aldol condensation, by an in situ acid-catalyzed dehydration reaction. Under these
conditions, the corresponding yields and enantioselectivity varywith the structures of
the starting materials, amount of catalyst, and the solvents used in the reaction
(Scheme 7.2).
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O
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Scheme 7.1 Traditional acidic and basic catalytic process of Aldol reaction.
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Scheme 7.2 Hajos–Parrish–Eder–Sauer–Wiechert reactions.
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Instead of using the triketone derivative as the starting reagent, acyclic diketone
derivatives and methyl vinyl ketone have been investigated [15]. These studies
showed that (S)-proline can also catalyze the entire annulation sequence providing
the Wieland–Miescher ketone more rapidly and with an overall yield (�49%) and
enantiomeric purity (76% e.e.) similar to that of the two-step reaction sequence
(Scheme 7.3). This tandem process involves an initial Michael-type addition to form
the corresponding triketone intermediate [16], which finally undergoes the asym-
metric Robinson reaction (Scheme 7.4).
According to the Baldwin rules, 6-enolendo aldolizations are very common and

favored, but 6-enolexo aldolizations are also permitted. While the usefulness of the
proline-catalyzedHajos–Parrish–Eder–Sauer–Wiechert reactionhasbeen illustrated in
a broad context, only 6-enolendo aldolizations have been described so far. By inspecting
possible transition-statemodels,List etal. [17] realized that inaddition to theestablished
6-enolendo aldolizations via transition stateA (Scheme7.5), proline should also catalyze
corresponding 6-enolexo aldolizations via the chair-like assembly B. In 2003, they first
reported the highly enantioselective (S)-proline-catalyzed enolexo aldolization of dicar-
bonyl compounds, suchasdialdehydesandketoaldehydes.Both thediastereoselectivity
and the enantioselectivity are sensitive to the aldehyde substituents.
The above methodology has been successfully applied to an efficient asymmetric

organocatalytic intramolecular 5-enolexo Aldol reaction affording cis-selectively
3-hydroxy-2,3-dihydrobenzofurans and derivatives [18]. The authors found that the
substituent on the aromatic ring or R3 had a negligible effect on enantioselectivity,

O

O

O

+

O

O

O

O

OH
O

O

O

(S)-Proline

(S)-Proline

49% yield, 76% ee in 89 h for a single-step Robinson annulation

Scheme 7.3 (S)-Proline-catalyzed Robinson annulation sequence.

R1 R2

O O

+
O

(S)-Proline
NMP

R1

O O

R2 O

O

R2O

HO
R1

+

R1 = R2 = thiophenyl                 52% yield         47% yield (67% ee)
R1 = R2 = pyridinyl                     0% yield          81% yield (80% ee)
R1 = pyridinyl, R2 = 4-MeOPh    0% yield          93% yield (50% ee)

Scheme 7.4 Organocatalytic transformation of 1,3-diketones into optically active cyclohexanones.
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and the R2 substituent had a pronounced effect due to increased hindrance.
Enantiomeric excess ranging from 64 to 87% was obtained (Scheme 7.6).

7.2.1.2 Mechanisms
Since Hajos and Parrish introduced the first intramolecular Aldol cyclization of
triketones, extensive work has been performed to understand themechanism of this
reaction. Initially, Hajos and Parrish proposed two possible mechanisms for the
intramolecular Aldol reactions based on carbinolamine and enamine intermediates
potentially formed between the proline catalyst and triketones [19]. One mechanism
is via a nucleophilic substitution route (Scheme 7.7, A), and the other is an
enaminium-catalyzed process (B). The nucleophilic substitution process involves
the attack of proline on one of the cyclic carbonyl groups to form a carbinolamine
intermediate; the subsequent C�C bond-forming step consists of the displacement
of the proline moiety by nucleophilic attack by the side-chain enol. The enaminium
path involves the attachment of proline to the acyclic carbonyl group to form
an enaminium intermediate that acts as the nucleophile in the subsequent C�C
bond formation with concomitant N�H � � �O hydrogen transfer. In the 1980s,

OHC CHO

(S)-Proline 10 mol%
CH2Cl2, rt, 12 h

95%
dr = 10:1
99% ee

OHC
OH

H

O
N O

O

H

A: Enolendo

O

H
H

N O

O

H

B: Enolexo

Scheme 7.5 Direct catalytic asymmetric enolexo aldolization catalyzed by (S)-proline.
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R1= H, 2-Methyl, 2,3-Methylenedioxo, 2,4-Dibromo

R2= Me, Et 

R3= H, Me

Scheme 7.6 Asymmetric organocatalytic synthesis of cis-
substituted dihydrobenzofuranols via intramolecular Aldol
reactions.
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Agami et al. [20–22] proposed a modification of the original enaminium-catalyzed
mechanism proposed by Hajos and Parrish based on experimental evidence from
Molines and Wakselman [23]. The modified mechanism involves the presence of a
second prolinemolecule assisting in theN�H � � �Ohydrogen transfer, thus enabling
conjugation of the nitrogen lone pair with the enamine system. A newmechanismD
was introduced by Jung [19], which involves attack of an enamine intermediate
accompanied by proton transfer from the proline carboxylic acid group to the
developing alkoxide, in which one proline molecule plays both a basic and an acidic
bifunctional role in the process. Yet, the theoretical calculation studies of Houk and
Clemente indicated that the carboxylic acid-catalyzed model (D) is lowest in energy
and therefore the mechanism of the proline-catalyzed Aldol cyclization is more
favorable [24]. For example, the energy of pathwayD is around 10 kcal/mol lower than
that of the uncatalyzed process, and is 31 kcal/mol lower than that of pathway B. In
addition, the energy of carbinolamine intermediate is around 12 kcal/mol higher
than the carboxylic acid-catalyzed transition state. Therefore, the transition structure
leading to the Aldol product via A must be even higher in energy. This illustrates the
difficulty of nucleophilic attack of an enol on a tertiary carbon as well as the lower
nucleophilicity of enols with respect to enamines. The stereoselectivities of intra-
molecular Aldol cyclizations catalyzed by both primary acids and proline have also
been investigated based on theoretical calculations by Houk et al. [24]. The results
reproduced the observed enantioselectivities during the process. The conformation
flexibility of the primary amino acids allows a good alignment for the O�H � � �O
hydrogen bonding in the transition structures in either anti or syn approaches, which
explains the lower enantioselectivity observed when primary amino acids are used as
catalysts in the cyclization. The enhanced enantioselectivity observed with primary
amino acids in the substituted case arose from the differential steric repulsion
between the substituents on the enamine nitrogen, hydrogen, and methylene, with
substituents of the Z-enamine. These transition structures are lower in energy than
their E counterparts because, in the latter, the enamine substituent is located in a
more crowded area, so the all-cis bicyclic products are predicted to be the only
diastereomers. In the (S)-proline-catalyzed reaction, the steric repulsion with the R1

substituent significantly destabilizes the Z-enamine, so the diastereomeric outcome
is expected to be opposite to that observed with primary amino acids. This desta-
bilization is responsible for the significant increase in the activation barrier for the
C�C bond-forming step compared to the unsubstituted case.

7.2.2
Intermolecular Aldol Reaction and Mechanisms

7.2.2.1 Intermolecular Aldol Reaction
Renewed interest in this reactionwas awakened by the observation that proline is able
to catalyze not only intramolecular but also intermolecular reactions with high
selectivity andhigh yield. In 2000,with the inspiration of the action of class I aldolases,
List et al. [25] were first to demonstrate that proline and its derivatives have significant
ability to mediate intermolecular asymmetric Aldol reactions between unmodified
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acetone and a variety of aldehydes withmoderate to good enantioselectivities. In these
processes (Scheme7.8), the ketones acted as a source of nucleophiles and aldehydes as
electrophiles. They found that none of the commercially available proline derivatives
showed significantly improved enantioselectivity compared to proline. Modest enan-
tiomeric excess (60–77% e.e.) has been obtained for the synthesis of aromatic aldols.
Unbranched aldehydes did not yield any significant amount of the desired cross-Aldol
product.However, the reaction of acetonewith isobutyraldehyde gaveAldol product in
97% yield and 96% e.e. Instead of using acetone, other dialkyl ketones, such as
3-pentanone, acetylcyclohexanes, and 3-methyl-2-butanone, were used as a source of
the nucleophile. However, they were not reactive toward the Aldol reaction with
p-nitrobenzaldehyde under comparative reaction conditions.
This method has been extended recently. The current progress has demonstrated

that, for the intermolecular Aldol reaction, both ketones and aldehydes can act as the
source of the nucleophile, as well as the source of the electrophile (Scheme 7.9).
Without doubt, the successful use of proline as catalyst in the intermolecular Aldol
reactionwill expand the research field of organocatalysis and lead to efficiency in new
methodology for constructing chiral compounds [11].

O
+ H

O

NO2 NO2

(S)-Proline, 30 mol%

DMSO

O OH

Scheme 7.8 Proline-catalyzed intermolecular Aldol reaction.
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B: Ketone as source of nucleophile
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Scheme 7.9 (S)-Proline-catalyzed intermolecular Aldol reactions.
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In stark contrast to proline, usually linear amino acids are considered to be poor
catalysts for the intermolecular enantioselective Aldol reaction between unmodified
ketones and aldehydes. In 2005, Cordova et al. [26] reported that acyclic amino acids
and their derivatives are able to catalyze asymmetric intermolecular Aldol reactions
with high stereoselectivity. For example, simple natural and unnatural primary
amino acid derivatives catalyzed the reaction between 2,2-dimethyl-1,3-dioxan-5-one
and an aldehyde with high yield and up to >99% e.e. (Scheme 7.10).
Intrigued by the enzyme-like enantioselectivity of the acyclic amino acid-catalyzed

asymmetricAldol reaction, the authors investigated the origins of its stereoselectivity.
Their theoretical and experimental data showed that only one amino acidmolecule is
involved in the transition state; for alanine, the carboxylic acid-catalyzed enamine
mechanism is more favorable than other mechanisms because it requires the lowest
activation energy. Furthermore, the calculations demonstrate that such amechanism
accurately predicts the correct stereochemistry of the product [27].
Although ketones are poor electrophiles and therefore are considered unsuitable

candidates for the Aldol reaction, this transformation has been achieved in certain
cases using activated nonenolizable ketones, such as 1-aryl-2,2,2,-trifluoroetha-
nones [28], and a-keto carbonyl compounds [29, 30].
a-Hydroxy phosphonic acid derivatives have been shown to be very important

enzyme inhibitors, such as human immunodeficiency virus protease and polymer-
ase inhibitors. A novel cross-Aldol reaction of a-keto phosphonates and ketones was
used to synthesize a-hydroxy phosphonates with excellent enantioselectivities [31].
In the presence of 20mol% (S)-proline as catalyst, a good enantiomeric excess of 71%
of the desired Aldol product was obtained in a yield of 85% at room temperature.
Alkyl-substituted ketophosphonates are also good substrates for this reaction and the
best results are obtained for isopropyl derivatives (Scheme 7.11).

O O

O

H

O

NO2

(S)-Alanine, 30 mol%
H2O, 10 equiv.

DMSO, rt, 3 days

+
O O

O OH

NO2

Yield 84%, >99% ee

Scheme 7.10 Acyclic amino acid-catalyzed direct asymmetric Aldol reactions.
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Scheme 7.11 Organocatalytic enantioselective synthesis of a-hydroxy phosphonates.
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For the intermolecular Aldol reaction, aldehydes can also act as a source of the
nucleophile. In 2002, MacMillan and Northrup [32] reported the first direct and
enantioselective cross-Aldol reaction of aldehydes (Scheme 7.12). The capacity of
proline to catalyze asymmetric cross-Aldol reactions between nonequivalent alde-
hydes was investigated. Syringe pump addition of propionaldehyde to a series of
aldehyde acceptors in the presence of amino acid catalyst effectively suppressed
homodimerization of the donor aldehyde while providing good yields (75–87%) of
the desired b-hydroxyaldehyde as a mixture of anti- and syn-diastereoisomers (up to
21 : 1 dr) with excellent enantioselectivity (91–99%).
The great success obtained in the cross-Aldol reaction between aldehydes has

been further expanded to other electrophilic aldehydes, such as 1,3-dithianyl-
2-carboxaldehyde [33], aqueous formaldehyde [34], and a-alkoxyacetaldehydes [35].
Especially, the use of a-alkoxyacetaldehydes allowed access to the polyol architec-
ture. (S)-Proline was also able to catalyze the auto-Aldol reaction of aldehydes to
obtain their dimers and trimeric products, directly giving polyketide derivatives
(see Section 7.2.3).
The intermolecular Aldol reaction between aldehydes has been proven to show the

potential for the synthesis of a-amino acids. The reaction of a glycine aldehyde
derivative with an excess of different aldehydes gave an anti-b-hydroxy-a-amino
aldehyde as the main product [36].
The intermolecular Aldol reaction, in which aldehydes act as nucleophiles and

ketones as electrophiles, has also been investigated [37]. (S)-Proline is able to catalyze
the reaction of different aldehydes with highly electrophilic ketones, such as
trifluoropyruvate, or diethyl ketomalonate, giving expected products with good yields
and enantioselectivities. However, poor diastereoselectivities were observed with
trifluoropyruvate (Scheme 7.13).

7.2.2.2 Mechanisms
The originally proposed mechanism of the proline-catalyzed intermolecular Aldol
reaction via an enaminemechanism was introduced by List et al. based on the class I
aldolase mechanism [25]. In the proposed mechanism, the proline functions as a

H
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O
+ H R2

O (S)-Proline 10 mol%

DMF, 4°C H R2

O OH

R1
donor acceptor

R1= Me, R2= Et, 80% yield, 4:1 anti/syn, 99% ee

R1= Me, R2= cy-C6H11, 87% yield, 14:1 anti/syn, 99% ee

R1= Me, R2= Ph, 81% yield, 3:1 anti/syn, 99% ee

R1= Me, R2= i-Pr, 82% yield, 24:1 anti/syn, > 99% ee

R1= Bu, R2= i-Pr, 80% yield, 24:1 anti/syn, 98% ee

R1= Bn, R2= i-Pr, 75% yield, 19:1 anti/syn, 91% ee

Scheme 7.12 Direct and enantioselective cross-Aldol reaction of aldehydes.
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�microaldolase� that provides both the nucleophilic amino group and an acid/base
cocatalyst in the formof carboxylate (Scheme 7.14). This cocatalystmay facilitate each
individual step (a–f ) of the mechanism. The enantioselectivity can be explained with
a metal-free version of a Zimmerman–Traxler-type transition state. The tricyclic

R1

O

H + R2EtO

O

O

(S )-Proline 50 mol%

CH2Cl2, 25°C
EtO

H
O

OR2 OH
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R1= Me, R2= CO2Et, 90% yield, 90% ee

R1= Et, R2= CO2Et, 91% yield, 85% ee

R1= i-Pr, R2= CO2Et, 88% yield, 85% ee

R1= allyl, R2= CO2Et, 94% yield, 88% ee

R1= Hx, R2= CO2Et, 91% yield, 84% ee

R1= Me, R2= CF3, 98% yield, 3:2 dr, 67/81% ee

Scheme 7.13 Aldol reaction between aldehydes as nucleophiles and ketones as electrophiles.
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Scheme 7.14 Proline-catalyzed intermolecular Aldol reaction.
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hydrogen-bonded framework provides for enantiofacial selectivity. The proposed
multistep reaction mechanism has been confirmed using density functional theory
calculations. The stereoselectivities of proline-catalyzed asymmetric intermolecular
Aldol reaction can be predicted through quantum mechanical calculation based on
this proposed mechanism [38].

7.2.3
Carbohydrate Synthesis

7.2.3.1 Carbohydrate Synthesis
Carbohydrates are an important class of natural products. They are involved in life-
essential metabolic processes, signal transduction, and immune response. They
are also the building blocks of oligo- and polysaccharides. Therefore, they are
interesting as chiral pool materials and as building blocks for the synthesis of
natural products and pharmaceuticals [10]. Although the synthesis of carbohy-
drates from simple achiral precursors is a fundamental process catalyzed by
enzymes, it is still a challenging issue with the increasing development of
glycobiology and carbohydrate-based pharmaceuticals. Most conventional synthet-
ic approaches usually have drawbacks, such as multiple steps, requiring protective
groups, and sometimes, a subsequent reduction or oxidation is necessary [39–41].
The demands and challenges of this area inspired the increased development of
reaction design and methodological advancement for selective construction of
natural and unnatural carbohydrates. Since List and Notz introduced the highly
regioselective and diastereoselective intermolecular Aldol reaction catalyzed by
amino acids, the similarity between the Aldol reaction product and carbohydrates
has initiated a new strategy to construct carbohydrate-type structures [42]. The
practical execution of this carbohydrate synthesis strategy would require the
invention of two new Aldol technologies: (a) an enantioselective Aldol union
of a-oxyaldehyde substrates (Aldol step 1) and (b) a diastereoselective Aldol
coupling between trioxy-substituted butanals and an a-oxyaldehyde enolate (Aldol
step 2) [39] (Scheme 7.15).
MacMillan et al. recently reported the two-step synthesis of carbohydrates based

on this concept [35]. They showed that O-protected glycol aldehydes could be
converted in the presence of (S)-proline into the corresponding Aldol products with
high enantiomeric excess; however, the electronic nature of the oxyaldehyde
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Aldol 1 requires -oxyaldehyde A (reagent) is reactive in aldol union
Aldol 2 also requires -oxyaldehyde B (product) is nonreactive in aldol union

Scheme 7.15 Two-step carbohydrate synthesis: iterative aldehyde aldol.
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substituent has a pronounced effect on the overall efficacy of the process. For
example, electron-rich substituted derivatives could be convertedwith good results,
whereas electron-withdrawing substituted derivatives do not participate in this
transformation. Interestingly, the reaction of protected glycoaldehydes can be
extended to a-alkyl-substituted aldehydes. The principal issue in this reaction is
that the nonequivalent aldehydes must selectively partition into two discrete
components, a nucleophilic donor and an electrophilic acceptor. More important,
the a-oxyaldehyde products of this new Aldol protocol are apparently inert to
further proline-catalyzed enolization or the enamine addition reaction, which could
be subjected to a second Aldol reaction catalyzed by Lewis acids, such asMgBr2 and
TiCl4. The stereochemical outcome of the reaction can be effectively controlled by
altering the reaction conditions. The usage of MgBr2 resulted in the formation of
glucose derivatives in diethyl ether, whereas mannose was formed in dichloro-
methane. In the presence of TiCl4, the corresponding allose derivative was
obtained [43] (Scheme 7.16).
In 2001, Enders and Grondal reported the direct synthesis of selectively protected

ketoses in one step through the diastereo- and enantioselective organocatalytic Aldol
reaction between 2,2-dimethyl-1,3-dioxan-5-one and suitable aldehyde carbonyl
components [44]. The optimal reaction conditions reported so far use (S)-proline
as the catalyst and DMF as the solvent at a temperature of 2 �C. High enantioselec-
tivities and excellent diastereoselectivities were obtained; however, the yields were
sensitive to the structure of the aldehydes used. Usually, good yields, excellent
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Scheme 7.16 Proline-catalyzed carbohydrate synthesis according
to MacMillan et al. [43]. TIPS¼ triisopropylsilyl;
TMS¼ trimethylsilyl.
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anti/syn ratios, and enantiomeric excesseswere observedwitha-branched aldehydes,
and lower yields and selectivity were observedwith linear aldehydes. Thismay be due
to the linear aldehydes undergoing self-Aldol condensation, which is in direct
competition with the cross-Aldol reaction. Interestingly, when S-configured, enan-
tiomerically pure N-Boc- and N-Cbz-protected Garner aldehydes were used, (S)-
proline proved to be the appropriate catalyst. However, (R)-proline was the catalyst of
choice for reactions of glyceraldehyde. The double acetonide protected D-piscose was
quantitatively deprotected with an acidic ion exchange resin to give the parent
D-piscose from 2,2-dimethyl-1,3-dioxan-5-one in 76% overall yield (Scheme 7.17).
This new protocol offers a viable simple alternative for the asymmetric synthesis of
the rare ketosugar in practically one step.
At the same time, Cordova et al. also realized the two-step pathway to construct

sugar-type skeletons with proline catalysis [45]. They showed that propionaldehyde
dimerized utilizing (S)-proline catalysis, and then the corresponding Aldol product
was treatedwith propionaldehyde in the presence of a catalytic amount of (R)-proline,
to yield the hexose. They disclosed the direct amino acid-catalyzed asymmetric
de novo synthesis of hexoses with excellent chemo-, diastereo-, and enantioselectivity.
The employment of a two-step direct catalytic synthetic protocol furnished either L- or
D-sugars in most cases with>99% e.e. This two-step Aldol strategy opens up a novel
route to enantiomerically pure d-lactones from simple aldehydes. For example, the
hexoses obtained can be quantitatively converted into d-lactones by oxidation with
MnO2 (Scheme 7.18).
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Scheme 7.17 Synthesis of D-piscose from Aldol products.
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Scheme 7.18 Two-step direct amino acid-catalyzed enantioselective synthesis of hexoses.
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7.2.3.2 Synthesis of Amino Sugars
Amino sugars are a class of carbohydrates in which one or more hydroxyl functions
are replacedwith amino groups. They are found as parts of glycoproteins, glycolipids,
and aminoglycosides, and many biologically active secondary metabolites contain
free, methylated, or acetylated amino groups. Amino sugars are usually prepared in
multistep synthetic sequences. Amino acids, particularly proline, have been regarded
as an effective catalyst for the direct asymmetric three-component Mannich reaction
of ketones, aldehydes, and amines to give b-amino ketones in high yields and
enantioselectivities (Scheme 7.19). Enders et al. [46] and Cordova et al. ([47] and
references therein), on the basis of their organocatalytic [C3 þ Cx] concept for the
direct synthesis of carbohydrates, reported the successful development of a diastereo-
and enantioselective Mannich variant that paves the way for selectively protected
amino sugars and their derivatives.
They found that the optimal reaction temperature is between 2 �C and ambient

temperature. Lower temperatures resulted in a decrease in both the reaction rate and
the diastereo- and enantioselectivity. Independent of the solvent employed, the
addition of 1–10 equiv. ofwater led to an increase in the stereoselectivity. Analogously,
N-Boc- or N-Cbz-protected (S)-configured enantiomerically pure Garner aldehydes
were investigated for their Mannich reactions. The authors found that when (S)-
proline was used, only traces of the desired products could be isolated, whereas the
(R)-proline-catalyzed reaction provided the Mannich products in good yields
(57–67%) and excellent stereoselectivity (>96% e.e.) [46].
The Mannich product obtained could be transformed into the corresponding b-

amino alcohol. Reduction of the keto function with L-selectride proceeded at�78 �C
with high stereocontrol (Scheme 7.20).
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Scheme 7.19 Asymmetric synthesis of selectively protected amino sugars and derivatives.
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Scheme 7.20 Reduction of b-aminoketone to b-amino alcohol with L-selectride.
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7.3
Mannich Reaction

The potential use of amino acids for the asymmetric Mannich reaction has been
realized. Amino acids have been reported to catalyze both indirect and direct variants
of theMannich reaction. TheMannich reaction is a powerful syntheticmethod for the
construction of C�C bonds for molecules containing nitrogen [5, 9, 48]. Chiral
nitrogenousmolecules are found as pharmaceutical drugs andnatural products, with
a great research effort being expended to find asymmetric organocatalyzed Mannich
reactions. The classical Mannich reaction [49], whereby an amino methyl group is
placed a to a carbonyl group, has recently been extended to generate highly
functionalized nitrogen-containing molecules. The Mannich reaction has also been
developed to provide access to b-amino carbonyls, b-amino alcohols, 1,2-amino
alcohols, 1,2-diamines and 1,4-diamines, and a-functionalized amino acids [48].

7.3.1
a-Aminomethylation

Cordova et al. have published a stereoselective version of the classic Mannich
reaction [50]. They reported a direct catalytic enantioselective a-aminomethylation
of ketones using (S)-proline as the catalyst (Scheme 7.21). The a-aminomethylated
ketones were prepared with yields up to 92% and enantioselectivities >99%.

7.3.2
Direct Mannich Reaction

List has extended the potential of the Mannich reaction by developing a direct
asymmetricMannich reaction catalyzed by (S)-proline [51]. Themajor advantage was
that no preformed activated enolates and imines or modified donors were required.
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Scheme 7.21 Direct catalytic one-pot three-componenta-aminomethylation reaction with anilines.
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Acetone was reacted with a wide range of substituted and unsubstituted aliphatic
aldehydes (Scheme 7.22). The one-pot reaction furnished the aminocarbonyl pro-
ducts in good yields and high enantioselectivity.
Initially, there were several limitations to the usage of (S)-proline for the direct

asymmetric three-component Mannich reaction: (i) a high catalyst loading is re-
quired and (ii) proline is not an effective catalyst for electron-rich aldehyde substrates.
Many research groups have optimized the Mannich reaction to remove these
limitations associated with (S)-proline.
Hayashi et al. have, however, found that under high pressure (S)-proline can

catalyze reactionswith electron-rich aldehydes and the reactionproducts are obtained
with higher yields and stereoselectivities compared to the reaction performed under
normal pressure [52]. A highly active 4-siloxyproline catalyst described by Hayashi
requires a lower catalyst loading compared to (S)-proline and extends the scope of the
Mannich reaction to include electron-rich aldehydes [53]. Good yields and high
enantioselectivities were obtained using 4-siloxyproline compared to (S)-proline
where the yields were less than 5% and enantioselectivities were not determined
(Scheme 7.23).
List et al. selected the para-methoxyphenylamine (PMP) as a protecting group,

originally used by Bravo et al. [54], because it could be easily removed under
oxidative conditions. However, the Boc-protected amine has been found to be
effective for the proline-catalyzed Mannich reaction of aldehydes with N-Boc-
imines (Scheme 7.24) [55]. The Boc group can be removed under mild conditions
compared to the PMP group, although the N-Boc-protected imine is preformed
compared to the three-component method reported by List [51].
A direct organocatalyzed asymmetric three-component Mannich reaction using

acyclic amino acids has been reported by Cordova. Initially, acyclic amino acids were
found to be effective catalysts for the Aldol reaction [26]. They extended the scope of
the Mannich reaction by screening amino acids such as (S)-valine, (S)-alanine, (S)-
serine, (S)-leucine, (S)-isoleucine, and (S)-alanine tetrazole for catalysis of the three-
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Scheme 7.22 Direct Mannich reaction with acetone as nucleophile catalyzed by (S)-proline.
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component Mannich reaction (Scheme 7.25) [56]. The amino acids generated the
Mannich products in good yields and enantioselectivities (>99%). Reactions pro-
ceeded with excellent chemoselectivity, and the primary amino acid did not act as an
amine component under their reactions conditions. Addition of 2 or 3 equiv. of water
was found to slightly improve yields. Also, addition of 1 equiv. of dicyclohexylamine
led to increased yields; however, longer reaction times resulted in decreased
enantioselectivity. The modification of alanine to the tetrazole derivative improved
yields albeit with lower enantioselectivity for the asymmetric Mannich reaction.
The Mannich reaction has been extended for the enantioselective synthesis of 1,2-

amino alcohols [57]. (S)-Proline-catalyzedMannich reaction using hydroxyacetone as

OMe

NH2

O

R

O
(S)-Proline or 1 

5 mol%

DMF, -20 oC

NH
PMP

R H

O

N
H

TBSO

1

ONH
PMP

ONH
PMP

ONH
PMP

MeO MeO

MeO

(S)-Proline  
<5% yield 

nd ee

COOH
R = Ph, 4-MeOPh, 
      3,4-MeOPh

(1)
63% yield
96% ee

(S)-Proline
<5% yield

nd ee

(1)
55% yield
90% ee

(S)-Proline
<5% yield

nd ee

(1)
48% yield
98% ee

Scheme 7.23 A trans-4-siloxyproline-catalyzed asymmetric three-component Mannich reaction.
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Scheme 7.24 Asymmetric Mannich reaction of aldehydes with N-Boc-imines.
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the ketone donor yielded syn-1,2-amino alcohols with an excellent regioselectivity,
high stereoselectivities, and good yields (Scheme 7.26). A lower yield (57%) was
obtained when aliphatic aldehydes were used compared to aromatic aldehydes (up
to 92%).
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Scheme 7.25 Direct asymmetric Mannich reaction catalyzed by acyclic amino acids.
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Scheme 7.26 Direct Mannich reaction for syn-1,2-amino alcohols.
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Barbas et al. extended the scope of the Mannich reaction for the generation of 1,2-
and 1,4-diamines [58]. The diamineswere prepared by an organocatalytic asymmetric
Mannich reaction of protected amino ketones with imines using an (S)-proline-
derived tetrazole catalyst. The regioselectivity of the reaction was controlled by
protecting the amine functionality. Azido ketones were used as donors and reacted
with various imines to yield chiral 1,2-azidoamines (Scheme 7.27), and a-phthali-
mido ketones were reacted with imines to yield chiral 1,4-diamines (Scheme 7.28).
Both 1,2-azidoamines and 1,4-diamines were furnished with excellent yields and
enantioselectivities.
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Scheme 7.27 Direct Mannich reaction for 1,2-azidoamines.
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The use of aldehydes as nucleophiles for the Mannich reaction was demonstrated
byHayashi et al. [59]. Two aldehydes were reacted together where one was used as the
Mannich donor and the other was a Mannich acceptor to furnish b-aminoaldehydes
(Scheme 7.29). The reaction was performed using NMP as solvent, at �20 �C, to
suppress cross-Aldol and homo-Mannich adducts, affording high yields and stereo-
selectivities. The b-aminoaldehydes were reduced with NaBH4 as the aldehyde
products easily racemize, to give b-amino alcohols with high yields.

7.3.3
Indirect Mannich Reaction Using Ketone Donors

a-Functionalized amino acids have been prepared using the asymmetric Mannich
reaction. Enormous interest has been focused on the generation of a-functionalized
amino acids due to their use in drugs and peptidomimetics. Barbas et al. have
developed a highly enantioselective route via the Mannich reaction for the synthesis
ofa-functionalized amino acids [60]. Variousunmodified ketone donorswere reacted
with ana-iminoglyoxylate acceptormolecule in a stereoselectivemanner catalyzed by
(S)-proline (Scheme 7.30). The Mannich adducts were furnished in good yields,
diastereoselectivities, and excellent enantioselectivities. Removal of the PMP pro-
tecting group under oxidative conditions followed by ester hydrolysis can yield a-
functionalized amino acids.

7.3.4
anti-Mannich Reactions

The Mannich reactions using (S)-proline as catalyst are predominantly syn-selective.
anti-Selective Mannich reactions catalyzed by amino acids present a significant
challenge. Barbas and Cordova first reported an asymmetric organocatalytic anti-
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Scheme 7.29 Direct three-component Mannich reaction using aldehydes as nucleophiles.
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selective Mannich reaction using (S)-2-methoxymethylpyrrolidine (SMP) as cata-
lyst [61]. They reacted various a-substituted aliphatic aldehydes with N-PMP-pro-
tected a-imino ethyl glyoxylate in DMSO using SMP as organocatalyst at room
temperature (Scheme 7.31).
The anti-Mannich adducts were obtained with moderate yields, good diastereos-

electivities, and good enantioselectivities. SMP gave functionalized amino acid
derivatives with anti stereochemistry.
(S)-Tryptophan- and L-threonine-derived catalysts have been found to be effective

for the anti-selective Mannich reaction [62]. Hydroxyacetone was reacted with a
variety of imines inDMFfor (S)-tryptophan andN-methylpyrrolidone (NMP) for L-O-
(tert-butyl) threonine at 4 �C (Scheme 7.32). Reaction times using (S)-tryptophan
were faster (16–20 h) than those using L-O-(tert-butyl) threonine (48 h). anti-Amino
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O HN
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DMSO, rt, 2-24 hR2R1 R1 R2

R1= H, R2= H, 82%, 95% ee

R1= H, R2= Me, 72%, >19:1 dr, >99% ee

R1= H, R2= OH, 62%, >19:1 dr, 99% ee

R1,R2= -(CH2)3-, 81%, >19:1 dr, >99% ee

Scheme 7.30 (S)-Proline-catalyzed Mannich reaction of ketone
donors with N-PMP-protected a-imino ethyl glyoxylate.
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Scheme 7.31 SMP-catalyzed Mannich reaction of unmodified
aldehydes with N-PMP-protected a-imino ethyl glyoxylate.
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Scheme 7.32 anti-Selective Mannich reaction catalyzed by acyclic amino acids.

alcohols were prepared in good yields with excellent diastereoselectivities and
enantioselectivities.
Lu et al. reported the first direct three-component anti-selective Mannich reaction

to be catalyzed by a modified primary amino acid in water [63]. Threonine-derived
organocatalystswere found to be themost effective. Benzyl-protected hydroxyacetone
as the donor molecule was reacted with various aliphatic and aromatic aldehydes
using O-(tert-butyldiphenylsilyl) threonine as an organocatalyst in water
(Scheme 7.33). Mannich products were furnished in good yields, diastereoselec-
tivities, and enantioselectivities. Higher yields and diastereoselectivities were ob-
tained using aromatic aldehydes compared to aliphatic aldehydes. Ionic liquids have
also been considered as an alternative to traditional organic solvents as amedium for
the Mannich reaction. Barbas and his group have found that imidazolium ionic
liquids facilitate the proline-catalyzed asymmetric Mannich reaction of N-PMP-
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protected a-imino ethyl glyoxylate with aldehydes and ketones to furnish the amino
acids with good yields and enantioselectivities [64].

7.4
a-Amination Reaction

The development of a direct asymmetric organocatalytic a-amination reaction for
aldehydes was independently reported by List [65] and Jørgensen [66]. Interest in this
reaction stems from the versatile products that can be produced, such as amino
alcohols, a-amino acids, and 4-substituted oxazolidinone compounds.
List reported a direct catalytic asymmetric a-amination of aldehydes using (S)-

proline as catalyst and a dialkylazodicarboxylate as the nitrogen electrophile with a
slight excess of aldehyde in acetonitrile (Scheme 7.34) [65]. The resulting a-hydrazino
aldehydes were reduced with NaBH4 in situ as the product is prone to racemization.
List isolated the amination products as their corresponding configurationally stable
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Scheme 7.33 anti-Selective Mannich reaction catalyzed by protected L-threonine in water.
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Scheme 7.34 Direct catalytic asymmetric a-amination of aldehydes using (S)-proline by List [65].
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crystalline 2-hydrazinoalcoholswithhigh yields andexcellent enantioselectivities. The
2-hydrazino alcohols were transformed into 4-substituted oxazolidinone compounds
by hydrogenation over Raney nickel and subsequent condensation with phosgene.
Jørgensen et al. also obtained a-aminated products of aldehydes in good yields

and with excellent enantioselectivities (Scheme 7.35). Reduction and subsequent
cyclization of the a-amino aldehyde products directly gave the N-amino-
oxazolidinones [66].
Jørgensen et al. extended the a-amination reaction to ketone substrates

(Scheme 7.36) [67]. They found the reaction to be highly regioselective with amina-
tion occurring at the most substituted carbon. The a-hydrazino ketones were
obtained in good yields and excellent enantioselectivities.
Brase et al. have reported thea-amination ofa,a-disubstituted aldehydes using (S)-

proline that allows for the formation ofa,a-disubstituted amino aldehydes, acids, and
alcohols [68]. Various a,a-disubstituted aldehydes were reacted with diethyl azodi-
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Scheme 7.35 Direct catalytic asymmetric a-amination of
aldehydes using (S)-proline by Jørgensen et al. [66].
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Scheme 7.36 Direct catalytic asymmetric a-amination of ketones using (S)-proline.
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carboxylate (DEAD) using 50mol% (S)-proline in dichloromethane at room temper-
ature (Scheme 7.37). Thea-disubstituted amino aldehydeswere obtained inmoderate
yields and with good enantioselectivities. However, long reaction times were required
and low enantioselectivities were obtained for dialkyl-substituted aldehydes.
Ionic liquidsasanalternative reactionmediahavebeenreportedfor thea-amination

ofaldehydesandketonesusing (S)-proline(Scheme7.38).Theionic liquid [bmim][BF4]
gave the highest yield (85%) and enantioselectivity (84% e.e.). For the a-amination of
ketones, the authors obtained both mono- and bis-aminated products [69].

7.5
Michael Reaction

The Michael reaction is a key C�C bond-forming reaction that involves various
Michael donor and acceptor molecules. Recent interest in the direct asymmetric
organocatalyzedMichael reaction is due to the diverse array of products that can be
obtained, such as g-nitrocarbonyl compounds, functionalized pyrrolidines, and

H
R1

O

R2

N
N

EtO2C

CO2Et
H

N
CO2Et

HN

R1 R2

CO2Et
O(S)-Proline 50 mol%

CH2Cl2, rt
2-9 days

R1= Me, R2= Et, 52% yield, 28% ee

R1= Me, R2= Ph, 62% yield, 80% ee

R1= Me, R2= 2-Naph, 54% yield, 86% ee

Scheme 7.37 Direct catalytic asymmetric a-amination of a,a-
disubstituted aldehydes using (S)-proline.
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1,4-Michael adducts [6, 70]. There are many modes of activation for the catalyzed
Michael reaction, including catalysis via iminium ion-based activation of the
Michael acceptor and enamine-based activation of Michael donor molecules. The
potential usage of natural amino acids as organocatalysts for the Michael reaction
has been investigated using a wide range of Michael donors and acceptors. It has
been found that (S)-proline is not a highly efficient enantioselective catalyst for the
Michael reaction as products are obtained with low enantioselectivities [71].
However, various chiral amine derivatives of (S)-proline have been employed for
the Michael reaction to induce higher enantioselectivities.

7.5.1
Mechanism for Iminium Ion-Catalyzed Michael Reaction

In the iminium ion-catalyzed Michael reaction, the Michael acceptor is activated by
reversible condensation into a chiral iminium ion. The reversible condensation of an
unsaturated carbonyl compound with a chiral secondary amine gives a chiral
unsaturated iminium ion. A face-selective reaction with the nucleophile gives an
enamine intermediate, which can then be hydrolyzed to a chiral carbonyl compound
and regenerates the chiral secondary amine (Scheme 7.39).
The substrates reported by various groups for an iminium-basedMichael reaction

involve a,b-unsaturated carbonyl compounds as Michael acceptors and Michael
donors such as nitroalkanes and malonates that can form stabilized carbanions.

7.5.1.1 Iminium Ion-Catalyzed Intermolecular Michael Reactions
A diphenylprolinol silyl ether catalyst has been reported to be effective for addition
of nitroalkanes to a,b-unsaturated aldehydes via chiral iminium ion catalysis
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Scheme 7.39 Mechanism for iminium-catalyzed Michael reaction.
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(Scheme 7.40). Addition to a,b-unsaturated aldehydes is more challenging because
of the competitive 1,2-addition reaction [72]. The diphenylprolinol silyl ether
generates Michael products using methanol as solvent in moderate yields and
enantioselectivities greater than 90%. Aromatic a,b-unsaturated aldehydes gener-
ated products with higher yields compared to aliphatic analogs. Similar enantios-
electivities were obtained using aliphatic and aromatic a,b-unsaturated aldehydes.
However, longer reaction times were required for aliphatic a,b-unsaturated alde-
hydes (42–120 h) compared to aromatic a,b-unsaturated aldehydes (16–48 h).
The conjugate addition of nitroalkanes with cyclic enones catalyzed by (S)-proline,

using trans-2,5-dimethylpiperazine, as an additive has been reported
(Scheme 7.41) [73]. The effect of the additive is to increase the enantioselectivity

H R

O

CH3NO2 H
NO2

O R
PhCO2H 20 mol%

MeOH, rt

N
H

H
NO2

O

H
NO2

O

H
NO2

O
O

90% yield
16 h

95% ee

82% yield
24 h

93% ee

53% yield
42 h

90% ee

OTMS

R = Ph, furyl, Bu

10 mol%

Scheme 7.40 Direct organocatalyzed intermolecular Michael
reaction between nitroalkanes and a,b-unsaturated aldehydes.
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Scheme 7.42 Direct organocatalyzed intermolecular Michael
reaction of acyclic enones with nitroalkanes using oven-dried
glassware.

of the reaction as (S)-proline gave moderate selectivities. The reaction generated
higher yields for six-membered rings compared to five- and seven-membered rings,
with higher enantioselectivities for six- and seven-membered rings compared to
five-membered rings. The effect of nitrocyclopentane and nitrocycloheptane as
nucleophiles was also reported, but yields and enantioselectivities remained similar
to nitrocyclohexane apart from the addition of nitrocycloheptane to cycloheptanone
where lower yields were observed compared to other nitroalkanes.
Ley et al. have reported a proline tetrazole catalyst that facilitates the addition

of nitroalkanes to acyclic enones (Scheme 7.42) [74]. 4-Phenyl-3-buten-2-one
was reacted with various nitroalkanes. The yields and enantioselectivities for this
particular reaction were moderate. The reaction was performed under different
conditions using oven-dried glassware (conditions used for Scheme 7.42) and
nonoven-dried glassware. Significantly lower yields were obtained using nonoven-
dried glassware, but enantioselectivities increased slightly compared to oven-dried
glassware conditions.
Ley et al. have also used proline tetrazole to catalyze the addition of malonates to

enones (Scheme 7.43) [75]. Addition of malonates to enones proceeds via the
iminium ion mechanism. Ley investigated the scope of the addition of malonates
to enones. Under optimized conditions, dimethyl malonate was added to a series of
enones such as 4-phenyl-3-buten-2-ones, with high yields and enantioselectivities.
When an electron-withdrawingCF3 group is present at the paraposition of the phenyl
ring, higher yields and enantioselectivities are obtained compared to the electron-
donating hydroxy substituent. Thiophene- and furan-substituted enones also lead to
adducts with high yields.
Jørgensen et al. reported the first organocatalytic enantioselective conjugate

addition of malonates to aromatic a,b-unsaturated aldehydes (Scheme 7.44) [76].
The Michael adducts were obtained with good yields and good to high
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enantio-selectivities. Reaction scope was investigated and only protic solvents such
as ethanol were found to be suitable for this reaction. Jørgensen et al. reacted benzyl
and methyl malonates with various aromatic a,b-unsaturated aldehydes using
ethanol as solvent and obtained adducts in high yields.
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7.5.2
Mechanism for the Enamine-Catalyzed Michael Reaction

In the enamine-catalyzed Michael reaction, the Michael donor becomes activated
by a reversible condensation of a carbonyl compoundwith a chiral secondary amine
that generates a chiral enamine intermediate (Scheme 7.45). The generated chiral
enamine intermediate can react with an electrophile to generate an iminium ion
intermediate that becomes hydrolyzed to liberate the Michael adduct and regen-
erate the chiral secondary amine.

7.5.2.1 Enamine-Catalyzed Intramolecular Michael Reactions
A cysteine-derived organocatalyst for an intramolecular Michael reaction has been
designed byHayashi et al. [77]. The cysteine-derived organocatalyst was applied to the
reaction of formyl enones for the synthesis of chiral disubstituted cyclopentane
derivatives (Scheme 7.46). Both aromatic and aliphatic enones are suitable substrates
for this reaction, furnishing products in good yields and with high enantioselec-
tivities. Substituents a to the aldehyde lead to an increase in diastereoselectivity but
with a slight loss in yield.

7.5.2.2 Enamine-Catalyzed Intermolecular Michael Reactions
Various Michael acceptor molecules have been investigated for the intermolecular
Michael reaction, such as b-nitrostyrene, a,b-unsaturated carbonyl compounds, and
vinyl sulfones. The nucleophilic enamines generated from aldehydes and ketones
attack Michael acceptors in a stereoselective manner depending on the chiral
organocatalyst, generatingMichael adducts with high enantioselectivities and yields.
List et al. screened (S)-proline for the reaction of various unmodified ketones and

b-nitrostyrene (Scheme 7.47) [78]. The yields obtained were good, but the reaction
gave products with very low enantioselectivities.
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Enders andSeki found thatMichael products can be furnishedwith higher enantios-
electivities by using (S)-proline in methanol (Scheme 7.48) [79]. g-Nitroketones were
afforded with good to excellent yields. Enantioselectivities were found to be higher for
themore substituted ketone donors, and excellent diastereoselectivities were obtained.
Furthermore, alternative reaction media such as ionic liquids have been

reported for the intermolecular Michael reaction. Ionic liquids have been found
to improve the enantioselectivity for the asymmetric Michael addition of ketones
to b-nitrostyrene [80].
Due to the low enantioselectivities of (S)-proline-catalyzed intermolecularMichael

additions, alternative chiral amines have been explored for their potential as
organocatalysts for the intermolecular Michael addition reaction.
(S)-(þ )-1-(2-Pyrrolidinylmethyl)pyrrolidine was found to be efficient for the direct

asymmetric Michael reaction of a,a-disubstituted aldehydes with b-nitrostyrene for
the synthesis of quaternary carbon-containing products (Scheme 7.49) [81]. Products
were obtained with high yields and good enantioselectivities albeit with poor
diastereoselectivities.
Alexakis et al. reported the first asymmetric organocatalyzed Michael addition of

a-hydroxyketones to nitroolefins using a chiral diamine, (S,S)-N-isopropyl-2,20-
bipyrrolidine (iPBP) (Scheme 7.50) [82]. The reaction scope was investigated
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Scheme 7.48 Proline-catalyzed intermolecular Michael reaction
between unmodified ketones and b-nitrostyrene in methanol.
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and it was found that polar aprotic solvents such as chloroform were preferable.
a-Hydroxyacetone was reacted with different arylnitroolefins. Extended reaction
times were needed to generate products with high yields and enantioselectivities.
Higher yields and stereoselectivities were obtained when an electron-withdrawing
group was present on the aryl moiety.
Barbas et al. have reported a direct organocatalytic Michael reaction of ketones and

aldehydes with b-nitrostyrene in brine using a hydrophobic organocatalyst
(Scheme 7.51) [83]. In previous studies, Barbas used a hydrophobic organocatalyst
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for the direct Aldol reaction inwater [84]. For theMichael reaction, this organocatalyst
is employed with TFA in brine using various ketones and aldehydes as Michael
donors for b-nitrostyrene. In general, an excess of ketone donor (10–20 equiv.) is
employed in the Michael reaction using organic solvents. However, when perform-
ing the reaction in brine, a lower amount of ketone donor (2 equiv.) is tolerated
(Scheme 7.51). Michael adducts were generated in high yields, but enantioselec-
tivities varied for different donors. Cyclic ketones such as cyclohexanone (89% e.e.)
and cyclopentanone (80%e.e.) produced adductswith thehighest enantioselectivities
while acetone (32% e.e.) and butanal (38% e.e.) yielded products with low
enantioselectivities.
List reported aMichael reaction between acetone and cyclohexenone or aromatic

alkylidene malonates as acceptors in the presence of (S)-proline (35mol%) in
DMSO (Scheme 7.52) [8]. Higher yields were observed using aromatic alkylidene
malonates (90%) compared to cyclohexenone; however, enantioselectivities were
poor.
An (S)-pyrrolidine sulfonamide has been reported by Wang et al. for the inter-

molecular Michael addition reaction of cyclic ketones with chalcones
(Scheme 7.53) [85]. Michael adducts were formed in high yields, enantioselectivities,
and diastereoselectivities. In general, six-membered rings efficiently generated
Michael adducts (73–89%) with high enantioselectivities and diastereoselectivities.
Cyclopentanone reacted at a faster rate with high yields, although diastereoselectivity
was reduced.
Jørgensen and his group have reported the Michael addition of aldehydes

to methyl vinyl ketone using the organocatalyst bis-trifluoromethylprolinol
(Scheme 7.54). Michael adducts were furnished in good yields and with high
enantioselectivities [86].
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Scheme 7.52 (S)-Proline-catalyzed Michael addition of acetone
with cyclohexenone and aromatic alkylidene malonates.
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Scheme 7.53 Direct organocatalyzed Michael addition of cyclic ketones with chalcones.
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7.6
Morita–Baylis–Hillman Reaction and Its Aza-Counterpart

7.6.1
Morita–Baylis–Hillman Reactions

The Morita–Baylis–Hillman (MBH) reaction involves the addition of electrophilic
alkenes to carbonyl electrophiles using nucleophiles such as tertiary amines or
tertiary phosphines as an organic catalyst [87]. Enantiomerically enriched b-hydroxy-
a-methylene carbonyl compounds are useful building blocks for natural product
synthesis [88]. The use of amino acids to promote the MBH reaction has been
investigated. However, amino acids cannot catalyze the MBH reaction on their own.
Amino acids such as (S)-proline have been employed as cocatalysts for MBH
reactions, where a nucleophile such as imidazole or DABCO is used. A chiral
diamine (S)-1-methyl-2-(pyrrolidinylmethyl)pyrrolidine has been found to be effec-
tive forMBHreactions using various aldehydes andmethyl vinyl ketone as substrates
(Scheme 7.55) [89]. Ethanol was the optimal solvent, and the MBH adducts are
formed with moderate yields and enantioselectivities. Methyl vinyl ketone was used
in excess and reaction times ranged from 2 to 6 days.
The application of (S)-proline as a cocatalyst with imidazole as a nucleophilic source

was reported by Shi et al. [90] to produce MBH adducts in high yields. Miller et al.
extended the idea of a dual catalyst system by developing peptides that act as
nucleophiles with the aid of (S)-proline to yield MBH products in good yields and
higher enantioselectivities (Scheme 7.56) [91]. Methyl vinyl ketone and various
aldehydeswere used as amodel systemwhendesigning their peptides.Heptapeptides
and octapeptides were found to increase the enantioselectivity of the reaction. The

R H

O O

R

OOH

OOH OOH OOH OOH

30 mol%

EtOH, 0 ºC

N
N

O2N

NO2

Br

70% yield
2 days
65% ee

40% yield
4 days
68% ee

70% yield 
6 days (at 23 °C)

49% ee

67% yield 
4 days
69% ee

R = Ph, 4-NO2Ph, 2-NO2Ph, 4-BrPh

Scheme 7.55 Direct organocatalyzed Morita–Baylis–Hillman
reaction between unmodified aldehydes and methyl vinyl ketone.
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MBH products were obtained with good yields and enantioselectivities. Aliphatic,
nonactivated aromatic, and branched aliphatic aldehydes were also screened as
substrates for the MBH reaction with methyl vinyl ketone, but no reaction occurred.
Cordova et al. have extended the MBH reaction to electrophilic b-nitrostyrene

acceptors for the generation of MBH adducts (Scheme 7.57) [92]. They used a
cocatalyst system containing 1,4-diazabicyclo[2.2.2]octane (DABCO) as nucleophile
and (S)-proline to catalyze the reaction of different nitrostyrenes with various a,b-
unsaturated aldehydes. The MBH adducts were prepared with moderate yields,
excellent E-selectivity, but poor enantioselectivity.

7.6.2
Aza-Morita–Baylis–Hillman Reactions

b-Amino carbonyl compounds bearing a a-alkylidene group can be made using the
aza-Morita–Baylis–Hillman (aza-MBH). A catalyst system using (S)-proline and
imidazole has been reported by Barbas et al. to be effective for the formation of aza-
MBH adducts using various b-substituted a,b-unsaturated aldehydes and a-imino
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OH O OH O OH O OH O

NO2 O2N
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81% yield
78% ee

81% yield
69% ee

92% yield
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63% ee

(S)-Proline 10 mol%
      Peptide 10 mol%

CHCl3, rt

R = 2-NO2Ph, 4-NO2Ph, 2-NO2Napth, furyl

Scheme 7.56 Direct organocatalyzed Morita–Baylis–Hillman
reaction between unmodified aldehydes and methyl vinyl ketone.
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Scheme 7.57 (S)-Proline-catalyzed Morita–Baylis–Hillman
reaction between nitrostyrene and unsaturated aldehydes.
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esters protectedwith aPMPgroup as substrates (Scheme7.58) [93]. Aza-MBHadducts
were isolated with moderate yields and excellent enantioselectivities. Nonenolizable
aldehydes did not furnish the aza-MBH adducts.
Cordova et al. have reported the use of Boc-imines as acceptors for the aza-MBH

reaction using (S)-proline and DABCO as cocatalyst system (Scheme 7.59) [94]. They
reacted aryl N-Boc-imines with unmodified a,b-unsaturated aldehydes. Aza-MBH
adducts were prepared with moderate yields and excellent enantioselectivities.

7.7
Miscellaneous Amino Acid-Catalyzed Reactions

In addition to Aldol, Mannich,Michael, andMorita–Baylis–Hillman reactions, amino
acids have also been proved to be versatile catalysts or cocatalysts for other important
chemical transformations such as Diels–Alder, Knoevenagel, and oxidation reactions.
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Scheme 7.58 A catalyzed aza-Morita–Baylis–Hillman reaction
using b-substituted a,b-unsaturated aldehydes and a-imino
esters protected with PMP group.
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7.7.1
Diels–Alder Reaction

Early research on theDiels–Alder reaction catalyzed by amino acids byAsato et al. [95]
reported that, in the presence of (S)-proline in ethanol, cyclic optically active products
can be obtained through the dimerization of a,b-unsaturated aldehydes. The formed
enamine and/or iminium ion between proline and the aldehyde may undergo a
Diels–Alder reaction to give the corresponding products. Recently, Cordova et al.
reported the first one-pot three-component direct catalytic enantioselective aza-
Diels–Alder reaction catalyzed by (S)-proline with excellent chemo-, regio-, and
stereoselectivity (Scheme 7.60) [96]. For example, the amino acid-catalyzed trans-
formation of formaldehyde, a,b-unsaturated cyclic ketones, and aromatic amines
furnished the desired azabicyclic ketoneswith up to>99%e.e. and satisfactory yields
in most cases. On the basis of the absolute stereochemistry of the aza-Diels–Alder
adducts, the authors proposed a tandemone-pot three-componentMannich/Michael
reaction pathway, which first involved the formation of chiral enamine between the
catalyst and a,b-unsaturated ketone (Scheme 7.61). Next, the in situ generated imine
attacks the si-face of the chiral diene via transition state I, and an activated iminium
salt is formed. The secondary amine of the chiral iminium salt performs a subse-
quent selective 6-endo-trig cyclization to furnish the corresponding chiral azabicycle.
Finally, the amino acid derivative is released and the desired aza-Diels–Alder adducts
are obtained by hydrolysis.
In 2006, Aznar et al. reported a proline-catalyzed imino-Diels–Alder reaction to

construct 4-piperidine ring systems (Scheme 7.62) [97]. They found that the reaction
has broad scope and the meso-2,6-diaryl-4-piperidones were obtained with excellent
diastereoselectivities and good yields independent of the aryl substituents. This
(S)-proline-catalyzed cycloaddition methodology has the advantage that neither the
use of a metal catalyst nor the restriction of having to isolate the diene intermediate
prior to the cycloaddition is required, and the reaction can easily be run on a
multigram scale. Formation of an iminium zwitterion is postulated during the
proposed reaction pathway (Scheme 7.62).

7.7.2
Knoevenagel Condensation

Knoevenagel condensation of carbonyl compounds on molecules containing an
active methylene group is one of the most important methods for the preparation of

O

+
H H

O

+

NH2

OMe
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N
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30% yield
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Scheme 7.60 One-pot three-component asymmetric aza-Diels–Alder reaction.
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substituted alkenes. Cardillo et al. reported a straightforward method for the
synthesis of alkylinene/arylinene malonates and arylidene cyanoacetates, utilizing
proline as an alternative to traditional catalysts (Scheme 7.63) [98].
The generated a,b-unsaturated ester can act as one of the three components in a

Knoevenagel/Diels–Alder sequence. This domino reaction affords highly substituted
spiro[5,5]undecane-1,5,9-triones with high enantio- and diastereoselectivity
(Scheme 7.64) [99].

7.7.3
Reduction and Oxidation

Several reduction reactions involving proline have been developed, such as hydro-
genation ofa,b-unsaturated ketones and ketones [100, 101] and reduction of racemic
epoxides [102–104] to give enantioenriched alcohols. A suitable metal cocatalyst and
reducing reagents are usually involved, and proline plays a role as the source of
asymmetric induction.

MeO

NH2 + H H

O

Catalyst

N CO2H
N

PMP
N CO2H

NPMP

N

CO2H
N

PMP
H2O

N

O

PMP

N
H

CO2H

O

N
O

O

HN
PMP

I

H H

Scheme 7.61 The plausible reaction pathway and transition-state
one-pot three-component asymmetric aza-Diels–Alder reaction.
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Oxidation reactions assisted by amino acids have also been investigated. Levina
and Muzart reported the synthesis of optically active allylic esters with enantiomeric
excesses up to 54% by acyloxylation of the alkenes with t-BuOOC(O)Ph in the
presence of catalytic amounts of copper compounds and chiral amino acids [105].
Asymmetric oxidations with singlet molecular oxygen have previously been consid-
ered to be in the domains of enzymes and chiral transitionmetal complexes. In 2004,
Cordova et al. reported a direct amino acid-catalyzed asymmetric a-oxidation of
aldehydes and ketones with molecular oxygen affording a-hydroxy aldehydes and
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terminal diols [106] and a-hydroxy ketones [107]. They suggest that this may warrant
investigation for a prebiotic entry for the creation ofa-hydroxy aldehydes. The catalyst
screening study revealed that amethyl group at thea-position of proline significantly
increased the stereoselectivity of the terminal diol synthesis (Scheme 7.65) [106].
Furthermore, they found that the reactions with molecular 3O2 did not provide the
diols. Thus, molecular 1O2 was the fastest reacting electrophile and not 3O2.
Moreover, no diol product was formed without addition of the amino acid catalyst.
They proposed that a plausible reaction proceeded via a catalytic enamine mecha-
nism. Hence, the (2R)-a-hydrogen peroxide aldehyde intermediate was formed via
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Scheme 7.64 Proline-catalyzed asymmetric three-component
domino Knoevenagel/Diels–Alder reaction.
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molecular 1O2 proton abstraction of the (S)-amino acid carboxyl group, which
induced the stereochemical information, together with addition to the si-face of the
amino acid-derived enamine (Scheme 7.65).
Cordova et al. [108] reported the direct organocatalytic a-oxidation of ketones

yielding a-hydroxylated ketones with up to 77% e.e., using a range of oxidants, and
then reduction to chiral diols (Scheme 7.66).

7.7.4
Rosenmund–von Braun Reaction

Aryl nitriles are important intermediates for the preparation of dyes, pesticides,
agrochemicals, and bioactive compounds. Ding et al. reported that (S)-proline is an
effective additive to promote the Rosenmund–von Braun cyanation of aryl bromides
and aryl iodides with CuCN at relatively lower temperatures. The results show the
modified process exhibits excellent functional group compatibility with over 80%
yields inmost cases (Scheme 7.67) [109].N-Methylglycine,N,N-dimethylglycine, and
(S)-tryptophan were also screened as additives; however, no effect on the Rosen-
mund–von Braun reaction was observed.

7.7.5
Activation of Epoxides

Chemicalfixation of carbon dioxide into valuable products through coupling reaction
of carbon dioxide with epoxides has received great interest from synthetic and
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Scheme 7.66 Direct organocatalytic a-oxidation of ketones.

X CN

1.0 equiv. (S)-Proline
2.0 equiv. CuCN
DMF, 120 ºC, 45 h

R = H, 4-MeO, NO2, 4-HO, 3-H2N

X = Br or I

Yields 56-98%

R R

Scheme 7.67 (S)-Proline-promoted CuCN-catalyzed cyanation of aryl bromides and iodides.
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sustainable chemistry research groups. Many catalyst systems for this transforma-
tion have been developed and are based on a bifunctional concept. Taking into
account the special bifunctional structure of amino acids, Jiang et al. reported that
naturally occurring a-amino acids were a class of efficient catalysts for coupling
carbon dioxide with epoxides to give the corresponding cyclic carbonates with high
selectivity [110]. They proposed that the cooperation of the ammonium group of one
amino acid and the carboxylate ion of another played a key activation factor for this
transformation. The simple catalytic system, low catalyst loading, and the natural
properties of the catalyst offer significant �greenness� for this process (Scheme 7.68).

7.7.6
a-Fluorination of Aldehydes and Ketones

There has been a growing interest in the selective introduction of one or more
fluorine atoms to organic molecules due to the unique properties of fluorinated
compounds. Enders andHuttl first reported the organocatalytic directa-fluorination
of aldehydes and ketones employing Selectfluor as the fluorine source
(Scheme 7.69) [111]. Although corresponding a-fluoroaldehydes and a-fluoroke-
tones can be prepared in moderate to good yields (47–78%), low asymmetric
inductions (36% e.e.) have been observed.
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7.7.7
SN2 Alkylation

a-Alkylation of carbonyl compounds consists of fundamental carbon–carbon s-
bond-forming reactions in organic synthesis. In 2004, List and Vignola reported the
catalytic asymmetric intramoleculara-alkylation of aldehydes catalyzed by (S)-proline
and (S)-a-methylproline derivative [112]. Higher reaction rates and higher enantios-
electivities were observed with (S)-a-methylproline (Scheme 7.70). To explore the
scope of this reaction, various leaving groups (such as -I, -Br, and -OTs) were
investigated, with halides affording increased enantioselectivities and yields.

7.8
Sustainability of Amino Acid Catalysis

7.8.1
Toxicity and Ecotoxicity of Amino Acid Catalysis

Organocatalysis has been the subject of considerable interest as a synthetic method-
ology alongside metal-catalyzed chemical synthesis. In many publications, one of the
prominent advantages of organocatalysts over several metal-catalyzed processes is
their low toxicity and absence of heavy metal ions contaminating final products or
accumulating in the environment. However, there has not been a detailed study of
structure–toxicity relationshipof organocatalysts. Fornaturally occurring (S)-proline, a
low toxicity and environmental impact would be expected; however, the development
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Scheme 7.70 a-Alkylation of carbonyl compounds.
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of closely related amino acid derivatives raises questions over the toxicity of novel
compounds (Scheme 7.71) [6]. The potential toxicity of organocatalysts to humans
and other organisms is significant, while ecotoxicity has the potential to limit
biodegradation. There is need to investigate the structure–toxicity relationship of
organocatalysts. This will assist the design of sustainable, efficient catalysts for
synthesis and the pharmaceutical industry. In medicinal chemistry, the field of
peptidomimetics investigates the effects modified amino acids and peptides have
on biological activity. Lessons learnt there may help to avoid designing novel toxic
amino acid organocatalysts.

7.8.2
Amino Acid Catalysis and Green Chemistry

Green chemistry aims to develop and design chemical products and processes that
reduce or eliminate the use and generation of hazardous substances [113, 114]. The
catalysis of reactions by amino acids provides advantages including their lack
of sensitivity to moisture and oxygen, their ready availability, low cost, catalyzing
atom economic transformations, which confers considerable direct benefit on the
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production of pharmaceutical intermediates compared to many (transition) metal
catalysts. Initially, to achieve satisfactory yields and stereoselectivities, polar sol-
vents with high dielectric constants, such as DMSO and DMF, were often used as
solvents for reactions catalyzed by amino acids. Recently, increased attention on the
sustainability of chemical industry has motivated the use of environment-friendly
reaction media, such as ionic liquids [115–123], water [124, 125], and polyethyle-
neglycol [126–128] for amino acid-catalyzed reactions. To facilitate their recycling
and reuse, immobilized amino acid-catalyzed chemical transformations have been
investigated ([129, 130] and references therein), although the heterogeneous
immobilization catalysis still encountered problems, with lower catalytic activities
and enantioselectivity. However, recent amino acid/ionic liquid homogeneous
immobilization technology has made great progress in those transformations and
paved the way for a more sustainable process of amino acid catalysis [131–134].

7.9
Conclusions and Expectations

Enantioselective organocatalysis, as a new asymmetric catalytic methodology, has
had a major impact on organic synthesis over the past 10 years and has bridged the
fields of stereochemistry and pharmaceutically active molecules. The development
in organocatalysis initiated new methodologies for synthetic chemistry and has
provided new strategies to construct bioactive molecules. Amino acids, as versatile
catalysts, have been one of the most important classes of organocatalysis, and it is
anticipated that the scale of amino acid catalysis will expand rapidly and future
amino acid derivative catalysis will become a core asymmetric synthetic method-
ology. In addition, compared to several transition metal-catalyzed processes of
chemical synthesis, the most prominent advantages of proline organocatalysis
include low toxicity and lack of sensitivity to moisture and oxygen. Although amino
acids, as basic units of protein, have low toxicity, there is no detailed study of
structure–toxicity relationships of amino acid derivatives. This data will enable a
better understanding and stimulate design of sustainable catalysts for the phar-
maceutical industry. In summary, enantioselective organocatalysis is an essential
tool for the synthetic chemist.

7.10
Typical Procedures for Preferred Catalysis of Reactions by Amino Acids

Direct catalytic asymmetric enolexo aldolizations (Scheme 7.5) Typical aldolization
procedure: Dicarbonyl (1mmol) was dissolved in dry dichloromethane (10ml) and
treated with (S)- or (R)-proline (12mg, 0.1mmol, 10mol%). The mixture was stirred
at room temperature until the starting material had disappeared (8–16 h). Designed
Aldol product can be isolated after standard aqueous workup, but is unstable over
extended periods at room temperature.
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Proline-catalyzed direct asymmetric Aldol reactions (Scheme 7.8) The amino acid
catalyst (0.03–0.04mmol) was stirred in 1ml of DMSO/acetone (4 : 1) for 15min. 4-
Nitrobenzaldehyde (0.1mmol)was added and themixturewas stirred for 4–24 h. The
mixture was treated with saturated aqueous ammonium chloride solution (1ml) and
extracted with EtOAc. The organic layer was dried (MgSO4), filtered, and concen-
trated to give after column chromatography (hexanes/EtOAc (3 : 1)) pure designed
Aldol product.

Acyclic amino acid-catalyzed direct asymmetric Aldol reactions (alanine) (Scheme
7.10) A catalytic amount of (S)-amino acid (0.15mmol, 30mol%) was added to a
vial containing acceptor aldehyde (0.5mmol), donor ketone (1.5mmol), and H2O
(5mmol, 90ml) in DMSO (2ml). After 3–4 days of vigorously stirring at room
temperature, the reactionmixturewas poured into an extraction funnel that contained
brine (5.0ml), which was diluted with distilled H2O (5.0ml) and EtOAc (15ml). The
reaction vial was also washed with EtOAc (2ml), which was poured into the extraction
funnel. The aqueous phase was extracted with EtOAc (2� 15ml). The combined
organic phases were dried with Na2SO4 and the solvent removed under reduced
pressure. The reaction can also be quenched by directly putting the reaction mixture
on a silica-gel column. The crude Aldol product was purified by silica-gel column
chromatography (EtOAc : pentane mixtures) to furnish the desired Aldol product.

Direct amino acid-catalyzed asymmetric synthesis of sugars (Scheme 7.18) A suspen-
sion of propionaldehyde (144ml, 4.0mmol) in DMF (2.5ml) was added slowly over
16–24 h to a stirring suspension of the corresponding aldehyde (2mmol) and (S)-
proline [or (R)-proline] (11.5mg, 0.10mmol) in DMF at 4 �C. After 16 h, the
resulting solution was diluted with diethyl ether and washed successively with
water and brine. The combined aqueous layers were back-extracted with three
portions of EtOAc. The combined organic layers were dried over anhydrous
MgSO4, which was subsequently removed by filtration. Next, the solvent was
removed under reduced pressure following purification of the crude product
mixture by silica-gel column chromatography (EtOAc : pentane mixtures) to afford
the corresponding Aldol adduct. This product was dissolved in DMF (1ml), with
10mol% of (R)-proline [or (S)-amino acid]. Then, a suspension of propionaldehyde
(2 equiv.) in DMF (2ml) was added slowly over the course of 16 h to the reaction
mixture at 4 �C. Next, the solution was allowed to react at room temperature and
stirred for 24 h. The reaction was quenched by extraction. The combined aqueous
layers were back-extracted with three portions of EtOAc. The combined organic
layers were dried over anhydrous MgSO4, which was subsequently removed by
filtration. Finally, the solvent was removed under reduced pressure following
purification of the crude product mixture by silica-gel column chromatography
(EtOAc : pentane mixtures) to afford the desired compounds.

Direct Mannich reaction with acetone as nucleophile catalyzed by (S)-proline (Scheme
7.22) A suspension of (R)- or (S)-proline (40mg, 0.35mmol), p-anisidine (135mg,
1.1mmol), and an aldehyde (1mmol) in DMSO/acetone (4 : 1, 10ml) was stirred at
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room temperature for 12–48 h. Reaction was worked up by adding phosphate-
buffered saline (PBS) solution (pH 7.4), extracting with ethyl acetate, drying the
organic layer with MgSO4, and purifying the crude product by column chromatog-
raphy with hexane/ethyl acetate mixtures.

anti-Selective Mannich reaction catalyzed by acyclic amino acids (Scheme 7.32) Gen-
eral procedure for three-component Mannich reactions using (S)-tryptophan as
catalyst. A mixture of DMF (2ml), p-anisidine (0.45mmol, 1 equiv.), aldehyde
(0.5mmol, 1.1 equiv.), hydroxyacetone (5mmol, 11 equiv.), and (S)-tryptophan
(0.1mmol, 0.2 equiv.) was vigorously stirred at 4 �C for 16–20 h. Then, the mixture
was diluted with AcOEt and half-saturated ammonium chloride solution was added.
The mixture was extracted with AcOEt (four times). The combined organic layers
were washed with brine, dried over MgSO4, concentrated in vacuo, and purified by
flash column chromatography (hexanes/ethyl acetate) to afford the desiredMannich
addition product.

General procedure for three-component Mannich reactions using O-t-Bu-L-Thr (Scheme
7.32) A mixture of 1-methyl-2-pyrrolidinone (NMP, 1ml), p-anisidine (0.45mmol,
1 equiv.), aldehyde (0.5mmol, 1.1 equiv.), hydroxyacetone (2.5mmol, 5.5 equiv.), and
O-t-Bu-L-Thr (0.1mmol, 0.2 equiv.) was vigorously stirred at 4 �C for 48 h. Then, the
mixturewas dilutedwithAcOEt and half-saturated ammonium chloride solutionwas
added. The mixture was extracted with AcOEt (four times). The combined organic
layerswerewashedwith brine, dried overMgSO4, concentrated in vacuo, and purified
by flash column chromatography (hexanes/ethyl acetate) to afford the desired
Mannich addition product.

Direct catalytic asymmetric a-amination of aldehydes using (S)-proline in an ionic liquid
(Scheme 7.38) (S)-Proline (5mol%) and the aldehyde (1.1 equiv.) were added to the
degassed ionic liquid (1ml). After stirring the resulting mixture for 15min at room
temperature, DEAD (1mmol, 40% solution in toluene) was added and vigorous
stirring was continued. The product was isolated by extraction with several portions
of diethyl ether followed by solvent evaporation using a rotary evaporator. Crude
product was dissolved in MeOH (3ml). The mixture was cooled to 3 �C and NaBH4

(1.1 equiv.) was added. After stirring for 15min at room temperature, a 0.5Msolution
of NaOH was added and stirring was continued for 25min before water (7ml) was
added. The mixture was extracted with EtOAc (3� 5ml), and the combined organic
layers were dried with Na2SO4. After evaporating the solvent in vacuo, the crude
product was purified by column chromatography on SiO2 with hexane/EtOAc (4 : 1)
or hexane/dichloromethane (2 : 1) as eluent.

Direct organocatalyzed Michael addition of unmodified aldehydes to methyl vinyl ketone
(Scheme 7.54) Methyl vinyl ketone (82ml, 1.0mmol) was added to a solution of
aldehyde (2.0mmol) and catalyst (60mg, 0.1mmol) in EtOH (0.5ml) and stirred at
40 �C for 64 h. The crude reaction mixture was purified by flash chromatography,
without prior evaporation of the solvent, to give 2-substituted 5-oxo-hexanal.
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Direct organocatalyzed BMH reaction between unmodified aldehydes and methyl vinyl
ketone (Scheme 7.55) To an ethanol solution (0.45ml) of aldehyde (0.5mmol) and
methyl vinyl ketone (2.5mmol) was added (S)-1-methyl-2-(1-pyrrolidinylmethyl)
pyrrolidine (25.2mg, 0.15mmol) at 0 �C, and the reaction mixture was stirred for
2 days at this temperature. After removing the volatile materials under reduced
pressure, the residue was purified by thin-layer chromatography to afford the BMH
adducts.

Catalytic asymmetric intramolecular a-alkylation of aldehydes (Scheme 7.70) A solu-
tion of the corresponding aldehyde (0.5mmol) in dry chloroform (2.5ml) was added
to the catalyst (S)- or (R)-a-methylproline (5–20mol%) and themixture was cooled to
�30 �C. After the addition of triethylamine (0.5mmol, 70ml), themixture was stirred
for 24–48 h. Themixturewasfiltered and concentrated. The residuewas purified on a
silica-gel column (20% EtOAc/hexane) to give the pure aldehyde cyclized product.
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8
Proteases as Powerful Catalysts for Organic Synthesis
Andr�es Illanes, Fanny Guzm�an, and Sonia Barberis

8.1
Enzyme Biocatalysis

Enzymes are the catalysts of life. In fact, each biochemical reaction of cellmetabolism
requires catalysis by a specific enzyme to proceed at the pace required to sustain
life. Enzymes are proteinmolecules that have evolved to performefficiently under the
mild conditions required to preserve the functionality and integrity of biological
systems, and so can be considered as catalysts that have been optimized through
evolution to perform their physiological task. Enzymes are capable of catalyzing a
wide range of chemical reactions and it is not presumptuous to state that any organic
chemical reaction already describedmight have an enzyme able to catalyze it. In fact,
nature is an unlimited source of enzymes; to get the right enzyme for a certain
chemical reaction is then a matter of searching, and this is certainly challenging and
exciting if one realizes that only a very small fraction of all living forms have already
been isolated. Moreover, it is now possible to obtain DNA metagenomic pools from
the environment without requiring to know the organism from which it comes and
then express it into a suitable host organism [1, 2], and also to perform genetic
remodeling of structural genes by site-directed mutagenesis [3].
Enzymes have been naturally tailored to perform under physiological conditions,

but biocatalysis refers to the use of enzymes as process catalysts (biocatalysts) under
artificial conditions (in vitro) so that a major challenge in biocatalysis is then to
transform these physiological catalysts into process catalysts able to withstand the
harsh reaction conditions of an industrial process. A biocatalyst, as any catalyst, acts
by reducing the energy barrier of a chemical reaction, without being altered as a
consequence of it. However, because of their complex molecular structure, enzymes
display quite distinct properties when compared with chemical catalysts. Specificity
and high activity under moderate conditions are outstanding properties of enzyme
biocatalysts; in addition, they have a high turnover number, are highly biodegradable,
and are usually considered as natural products. These are technologically appealing
properties [4, 5]. However, enzymes are complex molecules that are intrinsically
labile and costly to produce, which are definite disadvantages in comparison with
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chemical catalysts [6]. Actually, enzyme stabilization under process conditions is a
major issue in biocatalysis and represents the main constraint for its technological
use [7].Within the last decades,much effort has been devoted to enzyme stabilization
and several strategies of enzyme stabilization have been developed. Most important
among them are the chemical modification of the enzyme structure [8, 9], immobili-
zation on solid matrices [10–13], auto-immobilization in its own matrix by protein
crystallization [14, 15], and aggregation [16–19], and the different strategies of protein
engineering, including site-directed mutagenesis [20–23], directed evolution by
tandem mutagenesis [24–26], and gene-shuffling based on polymerase-assisted
[27, 28] and ligase-assisted recombination [29]. Screening for intrinsically stable
enzymes is also a prominent area of research in biocatalysis. Organisms able to
survive and thrive in extreme environmental conditions are a promising source for
highly stable enzymes [30–32], and genes from such extremophiles have been cloned
into suitable hosts to develop productive biological systems [33].
Most industrial enzymatic processes to date refer to reactions conducted by

hydrolases in aqueous media for the degradation of complex molecules (often
polymers) into simpler molecules in conventional processes with modest added
value [34]. Most conventional uses of enzymes refer to the use of hydrolases (mainly
proteases and glycosidases) as process catalysts or additives for the food, feed,
detergent, leather, and textile industries; despite the impressive advances in bioca-
talysis, they still represent the major share of the enzyme market. This is because
hydrolases are robust, usually extracellular, and have no coenzyme requirements,
which make them ideal process biocatalysts. Most important applications of those
enzymes are summarized in Table 8.1. Food enzymes are the most widely used and
detailed information on them can be found in books devoted to the subject (e.g., [35]).
A review on the subject can be found elsewhere [36].
Enzyme immobilization widened the scope of application allowing less stable,

intracellular, and nonhydrolytic enzymes to be developed as process biocatalysts
[37, 38], as illustrated by the case of glucose isomerase for the production of high
fructose syrup and the production of acrylamide from acrylonitrile by nitrile
hydratase. The former is the most spectacular success of enzyme technology at
large scale [39], with an estimated annual output of over 10 million tons of high
fructose syrup, representing more than 50% of the sweeteners market and still
growing at a yearly rate of 3–4% [40]. The latter is the second largest enzymatic
process, with production of acrylamide in Japan exceeding 30 000 tons/year,
representing 40% of its total world market [41, 42]; the enzyme process has several
advantages over the chemical process, associated with the high conversion
efficiency obtained under moderate conditions, and is now conducted with nitrile
hydratase-rich cells of Rhodococcus rhodocrous with no requirement of organic
coenzymes [43, 44].
Enzymes are by no means ideal process catalysts, but their high specificity and

activity under moderate conditions are prominent characteristics that are being
increasingly appreciated by different production sectors, among which the pharma-
ceutical and fine-chemical industries stand out [45–47]. In fact, the trend is now to
develop enzymatic processes for organic synthesis where the potential added value is
quite high. There is an impressive number of organic reactions of technological
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Table 8.1 Enzymes of commercial relevance.

Enzyme Source Application

Carbohydrases
a-amylase mold baking, confectionery
a-amylase bacteria starch thinning; detergents; fabric desizing
glucoamylase mold glucose syrup
b-amylase and
pullulanase

plant, bacteria glucose syrup

pectinase mold fruit juice extraction and clarification; wine making
cellulose mold fruit juice extraction and clarification; textile stone-

washing and bio-polishing, detergents; digestive aid
hemicellulase mold, bacteria baking, bleaching of wood pulp
lactase yeast, mold delactosed milk and dairy products; whey treatment

and upgrading
invertase yeast, mold confectionery
phytase bacteria animal nutrition
b-glucanase mold animal nutrition; brewing
naringinase mold juice debittering

Proteases
papain papaya yeast and meat extracts; beer chill-proofing; protein

hydrolyzates; meat tenderization; leather bating;
animal nutrition; digestive aid; anti-inflammatory

bromelain pineapple pharmaceutical: anti-inflammatory; burn
debridement; enhancement of drug absorption

pepsin animal cheese making
rennin animal,

recombinant
yeasts and molds

cheese making

neutral protease mold, bacteria baking; protein hydrolyzates
alkaline protease bacteria detergents; stickwater recovery (a byproduct of the

fish processing industry)
aminopeptidase mold, bacteria debittering of protein hydrolyzates

Other hydrolases
pancreatin animal digestive aid; leather bating
lipase animal, mold,

yeast, bacteria
flavor development in milk and meat products;
detergents

aminoacylase mold food and feed supplementation
penicillin acylase bacteria, mold b-lactam precursors for semisynthetic b-lactam

antibiotics
urease bacteria removal of urea in alcoholic beverages

Nonhydrolytic enzymes
glucose isomerase bacteria,

actinomycetes
production of high-fructose syrups

glucose oxidase mold food and beverage preservation
catalase bacteria food preservation, peroxide removal in milk
nitrile hydratase bacteria acrylamide
lactamase–a-amino-
e-caprolactam
racemase

bacteria production of L-lysine

aspartate
ammonia lyase

bacteria production of L-aspartic acid
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relevance that have been studied using enzymes or enzyme-containing cell bioca-
talysts [48, 49]. However, the use of enzyme catalysts for organic synthesis, despite
its enormous potential, has been confronted with several drawbacks, biocatalysts
having been considered too expensive, not easily available, too unstable, only acting
properly in their natural aqueous habitat and on their natural substrates with very
narrow substrate specificity, and requiring complex cofactors [50]. Some of these
appreciations may be argued against, while others are being solved by technological
developments. Enzyme prices have dropped consistently over recent decades, and
screening of novel enzyme sources and advances in genetic/protein engineering
have contributed significantly to this decrease. Enzymes are indeed unstable cata-
lysts, but enzyme stabilization has been amajor concern in biocatalysis and advances
in the field are impressive [7, 51] so that now enzymes stable enough even under
stringent conditions are available. Despite their drawbacks, enzymes are attractive
catalysts for performing organic synthesis since they match the fundamental
principles of environmentally benign manufacturing, sustainable development, and
green chemistry [50]. Selectivity is maybe the most attractive property of an enzyme
biocatalyst for performing organic synthesis: enzymes are highly regio- and
enantioselective, which are very valuable attributes for the synthesis of pharma-
ceuticals and other biologically active compounds [52, 53]. Beyond health and safety
considerations, selectivity has a profound influence in process economics by
reducing the number of steps and protective reactions, and reducing downstream
operations for product purification. Increasing enantioselectivity of enzymes has
been attained by directed evolution [54] and even inversion of the natural enantios-
electivity has been attained by site-directedmutagenesis [55]. Enzymes are active at
mild environmental conditions, which is also a valuable attribute especially for the
production of labile compounds, representing an advantage in terms of energy
consumption and reactor design.
Enzymes whose physiological role is the catalysis of reactions of synthesis are, by

contrast to most industrial enzymes, labile intracellular proteins requiring coen-
zymes; therefore, their application as process catalysts is confronted with technolog-
ical difficulties, since enzymes have to be stabilized and coenzymes retained and
recycled [56–58]. More technologically promising is the use of hydrolases that can,
under certain conditions, catalyze the formation of the type of bond they usually
hydrolyze. In this way proteases and acylases can catalyze the formation of peptide
bonds [59–61], carbohydrases can catalyze the formation of glycosidic linkages
[62–65], and lipases can catalyze esterification, interesterification, and transester-
ification reactions [66–70]. Hydrolases have tremendous potential as catalysts in
organic synthesis [71], but nonconventional (nonaqueous) media are frequently
required to fully exploit their synthetic capacity and depress their hydrolytic potential.
The use of nonconventional media is now well established for biocatalysis [72–75],
and impressive advances have been obtained in conducting synthetic reactions both
in organic solvent [76–81] and ionic liquidmedia [82–85].Mostworkhas beendone in
organicmedia, but the use of organic solvents contradicts to someextent the principle
of green chemistry so that the use of ionic liquids has been thoroughly studied even
though their use still presents several challenges: difficulty in purification and
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controlling water activity and pH, high viscosity, and problematic product recov-
ery [82]. Complete andupdated information on ionic liquids can be obtained from the
Ionic Liquids Today newsletter (www.iolitec.de).
Biocatalysis has evolved from traditional processes in aqueous media, where the

substrates and usually the enzyme as well are dissolved, to synthetic processes with
different forms of biocatalysts performing in different kinds of nonconventional
media. As a consequence, enzymes are now considered as valuable tools in organic
chemistry. In 2000, it was claimed that about 100 synthetic processes were being
conducted by biocatalysis at varying levels of industrial production, mainly for the
synthesis of pharmaceutical and agrochemical precursors [86]. It is foreseeable that,
pushed by the impressive advances both in biocatalyst and medium engineering,
many new products of biocatalysis will reach themarket within the next decade and a
large portfolio of novel applications will develop.

8.2
Proteolytic Enzymes: Mechanisms and Characteristics

Proteolytic enzymes comprise a group of hydrolases referred to as peptidases (EC3.4.
X.X), which share the common feature of attacking peptide bonds. These enzymes
are usually termedproteases. Proteases are among the best studied enzymes in terms
of structure–function relationships [49, 87].
There are six groups of proteases termed serine, threonine, cysteine, aspartic,

glutamic, and metallo, according to the groups that play a primary catalytic role.
Serine, cysteine, and threonine proteases are quite different from aspartic, glutamic,
andmetalloproteases. In the first three groups, the nucleophile in the catalytic center
is part of an amino acid residue, while in the others the nucleophile is an activated
water molecule. In cysteine proteases the nucleophile is a sulfhydryl group and the
catalytic mechanism is similar to the serine proteases in which the proton donor is a
histidine residue. A schematic representation of the catalytic mechanism of serine
and cysteine proteases is presented in Figures 8.1 and 8.2.
The catalytic mechanism of serine proteases has been thoroughly studied.

The catalytic triad formed by three amino acid residues, His57, Ser195 (hence
the name �serine protease�), and Asp102, is located in the active site of all serine
proteases. Each amino acid residue of the triad plays a role in catalysis: the OH
group in Ser195 acts as a nucleophile and attacks the carbonyl carbon in the peptide
bond of the substrate; the electron pair in the nitrogen atom of His57 accepts the
hydrogen atom from theOHgroup of Ser195, coordinating the attack of the peptide
bond, while the carboxyl group in Asp102 establishes a hydrogen bond withHis 57,
enhancing the electronegative character of the above-mentioned electron pair.
Catalysis of peptide bond hydrolysis has been described by a �ping-pong� mecha-
nism [88] in which the substrate (protein or peptide) binds to the active site, the
N-terminal portion of the substrate is released, then water (acting as a second
substrate) binds to the active site, and the C-terminal portion of the substrate is
released.
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Proteases that cleave off single amino acids fromeither end of theprotein or peptide
chain are termed exoproteases, while endoproteases are those that attack peptide
bonds in the interior of the protein or peptide chain, so that quite few free amino acids
are produced as end products. The hydrolysis products are smaller polypeptides
and peptides. Proteases can also be classified as alkaline [89], neutral [90], and acid
proteases [91], according to the range of pH at which they exhibit maximum activity.
This pHdependence has profound technological consequences and dictates to a great
extent the kind of applications of a protease. According to its temperature profile,
proteases are classified as thermophilic [92], mesophilic [93], or psychrophilic [94].
Thermophilic proteases are interesting for having unusually high thermal stability,
while psychrophilic proteases are interesting for being very active at low temperatures,
properties that can be exploited. Proteases can be extracellular or intracellular.
Extracellular proteases are highly desirable because they are much simpler to recover
and purify and are usually more robust [95, 96].
According to the principle of microscopic reversibility, both the hydrolysis and the

formation of the peptide bond proceed by the same mechanism and through the
same intermediate. In thisway proteases are able not only to catalyze the hydrolysis of
a peptide bond but also its formation, so that under proper conditions proteases can
be used for peptide synthesis, as will be analyzed in Section 8.5.

8.3
Proteases as Process Catalysts

Proteases constitute the largest category of industrial enzymes, their application
covering industrial sectors like food and beverages, detergents, leather, and phar-
maceuticals [97–99]. The world market for proteases has been estimated at US$3
billion, representing roughly half of the world market of enzymes [100]. Proteases
have been outstanding since the onset of enzyme technology: a normalized pancrea-
tin preparation used as a bating agent in leather manufacture (to make the leather
pliable before tanning) and later introduced for detergent formulations was patented
by R€ohm in 1908, and plant proteases were patented by Wallerstein for their use in
brewing in 1911 [34]. Microbial proteases are now the most important in terms of
market share because of the advantages of their intensive production.However, plant
and some animal proteases are still prelevant for certain medical and industrial
applications.
Acid and neutral proteases are relevant to the food industry: those from plant and

animal origin are still important, especially in pharmaceutical products and some
food applications. They represent roughly 15% of the whole protease market, but
microbial proteases are now preferred for the production of protein hydroly-
zates [101, 102] and other applications in the food sector. Plant-derived enzymes,
such as papain and bromelain, are still industrially prevalent [103, 104] and they
represent roughly 5% of the total market. Papain (EC 3.4.22.2), a cysteine protease
obtained from the latex of papaya (Carica papaya and Carica candamarcensis), is
the most prominent plant enzyme marketed today. It is widely used in meat

348j 8 Proteases as Powerful Catalysts for Organic Synthesis



tenderization [105], beer clarification [106], yeast extract production, stain removal
[107], and, in highly purified form, in several cosmetic andmedical applications [108].
Bromelain, a complex of cysteine proteases extracted from pineapple stems [109], is
another plant protease with different applications, mainly in the medical area [110,
111] as a wound-healing, anti-inflammatory, digestive aid, and appetite-suppressant
agent. Plant and animal proteases have been usual components of digestive
aids [112]; recently, a crude protease extract from kiwifruit has had considerable
market success as a digestive aid (http://www.vitalfoods.co.nz/ourproducts/zylax/).
Protein and genetic engineering of neutral proteases have been devoted to produce
more potent and stable enzyme preparations [113]. A striking example is the case of
chymosin, which is a very specific aspartic protease that hydrolyzes the Phe105–
Met106 bond of k-casein and, to a lesser extent, four other peptide bonds [114]; it is
the hydrolysis of the Phe105–Met106 peptide bond that triggers the clotting of casein
in the presence of calcium ions to yield curd [115]. No other enzyme is so specific for
milk clotting and chymosin is therefore the best choice for cheesemaking, because of
high yields of curding and proper flavor development [116]. The traditional source of
chymosin is calf rennet, obtained as a byproduct of veal production. Shortage of
rennet as a source of chymosin for cheese making became critical [117] and the first
approach to solve the crisis was the screening of chymosin activity in microbial
strains [118]. Microbial rennets were introduced to the market in the 1960s and still
represent a significant share of the chymosin market [116]. However, they are not as
acceptable as calf chymosin because curd yields are lower and the flavor developed
uponmaturation is not so pleasant. A further step wasmade by genetic engineering,
and much information accumulated on the cloning, expression, and production of
chymosin in microbial hosts [119]. The best hosts for chymosin expression were
fungal and yeast strains, and the recombinant enzymes from Aspergillus oryzae and
Kluyveromyces lactis have been in the market for more than 20 years now [120–122]
with great commercial success – they are probably the most widely used enzymes in
cheese making. Protein engineering has also been applied to improve chymosin
performance by conferring the enzyme with increased specificity and better pH
profile [123, 124].
Alkaline proteases are of paramount importance in detergent formulation and

considerable progress has beenmade since their introduction in the 1960s [125]. The
case of alkaline proteases is one of the best examples of successful application of
genetic and protein engineering techniques for industrial enzyme production [89,
126, 127]. Site-directedmutagenesis has been successful in obtaining proteasesmore
stable under harsh laundry conditions [128]. Gene shuffling [129] and phage display
approaches [130] have been tried to obtain more resistant variants, but apparently no
significant improvements have been obtained over the already genetically improved
proteases. Apart from detergents, alkaline proteases are used in tanning [131–133]
and fish-meal processing [134, 135].
New sources of proteases are continuously being reported, especially endogenous

proteases from plant species [136] and exotic organisms that thrive in extreme
environments – their proteases being abnormally stable and/or active in extreme
conditions [100, 137].
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8.4
Proteases in Organic Synthesis

Proteases are robust and stable enzymes, active at mild conditions, with pH optima in
the range of 6–8 that do not require stoichiometric cofactors, being highly stereo- and
regioselective [138]. These properties are important to their use as catalysts in organic
synthesis. This is possible because proteases can catalyze not only the cleavage of
peptidebonds,butalso their formation [139,140].Subtilisin, chymotrypsin, trypsin, and
papainhavebeenwidelyusedproteases in the chemical synthesis of peptides.However,
the broad specificity of proteases restricts their application in peptide synthesis, since
the peptide product that accumulates during the reaction can be attacked by the
proteases simultaneously with the synthesis reaction [138]. Even so, the synthesis of
peptides is the most outstanding application of proteases in organic synthesis.
Apart from the hydrolysis and formation of peptide bonds between amino acids,

proteases can catalyze several types of reactions of synthesis. Proteases have been
used for the synthesis of peptide aldehydes [141] and the acylation of a broad variety of
nucleophiles, including noncoded amino acids [142, 143], non-amino acid-derived
amines, amino alcohols, symmetric and asymmetric diamines [138], and meso and
pro chiral diols [144–146]. Proteases have also been used in the esterification and
transesterification of alcohols and carboxylic acids [147, 148]; in the case of transes-
terification reactions an active-site nucleophile is required so that serine and cysteine
proteases are to be used, while in the former case all kinds of proteases can be
used [138]. The use of proteases has also been reported in the regiospecific hydrolysis
of esters and the kinetic resolution of racemic mixtures [75, 138]. In this latter case,
lipases and esterases are more useful than proteases for non-amino acid deriva-
tives [71, 149, 150]. Proteases have been used in the synthesis of glycoconjugates
[138, 151], where they can be utilized for the formation of peptide bonds of
glycopeptides or act as selective acylating agents [152]. They have been also used
in a strategy for the synthesis of glycoproteins based on a combination of enzymatic
glycopeptide coupling and glycosyltransferase reactions [153].

8.5
Peptide Synthesis

Peptides are heteropolymers composed of amino acid residues linked by peptidic
bonds between the carboxyl group of one amino acid residue and the a-amino group
of the next one. The size of the molecule determines the technology most suitable
for its synthesis. Recombinant DNA technology is particularly suitable for the syn-
thesis of large peptides and proteins, as illustrated by the case of insulin and other
hormones [154]. Chemical synthesis is a viable technology for the production of small
and medium size peptides ranging from about 5 to 80 residues [155]. Enzymatic
synthesis is more restricted and has been applied mainly for the synthesis of di- and
tripeptides [156]. The conclusion is that the technologies for peptide production are
not competitive with each other for most of the cases.
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8.5.1
Chemical Synthesis of Peptides

The chemical route is often a better technological option than the biotechnological
methods of recombinant DNA and biocatalysis for the synthesis of medium-size
peptides that comprise most therapeutic molecules. The synthesis of peptides was
originally performed in solution. However, solid-phase peptide synthesis (SPPS)
introduced by Merrifield [157] has many advantages over the classical system in
solution: the reaction can be automated and the problem of solubilization of the
peptide no longer exists since it remains attached to a solid support [158]. A general
scheme for stepwise SPPS is presented in Figure 8.3.
There are two main systems for SPPS: tBoc/Bzl and Fmoc/tBu. In the former, the

tBoc group is used for the protection of the Na-amino group and a benzyl ester or
cyclohexyl ester for the side-chains of several amino acids; in the latter, the Fmoc
group is used for the protection of theNa-amino group and the tert-butyl group for the
side-chains of several amino acids [159, 160]). The first step is the coupling of the
C-terminal amino acid to the solid matrix. The Na (A) group is then removed by
treatment with trifluoroacetic acid (TFA) in the tBoc strategy and with piperidine in
the Fmoc strategy. The next (Na-protected) amino acid is coupled to the peptide chain
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Figure 8.3 Scheme for the stepwise solid-phase peptide
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8.5 Peptide Synthesis j351



bound to the polymericmatrix and, once coupled, itsNa-amino group is deprotected.
This coupling–deprotection cycle is repeated until the desired amino acid sequence
has been synthesized. Finally, the peptide–matrix complex is cleaved and side-chain
protecting groups are removed to yield the peptide with either a free acid or amide
depending on the chemical nature of the functional group in the solid matrix. Solid
matrices should meet several requirements: particles should be of conventional
and uniform size, mechanically robust, easily filterable, chemically inert and stable
under the conditions of synthesis, and highly accessible to the solvents allowing
the penetration of the reagents and the enlargement of the peptide chain within its
microstructure. Several polymeric supports are now available that can be derivatized
with functional groups to produce a highly stable linkage to the peptide being
synthesized [161].
The main SPPS strategies are sequential synthesis, convergent synthesis, and

chemical ligation. Sequential synthesis involves the stepwise addition of amino
acids until the desired sequence is synthesized. This strategy is usedmainly for the
synthesis of small to medium size peptides up to 50 amino acid residues in length.
In convergent synthesis, peptides (up to 50 amino acid residues) are separately
produced by sequential synthesis and then linked in solution or in solid phase to
obtain the desired higher-molecular-weight peptide or protein [162]. The advantage
of convergent synthesis is that each peptide fragment is purified and characterized
before being linked, but reaction rates for the coupling of fragments are substan-
tially lower than for the activated amino acid species in the conventional stepwise
synthesis and the C-terminal of each peptide fragment may be racemized during
coupling. Some of these problems have been circumvented by using mixtures of
solvents to increase solubility, by using prolonged reaction times to increase the
efficiency of coupling and by using glycine or proline at the C-terminal to avoid the
problem of racemization [163]. Convergent synthesis represents the best option for
the chemical synthesis of large peptides and proteins and a variety of large peptides
have been successfully produced by convergent synthesis, such as the human
cathepsin inhibitor P41icf [164], the antiviral peptide T-20 [165], and new-genera-
tion polyproline dendrimers, which are structures for the delivery of peptide
drugs [166, 167].
Chemical ligation is particularly useful for the chemical synthesis of large

peptides and proteins [168, 169], and is based on the chemical linkage of short
unprotected peptides that are functionalized with groups that react chemoselec-
tively with only one group on the acceptor peptide, thus preserving the integrity of
the unprotected side-chains. Many proteins and peptides of biological interest, like
synthetic vaccines, have been synthesized by chemical ligation using a variety of
ligands with the formation of thioester [170], oxime [171], disulfide, and thiazo-
lidine bonds [172].
Manual and automated systems are available for small- and large-scale synthesis of

only one peptide or several peptides at a time (multiple peptide synthesis). Manual
synthesis of individual peptides can be performed in syringes of different sizes
provided with a bottom sintered-glass or plastic filter. Multiple peptide synthesis at
themicromolar level can be conducted in functionalized cellulose, polypropylene, or
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polyvinylidene difluoride membranes, according to the spot-synthesis methodolo-
gy [173]. Fmoc/tBu and tBoc/Bzl multiple peptide synthesis at the millimolar level
can be performedusing the tea-bagmethodology [174], inwhich up to 400 peptides of
20 residues or less can be synthesized at the same time. Several systems for
automated tBoc/Bzl and Fmoc/tBu SPPS up to 5-kg scale are available from several
suppliers [160].
The precise quantification of the amount of peptide synthesized is determined

through amino acid analysis by high-performance liquid chromatography, which can
be performed before or after cleavage of the peptide from the resin [175]. The
determination of peptide structure can be done by circular dichroism and nuclear
magnetic resonance. The analyses determine if the peptide has a secondary structure
and if that structure is an a-helix or b-turn [176].
Most peptides produced by SPPS are intended for pharmacological use, and

may have some restrictions because of the degradation by endogenous proteases,
hepatic clearance, interaction with different receptors, and low membrane per-
meability. Changes in the side-chains of single amino acids and the modification
of the peptide chain backbone have been used to solve the problem [177]. These
products are quite interesting due to their wide range of biological properties such
as immunosuppressant, antibiotic, antifungal, anti-inflammatory, and antitumoral
activities [178, 179]. Better recognition by antibodies can be obtained when using
constrained structure peptidomimetics in which the amino acids comprising a
region of a defined structure in the natural peptide are synthesized and bound
by its N- and C-termini through a nonprotein ligand [180, 181]. Peptidomimetics
have also been produced to inhibit protein–protein interaction [182] and increase
antimicrobial action [183]. Production of peptides on a large scale presents several
challenges. Peptides of less than 30 amino acid residues are mainly produced by
sequential SPPS [163], while larger peptides (up to 60 residues) must be produced
by convergent synthesis in which protected peptide fragments are synthesized by
SPPS and then linked by liquid-phase synthesis [184]. Larger-size peptides and
proteins are preferably produced by chemoselective ligation [185], in which all
the unprotected linked fragments have been previously synthesized by SPPS. In
terms of large-scale production, the high cost of materials and the release of
environmentally aggressive or even toxic residues are major constraints. Costs of
reagents are usually high; therefore, the use of large excess, which is frequent at
the laboratory scale and in the early stages of development, is inadequate for large-
scale production since large amounts of reagents cannot be wasted, not only for
cost but also for environmental considerations [186–188]. Process validation
should consider reproducibility in terms of yields of intermediate and final
products, and consistency in the profile of impurities in the product [189]. This
is a complex task in the case of the synthesis of peptides because of the complexity
and the number of operations involved in the production process. SPPS is at
present the most mature technology for producing therapeutic peptides; more
than 40 of those products are now in the market and a much higher number are in
different phases of approval. Several of those peptides are being produced at large
scale [188].
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8.5.2
Enzymatic Synthesis of Peptides

Peptide synthesis represents the most important application of proteases in organic
synthesis. Nonconventional (nonaqueous) media are required to perform peptide
synthesis, so selectively depressing the hydrolytic potential of the enzyme [190, 191].
In order to do so, organic solvents [77, 192], supercritical fluids [193, 194], solid
state [195–198], and ionic liquids [82, 148] have been used as media for enzymatic
synthesis of peptides. As compared to chemical synthesis, biocatalysis offers the
advantages of higher selectivity (regio- and stereo-), low or no requirement for group
protection, negligible byproduct formation, and no risk of product racemization [52].
However, the range of amino acids serving as substrates is narrow, productivities are
lower,mainly because of the low activity and stability of proteases in nonconventional
media, and no general protocols for synthesis have been developed as opposite to the
case of SPPS [60, 188]. Proteases used for peptide synthesis are selected on the basis
of their specificity for amino acid residues on either side of the splitting point, and
include the majority of the commercially available endo- and exoproteases [52, 156].
The broad specificity of proteases restricts their application in peptide synthesis,
since the peptide product that accumulates during the reaction can be attacked
hydrolytically by the proteases simultaneously with the synthesis reaction [199].
Enzymatic peptide synthesis can proceed by two distinct mechanisms: thermody-

namic and kinetic control [200].
The thermodynamically controlled synthesis (TCS) of peptides with proteases

represents the reverse reaction of peptide bond cleavage, as shown in the
scheme [201]:

R1COO� þHþ
3 NR2ÐKion

R1CO2HþH2NR2Ð
Kcon

R1CO-NHR2þH2C

where Kion is the equilibrium constant of ionization and Kcon is the equilibrium
constant of conversion. According to the principle of microscopic reversibility,
both the formation and the hydrolysis of the peptide bond proceed by the same
mechanism and through the same intermediate. The formation of the acyl inter-
mediate from a carboxylic acid is a slow reaction and represents the rate-limiting
step in TCS [138]. Distinctive advantages of TCS are the use of an acyl donor with
the free carboxylic group and the possibility of using any type of protease,
independent of their catalytic mechanism. Its main drawbacks are the low reaction
rates and product yield attainable – the latter being determined by the equilibrium
constant of the reaction, the high amount of enzyme biocatalyst often required,
and the need for precise reaction conditions to displace the equilibrium towards
synthesis. Conditions that favor equilibrium displacement towards synthesis can be
in severe conflict with enzyme activity and stability, so it is not an easy task to obtain
experimental conditions where high yields are attainable. Manipulation of the
equilibrium of ionization (i.e., by pH change) and the equilibrium of the reaction
(i.e., by product precipitation or by modification of medium composition) are
valuable strategies to displace the equilibrium towards peptide bond formation
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[202, 203]. The use of nonconventional (nonaqueous) media is by far the most
effective strategy as will be analyzed ahead.
The kinetically controlled synthesis (KCS) of peptides with proteases is repre-

sented by the following scheme [138]:

EH   +   Ac-X 
Ks

[E...Ac-X] Ac-E
k2 k3

KNHX

+HN-HN

EH  +  Ac-OH

[Ac-E...HN]

HN

k4
EH  + Ac-N

H2O

H2O

where EH is the free enzyme, Ac-X is the acyl donor substrate, [E � � �Ac-X] is the
Michaelis–Menten acyl-enzyme complex, HX is the released group, Ac-E is the acyl-
enzyme intermediate,HN is the acceptor substrate (nucleophile), Ac-N is the product
of synthesis (peptide), and Ac-OH is the product of hydrolysis of the acyl donor. As
shown in the above scheme, the acyl donor, which requires being activated in the
form of an ester or an amide, first binds to the enzyme to form a tetrahedral
enzyme–substrate complex [E � � �Ac-X] that then collapses to form the covalent acyl-
enzyme intermediate [Ac-E]. This intermediate can be nucleophilically attacked by
water and by the nucleophile (HN), which can be an amine, an alcohol, or a thiol that
competes with water for the deacylation reaction. The success of the synthetic
reaction depends on the kinetics of these nucleophilic reactions. Contrary to TCS,
only serine or cysteine proteases can be used to perform KCS, because the enzyme
acts in this case as a transferase and catalyzes the transference of an acyl group from
the acyl donor to the amino acidnucleophile through the formationof an acyl-enzyme
intermediate. As depicted in Figure 8.4, KCS proceeds faster and with significantly
higher conversion yields than TCS. It also requires lower enzyme: substrate ratios
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Figure 8.4 Enzymatic peptide synthesis under thermodynamic
and kinetic control strategies. Dashed line¼ equilibrium
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because the acyl donor is now in the form of an activated carboxylic acid [138].
Different from TCS, a maximum conversion yield is obtained in KCS at a certain
point, after which it may significantly decrease as product hydrolysis outweighs
synthesis. Similar behavior is observed in the case of the synthesis of b-lactam
antibiotics with acylases [204, 205].
Despite their good catalytic properties, proteases are not ideal catalysts for the

synthesis of peptides. As already mentioned, their specificity and selectivity limit
their potential, particularly in the case of large peptides, where unwanted hydrolytic
reactions may occur over the peptide product and the substrates, and the condi-
tions of medium composition, temperature, and pH required for synthesis can be
detrimental both for protease activity and stability [138, 206, 207]. However, there
are different strategies to overcome such problems, which comprise the engineer-
ing of the reaction medium, the biocatalyst and the substrate [156, 198].
Medium engineering refers to the rational manipulation of the reaction medium

to positively influence the properties of the enzyme with respect to the synthetic
reaction [208]. This frequently implies the substitution of the usual aqueousmedium
for a nonconventional medium where the activity of remaining water is low enough
to displace the equilibrium towards synthesis (in the case of TCS) or to selectively
depress the competing hydrolysis reactions (in the case of KCS). The addition of
organic cosolvents reduces the activity of water in the reactionmedium, which favors
synthesis, and also reduces the dielectric constant of the medium, which in turn
reduces the acidity of the carboxyl group of the acyl donor and so increases the
equilibrium constant Kion, also promoting the synthetic reaction. The use of cosol-
vents is a rather simple strategy, but high concentrations are usually detrimental for
enzyme activity [209, 210], even though microbial strains, highly tolerant to organic
cosolvents, have been reported. Increased enzyme stability is associated with amino
acid residues located in the surface region of the enzyme [211]. The decrease of water
activity by organic cosolvents also favors peptide synthesis in KCS by reducing the
hydrolysis of the acyl-enzyme intermediate and the final product, but again the
reaction medium can be harmful to the enzyme [212–214]. There are, however,
notable exceptions, like polyols and glymes in which proteases and other peptide
bond forming enzymes have been successfully employed for synthesis [215–218].
Abiphasic reactionmedium is another option for performing peptide synthesis since
thepartitionof thepeptideproducts from the aqueousphase that contains the enzyme
to the organic phase drives the equilibrium towards synthesis, with the additional
benefit that the product is no longer subjected to hydrolysis [213, 214, 219–221]. It has
been extensively used for peptide synthesis and represents a flexible strategy that can
accommodate the properties of substrates and products [222, 223].However, reaction
rates in biphasic systems are low because of the limitation of substrate diffusion and
because proteases tend to denature at the water/solvent interface [202, 224]. Biphasic
systems are not adequate to perform KCS since the neutral esters commonly used as
activated acyl donors partition poorly into the aqueous phase and therefore the
concentration in that phase, where the enzymatic reaction occurs, is low. An
alternative to the classic biphasic system has been proposed by Clap�es et al. [225]
as reactionmedium for enzymatic peptide synthesis usingwater-in-oil emulsionwith
a high water content (95%) which differs from conventional reverse micelles where
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the water phase containing the enzyme represents a small percentage of the volume
which corresponds mostly to the oil phase [226–228]. Solubilization of proteases in
hydrophobic solvents by ion-pairing with anionic surfactants at submicellar con-
centrations has been successfully applied to the synthesis of peptides. Enzymes
display very high synthetic activities in those systems, leading to much higher
reaction rates than those obtained with insoluble particle biocatalysts suspended in
organic media. In addition, water control in such a reaction medium was not critical
since no significant hydrolysis of the product was promoted [229, 230]. Such systems
have been occasionally used in organic synthesis [231], but its application in
biocatalysis is still in development. Suspension of nearly anhydrous enzymes in
hydrophobic solvents can be considered as a promising strategy for enzymatic
synthesis since it exploits to the highest extent the advantages of working in a
nonconventional medium [77]: high thermostability [76, 232], potentially favorable
changes in substrate specificity [77, 233–235], and ease of biocatalyst and product
recovery [236]. The enzyme biocatalyst is simply a lyophilized or acetone-precipitated
enzyme powder that is suspended in the organic medium in which it is completely
insoluble [237, 238]. Immobilization is unnecessary since the enzyme is already
insolubilized in the reaction medium, even though it might help by offering an
increased contact surface with the substrate and provide additional stabilization [215,
239]. The use of neat hydrophobic solvents with very low water content can, in
principle, be effective for peptide synthesis by reducing the backward hydrolytic
reaction [200]. However, proteases may exhibit very low activity and substrates and
products may be poorly soluble in this kind of medium. In fact, despite that in some
cases no significant differences in molecular conformation have been found in
organic media and in water [240], activities are much lower than in water or water/
cosolvent media [241]. Notwithstanding this, proteases can be quite stable in organic
media and usuallymuchmore stable than inwater/cosolventmedia [232, 242].Water
activity is a critical variable and needs to be carefully controlled to optimize enzyme
performance [239, 243, 244]. Themain drawback of neat hydrophobic solvents is the
dramatic decrease in enzyme activity, which severely limits its application for large-
scale synthesis making the cost of the biocatalyst a critical factor [245]. Among
the many reasons for the poor expression of enzyme activity in these media are
diffusional restrictionswhich, is reasonable since the enzyme is completely insoluble
in such media being in the form of a particle. This very much resembles what
happens with enzymes immobilized onto solid supports. In fact, diffusional restric-
tions in such media have been correlated with size and specific activity of the
biocatalyst particle [246]. Molecular stiffness of the enzyme molecule in low-water
organic media is also a plausible cause of the reduction in activity [247]. However,
improvements in activity have been obtained by the addition ofwatermimics, such as
formamide or ethylene glycol, to the reactionmediumor the addition of crown ethers
during the preparation of the lyophilized enzyme [248–251].

Biocatalyst engineering refers to the strategies for improving biocatalysts under
synthetic conditions. Such strategies go from screening of novel enzyme sources to
physical and chemical modification of the catalyst and to genetic and protein
engineering [20, 138, 252]. Screening of novel protease sources has been a very
active area of research and several novel proteases, mainly from extremophiles, have
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been isolated and characterized as amenable for performing organic synthesis
[31, 198, 253]. Also, metagenomics has been successfully applied to isolate novel
proteases from uncultured microbiota in the environment [89, 254, 255]. Insolubili-
zation by immobilization to a solid carrier or by protein aggregation are biocatalyst
engineering strategies for producing robust enzyme catalystswell suited towithstand
the harsh conditions required for performing synthetic reactions. Immobilization
has been extensively used to produce protease biocatalysts for peptide synthesis
[192, 215, 256–261]. Insolubilization by protein cross-linking is a promising tech-
nology to produce biocatalysts for synthesis. Cross-linked enzyme aggregates
(CLEAs) are robust novel biocatalysts produced by precipitation of the enzyme
protein followed by cross-linking with bifunctional reagents. Their specific activity
is very high since there is no inert matrix and the whole mass of biocatalyst is
essentially pure enzyme protein. Production is simple and inexpensive since the
enzyme does not require to be purified to any extent [16, 262]. CLEAs prepared by
precipitation with salts, organic solvents, and polymers, and cross-linked with
glutaraldehyde have been quite effective for peptide bond formation in the synthesis
of b-lactam antibiotics in nonaqueous environments [18, 263, 264]. However, in the
specific case of peptide synthesis with proteases, autoproteolysis can play a role
because of the close proximity and flexibility of the enzyme molecules. Despite this,
CLEAs of trypsin [17] and alcalase [19] have been reported. Cross-linked enzyme
crystals obtained by cross-linking of previously crystallized enzyme protein are very
stable and robust biocatalysts [14] that have been successfully applied to the synthesis
of peptides [81, 265], even though in this case the high cost of the biocatalyst is a
drawback for its large-scale application. Proteases have been preferred models for
biocatalyst engineering strategies that consider the manipulation of the genes encod-
ing the enzyme protein. In fact, subtilisin has been extensively studied [128], and
considerable progress has been made in engineering this protease and its substrates
for peptide bond formation in aqueousmedia [266], and for increased thermal stability
and stability in nonconventional media [267–269]. Site-directed mutagenesis has
also been employed to improve the properties of trypsin for performing peptide
synthesis [198], and directed evolution based on tandem random mutagenesis has
been successfully applied to improve the thermal stability of subtilisin [20, 270] and
increase the activity and selectivity of an endoprotease from Escherichia coli [271].
Substrate engineering refers to the modification of the substrate rather than the

enzyme to improve reaction. Even though most proteases recognize more than one
amino acid, not all are able to couple any amino acid sequence. Due to the specificity
of proteases to a particular amino acid, only those acyl donors that have a specific
amino acid in the C-terminal position can be coupled without side-reactions. In
this way, the manipulation of the leaving group may be useful to increase the
specificity of the protease for a previously less specific amino acid, so increasing
reaction rate [272, 273]. Themanipulation of the leaving group affects the aminolysis/
hydrolysis ratio of an acyl donor and therefore the conversion yield, since the acyl-
enzyme intermediate formed is the same regardless of the change produced in the
leaving group. The influence of the structure of the acyl donor in the selectivity of
a-chymotrypsin and the efficiency of nucleophiles on peptide synthesis in organic
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solvents was reported by Fischer et al. [274]. Another approach is the use of mimetic
substrateswhere, contrary to the classicmanipulation of the leaving group, amimetic
substrate is designed to bind to the active site of the enzyme. In this way, serine and
cysteine proteases can react with non specific amino acids or peptide sequences
without altering the enzyme or the reaction medium [275]. The main advantage of
this strategy is that mimetic substrates allow the formation of the acyl-enzyme
intermediate and the nucleophile reaction to establish a peptide bond that cannot be
further hydrolyzed because it does not correspond to the protease specificity [198,
276, 277]. However, this approach is limited to reactions with nonspecific amino acid
containing peptides, whereas the coupling of specific ones leads to unwanted
cleavages due to the native proteolytic activity of the biocatalyst [278].
Small protease synthesized peptides are being used successfully for human and

animal nutrition and also as pharmaceuticals and agrochemicals. The most striking
example is the synthesis of the leading noncaloric sweetener aspartame, where the
former chemical route is being progressively replaced by enzymatic synthesis with
the protease thermolysin in an organicmedium [45, 222, 279, 280] andmore recently
in a fully aqueousmedium at high substrate concentrations within the framework of
sustainable technology [281, 282]. Other small-size peptides are also being produced
by protease synthesis, like the lysine sweet dipeptide [156, 283], the neuroactive pain
regulator dipeptide kyotorphin [284–286], the nociception regulator pentapeptide
enkephalin [197, 228, 287–289], the C-terminal octapeptide of cholecystokinin
(CCK-8) [290, 291], a 33-amino-acid hormone responsible for stimulating the
digestion of fat and protein in the small intestine [292], vasopressin, a tetrapeptide
involved in blood pressure regulation [293], the neuro-octapeptide oxytocin [245],
and the octapeptide fragment of the opioid peptide dynorphin [294, 295]. Several
other examples of enzymatically synthesized biologically active peptides have been
reported [156, 213, 218, 296, 297]. Process development for enzymatic peptide
synthesis requires the definition of a synthetic strategy, the proper selection of
the proteases to be used for each coupling step according to their specificity,
the sequencing of peptide bond formation (one pot or consecutive reactions), the
formulation of the reaction medium (aqueous, organic, or biphasic), and the
selection of the amino acid and peptide derivatives acting as acyl donor and
nucleophile [156, 245, 284]. Although there are some rules for conducting the
synthesis, the high number of critical variables in an enzymatic process makes its
optimization cumbersome and, in this sense, enzymatic synthesis of peptides is a
less mature technology than chemical synthesis since no general protocols of
synthesis are available. Each situation is a particular case that has to be extensively
studied and optimized. Despite this, many of the limitations of chemical synthesis
can be overcome by protease synthesis. The high specificity and high reactivity
under mild operation conditions of enzyme biocatalysts are properties that may
have a strong impact on process economics, since these will reduce the number of
operations required for the synthesis, will have a less stringent requirement for
equipment, will reduce the energy input required, and will produce less environ-
mental impact [298]. The size of the peptide is a major constraint for the enzymatic
synthesis since no established and automated protocols have yet been developed.
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As the peptide chain grows, requirements of protection and modification of several
operational variables at each step makes the process cumbersome, so that in practice
only peptides of less than 10 residues have been synthesized, as illustrated by the
examples given above. Convergent enzymatic synthesis may be used, as in chemical
synthesis, and has been elegantly applied to the synthesis of the CCK-8 using a
combination of proteases and reaction media for each step [188, 290, 299, 300].
The use of organic solvents, usually required for performing enzymatic peptide

synthesis [301], imposes additional restrictions on process design and engineer-
ing, and contradicts the clean technology concept [245, 302], so major efforts are
being directed toward their replacement by greener systems, among which ionic
liquids [82, 198] and solid or semisolid reaction media are prominent [196, 303–305].
Recently, Meng et al. [291] reported the enzymatic synthesis of the CCK pentapeptide
(CCK-5) where the coupling was conducted in aqueous buffer and no hazardous
chemicals were necessary. However, these systems are still at an early stage of
technological development. Despite the technological advances in peptide synthesis
with proteases, a general approach for the process remains to be formulated, and low
productivity, low conversion yield, and high cost of enzymes are problems yet to be
solved to make it competitive in a broad spectrum of cases. More specific, active, and
stable enzymes are being pursued, and the trend should be to improve existing
proteases by the use of the modern technologies of genetic/protein engineering and
automated screening of proteases from novel microbial strains and also from the
environmental metagenome.

8.6
Conclusions

Chemical synthesis, especially solid phase, can be considered now as themostmature
technology for peptide synthesis, being especially suited for medium-size peptides,
which comprise themost relevant pharmaceutical and healthcare products. However,
a lack of specificity and environmental burden are drawbacks of chemical processes
that can be successfully overcome by enzyme biocatalysis, since many of the present
constraints of enzymatic processes for peptide synthesis are being solved through
research and development in different areas of enzyme biocatalysis. Proteases are
readily available enzymes that have been used traditionally as industrial commodities
for a long time exploiting their hydrolytic potential over proteinaceous substrates.
However, they are alsowell suited as biocatalysts for performing peptide synthesis in a
proper reaction medium, where they may be used as such or as starting point for
developingmodified enzymes especially suited tomatch the requirements for peptide
synthesis. Site-directed mutagenesis and directed evolution of protease-producing
geneswill bemajor strategies for developing improvedproteases for peptide synthesis.
The combination of chemical and enzymatic synthesis has proven to be a valuable
technological option since the good properties of each technology can be synergisti-
cally used in the context of one process objective as recently shown for the case of the
synthesis of the tripeptide RGD (Arg–Gly–Asp) amide [306].
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9
Semisynthetic Enzymes
Usama M. Hegazy and Bengt Mannervik

9.1
Usefulness of Semisynthetic Enzymes

Natural enzymes play essential roles in the living cell by accelerating the rate of
chemical processes. High catalytic efficiency, substrate specificity, stereoselectivity,
and lackof toxicityarepropertiesofenzymes thatmake themvaluable inamultitudeof
applications, suchas theproductionoffine chemicals [1, 2] andpharmaceuticals [3, 4],
food processing [5], bioremediation [6], and mining of metals [7, 8]. Nevertheless,
major obstacles in the use of natural enzymes in biotechnology are limitations in
solubility, stability, and efficiency under nonphysiological conditions, including the
presence of organic solvents or oxidants, extremes of temperature, pressure, or pH.
Conventional genetic engineering of enzymes has provided solutions for these
obstacles in some cases [9–11].However, the repertoire of functional groups provided
by thegenetic code is restricted to theassortmentof 20canonical proteinogenic amino
acids [phenylalanine (Phe), leucine (Leu), isoleucine (Ile), methionine (Met), valine
(Val), serine (Ser),proline (Pro), threonine (Thr), alanine (Ala), tyrosine (Tyr),histidine
(His), glutamine (Gln), lysine (Lys), asparagine (Asn), aspartic acid (Asp), glutamic
acid (Glu), cysteine (Cys), tryptophan (Trp), arginine (Arg), and glycine (Gly)], plus
selenocysteine (Sec) [12] and pyrrolysine (Pyl) [13]. For many applications it could be
advantageous to go beyond the conventional building blocks and incorporate novel
chemical groups in available enzymes. In the cell, enzyme functionalities can be
expanded by post-translational chemical modifications and incorporation of metal
ions or organic cofactors. In protein engineering, semisynthetic enzymes are derived
fromnaturalproteinscaffolds,whicharechemicallymodifiedinways thatmimicorgo
beyondwhat cellular systems provide.We define a semisynthetic enzyme as an entity
that has been procured by insertion of novel chemical groups via genetic engineering
or chemicalmethods in the laboratory. A rigorous demarcation between natural post-
translational modification and semisynthesis is difficult to define, but semisynthesis
generally implies that the product is not naturally occurring.
The first known attempt to construct active and intact semisynthetic proteins was

described by Cowie and Cohen in 1957 [14]. They replaced the amino acid Met in
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proteins with the analog, selenomethionine (Sem), by growing an Escherichia coli
strain auxotrophic forMet in a Sem-containing growthmedium. In thismanner they
forced the cells to make an amino acid mis-incorporation by supplementation of the
growth medium with the desired noncanonical amino acid in the absence of Met.
Thus this method is called �sense codon reassignment by selective pressure
incorporation�. Selenium-containing proteins are useful in structural analyses,
especially by X-ray diffraction and nuclear magnetic resonance spectroscopy.
Before thedevelopmentofdirectedmutagenesis inproteinengineering,Chapeville

et al. succeeded in incorporating Ala instead of Cys by chemically modifying the
previously cysteinylated transfer RNA (tRNA) [15]. This seminal work demonstrated
that tRNAs charged with noncognate amino acids are accepted by the ribosome and
that the translationof codons in themessengerRNA(mRNA)sequence isgovernedby
anticodons of the tRNAs rather than by the amino acid attached. Thus, conventional
proteinogenic amino acids can be replaced with noncanonical amino acids. This
finding formed the basis for later developments of site-specific incorporation of novel
amino acid derivatives into proteins by genetic engineering. In 1966, the groups of
Bender [16] and Koshland [17] independently succeeded in converting the active site
Ser of subtilisin into Cys by straightforward chemical modification. The thiol-subtili-
sin obtained displayed very low peptidase activity, contrary to expectation. However,
the chemically modified enzyme showed enhanced peptide ligase activity [18].
These early accomplishments laid the foundation for development of many techni-

ques currently used in the construction of semisynthetic proteins. Applied to enzymes,
semisynthesismay include covalent incorporationofunnatural aminoacid residues, or
even peptides, as well as other chemical structures into naturally occurring enzymes.
The nonproteinogenic parts of semisynthetic enzymes can be incorporated prior to
(pretranslationalmodification) or aftermRNA translation (post-translationalmodifica-
tion). Thepretranslationalmodification techniques include sensecodonreassignment,
missense suppression, nonsense suppression, frame-shift suppression (use of four- or
five-base codons), and noncanonical base pair techniques, whereas the post-transla-
tional modification techniques include chemical peptide synthesis (CPS), chemical
ligation,andexpressedproteinligation(EPL),aswellaschemicalmodificationofprotein
side-chains. These various methods are used not only to obtain enzymes with novel
functions and properties [19, 20], but they can also be employed inmechanistic studies
and in mapping the functional structures of enzymes [21–24]. In this chapter, protein
semisynthesis will be described with comments on the advantages and limitations of
each technique. Also, recent examples of the methods showing the wide-ranging
applications of the semisynthetic enzymes will be given.

9.2
Natural Protein Biosynthesis

Owing to the close relationship between the biosynthesis of natural protein and the
approaches used in the synthesis of semisynthetic protein, we will review the protein
biosynthesis process before going through the different versions of semisynthetic
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protein synthesis (Figure 9.1). DNA, which stores the structural information of the
protein structure, contains four different bases: two purine bases, adenine (A) and
guanine (G), and two pyrimidine bases, thymine (T) and cytosine (C). RNA, which
translates the information stored inDNA to protein, contains the same bases as DNA
except that uracil (U) replaces T. The bases represent the letters of genetic code and
form the pairs A–T (or A–U) and G–C governed by the hydrogen-bonding patterns
and structural complementarities. The genetic code consists of 64 three-base codons
and 61 of these encode the 20 canonical amino acids and are called sense codons. The
additional three codons, UAG (amber), UGA (opal), and UAA (ochre), are termina-
tion codons, alternatively called �stop� or nonsense codons. All the canonical amino
acids, exceptMet andTrp, are encoded bymore than one codon – a property known as
the degeneracy of the code. The DNA is transcribed intomRNA, which subsequently
is translated into proteins. Protein synthesis requires tRNA, which carries an amino
acid to the ribosome, where protein synthesis takes place. The tRNA is charged with
an amino acid corresponding to its anticodon (three nucleobases complementary to
the codon of the mRNA). The charging of a tRNA with its cognate amino acid is
carried out by a specific aminoacyl-tRNA synthetase (aaRS) forming aminoacyl-tRNA
(aa-tRNA). Consequently, an aaRS exists for each amino acid [25, 26]. Although
anticodons of tRNAs are general for all organisms, aaRS are often species-specific,
such that the enzyme from one species does not aminoacylate tRNA from another
species [27]. This functional orthogonality is useful in relation to the incorporation of
unnatural amino acids into proteins. Translation ofmRNA into proteins is carried out
by the ribosome in four steps: initiation, elongation, termination, and recycling. In
the first step, an initiation complex is formed between the ribosome,mRNA, initiator
tRNA (a tRNA charged with Met), initiation factors, and guanosine triphosphate. In
the second step, an aa-tRNA is transported by an elongation factor to themRNA in the
ribosome, where the anticodon of the aa-tRNA is matched with the codon of the
mRNA. The cognate interaction between anticodon and codon leads to peptide bond
formation between the incoming amino acid and Met of the initiator tRNA in the
ribosome, thereby generating a dipeptide. The elongation cycle proceeds until a stop
codon in themRNA is encountered, which triggers association of a release factor (RF)
to the ribosome. The RF–ribosome interaction leads to hydrolysis of the ester bond
between the C-terminal amino acid of the peptide chain and the last aa-tRNA
encountered by the ribosome. Consequently, the polypeptide chain is released from
the ribosome and folded into a functional structure. In addition, post-translational
modifications, such as phosphorylation, acetylation, glycosylation, or covalently
linking with prosthetic groups, can take place on amino acid side-chains of protein
before or after translocating to its cellular site of function.

9.3
Sense Codon Reassignment

Sense codon reassignment is the oldest technique used to incorporate noncanonical
amino acids into proteins. Asmentioned in Section 9.1, the complete replacement of
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Met by Sem in E. coliMet auxotroph by Cowie and Cohen [14] was the first success of
this technique.Throughappropriateengineeringof theexpressionhost,asensecodon
maybe reassigned toanoncanonical aminoacidunder the conditionsused forprotein
expression (Figure 9.2). The net result is the generation of proteins that contain 19 of
the canonical amino acids and onenoncanonical amino acid. This technique relies on
theuseofauxotrophicexpressionhostsdeficient in thebiosyntheticpathwayneededto
produce one or more of the 20 canonical amino acids. By using chemically defined
mediainconjunctionwithsuchstrains, it ispossibletocontrol theintracellularpoolsof
the amino acids of interest. The amino acid auxotrophic strains can be generated or
obtained from public repositories such as the Yale Coli Genetic Stock Center (cgsc.
biology.yale.edu). Since leaky expression in the initial growth medium will lead to a
protein product that does not contain the desired noncanonical amino acids, it is
important to control protein expression with a strongly repressed promoter such as
phage-derived promoters T5 and T7. These promoters are found in commercially
available protein expression vectors such as the pQE series or the pET series. The
suitable amino acid auxotrophic strain is transformed with a plasmid encoding the
desired recombinantproteinunder the control of a strongly induciblepromoter.Since
most noncanonical amino acidswill not support bacterial growth, the expressionhost
is allowed to grow initially to late exponential phase either in a rich medium or in a
medium such asM9 orM63 supplemented with all 20 canonical amino acids and an
appropriateantibiotic.Whenthebacterial culturehas reachedtheopticaldensityof1.0
atwavelength600 nm(enoughmassofcellularmaterial forproteinsynthesis), thecells
are collected by centrifugation and resuspended in sterile isotonic saline (0.9%NaCl).
After repeating the washing cycle with 0.9% NaCl to remove all amino acids, the
cells are collected and resuspended in a medium supplemented with a desired

Figure 9.1 Overview of protein biosynthesis
and methods used for semisynthetic protein
synthesis. Protein biosynthesis starts with DNA
transcription into mRNA, which is translated into
protein (chain of open circles) by ribosomes,
aminoacylated tRNAs, and many translation
factors, including RF. tRNA is specifically
aminoacylated with canonical amino acid
(open circle) by aaRSs. The produced protein can
be post-translationallymodified (different colored
circles) and folded into functional protein.
Pretranslational methods used for semisynthetic
protein synthesis are presented in ovals.Methods
used for mischarging tRNA are shown in
rectangles. Noncanonical amino acids, which are
incorporated into semisynthetic proteins, are
shown in colored noncircular shapes. Sense
codon reassignment, which is a residue-specific
method, replaces one canonical amino acid
(orange circle) with a noncanonical amino acid
(orange oval) by depletion of the replaced amino
acid (double lines), overexpression of RS, or/and

mutation of RS (blue structure). Missense,
nonsense, and frame-shift suppression as well as
orthogonal base pairs all extend the genetic code
by use of degenerate codons, one or two unused
stop codons, four- or five-base codons, or
noncanonical base pairs (shown as red X and blue
Y), respectively, in targeted positions for
incorporation of desired noncanonical amino acid
(s) into proteins. While nonsense suppression
cannot incorporate more than two noncanonical
amino acids, frame-shift suppression and
orthogonal base pairs can incorporate more than
two. OrthogonalmRNA/ribosome pairs decrease
or eliminate the competition betweenmischarged
stop codon suppressor tRNA and RF (oval), and
increase the efficiency of nonsense suppression.
Mischarged tRNA can be prepared by chemical
synthesis or enzymatic aminoacylation of tRNA
with ribozyme or orthogonal RS (red structure).
Post-translationalmethods include in vitroSDCM,
CPS, and chemical ligation with heterologous
expressed protein.

3
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noncanonical amino acid and the proper complement of canonical amino acids
(lacking the amino acid to be replaced by a noncanonical amino acid). To further
deplete the intracellular pool of the original amino acids, the cells are incubated at the
expressiontemperature for10–30min.Proteinexpressionis theninitiatedbyaddition
of an appropriate inducer (isopropyl-b-D-thiogalactopyranoside to a final concentra-
tion of 1mM). Depending on the nature of the recombinant protein, the expression
timeandtemperaturemayhave tobevaried.Followingproteinexpression, thecellsare
collected by centrifugation for lysis and then the expressed protein is isolated by a
suitable purificationmethod. The yields of purifiedproteins expressed in thismethod
varywidely from10 to100mg/l of culturedependingon theaminoacid analogusedas
well as the recombinant protein and the purification method. Although this simple
method has succeeded in reassigning the sense codons of different amino acids such

Figure 9.2 Sense codon reassignment is used
to replace canonical amino acid (orange circle)
by noncanonical amino acid (orange oval)
producing semisynthetic protein containing
19 canonical amino acids (open circles) and
one noncanonical amino acid. Sense codons
(e.g., UUC) may be reassigned to para-
substituted Phe instead of Phe through growing

the expression host, Phe auxotrophic host
cells, on chemically defined growth media,
containing para-substituted Phe and lacking
Phe. The efficiency of the technique can be
increased by over expression of tRNAPhe

synthetases (PheRS) and consequently increase
the rate of mischarging of tRNAPhe with para-
substituted Phe.
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as Trp [28, 29], Met [30, 31], Leu [32], Ile [33, 34], Phe [35], Pro [36], and His [37] in
recombinant proteins to many amino acid analogs, it has failed to incorporate other
noncanonical amino acids inmany cases. Thefidelity of protein synthesis in the cell is
controlled in large part by the aaRS [26], either by activation of the amino acid or by
ligationof theactivatedaminoacid to itscognate tRNA.Thus,successful incorporation
of noncanonical amino acids into proteindepends on the ability of the aaRS to activate
thenoncanonicalaminoacidofinterest.Kiicketal. foundthatahigherrateofactivation
of amino acid analogs by aaRS promoted an effective incorporation of the amino acid
analog into the recombinant protein [38, 39]. Thus, overexpression of aaRS, which
increases the rate of amino acid analog activation, has allowed reassignment of sense
codonswithdifficult-to-incorporateanalogs [40,41].Somemodificationof themethod
should be introduced when aaRS are overexpressed. Thus, it is important to express
aaRS either constitutively or with a promoter orthogonal to the promoter used to
express the recombinant protein. Thenonorthogonal expressionof aaRSwill result in
incorporation of the noncanonical amino acid into aaRS and may render the aaRS
inactive. While the sense codon reassignment of many amino acid analogs may
become greatly efficient by overexpression of the appropriate wild-type aaRS, many
otheranalogsrequirefurthermanipulationoftheaaRSactivityof thecell.Thewealthof
structural data on the aaRS [14] provides some insight into the origins of the high
fidelity characteristic of protein synthesis. The binding pocket of aaRS for the amino
acid ishighlyshape-selectiveandcandiscriminatebetweenthesimilarstructuressuch
as Phe and Tyr. Just as DNA and RNA polymerases have a proofreading function by
exonuclease activity on mismatched base pairs, aaRS have an editing function by
hydrolysis of improperly aminoacylated tRNAs [42–45]. Thus, the ability of a non-
canonical amino acid to penetrate the genetic code in vivo is dependent upon its ability
to pass through both of these checkpoints. The availability of high-resolution crystal
structures for most of the aaRS allows engineering and redesign of the amino acid
bindingpockets andeditingsitesof theseenzymes for theultimategoalof introducing
noncanonical amino acids into proteins. A single-point mutation in the amino acid
binding pocket of PheRS can expand the specificity of the binding to include a set of
para-substituted Phe analogs and benzofuranyl-Ala as good substrates for activation
and consequently efficient incorporation into recombinant proteins [46–48]. Also
perturbation of the editing site of the aaRS can lead to incorporation of a large set of
noncanonical amino acids. The single pointmutation of a highly conservedThr toAla
in the editing site of LeuRShas led to loss of discriminationof Leu fromsimilar amino
acids [49]. Furthermore, replacement of the conserved Thr with a larger amino acid
such as Tyr impairs the editing function of LeuRS [50] and allows incorporation of
several noncanonical amino acids in response to Leu codons [51].

9.4
Missense Suppression

As mentioned in Section 9.2, the genetic code is degenerate and 18 of the 20
proteinogenic amino acids have more than one triplet base codon (sense codon).
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Instead of replacement of a canonical amino acid by noncanonical one as in a sense
codon reassignment technique (see Section 9.3), using the �surplus� sense codons
for incorporation of noncanonical amino acids can substantially expand the genetic
code to give an enriched set of building blocks for artificial proteins. The missense
codon technique relies on the fact that the Gibbs free energy of melting of
Watson–Crick base pairs between codons and anticodons is higher than that of
wobble base pair (Figure 9.3). A good example is described by Tirrell and his
group [52]. They incorporated a Phe analog, 2-naphthylalanine (Nal), into dihydro-
folate reductase (DHFR) as a test protein. Phe is encoded by two codons, UUC and
UUU, which are decoded in E. coli by a single tRNAPhe

GAA. The anticodon sequence of
this E. coli tRNAPhe

GAA binds via Watson–Crick base pairing to the UUC codon and via
wobble base pairing toUUU. It has been suggested that a heterologous tRNAwith an
AAA anticodon sequence might compete with E. coli tRNAPhe

GAA in decoding of the

Figure 9.3 Missense suppression is used to
incorporate noncanonical amino acid (orange
oval) in addition to 20 canonical amino acids
(orange and open circles). Introduced
degenerate codon such as UUU, coding for Phe,
can be used to incorporate noncanonical amino

acid at the target position by using mischarged
tRNAPhe having an AAA anticodon. There is
competition between Phe-tRNAPhe

AAG and
mischarged tRNAPhe

AAA for both UUC and UUU
codons (red arrows).
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UUU codon. The orthogonal tRNAPhe
AAA=PheRS pair (see the end of this section) from

Saccharomyces cerevisiae, ytRNAPhe
AAA=yPheRS, was introduced into the E. coli Phe

auxotroph (K10-F6D) to specify the incorporation of Nal. The binding site of the
yPheRS was engineered (Thr415Gly) to activate Nal. The protocol for this method is
quite similar to the protocol for sense codon reassignment (see Section 9.3) except
that an E. coli Phe auxotroph is transformed with two plasmids. The first plasmid
pQE16 carries a gene encoding the protein of interest (DHFR) under the control of
the bacteriophage T5 promoter as well as the gene encoding the yPheRS mutant
under control of a constitutive tac promoter. The second plasmid pREP4 carries a
gene encoding ytRNAPhe

AAA under control of the constitutive lpp promoter. The
combination of the yPheRS and this additional ytRNA serves as a 21st aaRS/tRNA
pair permitting the incorporation of a 21st amino acid in response to theUUUcodon.
Induction of these cells inmedia supplementedwith 3mMNal leads to highly biased
assignment of UUC codons to Phe and of UUU codons to Nal. The assignment of
UUC to Phe is essentially quantitative, while UUU sites are assigned to Nal at levels
that are typically 80%. Themissense incorporation of a noncanonical amino acid can
be verified by purification of the recombinant DHFR and digestion with a protease
such as trypsin. The mixture of tryptic fragments may then be analyzed by mass
spectrometry (MS) to confirm incorporation of Nal. The yield of protein isolable from
this experiment is typically an order ofmagnitude lower than that achievable in sense
codon reassignment experiments with yields being on the order of 2–5mg of DHFR
per liter of culture.

9.5
Evolving the Orthogonal aaRS/tRNA Pair

Before going into the nonsense and frame-shift suppression techniques we need to
understand the meaning of the orthogonal aaRS/tRNA pair used in missense
(Section 9.4), nonsense (Section 9.6), and frame-shift (Section 9.9) suppression
(Figure 9.4). The suppression techniques need noncanonical amino acid-carrying
suppressor tRNA (misacylated tRNA) for incorporation of noncanonical amino acid
into proteins. For in vitro translation, suppressor tRNA can be chemically aminoa-
cylated with noncanonical amino acids [53] (see Section 9.6). The low yield of the in
vitro suppression techniques, which is related mainly to the difficulty of obtaining
the high amounts and recycling of misacylated tRNA, is the reason for using the
orthogonal aaRS/tRNA pairs in the suppression techniques. The differences in
the tRNA identity elements between the tRNA of different species [54, 55], which
are found primarily in the acceptor stem and variable arm, in combination with the
species-specific aaRSs, form a strong foundation for use of the orthogonal aaRS/
tRNA pairs in suppression techniques. The orthogonality of the aaRS/tRNA pair
means that the aaRS does not charge any tRNA except its cognate tRNA and does not
couple its cognate tRNAwith any amino acid except the desired noncanonical amino
acid. Furthermore, the orthogonal tRNA, which should function efficiently in a
translation system and pair only with a unique codon inmRNA, is not a substrate for
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Figure 9.4 Mischarged suppressor tRNA (red
structure) with noncanonical amino acid (orange
oval) is used for constructing semisynthetic
proteins. The orthogonal aaRS (red structure)
will not acylate any tRNA (black dashed arrow)
except its cognate tRNAandonlywith the desired
noncanonical amino acid (red solid arrow). The
orthogonal suppressor tRNA, which base-pairs
only with a unique codon in mRNA, is not a

substrate for any aaRS (red dashed arrow) except
its cognate aaRS. To evolve orthogonal tRNA, an
amber suppressor tRNA library (red arrow) can
be constructed by random mutations and
subjected to negative selection in the absence of
the cognate orthogonal aaRS and coexpressed
with amutant barnasegene (blue arrow) inwhich
amber codons (red arc) are introduced at
permissive sites. All orthogonal or nonfunctional
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any aaRS except its cognate aaRS. The heterologous expression of the orthogonal
aaRS/tRNA pair into a host organism can produce a system with 21 non-cross-
reacting pairs with 20 proteinogenic amino acids and one noncanonical amino acid.
The orthogonality of the aaRS/tRNA pair can be achieved either by expression of an
aaRS/tRNA of one species in another distant species or by expressing amutated host
pair that fulfills the orthogonality requirements.
The first attempt to use the orthogonality of aaRS/tRNApair in suppressionwas by

RajBhandary et al. [56]. They coexpressed E. coliGlnRS with tRNA suppressor in the
mammalian cell line COS-1 to suppress the amber codon by incorporating the amino
acid Gln. In 1997, Schultz et al. first tried using coexpression of themutated aaRS, E.
coli GlnRS, with engineered suppressor tRNA to incorporate a noncanonical amino
acid in the expressed protein in E. coli [57]. This early attempt was not fully successful
in the incorporation of a noncanonical amino acid. The same group subsequently
used engineered Methanococcus jannaschii tRNATyr

CUA and its cognate M. jannaschii
TyrRS in the incorporation of O-methyl-Tyr into DHFR expressed in E. coli. [58].
Although this orthogonal pair was shown to function efficiently, unfortunately Tyr
was also incorporated in the target position to some degree [59]. The specificity and
efficiency of the suppression techniques for incorporation of noncanonical amino
acids depends on the efficiency of the orthogonal aaRS/tRNA in the host. Thus,
evolving new efficient pairs of orthogonal aaRS/tRNA has been in high demand.
Schultz et al. have improved the strategy of evolving orthogonal aaRS/tRNApairs by a
combination of positive and negative selections for suppressor tRNA [60] and
aaRS [58]. To evolve orthogonal tRNA, a library of suppressor tRNAs was constructed
by random mutations of tRNA residues that do not interact with the cognate
orthogonal aaRS. This tRNA library was subjected to negative selection in the
absence of the cognate orthogonal aaRS and coexpressed with a mutant barnase
gene in which amber nonsense codons were introduced at permissive sites. When a
member of the suppressor tRNA library is aminoacylated by an endogenous E. coli
aaRS, the amber codons are suppressed and the ribonuclease (RNase), barnase,
is produced, resulting in cell death. Thus, only cells harboring orthogonal or

tRNAs fromsurviving clones (red arrow) are then
subjected to positive selection in the presence of
the cognate orthogonal aaRS (black arrow) and a
b-lactamase gene (green arrow) with an amber
codon (red arc) at a permissive site. After many
cycles of alternating rounds of negative and
positive selections orthogonal tRNA can be
obtained. Similarly, a library of aaRSs can be
constructed by randomizing residues of aaRSs
that interact with the substrate amino acid in
the binding pocket. In the presence of a desired
noncanonical amino acid and chloramphenicol,
the aaRS library (red arrow) is subjected to
positive selection by coexpressing with amber

suppressor tRNA (black arrow) and CAT gene
(green arrow) in which an amber codon (red arc)
is introduced at a permissive site. All active
aaRS mutants with the noncanonical and
endogenous amino acids from surviving clones
(red arrow) are then subjected to negative
selection in absence of the desired noncanonical
amino acid by coexpressing with amber
suppressor tRNA (black arrow) and a barnase
gene (blue arrow) in which amber codons (red
arc) are introduced at permissive sites. After
many cycles of alternating rounds of positive and
negative selections orthogonal aaRS can be
obtained.
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nonfunctional tRNAs can survive. All tRNAs from surviving clones are then
subjected to positive selection in the presence of the cognate orthogonal aaRS and
a b-lactamase gene with an amber codon at a permissive site. tRNAs that function in
translation and are good substrates for the cognate orthogonal aaRS are selected on
the basis of their ability to suppress the amber codon and produce active b-lactamase.
Therefore, only tRNAs that are not substrates for endogenousE. coli aaRSs, but can be
aminoacylated by the aaRS of interest and function in translation, will survive both
selections. Also, libraries of orthogonal aaRS variants were generated by randomiz-
ing five or six residues interacting with the amino acid in the binding pocket of aaRS
based on an analysis of the X-ray crystal structure. To identify aaRS variants that
specifically recognize the noncanonical amino acid and no endogenous host amino
acid, the aaRS libraries were subjected to alternating rounds of positive and negative
selections. Thepositive selection is based on resistance to chloramphenicol conferred
by suppression of an amber mutation at a permissive site in the chloramphenicol
acetyltransferase (CAT) gene; the negative selection uses the barnase gene with
amber mutations at permissive sites. When the library of aaRS mutants is passed
through the positive selection in the presence of the noncanonical amino acid, those
cells withmutant aaRS that can acylate the tRNAwith either the noncanonical amino
acid or an endogenous amino acid will survive. Plasmids encoding active mutant
aaRS are then transformed into the negative selection strain and selections are
carried out in the absence of the noncanonical amino acid. Those cells containing
mutant aaRS that recognize endogenous amino acids incorporate the latter in
response to the amber codons in the barnase gene and die. Repeating rounds of
positive and negative selections can lead to the isolation of mutant aaRS that can
specifically incorporate the noncanonical amino acid.

9.6
Nonsense Suppression

Suppressor tRNA was not originally used to incorporate noncanonical amino acids
into protein, but analysis of its mode of action showed that the incorrect proteino-
genic amino acid can be inserted in vivo into a specific location of a protein [61, 62].
This observation has laid the foundation for nonsense and frame-shift suppression
techniques. The nonsense suppression strategy is based on the fact that only one of
three stop (nonsense) codons in the genetic code is necessary for termination of
protein synthesis (Figure 9.5). Hence, two of the stop codons can be exploited for the
introduction of noncanonical amino acids. One or both of these stop codons can be
introduced in the target position of DNA coding for the protein of interest by
conventional site-directed mutagenesis. The introduced stop codon in the protein
coding sequence can then be decoded as a noncanonical amino acid. This is
accomplished by in vitro or in vivo translation using chemically or enzymatically
mischarged suppressor tRNA, which is orthogonal to endogenous aaRS of the
translation systems and has anticodon base paired with the introduced stop
codon. The amber (UAG) stop codon has been most frequently employed for the
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incorporation of noncanonical amino acids in E. coli, because it is the stop codon
occurring least frequently and the presence of natural amber suppressors in some E.
coli strains does not significantly affect cell growth rates [63, 64]. However, the use of
the ochre (UAA) stop codon [65] and the potential use of the opal (UGA) stop
codon [66] have also been reported.Only onenoncanonical amino acid per stop codon
can be incorporated into the expressed protein, thus two different noncanonical
amino acids can be incorporated at the same time by using two different stop

Figure 9.5 Nonsense suppression allows
simultaneous incorporation of two noncanonical
amino acids (blue star and red square). Two
superfluous stop codons (red codons) are
introduced at targeted positions and mischarged
stop codon suppressor tRNAs base-pair with the
introduced stop codons (black arrows) producing

full-lengthsemisynthetic protein. The competition
of suppressor tRNAs with the RF (red arrow)
producing truncatedproteinscanbeminimizedor
eliminated (double line) by using an orthogonal
mRNA/ribosome pair. The orthogonal ribosome
has lowaffinity for theRFduetoU531GandU534A
mutations in its 16S rRNA.

9.6 Nonsense Suppression j391



codons [67]. In 1989, the Chamberlin [68] and Schultz [69, 70] laboratories indepen-
dently were the first to adopt this strategy for in vitro site-specific incorporation of a
noncanonical amino acid into protein. They used the flexibility of the synthetic tRNA
aminoacylation reaction combined with the specificity of nonsense suppression to
incorporate several Phe andTyr analogs into test proteins in vitro. ThePheorTyr triplet
codon was replaced by an amber codon at a specific position of the gene for the test
protein. The anticodons of tRNAPhe or tRNATyr were modified to CUA for binding to
the introduced amber codon. Schultz�s group chemically aminoacylated the suppres-
sor tRNAPhe

CUA with several Phe analogs (p-fluoro-Phe, p-nitro-Phe, and homo-Phe),
whereas Chamberlin�s group chemically modified Tyr� tRNATyr

CUA with Na125I to
generate radiolabeled [125I]Tyr� tRNATyr

CUA. Addition of the modified suppressor
tRNA to an E. coli or rabbit reticulocyte cell-free translation system containing the
targeted gene produced the protein containing the noncanonical amino acid at the
position specified by TAG in the coding sequence. The nonsense suppression
efficiency obtained was up to 30% and the yield 1–10mg/ml culture medium. The
comparatively low yield was due mainly to both the difficulty of obtaining large
amounts of charged suppressor tRNA and the competition between RF and suppres-
sor tRNA [71].Byusinga thermally inactivatedmutant ofRF [71], omittingRFfrom the
reconstituted cell-free translation system [72], or using small interfering RNA-medi-
ated downregulation of RF [73], the yield of noncanonical amino acid containing
protein can be increased. The chemical acylation of tRNAwas developed [74] and then
improved [75] by Hecht et al. to expand the utility of misacylated tRNA for noncanoni-
cal amino acid incorporation into proteins. They acylated the dinucleotide pCpAwith
an N-terminally protected amino acid (N-pyroglutamylamino acid), which had been
activated by carbonyldiimidazole (Figure 9.6). Then the acylated dinucleotide was
ligated to the 30-terminus of a truncated tRNA in the presence of T4 RNA ligase,
thereby providing an aa-tRNA charged with a noncanonical amino acid. The
N-pyroglutamyl protecting group of the aa-tRNA was cleaved by the enzyme
pyroglutamate aminopeptidase and the deprotected aa-tRNA became fully functional
[53]. This methodology has been further developed by Schultz et al. [76]. They have
used a variety of photo- and chemo-cleavable protecting groups, such as 4-nitrover-
atrylcarbamates and o-nitrophenylsulfenyl chloride [69, 77, 78], and also replaced
the cytidine of the dinucleotide pCpA with a deoxycytidine [76]. Sisido et al. have
introduced a simplificationof thismethod,whereby the acylationof thedinucleotide is
carried out in cationicmicelles [79]. An interesting alternative is to employ ribozymes
as catalysts for the formation of aa-tRNA. Suga et al. have generated a ribozyme that
aminoacylates different tRNAs with different noncanonical amino acids by using
in vitro selection of a random sequence of RNA [80] (see Section 9.7).
The nonsense suppression method has been used to incorporate more than 30

noncanonical amino acids into proteins, representing a large variety of structures and
functionalities. Some of these noncanonical amino acids have chemically reactive
groups including ketone, azide, acetylene, and thioester groups. Other noncanonical
amino acids are photoreactive, such as p-benzoyl-Phe and p-(3-trifluoromethyl-3
H-diazirin-3-yl)-Phe, or contain biophysical probes such as iodo-, fluoro-, or cyano-7-
hydroxycoumarin and also dansyl side-chains. In addition, noncanonical amino acids
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Figure 9.6 Chemical synthesis of mischarged
aa-tRNA. N-(2-Nitrophenylsulfenyl)-pdCpA
(NPS-pdCpA) is aminoacylated with the desired
N-terminally blocked amino acid giving
aminoacylated NPS-pdCpA. The NPS group is
released by a reaction with thiosulfate producing

aa-pdCpA, which is ligated to 30-truncated tRNA
by T4 RNA ligase giving mischarged tRNA with
the N-terminally blocked amino acid. The
functional aa-tRNA is obtained by release of the
blocking group from the amino group of the
amino acid.
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can include redox-active and metal-chelating residues, such as dihydroxy-Phe,
3-amino-Tyr, and bipyridyl-Ala.
The nonsense suppression approach has so far only been used in vitro. To apply the

method to in vivo systems, it could be an attractive alternative to develop and use
orthogonal tRNA/aaRS pairs (see Section 9.5). In this approach, the genes encoding
an orthogonal aaRS/tRNA pair are engineered in such a way as to make the aaRS/
tRNA pair orthogonal to the host organism as well, and so it only recognizes certain
noncanonical amino acids and efficiently acylates their cognate tRNA. The orthogo-
nal aaRS/tRNA pair in a separate plasmid is coexpressed in the host cells with the
protein of interest. The noncanonical amino acid and expression inducer are added to
the growth media when enough cellular material for protein synthesis is present.
After incubation of the host cells for 20–24 h, the cells are collected and lysed and the
expressed protein is purified by a suitable method and analyzed by MS. Recently,
Chin et al. evolved orthogonal ribosome/mRNA pairs in vivo to overcome the
drawback of the competition between the amber suppressor tRNA and RF1 stop
codon in an in vivo translation system, and increase the suppression efficiency to
more than 40% [81] (see Section 9.8).

9.7
Mischarging of tRNA by Ribozyme

In order to circumvent the chemical aminoacylation of suppressor tRNA, Suga et al.
have designed an RNA library to evolve ribozymes that can aminoacylate suppressor
tRNAwith noncanonical amino acids (Figure 9.7). The RNAvariants were composed
of two domains – an amber anticodon-containing E. coli tRNAGln and a varied 70-
nucleotide 50-leader sequence [82, 83]. The selection aimed to find a self-aminoacy-
lating 50-leader sequence. The pool of RNA variants was subjected to reaction with
N-biotinylated-Phe-cyanomethyl ester (CME) and the self-aminoacylating RNA was
isolated by using streptavidin. The isolated material was treated with RNase P to
remove the 50-leader and get a full sequence of mischarged suppressor tRNA. By aid
of chemical and enzymatic mapping of the secondary structure of the ribozyme the

Figure 9.7 Evolution of ribozymes that can
aminoacylate suppressor tRNA with
noncanonical amino acids. In vitro selection and
structural minimization of a RNA library to
produce the 57-nucleotide r24mini RNA, which
has cis and trans self-aminoacylation activity with
aromatic amino acid analogs (red square).
Biotin, which is linked to the amino acid analog,
is used for selecting active ribozymes. The red
bases represent nucleotides at the amino acid-
binding site. The green bases represent bases
proposed to form base pairs between ribozyme
and tRNA, and the green arrow indicates their
interaction. In vitro selection from an RNA library

formed by randomly mutating the region flanked
by the two binding sites of amino acid and tRNA
and the acceptor stem recognition site (blue lines
of r24mini), followed by structural minimization,
produced a ribozyme (24-nucleotide Fx) that
can aminoacylate different tRNAs. To further
evolve a ribozyme able to aminoacylate tRNA
with aliphatic amino acid analogs, an RNA library
was constructed by single random base
insertions and randommutations of 10 bases of
the amino acid-binding site of Fx (blue lines of
Fx). In vitro selection using acetyl-Lys-DBE (blue
square) as substrate gave rise to the 25-
nucleotide dinitro-Fx.
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unnecessary sequence was eliminated, resulting in a short ribozyme called r24mini.
The analysis revealed the ribozyme recognition motif (G43–U45), which base pairs
with the 30-end of tRNA (R73–C75, R¼A orG), as well as the amino acid binding site
(A33–U35 and U40–U41) [84]. Although the r24mini was able to function as a cis-
acting and trans-acting ribozyme, it could not be used as a general catalyst because of
its specificity for a particular tRNA and its strict selectivity for aromatic amino acid
analogs. Therefore, Suga et al. made an additional in vitro selection to generate a
ribozyme that can aminoacylate various tRNAs [85]. They constructed a pool of
r24minis, where 19 nucleotides with random mutations were introduced into the
region flanked by two binding sites (one for Phe and one for tRNA) as well as the
acceptor stem recognition site. In this pool the variable sequence was linked to the 50-
end of tRNAAsn instead of tRNAGln, for which the tRNAs are quite different in
sequence. Depending on the result of the selection, the selected ribozyme was
shortened to a 24-nucleotide sequence calledflexizyme (Fx), whichwasmore efficient
and versatile toward different tRNAs than r24mini. The ribozyme has also been
evolved so it is not restricted to aromatic amino acid analogs [86]. By replacing the
aminoacyl donor CME group (aliphatic chain) with a 3,5-dinitrobenzyl ester (DBE,
aromatic group) the catalyst can freely use nonaromatic amino acid analogs, such as
acetyl-Lys-DBE, as substrates. To enhance the binding of the engineered substrate to
Fx, a RNApool was constructed by randomizing the Fx bases involved in amino acid
binding with a single random base insertion (a total of 11 nucleotides). A new
member of Fx, called dinitro-dFx, was evolved that accepts a wide variety of DBE
esters of non-natural a-L-amino acids, a-N-acyl L-amino acids, a-D-amino acids,
b-amino acids, and a-hydroxy acids. Furthermore, a resin-immobilized Fx, called
flexiresin, has been developed for preparative production of aminoacylated suppres-
sor tRNA [87].

9.8
Evolving the Orthogonal Ribosome/mRNA Pair

To avoid the strong competition between mischarged stop codon suppressor aa-
tRNAaa and RF, and consequently increase the efficiency of the nonsense suppres-
sion technique, Chin et al. have evolved new ribosome/mRNA pairs having low
affinity for RF, and being orthogonal to endogenous ribosomes and mRNA
molecules [81] (Figure 9.5). The orthogonality of this new pair relies on the fact
that the ribosomes recognize mRNA through base-pair matching between the
Shine–Dalgarno (SD) sequence, located 7–13 nucleotides upstream of the AUG
initiation codon in the mRNA, and an anti-SD sequence, near the 30-end of the 16S
ribosomal RNA (rRNA) in prokaryotic ribosomes. Thus the orthogonal ribosome
can be targeted to a particular mRNA by changing the SD sequence and concomi-
tantly introducing the appropriate complementary changes in the anti-SD se-
quence [88, 89]. The evolved ribosome called ribo-X can only translate the cognate
mRNA, which is not translated by endogenous natural ribosomes. Based on the
structural information that the 530-loop of 16S rRNA in the ribosomal A-site can
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interact directly with both tRNA and RF1 [90, 91], an A-site mutant library was
designed by randomization of seven nucleotides (529–535) in the 530-loop. An in
vivo selection system using CATmRNA with a UAG, together with an appropriate
amber suppressor tRNA, yielded the mutant ribosome, ribo-X, carrying U531G and
U534A mutations in 16S rRNA. Ribo-X demonstrated increased suppression
efficiency for the amber codon as compared with wild-type ribosomes, without
loss of fidelity in protein translation.

9.9
Frame-Shift Suppression

All proteinogenic amino acids are encoded by trinucleotide codons, which sets a limit
to the number of codons inmRNA translation to 64 specifying 20 amino acids as well
as three stop signals.While stop codon suppressionmakes possible the incorporation
of a maximum of two different noncanonical amino acids, the use of codons longer
than three nucleotides can expand the genetic code system and give the possibility to
incorporate many alternative noncanonical amino acids into protein at the same
time. The discovery of frame-shift suppressor tRNA containing four-base anticodon
suggested that the ribosomal machinery could accept codon/anticodon pairs that are
larger than threenucleotides in length. Building on this discovery,Hohsaka et al.have
developed a frame-shift strategy for incorporation of noncanonical amino acids into
protein by using four- and five-base anticodon suppressor tRNA and an in vitro
translation system [92–94] (Figure 9.8). In this strategy, an mRNA containing an
extended codon consisting of four or five bases is read by a modified aa-tRNA
(acylatedwith a noncanonical amino acid and containing the corresponding extended
anticodon) and a full-length protein containing a noncanonical amino acid at the
targeted site is obtained. If the extended codon is read as a three-base codon by an
endogenous tRNA, the reading framewill be shifted by one base. The frame shift will
eventually result in a premature encounter of a stop codon and early termination of
protein synthesis, thereby resulting in a truncated protein. In certain species, some
naturally occurring codons are rarely used and the amount of their corresponding
tRNA is low. This low abundance has been used to design four-base codons to
minimize the competition between the four-base anticodon tRNA and endogenous
tRNA. Several such four-base codons (AGGU, CGGU, CCCU, CUCU, CUAU, and
GGGU) were adequately read by corresponding tRNAs, whereas four-base codons
derived from termination codons were not successfully decoded [95, 96]. Among the
successful codons, GGGU provided the most efficient recognition, giving 86% yield
relative to the wild-type protein. The four-base codon technique has been used to
incorporate three different noncanonical amino acids into three different sites of a
single protein, thereby showing that four-base codons are not only orthogonal to their
host organism, but also to each other [97]. Also, the use of five-base codons has been
reported [94]. In this extension, 16 different mRNAs, each containing one of the five-
base codons CGGNN (N indicates one of the four bases), were decoded by aa-tRNAs
with complementary five-base anticodons to give rise to full-length proteins, each
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containing an unnatural amino acid. Moreover, it was shown that at least two of the
five-base codons (CGGUA and CGGUG) were orthogonal to each other.
In addition to the in vitro work, Schultz et al. have developed four-base codons for

translation in E. coli [98]. Two specific Ser codons of the b-lactamase gene were
independentlymutated to four randomized bases and thiswas followed by a selection
strategy. A library of tRNASer variants was also constructed. In this library, the
anticodon loop of tRNASer was randomized. The loop was expanded from the normal
seven to either eight or nine bases. Colonieswere assessed for growth in the presence
of ampicillin, to select for synthesis of b-lactamase. A series of selections led to the
identification of 14 different four-base codons, includingAGGA,CUAG,UAGU, and
CCCU. These have been used in an alternative selection scheme to determine the
optimal length for codon/anticodon pairs [99]. It was concluded that E. coli can
tolerate three-, four-, and five-base codons, with a preference for (n þ 4)-base
anticodon loops (n¼number of anticodon bases). Only a few four-base suppressor
tRNAs that are orthogonal to endogenous aaRS have been reported [100–102].
To expand the availability of these orthogonal suppressor tRNAs for multiple

Figure 9.8 Frame-shift suppression technique
simultaneously incorporating several
noncanonical amino acids (blue star, black
hexagonal, and red square) by using quadruplet
codons (red codons) at targeted positions.
The mischarged frame-shift suppressor tRNAs
have quadruplet anticodons and base-pair

with the introduced codons to produce
full-length semisynthetic proteins (black oval).
The competition between triplet anticodon
tRNAs with frame-shift suppressor tRNAs
(red oval) results in a premature encounter
with a stop codon and produces truncated
proteins.

398j 9 Semisynthetic Enzymes



incorporation of noncanonical amino acids in a single protein by the four-base codon
strategy, Sisido et al. evolved three new orthogonal suppressor tRNAs from nonstan-
dard structures, such as some animal mitochondrial tRNAs, and tRNA for Sec and
Pyl [103]. The deacylated and chemically acylated nonstandard structure tRNACCCG

mutants have been tested by translation of streptavidin using an E. coli in vitro
translation system. Although all nonstandard tRNA were orthogonal to the host
system, only bovine mitochondrial tRNASer,Methanosircina acetivorans tRNAPyl, and
mouse tRNASecwere efficient in incorporation of three different noncanonical amino
acids in the same protein.

9.10
Noncanonical Base Pairs

In protein translation the incorporation of a noncanonical amino acid into the protein
may occur in direct competition with canonical amino acids in the approaches of
sense codon reassignment (see Section 9.3), the missense and frame-shift suppres-
sions as in three-base anticodon aa-tRNAaa (see Sections 9.4 and 9.9), or with the RF
as in nonsense suppression (see Section 9.6), and results in heterogeneity of the
product and lowers the efficiency of the technique. The natural genetic code is based
on only two base pairs in DNA, A–T and G–C, limiting the genetic alphabet to 64
codons. Introduction of noncanonical base pairs into the genetic system as substrates
for transcription and translation offers an alternative approach to genetic code
expansion (Figure 9.9). The number of the three-base codons expands to 216
(including the canonical codons) if a single noncanonical base pair is added to the
genetic material and is made accessible to the translation apparatus. Such a
noncanonical base pair should be orthogonal to the canonical base pairs and have
correspondingly high selectivity, efficiency, and stability in the biosynthesis of nucleic
acids and proteins. The approaches to designing unnatural base pairs rely on the
concepts of nonstandard hydrogen-bonding patterns, shape complementarity, and/
or hydrophobic interfaces between the pairing bases. Benner et al. have developed
noncanonical base pairs, isoguanine (isoG)– isocytosine (isoC) and xanthosine (X)–5-
(2,4-diaminopyrimidine) (K), which have different hydrogen-bonding patterns from
those of the canonical base pairs. These base pairs can be incorporated into DNA and
RNA by appropriate polymerases in a template-directed manner [104, 105]. In the
polymerase chain reaction (PCR), use of the base pair X–K prolongs the elongation
time of each cycle to 24 h at 37 �CandHIV reverse transcriptase was inactivated at the
denaturation step. On the other hand, the tautomer of isoG base pairs with T in PCR
amplification by using the Klenow fragment (KF) of Thermus aquaticus (Taq) DNA
polymerase. To avoid the base-pairing of T with isoG tautomer, Benner�s group has
used 2-thiothymidine (Ts) instead of T to base-pair with A. Romesberg et al. have also
developed various hydrophobic base pairs, such as self-pairs of propynylisocarbos-
tyril (PICS–PICS) and 7-azaindole (7AI–7AI), which exhibited high selectivity and
efficiency in insertion experiments with the KF [106–108]. Unfortunately, the
PICS–PICS pair is poorly extended by KF, and after the PICS incorporation opposite
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Figure 9.9 Orthogonal base-pair technique
simultaneously incorporating several
noncanonical amino acids (blue star, black
hexagonal, red square, and orange oval). (a) A
noncanonical base pair (represented by blue Y
and red X), which is orthogonal to A–T and G–C
pairs, can be incorporated in DNA, mRNA, and
tRNA. (b) The bases of the developed orthogonal

base pairs interact through nonstandard
hydrogen-bonding patterns (such as isoG–isoC
and X–K), shape complementarity (such as
PICS–PICS, 7AI–7AI and Ds–Pa), or both (such
as X0–Y, S–Y, and V–Y). The Ts base, which is
used instead of T to avoid base-pairingwith isoG,
can base-pair with A.
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PICS, further extension is inhibited. To address this problem, Romesberg et al.
evolved a DNA polymerase, the Stoffel fragment of Taq polymerase, by means of a
phage-displayed polymerase library [109]. One of the clones (P2) obtained by four
rounds of selection increased the extension at least 30-fold after the PICS–PICS pair,
relative to the parental enzyme. In addition, P2 incorporated the substrate of PICS
into DNA opposite the template PICS, at least 320-foldmore efficiently relative to the
parental enzyme. Hirao and Yokoyama and their colleagues have expanded the
number of synthetic base pairs that combine the nonstandard hydrogen-bonding
patterns and shape complementarity [110–113]. The newbaseswere 2-amino-6-(N,N-
dimethylamino)purine (X0), pyridin-2-one (Y), 2-amino-6-(2-thiazolyl)purine (V), and
2-amino-6-(2-thienyl)purine (S). Y pairs with X0, S, or V, but not with any of the
canonical bases (A, G, C, or U). These bases, which are substrates for template-
dependent T7RNApolymerase, have been incorporated into RNA, demonstrating its
utility for the incorporation of noncanonical amino acids into proteins. The large
substituent at position 6 of X0, S, and Vefficiently excludes pairing with the canonical
bases. The amino acid Tyr32 of human c-Ha-Ras protein was chosen as the target site
for modification. The mRNA encoding Ras with a YAG codon at position 32 was
synthesized by transcription of a special DNA template. The DNA template was
generated by inserting (by ligation) a synthetic oligonucleotide containing S at codon
32. A combination of chemical synthesis and RNA ligation was used to convert yeast
tRNATyr into a new tRNA with a modified CUS anticodon. The tRNATyr

CUS was
aminoacylated with 3-chloro-Tyr by wild-type S. cerevisiae TyrRS. The combination
of a modified Ras mRNA and Tyr� tRNATyr

CUS was functional in vitro and resulted in
production of full-length Ras with 3-chloro-Tyr at position 32. Recently, Hirao and
Yokoyama and their colleagues have developed an artificial genetic system with a
hydrophobic base pair between 7-(2-thienyl)-imidazo[4,5-b]pyridine (Ds) and pyrrole-
2-carbaldehyde (Pa), which functions in replication and transcription [114]. The
shape of the large purine analog Ds is complementary to that of the small five-
member Pa. One critical problem of the Ds–Pa pair is that the substrate of Ds is
efficiently incorporated opposite the templateDs and consequently further extension
was interrupted after theDs incorporation opposite the templateDs as foundwith the
PICS–PICS. This problem has been overcome by using a modified substrate,
g-amidotriphosphate of Ds, which remarkably reduced the self-pairing of Ds.
Similarly, to reduce the mis-incorporation of ATP opposite Pa, the g -amidotripho-
sphate of A was also used in the system. The combination of the conventional
triphosphates of Pa, G, C, and T, and the g-amidotriphosphates of Ds and A enabled
PCR amplification of the DNA fragments containing the artificial base pair by a
thermophilic DNA polymerase, Vent DNA polymerase, with high fidelity.

9.11
Chemical Ligation

The average length of a protein is approximately 250 amino acids and the polypeptide
chain is generally folded into two structural domains of 15 kDa in size [115, 116].
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Chemical peptide synthesis (CPS), which will be covered in detail in other chapters,
has been used to synthesize proteins with relatively long polypeptide chains, such as
Green Fluorescent Protein (238 amino acids) [117] and RNase A (124 amino
acids) [118]. However, these proteins are exceptional cases and CPS has limited
utility in the synthesis of large proteins. This limitation is related to the solubility of
protected peptides, the correct folding of large synthetic proteins, and the sequence
homogeneity of the final product. Nevertheless, CPS makes possible the incorpo-
ration of nonpeptide linkages, D-amino acids, and many noncanonical amino acids
with unrestricted side-chain structures into a peptide chain, which is difficult to
accomplish by other techniques. The combination of CPS with a suitable technique
for ligation of the product with a biosynthetically produced polypeptide provides a
means for the preparation of larger proteins and represents a powerful strategy for
producing semisynthetic enzymes. Different chemical ligation approaches allowing
the coupling of unprotected peptide fragments have been developed. A key feature is
the chemoselective coupling reaction of unprotected peptide fragments in aqueous
solution. In 1953, Wieland et al. [119] published the first amide bond synthesis in
aqueous solution through an intramolecular acyl shift. In 1981, Kemp et al. developed
the initial peptide ligation methodology �prior thiol capture method� using an
intramolecular acyl shift [120, 121] (Figure 9.10). The ligation takes place between
an ester group at theC-terminus of one peptide andCys thiol group at theN-terminus
of a second peptide. A subsequent intramolecular acyl transfer from thiol to amino
group leads to the formation of a new amide bond between the two peptides. This
method relies on a template molecule to bring the acyl and amino groups in close
proximity by having a hydroxyl groupwhich esterifies the free acyl group and having a
thiol group which forms a mixed disulfide with the Cys thiol group. The extensive
study of this template-mediated ligation method led to design of 4-hydroxy-6-
mercaptodibenzofuran as the best template [122] and showed that peptide bond
making is extremely sensitive to steric interactions [123]. This method has the
disadvantage of requiring side-chain protection of groups except those involved in
thepeptidebondformation. In1992,Schn€olzerandKentdevelopedthefirstmethodfor
�chemical ligation� for coupling unprotected peptide fragments in aqueous solu-
tion [124]. The method is based on the presence of uniquely reactive terminal groups
in each peptide fragment to undergo chemoselective ligation. The thiol group of theC-
terminal thioacid of one peptide and the alkyl bromide of the N-terminal the second
peptide have been used in a nucleophilic substitution reaction to form a nonpeptide
linker, a thioester, at the ligation site. This method overcomes all the limitations of the
traditional convergent approach,namelypoor solubility anddifficulty of purifying long
chain peptides. By CPS and chemical ligation, the entire HIV-1 protease, which
contains a 99-amino-acid polypeptide chain, has been synthesized [124]. Also, a
covalently linked dimer of the corresponding protein has been produced [125].
Eventhoughnumerousapplicationsof thesechemoselective ligationreactionshave

proven that thenon-natural backbones are structurally and functionallywell tolerated,
the unnatural structure at the ligation site is a major disadvantage of these ligation
approaches. Kent et al. introduced the first method for �native chemical ligation�
(NCL) to couple unprotected peptide fragments in solution through native peptide
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bond formation at a ligation site [126]. NCL is well suited for production of semisyn-
theticproteins [127].The trans-thioesterificationreaction takesplacebetween the thiol
group of N-terminal Cys of one peptide and a C-terminal thioestermoiety of a second
peptide.The thioester-linked intermediate thenundergoesa rapid intramolecularacyl

Figure 9.10 Peptide ligation by the prior thiol
capture and the NCL methods. (a) In the prior
thiol capture method, 4-hydroxy-6-
mercaptodibenzofuran (red structure) brings the
acyl and amino groups in close proximity. The
ligation takes place between an ester group at the
C-terminus of one peptide and the amino group
of Cys at the N-terminus of a second peptide,

forming an amide bond between the two
peptides. (b) In the NCL method, trans-
thioesterification takes place between the thiol
group of the N-terminal Cys of one peptide and a
C-terminal thioester moiety of a second peptide,
followed by intramolecular acyl shift from thiol to
amino group producing the amide bond.
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shift fromthiol toaminogroupproducingtheamidebondprecedingtheCysresidueat
the ligation site. While the trans-thioesterification is a reversible reaction, the intra-
molecular acyl shift is irreversible. Thus, there is no side-product formed between C-
terminal thioester and any internal Cys residues present in the peptide fragment. The
rate of the ligation reaction is dependent on the nature of the thioester leaving group,
the C-terminal amino acid, and the pHof the reaction. Benzyl thioesters are used and
show coupling rate enhancement with addition of an excess of thiophenol to the
reaction [128]. It is believed that the thiophenol replaces the benzyl thiol before the
ligation and therefore provides a better leaving group. In addition, the presence of a
reducing agent is required to suppress the risk of the oxidation of theN-terminal Cys,
whichisessential for theligationreaction.Therateof thecouplingismuchslowerif the
C-terminal aminoacid in thepeptide fragment bearing theC-terminal thioester is Pro
or ab-branchedaminoacid suchasVal, Ile, orThr [129].While the coupling reaction is
rapid at pH 7 and finished after 5 min, the same reaction below pH 6 is only 50%
complete after 10min, suggesting that the thiolate anion of Cys is directly involved in
the coupling reaction [126]. While the thioester containing the C-terminal peptide
fragment can only be prepared by CPS, the N-terminus Cys peptide fragment can be
obtained by either CPS or protein expression. Methods for generating recombinant
proteins possessing N-terminal Cys all rely on cleavage of an appropriate precursor
protein. In the simplest strategy, a Cys is introduced next to the initiating Met in
the protein sequence and the Met is then removed in vivo by endogenous methionyl
aminopeptidases, thereby generating theN-terminalCys protein [130]. This approach
is often inefficient andgives lowyields of thedesired protein.Mostmethods currently
used for preparingN-terminalCysproteins involve the in vitrodigestionby exogenous
proteases such as factor Xa. In this approach, a protease recognition sequence is
introduced immediately in front of the cryptic N-terminal Cys in the protein of
interest [131]. Treatment of such a recombinant fusion protein with the protease
gives the requisite N-terminal Cys protein directly, which can then be used in
subsequent ligation reactions. The Cys protease from tobacco etch virus (TEV) can
also be used to release N-terminal Cys proteins from suitable precursors [132]. The
advantagesofusingTEVCysproteaseinpreparationofN-terminalCysproteinsare the
high specificity of the protease and the ability to overexpress the protease in E. coli.
Hundreds of proteins have now been prepared by the NCL method, including
medium-sized proteins [133]. However, a limitation of the general use of NCL is the
resultingCysat the ligationsite,whichcandisrupt theproteinstructureor function.To
overcome this restriction, the Cys at the ligation site can be alkylated [134] or
desulfurized into Ala by using palladium or Raney nickel with hydrogen [135].
However, these approaches are only suitable for Cys-deficient proteins.

9.12
Inteins

Inteins [136] are internal segments of precursor proteins that catalyze the excision of
themselves, in an intramolecular process called protein splicing, with the concurrent

404j 9 Semisynthetic Enzymes



ligation of the two flanking external regions (N- and C-exteins) through a native
peptide bond (Figure 9.11). Thus, inteins are analogs of self-splicing RNA introns.
Inteins were discovered in 1990 [137, 138] and up to now over 200 inteins have been
submitted to the on-line intein database (InBase; http://www.neb.com/neb/inteins.
html) [139]. The origin of inteins is not yet clear. Inteins occur in organisms of all
three domains of life as well as in viral and phage proteins. There they are
predominantly found in enzymes involved in DNA replication and repair. Inteins,
which consist of an approximately 135-amino-acid protein-splicing domain split by a
nonessential endonuclease domain, can be divided into four classes: themaxi inteins
(with integrated endonuclease domain), mini inteins (lacking the endonuclease
domain), trans-splicing inteins (where the splicing junctions are not covalently
linked) and Ala inteins (Ala as the N-terminal amino acid). Inteins are characterized
by several conserved sequence motifs. The N-terminal amino acids of inteins are
typically Cys (Cysint), Ser (Serint), or Ala (Alaint), whereas the C-terminus contains a
conserved His/Asn pair. Similarly, the N-terminus of C-extein is Cys (Cysext), Ser
(Serext), or Thr (Thrext).
The standard protein-splicing mechanism consists of four steps [140, 141]

(Figure 9.11). Initially, a linear thioester or ester intermediate, represented herein
as (thio)ester, is formed when Cysint (or Serint) undergoes an N- to S- or N- to O-acyl
shift converting the peptide bond at the N-terminal splice junction to a (thio)ester
bond (first step). In the second step, Cysext, Serext, or Thrext cleaves this (thio)ester
bond to form a branched (thio)ester intermediate. Cyclization of the intein
C-terminal Asn (third step) resolves the branched intermediate. The aminosuccini-
mide is slowly hydrolyzed to regenerate Asn or Iso-Asn and another acyl shift (fourth
step) rapidly forms the amide bond between the exteins. The N-extein is directly
ligated to the C-extein during cleavage of the N-terminal splice junction. These four
steps are highly coordinated innative systems.Coordinationmay be accomplished by
differences in reaction rates for individual steps, conformational changes induced
after completion of prior chemical steps, or a combination of both. Mutation or
expression in a foreign context can result in single splice junction cleavage products
that are unable to continue on the splicing pathway [141–143]. The C-terminal
cleavage occurswhenAsn cyclization precedes the branched intermediate formation.
The N-terminal cleavage occurs when the (thio)ester in the linear or branched (thio)
ester intermediates is hydrolyzed or attacked by an exogenous nucleophile, such as a
thiol reagent. Replacement of Cysint or Serint and the Asn at the C-terminus, ends
with complete loss of splicing activity of the intein [142, 143] (Figure 9.11). In cases of
inteins bearing Alaint, the first step is circumvented [144] and the Cysext, Serext, or
Thrext attacks the carbonyl carbon of the peptide�s N-terminal splicing junction
(Figure 9.11). This rearrangement seems to be thermodynamically highly unfavor-
able, but themolecular architecture of the intein forces the scissile peptide bond into
a twisted conformation of higher energy and thereby pushes the equilibrium to the
(thio)ester side [140].
The elucidation of the splicingmechanism and the identification of the key amino

acid residues involved in the scission and ligation of the peptide bonds [140, 141]
facilitated the molecular engineering of artificial inteins as tools for different
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applications in protein chemistry [140, 145]. These applications include protein
purification, trans-splicing, protein semisynthesis, synthesis of cyclic proteins, and
the detection of protein–protein interactions. Semisynthesis of protein via NCL
requires the specific generation of C-terminal thioester-tagged proteins allowing
ligationwith a second peptide or protein containing anN-terminal Cys or Ser residue.
The efficient synthesis of C-terminal thioesters of bacterially expressed proteins was
found through studies of the N-terminal cleavage mechanism of inteins. Generally,
the cleavage of the peptide bonds at either the N-terminus or the C-terminus of the
intein can occur independently. Replacement of the C-terminal Asn by Ala blocked
the splicing process in the GB-D and VMA inteins [139, 146]. However, the lack of
succinimide formation did not affect the preceding N- to S- or N- to O-acyl
rearrangement at the N-terminal splicing junction. Incubation of this modified
inteins with thiols, such as dithiothreitol, releases the corresponding free C-
terminal thioester-tagged extein from the N-terminal splicing junction through
trans-thioesterification [146]. This thiol-inducible cleavage activity of an engineered
intein initiated the extensive use of other inteinmutants in biotechnology to obtain
mono-thioester-labeled proteins and N-terminal Cys proteins [147]. The IMPACT
(Intein-Mediated Purification with an Affinity Chitin-binding Tag) system [146] is
commercially available and allows single column isolation of protein thioesters by
utilizing the thiol-induced self-cleavage activity of various inteins (Figure 9.12). In
this system, the gene of the target protein is cloned into an expression vector
followed by genes of a modified intein and a chitin-binding domain (CBD). In this
case the expressed protein is composed of the fusion of the protein of interest to the
N-terminus of the modified intein and the fusion of the CBD to the C-terminus of
the intein. The presence of the CBD enables the affinity purification of the
expressed three segmental fusion proteins. All other cell proteins can be washed
away from the absorbed fusion protein, and after initiation of the cleavage with an
excess of thiol and overnight incubation, the protein of interest can be eluted as a

Figure 9.11 `Protein-splicing structures and
mechanisms. (a) A protein-splicing precursor is
composed of an intein (red cylinder) flanked by
N- and C-terminal exteins (gray cylinders). The
conserved amino acid residues of protein-
splicing elements are present in the N- and
C-terminal splicing regions. The N-terminal
amino acids of inteins are Cys (Cysint), Ser
(Serint), or Ala (Alaint) and the C-terminus
contains a conserved His/Asn pair. Also, the
N-terminus of the C-extein is Cys (Cysext), Ser
(Serext), or Thr (Thrext). (b) Standardmechanism
of protein splicing consisting of four steps. In the
first step the linear (thio)ester is formed between
the carbonyl of the C-terminal amino acid of
N-extein and Cysint or Serint of intein by an N- to
S-orN- toO- (SorO shown as red X) acyl shift. In
the second step the branched (thio)ester is

formedby transferring of theN-extein fromCysint
or Serint to Cysext, Serext, or Thrext. In the next step
the linear (thio)ester of N- and C-exteins is
released from intein by cyclization of the intein
C-terminal Asn and formation of succinimide.
The (thio)ester bond of the released exteins is
converted to an amide bond by S- or O- (shown
as black X) to N-acyl shift in the fourth step.
(c) Different mechanisms and final products of
nonstandard andmutants of inteins. The protein
splicing of inteins bearing Alaint starts from the
second step of the standard mechanism (b).
N-terminal Cys proteins can be produced by
Cysint or Serint/Ala mutants. C-terminal thioester
proteins can be produced by an Asn/Ala mutant
in the presence of a suitable thiol reagent.
Mutations of Cysint or Serint and Asn to Ala result
in no splicing.
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C-terminal thioester from the chitin resin. Several inteins are available that differ
with respect to the thiols used at 4 �C [139]. The modified mini inteins are
commonly used with a mutation of Asn to Ala from the genes of Mycobacterium
xenopi DNA gyrase A (Mxe GyrA), S. cerevisiae vacuolar ATPase (Sce VMA1),
Methanobacterium thermoautotrophicum (MthRIR1), andSynechocystis sp. PCC6803
(SspDnaB). The cleavage takes place only at the N-terminus of the intein because of
the absence of the Asn cyclization. These inteins can be cleaved through induction
with various thiols with great efficiency [148–150]. This is an important chemical
aspect for ongoing protein ligation together with the thioester stability. For the
thiolysis of the intein fusion proteins, a broad range of thiols have been investigated
[148–150]. The choice of a certain thiol depends on the accessibility of the catalytic
pocket of the intein/extein splicing domain and the properties of the target protein
of interest. In general, the thiols should be small, nucleophilic molecules that can
enter the catalytic pocket to attack the thioester bond connecting the extein and the
intein. For further application of protein thioesters in EPL two things have to be
considered to be dependent on the synthesis strategy. On one hand, the protein
thioester should be stable to hydrolysis in order to be isolated. On the other hand,
the thioester should also be reactive enough in EPL. Simple alkyl thioesters are
quite stable to hydrolysis, but not very reactive. Mixtures of alkylthiols and
thiophenol [148, 149] or 2-mercaptoethanesulfonic acid (MESNA) [150] improve
the reactivity. If there is no need for thioester isolation,MESNA or thiophenol could
be used directly for the induction of the cleavage and the subsequent reaction.
Instead of thiols, other nucleophiles like hydroxylamine [151] can be used to induce
protein splicing and the isolation of the target protein. Additionally, recombinant
inteins such as Mth RIR1, Ssp DnaB, andMxe GyrA inteins have all been mutated
such that cleavage at the C-terminal splice junction (i.e., between the intein and
the C-extein) is induced in a pH- and temperature-dependent fashion [139]
(Figure 9.12). Release of these inteins allows the production of an N-terminal
Cys-containing protein without the need to resort to exogenous protease treatment,
which can often result in cleavage at nonspecific sites. This can be applied to protein
purification or for the synthesis of the N-terminal Cys-containing proteins [152].
The EPL requires a peptide or protein that contains an amino terminal Cys besides

Figure 9.12 Expressed protein ligation. (a)
The routes toward semisynthetic enzymes.
N-terminal Cys protein (dark gray cylinder) can
be prepared through three routes: CPS,
heterologous expression of protein fused with a
protease recognition sequence (light gray
cylinder) in front of Cys, or with an intein–CBD
(red/black cylinders, IMPACT). The C-terminal
thioester protein can be prepared through two
routes: CPS andheterologous expressionprotein
fusion with intein–CBD. In the case of IMPACT,
protein expression and purification through a
chitin-affinity gel is followed by peptide ligation
between the fusion protein of the C-terminal

thioester peptide and the released N-terminal
Cys peptide (one-pot strategy) or between the
released N-terminal Cys and the C-terminal
thioester peptides. (b) Sequential EPL strategy
for preparing semisynthetic protein from more
than two peptides. The nonterminal peptides
contain a C-terminal thioester group and a
cryptic N-terminal Cys masked by a factor
Xa-cleavable pro-sequence. After ligation of
C-terminal thioester with N-terminal Cys of the
C-terminal peptide, the protecting group of the
cryptic N-terminal Cys is removed to allow
ligation with the N-terminal peptide.
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the a-thioester moiety for protein semisynthesis. To synthesize proteins posses-
sing Cys, the cDNAs of interest protein can be cloned into various commercially
available vectors as mentioned above (IMPACT). The expressed protein is com-
posed of the fusion of the protein of interest to the C-terminus of the modified
intein and the fusion of the CBD to the N-terminus of the intein. Thus, after
expression, the intein–CBD fusion protein can be purified on a chitin column and
cleaved by changing pH or temperature. This will lead to the free Cys proteins. One
drawback in the intein-based synthesis of Cys proteins is the possible spontaneous
cleavage, which results in a loss of the purification tag [153].

9.13
EPL

One of the largest obstacles of NCL in biotechnology is producing the N-terminal
thioester peptide by CPS, which gives low yields of product in comparison with the
high yield of product of heterologous protein expression (HPE). The other major
obstacle, which limits the use of NCL in synthesis of semisynthetic proteins, arises if
the noncanonical part of interest should be incorporated at the C-terminal end of the
protein or in the middle part of the primary structure of a high molecular mass
protein. For example, at least five synthetic peptide segments (50 amino acids in
length) are needed to produce a 250-amino-acid protein having a C-terminus
noncanonical amino acid by NCL. Also, five to six synthetic peptide segments and
one recombinant polypeptide are needed to construct a 500-amino-acid protein
having the noncanonical amino acid in the middle of the protein sequence. EPL,
which can be considered an extension of the NCL method, overcomes these
limitations by combining the diversity and flexibility of CPS and the high yield of
HPE. The EPL and NCLmethods differ in the ability to produce either an N-terminal
thioester peptide, a C-terminal Cys peptide, or both, by using inteins (see
Section 9.12). In EPL the short noncanonical part containing peptide segment
(N- or C-terminal segment) can be synthesized and chemically ligated to the
unlimited size of recombinant protein, producing high yields of a pure product.
An excellent example of the success of EPL as a synthetic method for semisynthetic
protein is the preparation of analogs of the E. coli RNA polymerase b subunit [154],
which contains 1407 amino acids and is beyond the range of total synthesis even
using sophisticated sequential NCL [129, 155].
EPL, like NCL, produces a Cys at the ligation site. This means that a Cys must be

located every 50 residues or less in the primary structure. Although many hundreds
of proteins meet this requirement, producing Cys at the ligation site is the major
restriction of EPL. In cases where there is not a native Cys at a suitable position, the
required Cys can be introduced into a suitable position in such a way that it does not
affect the structure and function of the protein [156, 157]. The effect of a Cysmutation
onprotein structure and function canbe evaluated prior to the semisynthesis [158]. In
general, the mutation is designed to be as conservative as possible, such as mutation
of Ala or Ser to Cys [159] or introducing Cys into a linker or loop region [156].

410j 9 Semisynthetic Enzymes



Furthermore, mutating highly conserved residues should be avoided. Another factor
in choosing where to introduce a Cys for ligation is the identity of the preceding
amino acid; this residue will be at the C terminus of the N-terminal thioester
fragment (see Section 9.11). One should try to avoid using Thr–Cys, Ile–Cys, and
Val–Cys ligation junctions. EPL reactions can be performed via two strategies – either
the thiolysis and NCL reactions are carried out in one-pot or the recombinant protein
N-terminal thioester is isolated first (Figure 9.12). The former approach limits, to
someextent, the type of additives that can bepresent in the reactionmixture, since the
intein must remain folded during the ligation reaction. Nonetheless, these one-pot
EPL reactions have been successfully performed in the presence of detergents [160],
guanidinium chloride up to 2 M [161], urea up to 4 M [162], mixed aqueous/organic
solvent systems [161], and a host of different thiols [147, 149, 150, 156]. If the protein
N-terminal thioester is first isolated, the subsequent NCL step can be performedwith
a much broader range of additives, including agents that fully denature the pro-
teins [163]. The advantage of additives such as denaturants or detergents that increase
solubility is that they allow high concentrations (millimolar) of the reactant poly-
peptides to be used, thereby improving the ligation yields.
Most applications of EPL to date have involved just two polypeptides and thus a

single ligation reaction. This requires that the region of interest in the protein be
relatively close (within 50 residues) to the native N- or C-terminus. To address this
limitation, a sequential ligation strategywas developed to allowmultiple polypeptides
to be linked together in series [164]. The ability to ligate just three peptide fragments
together in a spatially controlled manner opens up the entire primary structure of a
protein to chemical modification (Figure 9.12). In the sequential EPL method, the
synthetic peptide insert contains an N-terminal thioester group and a cryptic
C-terminal Cys masked by a factor Xa-cleavable pro-sequence. The reversible Cys
protection is necessary to prevent the peptide from reacting with itself in either an
intra- or intermolecular fashion. Removal of the protecting group sequence following
the first ligation reaction allows the second ligation to be performed in a controlled
and directed fashion. Other Cys protection strategies have been used in sequential
ligation reactions [129, 155, 165, 166]. However, the advantage of the proteolytic
approach is that the protecting group sequence can be genetically encoded. This
advantage has allowed recombinant protein inserts to be used in sequential EPL
reactions [167]. EPL has been applied to many different protein classes, including
kinases [167], phosphatases [168], and polymerases [154], and introduced a variety of
noncanonical residues into these proteins.

9.14
Post-Translational Chemical Modification

In the cell, post-translational chemical modification of amino acid side-chains or
incorporation of prosthetic groups or metal ions into protein structures are used to
expand the functional diversity, which is otherwise limited to a few functional groups
(hydroxyl, phenolic, thiol, amine, imidazole, guanidinium, and carboxylic acid
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groups) of the canonical amino acids. The post-translational chemicalmodification of
amino acid side-chains can be considered one of the oldest techniques used in the
preparation of semisynthetic enzymes. Chemical modification of protein originated
with the interest in quantitative determination of proteins and their constituent
amino acids. Later, chemicalmodificationswere used to identify the particular amino
acid residues required for the protein functionality such as catalysis or ligand
binding. For example, active-site residues of different proteases were identified by
inhibition the proteolytic activity by residue-specific modifying reagents. During the
last decade increasing attention to the post-translational chemical modification of
protein has been promoted by practical interests. Examples include possible phar-
macological, medical, environmental, and biotechnological applications, such as
conversion of protein toxins into toxoids [169], or production of enzymes with
enhanced properties [170, 171] or with useful new functions [172, 173]. In 1966,
and previous to the invention of the powerful methods of site-directed mutagenesis,
the conversion of an active-site Ser residue of the Ser protease, subtilisin, to Cys by
Polgar and Bender [16] and Neet and Koshland [17] was a pivotal step for redirecting
the aim of chemical modification from identification of the functional residues of a
protein to functionalization of the protein structure. The post-translational chemical
modification technique relies on the differences in the chemical reactivity of the
canonical amino acid side-chains toward different modifying reagents as well as
possible changes in chemical reactivity of a given amino acid side-chain due to
different environments.
The essentially unlimited structural and functional diversity of modifying re-

agents, the post-translation chemical modification technique can in principle gener-
ate a large number of noncanonical amino acids in a protein in an easy, fast,
inexpensive, and quantitative manner avoiding many limitations of the previous
methods.However, there aremany considerations regarding the targeted amino acid
side-chain and reagent that should be taken into consideration for the design of a
successful modification. The protein of interest should have a unique amino acid
side-chain in the target position or the target amino acid residue has an environment
in which the target residue becomes enhanced in comparison with other similar
residues. Also, the target amino acid side-chain needs to be accessible to the
modifying reagent. In addition, the chemical reaction between themodifying reagent
and the target amino acid side-chain should be fast, highly selective for the target side-
chain, not produce side-chain byproducts, and occur under conditions in which the
protein structure and reagent are stable.
Many useful modifying reagents have been developed over the years to meet the

varied and specific needs of protein chemistry. These reagents, which are provided by
many chemical andmolecular probe suppliers, are side-chain selective reagents, and
react under certain specified conditionswith single or a limited number of side-chain
groups, such as thiol, amine, hydroxyl, phenolic, and carboxylic acid residues. The
carboxyl group of Glu or Asp can be specifically converted into amides, acyl
hydrazides, or hydroxamic acids by coupling with amines, hydrazines, and hydro-
xylamines, respectively, in aqueous solution by using water-soluble carbodiimides as
condensing agents [174]. To reduce intra- and interprotein coupling to Lys residues,
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which is a common side-reaction, carbodiimide-mediated coupling should be
performed in a concentrated protein solution at a low pH, using a large excess of
the nucleophile. The carboxyl group can also be esterified by using diazoalkanes
without the need of a catalyst [174, 175].
The hydroxyl group of Ser or Thr has extremely low chemical reactivity in aqueous

media. Few reagents are specific for hydroxyl groups in aqueous solution, especially
in the presence of more reactive nucleophiles such as thiols and amines. It is
therefore difficult to selectively modify Ser and Thr in proteins except when they
exhibit unusual reactivity, such as by residing at an enzyme active site. An activated
phenolic group of Tyr can react with 4-chloro-7-nitrobenz-2-oxa-1,3-diazole [176]. Tyr
in someproteins can be selectivelymodified by initial nitration of the ortho position of
its phenol using tetranitromethane, nitric oxide or nitrosamines. Subsequent reduc-
tion of the o-nitro-Tyr with sodium dithionite will form an o-amino-Tyr, which
between pH5 and 7 can react withmost amine-reactive reagents, except succinimidyl
esters [174, 177, 178].
The amine-reactive reagents are mostly alkylating or acylating reagents that form

secondary amines, carboxamides, sulfonamides, or thioureas upon reaction with
amines [174, 179–181]. The kinetics of the reaction depends on the reactivity and
concentration of both the reagent and the amine [174]. The reaction medium should
not contain buffers with free amines, such as Tris and glycine, or high concentrations
of nucleophilic thiols. The most significant factors affecting reactivity are the
chemical structure and the basicity of the amine. The majority of proteins contain
Lys residues andmost have a freea-amino group at theN-terminus. Lys ismoderately
basic and reactive toward most acylating reagents. However, below pH 8 the
concentration of the free base form of aliphatic amines is very low. Thus, the kinetics
of acylation reactions of amines by isothiocyanates, succinimidyl esters, and other
reagents are optimal between pH 8.5 and 9.5 [174]. In contrast, the a-amino group at
the N-terminus usually has a pKa of around 7, such that it can sometimes be
selectively modified by reaction at near neutral pH. In aqueous solution, acylating
reagents are unreactive with the amide group of peptide bonds and the side-chain
amides ofGln andAsn, the guanidiniumgroup ofArg, and the imidazoliumgroup of
His. Isocyanates, which are very susceptible to deterioration during storage, can be
obtained from acyl azides and react with amines to form ureas. Isothiocyanates,
which are moderately reactive, but quite stable in water and most solvents, form
thioureas upon reactionwith amines [181]. Succinimidyl esters are excellent reagents
for amine modification, because the amide bonds they form are as stable as peptide
bonds, and show good reactivity with aliphatic amines and very low reactivity with
Ser, Thr, Tyr, and His [182–184]. Succinimidyl esters can react with Cys in organic
solvents to form thioesters that may transfer the acyl moiety to a nearby amine.
Sulfosuccinimidyl esters have higher water solubility than simple succinimidyl
esters and eliminate the need for organic solvents in the conjugation reaction [185].
However, they are also more polar than succinimidyl esters, which makes them less
likely to react with buried amines in proteins. Like succinimidyl esters, carbonyl
azides are active esters that can react with amines to yield amides. Sulfonyl chlorides
are highly reactive and quite unstable in water, especially at the higher pH required
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for reaction with aliphatic amines [186]. Protein modification by this reagent is best
done at low temperature. Once conjugated, however, the sulfonamides that are
formed are extremely stable. Aldehydes condense with primary amines to form
imines, Schiff bases, which can be reduced by relatively strong reducing agents such
as sodium cyanoborohydride or borohydride to give stable secondary amines
[187, 188]. Instead of using strong reducing agents, which also break accessible
disulfide bonds, McFarland and Francis have used mild transition metal hydrogena-
tion catalyzed by iridium hydride to produce the secondary amines following
condensation of Lys with aldehydes [189]. Although this mild hydrogenation takes
days to complete, the reduction reaction takes place under physiological conditions
and does not cleave disulfide bonds.
The common thiol-reactive reagents are primarily alkylating reagents, including

halogenoacetamides, maleimides, alkyl halides, benzylic halides, and bromo-
methylketones [174]. Reaction of any of these functional groups with thiols usually
proceeds rapidly at or below room temperature in the physiological pH range (pH
6.5–8.0) to yield chemically stable thioethers. Alkyl thiosulfates and mercurials are
suitable reagents for modifying thiol groups in a reversible fashion. Thiosulfates
are similar to disulfides in that they react with thiols to form mixed disulfides, but
an excess of the reagent is required to obtain a stoichiometrical conversion of the
thiol [190]. p-Chloromercuribenzoate and other mercurial reagents rapidly react
with thiols to formmercaptide adducts, and the reaction does not need an excess of
the reagent [191, 192]. Disulfide and mercury-thiol bonds can be cleaved by thiol-
containing agents. Iodoacetamides readily reactwith thiols to form thioethers [193].
However, whenCys residues are blocked or absent, iodoacetamides can sometimes
modify Met, His, and Tyr residues [174]. Although iodoacetamides can react with
the free base form of amines, most aliphatic amines, except the amino group at a
protein�s N-terminus, are protonated and thus relatively unreactive below pH 8.
Iodoacetamides are intrinsically light-sensitive and especially unstable in solution;
reactions should therefore be carried out in the dark. Maleimides are excellent
reagents for thiol-selective modification [194]. The thiol is added across the double
bond of themaleimide to yield a thioether. Maleimides apparently do not react with
Met, His or Tyr, but a reaction of maleimides with amines can occur at a higher pH
than the normal reaction of maleimides with thiols [174]. Above pH 9 thiol-
maleimide adducts can hydrolyze to a mixture of isomeric maleamic acid adducts,
which can ring-open by nucleophilic reaction with an adjacent amine to yield cross-
linked products.
In spite of the fact that most of the modifying reagents are side-chain selective

under certain conditions, they are generally not site-directed reagents due to the
multiplicity of the side-chains in the target protein. Heterogeneity of the product,
which results not only from the multiplicity of the target residues but also from
incomplete chemical modification of the target residue(s), is a difficulty commonly
encountered. A heterogeneous product can be purified by separating the desired
modified protein from undesired side products. In some cases a distinguishing
property resulting from themodification can be used for the separation. For example,
targeting the ligand-interacting residue with chemical modification can change the
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binding affinity of the protein for its ligand and targeting the subunit interface
residues of the multimer protein with cross-linking reagents will increase the
molecular mass of the protein [195, 196].
Alternatively, a site-directed chemical modification (SDCM) strategy – a combina-

tion of site-directed genetic mutagenesis and chemical modification – can direct the
chemicalmodification to a desired site producing a homogeneous product [171–173].
In general, this strategy relies on using the specificity of site-directedmutagenesis in
preparing a protein containing a chemically reactive and unique amino acid at a
desired site followed by chemical modification of the incorporated amino acid with a
side-chain-selective reagent. Several proteins are Cys deficient or have very few Cys
residues, which can be removed by mutation, if they do not play a critical role in the
protein function or structure. Thus, the SDCM strategy commonly introduces a Cys
residue at the target site in a thiol-free background. The protein is then chemically
modified by a thiol-reactive reagent to produce the desired side-chain-modified
homogenous product. Similarly, SDCM can target certain positions by selective
modification of low-abundancy Trp residues. Using transition metal-catalyzed mod-
ification, Antos and Francis have successfully modified Trp in a specific manner by
using a rhodium carbene [197].
Post-translational chemical modification techniques have been used extensively

for increasing enzyme stability, solubility in organic solvent, changing substrate
specificity, immobilizing on solid support, or introducing new enzyme activity.
Furthermore, this technique has beenusednot only in incorporation of noncanonical
amino acids, but also in incorporating large prosthetic groups to proteins [173, 198].

9.15
Examples of Semisynthetic Enzymes

There are hundreds of examples of noteworthy semisynthetic enzymes and proteins
produced by the techniques presented in this chapter. This section highlights a few
cases showing the highly efficient use of the previously mentioned methods in
producing proteins as new functional enzymes.
Production of enantiopure compounds is a major objective of fine chemical and

pharmaceutical industries. While many chemical syntheses produce racemic mix-
tures of enantiomers, the products of corresponding enzymatic syntheses are often
highly enantiopure. Enzymesmay act on only one enantiomer of a chiral substrate, or
produce only one enantiomer or diastereomer from a prochiral substrate. This
specificity is related to the asymmetric structure of the enzyme molecule, including
the three-dimensional folding of the polypeptide backbone and the direction of the
amino acid side-chains in the folded protein molecule. Naturally occurring
L-enzymes are composed of L-amino acids (�L-enzymes�) and may show stereospeci-
ficity in the production of a desired enantiomeric product. This raises the question
about the substrate stereospecificity of the corresponding �D-enzyme� composed of
corresponding D-amino acids. Would it be possible to synthesize a D-enzyme with
similar catalytic activity as the L-enzyme but with reversed enantiomeric selectivity?
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Kent et al. answered this question by using CPS, which has the advantage over other
methods in its ability to incorporate D-amino acids into protein, to synthesize an all
D-amino acid form of HIV-1 protease [199]. They structurally and functionally
characterized the chemically synthesized D-HIV-1 protease of 99 amino acids.
The ion-spray MS and circular dichroism spectra showed that the D-form of HIV-1
protease had the same molecular mass and secondary structure as the L-form. The
catalytic activity of D-HIV-1 protease toward the fluorogenic D-hexapeptide sub-
strate was the same as that of L-HIV-1 protease toward the L-hexapeptide analog.
Similarly, affinity of D-HIV-1 protease for D-form of pseudopeptide inhibitor,
MVT101, was the same as that of L-HIV-1 protease for the L-form of MVT101.
On the other hand, D-HIV-1 protease had no activity or affinity toward the L-form of
the substrate and inhibitor, respectively. In contrast, the achiral inhibitor Evans
Blue inhibited both enantiomers of HIV-1 protease, suggesting that a D-enzyme
working on an achiral substrate should be fully functional in vivo. D-Enzymes have
important therapeutic potential, since they have long half-lives in vivo, due to their
resistance to naturally occurring L-proteases. The synthesis of D-variants of indus-
trially important enzymes for producing desired enantiopure compounds can also
be envisaged.
Chemical and conformational stability of enzymes are essential to meet require-

ments for biotechnical applications. Replacement of thea-peptidic backbonewith a
highly stable non-a-peptidic structure may increase protein stability. b-Peptides
have greater secondary structural stability than do conventional peptides [200].
Raines et al. incorporated a di-b-peptide segment into a 124-amino-acid RNase A by
using EPL [201]. Incorporation of this segment can be done neither by pretransla-
tion modification techniques nor by CPS. They replaced the dipeptide Asn–Pro
segment in a b-turn comprising Gly–Asn–Pro–Tyr of the native RNase A with a
di-b-peptide (R)-nipecotic acid (Nip)–(S)-Nip. RNase A fragment 1–94 was
expressed as a fusion protein with the Mxe intein and CBD, and was then ligated
to a chemically synthesized peptide 95–124 containing the di-b-peptide. RNase A
fragment 1–94 had no detectable ribonucleolytic activity. In contrast, the semisyn-
thetic variant containing the dipeptide (R)-Nip–(S)-Nip had identical activity to that
of the wild-type enzyme. Incorporation of the dipeptide (R)-Nip–(S)-Nip increased
the conformational stability by 1.2 �C. On the other hand, replacement of Pro in the
b-turn with other canonical a-amino acids decreased the thermal stability by 10 �C.
In contrast, incorporation of the isomeric (R)-Nip–(R)-Nip in the b-turn unfolded
the protein structure. The b-turn is a favored motif for a polypeptide chain reverse
turn, as required for its folding into a compact structure [202]. Reverse turns are
critical to protein conformational stability and many protein–protein interactions.
In addition, turns are exposed structures and often sites for degradation by
proteolytic enzymes. Modification of b-turns can be useful to stabilize other
enzyme structures.
Broadening or redirecting the specificity of enzymes are among the most impor-

tant goals of enzyme engineering. These goals can be realized by diverse strategies.
One involves changing the conformation of the ligand binding site to fit the desired
substrate. Another is based on linking a highly specific binder to the catalytic
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structure to promote selective binding and catalytic efficiency. Schultz et al. used the
latter strategy for designing semisynthetic DNA-cleaving enzymes [203]. They
modulated the sequence specificity of the staphylococcal nuclease through linking
an oligonucleotide of defined sequence to the enzyme using the SDCM method. A
unique Cys was introduced near the active site of the nuclease, which produced a low
sequence specificity nuclease. An oligonucleotidewith a spacerwas then linked to the
introduced Cys via a disulfide bond. The resulting conjugate displayed a significant
change in sequence specificity and cleaved a single-stranded DNA segment 64
nucleotides in length almost exclusively at one site. However, the nuclease activity
of this semisynthetic variant showed high nonspecific background activity. Two
additional mutations and shortening of the spacer length between the oligonucleo-
tide and the enzyme were required to produce a highly specific and efficient variant
with a KM of 120 nM and kcat of 1.2min�1 at a temperature equal to the melting
temperature of the oligonucleotide–substrate complex [204]. Also, a semisynthetic
staphylococcal nuclease was developed to cleave RNA [205] and double-stranded
DNA [206]. To accomplish cleavage of the doubled-stranded DNA, a polypyrimidine-
containing oligonucleotide was linked to staphylococcal nuclease via a disulfide bond
with a uniquely introduced Cys. The oligonucleotide recognition element was
designed to hybridize to double-stranded DNA via triple-helix formation through
Hoogsteen hydrogen bonding. Upon activation with Ca2þ , the resulting semisyn-
thetic enzyme cleaved a 70-base-pair double-stranded DNA fragment adjacent to the
50-end of the homopurine target with 75% efficiency at room temperature within 1 h.
By the same strategy of linking a specificity-determining element to a catalytically
active structure novel enzymes were constructed. Sigman et al. engineered a novel
nuclease by linking a DNA-binding protein, E. coli Trp repressor with the chemical
nuclease 1,10-phenanthroline (OP)-Cu coordinate complex [207]. OP-Cu achieves
the nucleic acid backbone cleavage by oxidative attack of a Cu-oxo species on the
C1–H of the deoxyribose within the minor groove of DNAproducing the 30- and 50-
phosphomonoester, free base, and a 5-methylene furanone [208]. Minor groove-
directed chemistry of OP-Cu is particularly advantageous because the contacts
between the specific target sequence andDNA-binding proteins are primarily in the
major groove. Thus, attachment of the chemical cleavage functionality does not
disrupt crucial binding determinants. Sigman et al. used SDCM to construct this
semisynthetic nuclease by introducing a unique Cys at the target site prior to
alkylation with 5-(iodoacetamido)-OP. The resulting conjugate bound tightly to the
operator sequence regulated by the Trp repressor with a KD of approximately
7� 10�9M and with cleavage efficiencies of 80–90% for single- and double-strand
DNA [209].
A major limitation of using Cys-containing enzymes in biotechnology is the

chemical instability of these enzymes toward electrophiles and oxidizing conditions.
Replacement of structurally critical Cys with Ala or Ser without redesign of the Cys
environment candisturb the enzyme structure and subsequently have an inactivation
effect on the enzyme. SDCM has an important advantage over other techniques in
that it provides the ability to construct vast chemical libraries that are useful for
protein redesign. Recently, Mannervik et al. have applied SDCM in re-engineering
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glutathione transferase (GST) producing a highly stable and efficient Cys-free
variant [195].
GSTs are multifunctional dimeric proteins catalyzing many reactions including

the nucleophilic attack of glutathione (GSH) on an electrophilic carbon, nitrogen,
sulfur, or oxygen atom of a second substrate such as alkyl and aryl halides, activated
alkenes, quinones, nitrate esters, thiocyanates, hydroperoxides, and epoxides [210].
Furthermore, certain GSTs catalyze the isomerization reaction of the double bond
through GSH. Pi class human GST P1-1 has four Cys residues, one of them, Cys48,
is responsible for the sensitivity of the enzyme to chemical and oxidative
inactivation [211]. Conventional mutagenesis of Cys48 to a homologous analog Ser
or to Ala decreased the catalytic efficiency of the enzyme [212]. This decrease in the
catalytic efficiency of GST P1-1 results from the disturbance of the structure of
the catalytica2-loop, the GSH-binding loop consisting of residues 36–52 [213]. The
a2-loop, which is controlled by fitting of the side-chain of Tyr50 in a hydrophobic
pocket of the neighboring subunit of GST P1-1, modulates GSH affinity and
controls the rate of catalysis [214]. Mutation of Tyr50 to several nonaromatic amino
acids inactivated the enzyme, indicating an essential role of the Tyr50 side-chain for
catalytic competence [215]. In order to investigate the structural requirements of
the side-chain of residue 50, Tyr50, was replaced by Cys to allow chemical
modifications by diverse reagents. All Cys residues, including the chemical
instability factor Cys48, were first mutated to produce a Cys-free mutant [195].
The mutation of Cys48 into Ala, the Cys-free mutant displayed a 2-fold increase of
theKM value for GSHand a 24- to 41-fold decrease of Ki for the active-site ligands S-
methyl- and S-hexyl-GSH, respectively, in comparison with the that contained Cys
in position 48 only [213]. Tyr50 was then mutated to Cys producing a Y50C mutant
to allow redesign of the a2-loop through chemical modification of Cys50 with a
library of different structures of aromatic and aliphatic thiol-reactive com-
pounds [195]. Y50C showed a 3000-fold decrease of the catalytic efficiency, in
comparison with Cys-free mutant, due to disturbance of the a2-loop structure.
Applying combinatorial chemistry, Y50C was then treated with three different
libraries each containing 10 thiol-reactive compounds different in structure but
similar in chemical reactivity. Several reagents clearly activated the enzyme by
alkylation of the sulfur of Cys50. Deconvolution of the most active compound
library, by testing the components of the library individually, identified n-butyl
bromide as the optimal modifier producing a S-butyl-Cys50 mutant that is stable
toward oxidizing conditions and electrophiles like the Cys-free mutant as well as
being as catalytically efficient as wild-type GST P1-1. Interestingly, several aromatic
compounds providing structures similar to the Tyr side-chain failed to restore the
catalytic efficiency of the wild-type to any noteworthy degree, while some aliphatic
compounds activated the enzyme to different extents depending on their structure.
This study also allowed discrimination between effects on the two kinetic con-
stants, KM and kcat, by comparing the kinetics of different semisynthetic GST P1-
1 [213]. This successful molecular surgery involving replacement of Tyr by S-butyl-
Cys can possibly be applied to other proteins for substitution of undesired amino
acid side-chains with retention of functional properties.

418j 9 Semisynthetic Enzymes



9.16
Conclusions

This chapter has focused on different available techniques that can be used for
construction of semisynthetic proteins with altered properties. The history of
semisynthetic enzymes began with chemical modification of active-site residues
producing inactivated enzymes. The techniques subsequently developed for residue-
specific chemical modification produce enzymes with modified properties, but are
mostly undirected and therefore give heterogeneous products. Nowadays, several
techniques, largely based on recombinant DNA methods, can site-specifically
incorporate a synthetic part to a protein and produce homogeneous and rationally
designed semisynthetic enzymes. All of these methods, as indicated in this chapter,
have advantages and limitations. Selecting a suitable approach for constructing the
desired semisynthetic enzyme depends on different factors, including the properties
of the targeted protein, the desired structure of the product, and the scale of synthesis.
No method serves all purposes and it is ultimately the creativity of the scientist that
sets limits to what can be achieved in the field of semisynthetic proteins.
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10
Catalysis by Peptide-Based Enzyme Models
Giovanna Ghirlanda, Leonard J. Prins, and Paolo Scrimin

10.1
Introduction

The preparation of artificial proteins capable of catalyzing (non-)biological reactions
with an efficiency and specificity comparable to enzymes is one of the most
intellectually challenging tasks in the field of peptide chemistry. Therefore, the
development of small peptide-based catalysts that mimic enzymes continues to be
a very popular theme in research. Chemists have adopted different strategies to reach
this ambitious target. Generally, one can differentiate between �natural� systems and
(almost) entirely synthetic systems, both of which have yielded interesting results.
Natural systems are based on the naturally available set of amino acids, whereas in
synthetic systems this set has been expanded with a wide variety of man-made
building blocks. The use of artificial building blocks allows for an increase in variety
of the catalysts and catalytic reactions that can be targeted, and allows also for a
(partial) compensation of the loss of protein framework in stabilizing secondary
structures.
De novo protein design presents a distinct approach to obtaining functional

proteins [1–4]. In de novo design, investigators utilize information obtained from
structural studies of natural proteins as well as data derived from computational
modeling to guide the design of novel miniaturized proteins. These models are
experimentally evaluated and the data obtained are utilized to improve the design;
the cycle is repeated iteratively until a satisfactory model is achieved [5, 6]. The
purpose of this procedure is (i) to gain accurate knowledge of the system by
reproducing its spectroscopic and chemical properties, and (ii) once the key prin-
ciples are elucidated, to design novel proteins with activities beyond those of natural
proteins.
In this chapter we present, from our own perspective, examples of peptide-

based catalysts (both natural and synthetic) focusing on two types of reaction: the
hydrolysis of carboxylate and phosphate esters, and redox reactionsmimicking heme
proteins.
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10.2
Peptide Models of Hydrolytic Enzymes

One of the most abundant classes of enzymes is that constituted by hydrolytic
proteins. They are particularly proficient catalysts with very high kcat/KM and a rate-
determining step that is close to the diffusion control limit. The reason is that the
reactions they catalyze are, typically, very slow. Figure 10.1 shows some of these rates
with the half-lives of the spontaneous reaction [7]. It is thus not surprising that the
modeling of the activity of such enzymes has attracted considerable interest among
scientists. Among these models, many are based on oligopeptide sequences and
we will briefly review those that are, in our opinion, the most relevant in this regard.

10.2.1
Ester Hydrolysis and Acylation

The development of artificial peptide-based catalysts for ester hydrolysis and acyla-
tion has attracted enormous attention. These reactions are very amenable to catalysis

Figure 10.1 Rate constants and half-lives for selected hydrolysis
and hydration reactions. (Reprinted with modification from [7].)
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and allow even relatively small catalytic activities to be determined accurately, very
often by spectrophotometric means. Consequently, the catalysis of ester hydrolysis
and acylation is very attractive for proof-of-concept studies. In the following subsec-
tions we will highlight peptide-based catalysts in which the activity results from
the proper spatial organization of catalytic units, just like in enzymes. Strategies that
will be discussed are the use of small oligopeptides with a persistent secondary
structure, the spontaneous self-assembly of simple peptidic fragments into large
aggregates, and the incorporation of peptide fragments in multivalent structures
such as dendrimers and nanoparticles.

10.2.1.1 Catalytically Active Peptide Foldamers
Inspired by enzyme models, Miller et al. started by embedding nucleophiles in
conformationally restricted peptidic structures in order to discover catalysts for
asymmetric acyl-transfer reactions [8]. Histidine residues served as nucleophiles in
a series of b-turn-type peptides for the kinetic resolution of trans-(�)-N-(2-hydro-
xycyclohexyl)acetamide. As an example, tripeptide 1 afforded a krel of 17 in favor of the
(S,S) enantiomer (Scheme 10.1). The enantioselectivity results from the secondary
structure, which allows the formation of preferential interactions of one enantiomer
with the peptide backbone. Control peptides lacking the secondary structure gave
no selectivity at all. Importantly, a strong correlation was observed between the
rigidity of the b-hairpin structure and the enantioselectivity of the catalyst [9].
This hypothesis was confirmed by studies by Toniolo et al. of related catalysts in

which the b-turn inducing a-amino isobutyric acid (Aib) residue was replaced by
other Ca-tetrasubstituted amino acids [10]. Conformational analysis by 1H-nuclear
magnetic resonance (NMR) and Fourier transform infrared spectroscopy confirmed
that the conformational constraint plays a key role in the enantioselectivity of the
catalyst. It was concluded that the changes in the selectivity factors are not due to
weaker interactions, but rather to the existence of a larger number of possible
interaction modes that are not all selective for one of the two enantiomers.
As suggested by conformational studies, the existence of such multiple interaction
modes is clearly due to the absence of hydrogen bonds strong enough to stabilize
the b-hairpin conformation (Figure 10.2), thus allowing the N-methylimidazole to
reside above (Figure 10.2, left) or below (Figure 10.2, right) the catalyst.
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Scheme 10.1 Kinetic resolution of trans-(�)1,2-
acetamidocyclohexanol using stereoselective acylation.
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Ueno et al. reported on a series of cyclodextrin (CD)–peptide hybrids in which
three functional groups (b-CD, imidazole, and carboxylic acid) were present on the
same face of ana-helical peptide [11]. In this design, the b-CDwould bind substrates
and place the ester group in close proximity to the imidazole and carboxylic acid
functions, which would cooperatively cleave the ester moiety. The catalytic activity of
peptide 2 was tested on both the D- and L-enantiomers of the p-nitrophenylester of
Boc-alanine (Scheme 10.2). Kinetic parameters were determined by measuring
the initial rate of hydrolysis as a function of substrate concentration. It was observed
that hydrolysis of the D-enantiomer was favored over the L-enantiomer both in terms
of kcat (3.7� 10�3 versus 1.7� 10�3 s�1) and KM (3.33 versus 10.5M). Interestingly,
the kinetic parameters were significantly affected by the order in which the three
functional groupswere positioned on thea-helix. For instance, reversing the triad led
to a 7-fold drop in the kcat/KMvalue for the hydrolysis of Boc-D-AlaONp. Furthermore,
a reduced catalytic activity was observed in the absence of the carboxylic acid, leading
to the postulation that the mechanism indeed involves a catalytic triad in which the
carboxylic acid activates the imidazole unit via hydrogen bonding.
The group of Baltzer, exploiting the conformational preference of designed

42-amino-acid sequences for a helix–loop–helix (HLH) conformation [12], has
systematically modified specific residues in key positions of the oligopeptide in
order to catalyze the hydrolysis and transesterification reactions of p-nitrophenyl
esters (Figure 10.3) [13–15]. Imidazole-functionalized peptides obtained by intro-
ducing several histidines in the sequence were able to provide substrate recognition

ß-CDHN NO O

2
AcAAAEAEARAHAEAE(ß-CD)ARAAA-am

BocHN CH C

CH3

O

O

NO2
BocHN CH C

CH3

O

O
2

pH 6, rt

Scheme 10.2 Hydrolysis of the p-nitrophenylester of Boc-alanine by CD–peptide hybrid 2.

Figure 10.2 Conformational freedom allows the approach of the
substrate from different faces of the histidineN-methylimidazole
peptide catalyst.
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and accelerations exceeding three orders of magnitude compared to N-methylimi-
dazole. For example, the sequence depicted in Figure 10.3 hydrolyzes 2,4-dinitro-
phenyl acetate (DNPA) with a second-order rate constant of 0.18M�1 s�1 at pH 3.1
compared with 9.9� 10�5M�1 s�1 forN-methylimidazole. Interestingly, it has been
demonstrated that the reaction mechanism takes advantage of the cooperativity
of two adjacent histidines – one acting as the nucleophile and the other one as a
general base, as shown in Figure 10.4. In the case of flanking His–Lys sequences
the unprotonated form of the histidine attacks the ester in the rate-determining step
of the process followed by subsequent transacylation of the lysine. If several lysine
residues are present, at low pH, only those that flank the histidine are acylated. This
leads to site-selective incorporation of an acyl residue in a natural sequence [16, 17].
Direct alkylation of lysines occurs in sequences devoid of histidines. In this case the
nucleophilicity of the lysines could be controlled by site-selective pKa depression [18].
As stated by the authors, the elucidation of the principles that control reactivity in
such elementary processes is the first step toward the construction of biomimetic
catalysts that accelerate reactions for which naturally occurring enzymes do not exist.
Hecht et al. have developed a combinatorial approach towards the de novo design

of artificial enzymes [19]. Since most proteic structures obtained from a random
combination of amino acids will not be structures, focused libraries were prepared
based on binary patterns of polar (P) and apolar (A) residues in which the patterns
encode secondary structure elements [20]. For instance, the binary pattern APAPAPA
favors amphiphilic b-strands. Libraries of proteins are generated by expressing
the corresponding synthetic genes in Escherichia coli. This way a 102-residue protein
was obtained that folds into a four-helix bundle. Histidine units were present in
the protein and their catalytic activity in the hydrolysis of p-nitophenyl acetate was
evaluated. In comparison to 4-methylimidazole, a 100-fold rate acceleration was

Figure 10.3 The HLH-forming 42mer peptide motif used by
Baltzer for the design of catalysts for the cleavage of carboxylate
esters (the dimeric form is shown here).
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observed (k2) and the bell-shaped curve of rate constant against pH indicated the
involvement of two units in the catalytic cleavage.
Mayo et al. have reported on the development of enzyme-like proteins, called

�protozymes,� using a computational design procedure [21]. Their procedure takes as
a starting point the catalytically inert 108-residueE. coli thioredoxin protein as scaffold.
By computational means, an active-site scan was performed to identify favorable sites
for the introductionofhistidineunits. In separate calculations, thehigh-energy state of
the generated structures involved in histidine-mediated hydrolysis of p-nitropheny-
lacetate was calculated. Two sequences that emerged from the computational studies
were selected for experimental analysis. In the best case a 25-fold increase in activity
was observed (second-order rate constant kcat/KM) with respect to 4-methylimidazole.
By itself, this is not an impressive number, but these studies clearly reveal the potential
of using computational methods for the design of artificial catalysts.

10.2.1.2 Self-Organizing Catalytic Peptide Units
The spontaneous self-assembly of oligopeptides into a well-defined large structure is
one of the most straightforward strategies to bring catalytic units in close proximity.
For this purpose micellar and vesicular systems have been studied extensively since
1970. Surfactants functionalized with di- or tripeptides were used to rapidly generate
catalytic sites on the surface of the aggregates. Frequently, these peptide sequences
incorporated one histidine residue for the cleavage of esters (in cooperation with
a second residue located on an adjacent surfactant) combined with additional amino
acids for the creation of a chiral microenvironment. Key contributions in this area
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Figure 10.4 Cooperative mechanism involving two histidines in
the cleavage of a carboxylate ester reported by Baltzer.
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came from the groups of Moss [22], Ueoka [23], and Ohkubo [24], which have been
extensively reviewed elsewhere recently [25, 26].
Avery elegant example is providedbyMatile et al., who exploited the self-assembly of

peptidic structures into synthetic pores that span lipid bilayers (Figure 10.5) [27]. Small
peptideunits are laterally attached to rigidp-octiphenyl backbones that endup forming
the side-walls of thepores. Thehydrophobicity of theoctiphenyl backboneand someof
the amino acid residues induces incorporation of the staves into a lipid bilayer, after
which b-sheet formation between peptide fragments induces the spontaneous forma-
tion of the pore. The diameter of the so-called rigid-rod b-barrel pores could be varied
from 2 to 25A

�
depending on the peptide sequence. Synthetic catalytic pores are

defined as pores constructed from abiotic scaffolds that catalyze substrate conversion
during substrate translocation across the same pore [28]. It was shown that a rigid-rod
b-barrel porewith internalArg–Hisdyads catalyzed the esterolysis of 8-acetoxypyrene-
1,3,6-trisulfonate present inside large unilamellar vesicles composed of egg-yolk
phosphatidylcholine. Product formation after the addition of the synthetic pore to
the vesicles was monitored continuously by following the increase in fluorescence
emission of the product. It was observed that the initial velocity of product formation
depended in a nonlinear manner on substrate concentration, which allowed determi-
nation of the Michaelis–Menten parameters kcat and KM.
Stupp et al. have extensively reported on the self-assembly of peptide amphiphiles

into nanofibers driven by a hydrophobic collapse of the alkyl substituents in

Figure 10.5 Synthetic catalytic pores. a-Amino acid residues
pointing to the exterior of the barrel are depicted in black onwhite,
whereas residues pointing to the interior are depicted in white on
blue (L¼ leucine; H¼ histidine; X¼ arginine). (From [28].)
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combination with b-sheet formation of the peptidic segment [29]. Recently, they
showed that insertion of histidine residues in the peptidic segment resulted in the
formation of nanofibers with a high imidazole density [30]. This resulted in amodest
8-fold rate acceleration in the hydrolysis of DNPA with respect to free imidazole.
More interestingly, a higher catalytic activity was observed for peptide amphiphiles
that formed nanofibers over those that aggregated into spherical aggregates in which
the components are less ordered.

10.2.1.3 Multivalent Catalysts
Although the self-assembly of small components into large aggregates using non-
covalent interactions is an attractive approach, it has the drawback that the obtained
structures are not robust. This may pose restrictions on their application in catalysis,
especially regarding the type of reactionmediumused and the lowest concentration of
catalyst accessible without causing disaggregation of the assembly. Here two alterna-
tive types of multivalent structures will be discussed: dendrimers and self-assembled
monolayers (SAMs) on gold nanoparticles. Dendrimers are monodispersed, hyper-
branched polymers that expose a high surface density of functional groups that
depends on the generation. Whereas dendrimer synthesis requires high-yielding
covalent synthesis, SAMs spontaneously form on gold nanoparticles via strong
thiol–Au interactions. Thus, SAMs combine the advantage of a facile synthesis of
the monomeric units and the self-assembly of a high-density surface of functional
groups, with a robustness far superior to those of micelles, for instance. Both systems
have been extensively explored for the development of artificial esterases.
The first catalytic peptide dendrimers were reported by Reymond et al. for the

hydrolytic cleavage of esters [31–33]. These dendrimers were prepared by disulfide
dimerization of second-generation dendritic peptides containing all possible com-
binations of the catalytic triad of the serine proteases (aspartic acid, histidine,
and serine) resulting in 21 dimeric dendrimers (Scheme 10.3). Screening with
a fluorogenic substrate showed that peptide dendrimers with triad amino acids
having eight histidine groups at the surface were catalytically active and displayed
enzyme-like Michaelis–Menten kinetics with substrate binding (KM� 0.1mM) and
rate acceleration (kcat/kuncat� 103). From a systematic alanine scan it was concluded
that catalysis most likely originated from the cooperative action of two imidazoles,
whereas the serine residues did not appear to play a significant role [32].
Therefore, in a subsequent study a series of dendrimers of different generation

were prepared in which histidine units were repeated in each generation
(Figure 10.6) [34]. The catalytic activity was studied using a pyrene trisulfonate ester
as a substrate. A systematic study of the dendritic effect in peptide dendrimer catalysis
revealed that the catalytic rate constant kcat and substrate-binding constant 1/KM both
increased with increasing generation number. The dendrimers showed rate accel-
erations up to kcat/kuncat¼ 20 000 and KM� 0.1mM. The reactivity of histidine side-
chains within the dendrimer is increased up to 4500-fold when compared to
4-methylimidazole. A bell-shaped pH rate profile around pH 5.5 in the dendrimer-
catalyzed reactions suggests that catalytic activity results from cooperative action of
two histidines (adding both a nucleophilic and a general base component to catalysis).
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Grafting small peptide fragments on gold nanoparticle surfaces is a straightfor-
ward method to induce cooperativity between the chemical functions as illustrated
by the following examples by Scrimin et al. [35]. Thiol 3 (Figure 10.7) contains a
His–Phe-OH terminal sequence and was used to passivate a gold nanoparticle in
conjunction with a tris-ethyleneglycol methyl ether (TEG)-containing thiol, which
makes the system water-soluble [36]. As a reference catalyst, Ac-His–Phe-OH was
used, which contains the same functional groups, but is unable to aggregate. Positive
proof of cooperativity was found by self-assembling the functionalities on gold
nanoparticles. The complementary role of a carboxylate and an imidazolium ion
was demonstrated by studying the hydrolysis at low pH.
Figure 10.7 reports the activity against pH of these functional nanoparticles and

the monomeric catalyst in the hydrolysis of 2,4-dinitrophenylbutanoate (DNPB). At
all pH values the gold nanoparticle catalyst out-competes themonomeric catalyst but,
very interestingly, the two curves show strikingly different profiles. The monomeric
catalyst behaves as a system in which a catalytically relevant nucleophile is generated
with pKa 6.6, which is consistent with the basicity of the imidazole. On the contrary,
the nanoparticle shows a more complex profile: a first nucleophilic species is
generatedwith pKa 4.2, then the curveflattens up to pH7where a second nucleophile
is generated with pKa 8.1. These pKa values can be assigned to the carboxylic acid
and the imidazolium, respectively. The reason for the higher value of the pKa of the
imidazolium in the nanoparticle is due to the anionic nature of the nanoparticle
that disfavors the deprotonation of the imidazolium cation. What is particularly
remarkable is the high activity, at acidic pH, of the nanoparticle-based catalyst,
showing over 300-fold rate acceleration with respect to the acetylated dipeptide.
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Mechanistically, this has been interpreted by involving a carboxylate anion in the
cleavage that acts as a general base deprotonating a water molecule and a protonated
imidazole acting as a general acid. The absence of thismechanism in themonomeric
system clearly indicates that this behavior results from the confinement of the
dipeptide on the monolayer covering the nanoparticle. Any influence of the TEG
units appears to be highly unlikely.
Moving on towards real �nanozymes� (i.e., nanoparticle-based models of en-

zymes), a dodecapeptide was grafted on gold nanoparticles in a collaborative study
with the group of Baltzer (see Figure 10.8) [37]. A combination of a histidine, two
arginines, and a lysine residue was expected to enable nucleophilic, general acid,
and/or general base catalysis, but also stabilization of the negatively charged
transition state that arises along the pathway of ester hydrolysis. Gold nanoparticles
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were functionalized in a similarway as before and the catalytic activity of the resulting
nanosystem in the hydrolysis of DNPB was studied as a function of pH. The results
are reported in Figure 10.9 together with those related to the activity of the
monomeric S-acetylated peptide. At low pH values the nanoparticle-based catalyst
behaves very similarly to the previous dipeptide-based system, although the dode-
capeptide-nanoparticle has an additional 10-fold gain in activity. This amounts to a
3000-fold rate acceleration over that exerted by the simple dipeptide. The larger
catalytic efficiency is ascribed to a stronger acidity of the protonated imidazole group,
which in the dodecapeptide has a pKa value 0.9 units lower than in the dipeptide.
This is due to the fact that now the nanoparticle no longer has a net negative charge as
this is compensated by the presence of the cationic guanidinium groups.
At higher pH values, the activity of the peptide-nanoparticle increases significantly

with respect to the dipeptide-nanoparticle reaching an additional 40-fold rate
acceleration. This can be ascribed to the presence of an additional nucleophile (the
phenoxide of tyrosine) with an apparent pKa of 9.9.

10.2.2
Cleavage of the Phosphate Bond

The phosphate bond of phosphoric acid diesters is particularly resistant to hydrolytic
cleavage under physiological conditions (i.e., at pH close to 7) when these substrates
are present as anions [38]. Apart from the intrinsic reactivity of the functional group
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Figure 10.9 Dependence of the second-order rate constant on
pH for the cleavage of DNPB for dodecapeptide-functionalized
nanoparticles (filled circles) and the acetylated monomeric
peptide (see Figure 10.7 for its structure).
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the problem is compounded, under these conditions, by the electrostatic repulsion of
any anionic nucleophile (e.g., OH�), a situation that does not apply to the peptide
bond. This sluggish reactivity is highlighted by the half-lives reported for the
hydrolysis of the most common phosphate bonds present in the biological world
– those of DNA and RNA [7]. In the first case the half-life is around 1010 years, while
for the second one it is around 102 years. The reason why a phosphate of RNA is
more reactive than that of DNA is that the bond cleavage is due to an intramolecular
attack of the proximal OH of the ribose (Scheme 10.4). This situation is obviously not
possible with DNA [39].
Many enzymes devoted to the hydrolysis of RNA or DNApresent in their catalytic

site a metal ion as cofactor which is essential in the case of hydrolytic DNA cleavage.
The role played by the metal ions may be summarized as follows (Scheme 10.5) [38].
(i) The coordination of the P(¼O)�O� group to the metal ion dissipates the negative
charge, thus removing the electrostatic repulsion for the attack by OH� (or any other
anionic nucleophile), and provides Lewis acid-like catalysis. (ii) Coordination of a
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water molecule decreases its pKa, thus providing an increased amount of (metal-
bound) OH� at physiological pH. (iii) Coordination of the leaving group facilitates its
departure also by decreasing its pKa. The seminalwork byChin et al. [38] has provided
compelling evidence that, by summingup all these contributions, up to a 1018-fold rate
acceleration can be achieved, comparable to that observed with phosphatases. For this
purpose at least two metal ions must be present in the catalytic site.
An important aspect of any synthetic catalyst is its ability to place the functional

groups relevant to the catalytic process in the correct place. Thus, in the case of two
metal ions, their relative distance is of critical importance as well as that of any
nucleophile present in the catalytic site. Diffractometric studies indicate that, for
dinuclear phosphatases, for instance, the distance between the two metal centers is
in the range 3.5–5A

�
[40]. This aspect of the design of a catalyst imposes on anyone

embarking on such a demanding challenge, the selection of molecular architectures
whose conformation is not flexible, but nevertheless can be easily controlled.

10.2.2.1 DNA and DNA Models as Substrates
One of the most attractive approaches for the design of an efficient catalyst is
constituted by the modification of an existing protein [41]. Early examples have been
reported by Schultz and Pei [42, 43]. By using a combination of both chemical and
genetic approaches they were able to convert a relatively nonspecific phosphodies-
terase, staphylococcal nuclease, into a molecule capable of sequence-specifically
hydrolyzing RNA, single-stranded DNA, and duplex DNA.
Slightly more complex systems have been described by conjugating two different

protein fragments: one able to bind to DNA, the other able to hydrolyze it [44–46].
Chimeric restriction enzymes were obtained by conjugating a zinc finger DNA-
binding domain and the nonspecific DNA-cleavage domain (Fn) from the natural
restriction enzyme FokI. The zinc fingers are rather flexible in DNA recognition,
thus by tuning their selectivity it was possible to cleave DNA in a sequence-specific
manner. This �proof of principle� opens the way to generate �artificial� nucleases
(zincfinger nucleases, see Figure 10.10) thatmay cutDNAnear a predetermined site.
In fact, Carroll et al. has been able to achieve site-specific DNA double-strand breaks
in genomic DNA, which are then substrates for cellular repair mechanisms [47, 48].
Owing to the high activity of metal ion complexes in catalyzing the hydrolytic

cleavage of phosphates (see Section 10.1), Franklin and her group [50, 51] have
designed chimeric 33- and 34-residue peptides that comprise helix 2 and 3 of
engrailed homeodomain [the helix-turn-helix (HTH) region], and the 12-residue
calcium-binding loop of an EF-hand from calmodulin. This protein binds quite
strongly to Ca2þ and this ion can be exchanged with a Ln(III), leading to equally
strong metal complexes. Ln(III) ions are among the most powerful Lewis acid
catalysts for phosphate cleavage [52]. Franklin�s reasoning was that Ln(III)-binding
peptides able to act as catalysts for the cleavage of bis-p-nitrophenylphosphate
(BPNPP, a model for a DNA phosphate bond) would work with DNA as well. This
turned out, in fact, to be the case and she has shown that HTH/EF-hand chimeras
that bind lanthanides (specifically Eu3þ ) have a metal-dependent solution structure,
and cleave BPNPP and DNA in a sequence selective manner (see Figure 10.11) [53].
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Figure 10.10 A three-finger zinc finger linked to the Fn domain
through a flexible peptide linker. (From [49].)

Figure 10.11 Computer-generated model of the interaction of
chimeric peptides with DNA reported by Franklin. (From [53].)
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All the above systems were based on fragments of native proteins or on peptide
sequences based on a known natural one. Even more challenging is the design of
totally synthetic sequences that are active as catalysts. Although different laboratories
have shown that very short di- or tripeptides form metal complexes that are
hydrolytically active in the cleavage of model substrates [54–56], we will focus our
attention on more complex sequences where the activity is not just the result of the
mere formation of ametal complex. Barton and her group [57] reported the activity of
zinc-binding peptides tethered to rhodium intercalators. In these systems the
intercalator provides DNA binding affinity while the metal-binding peptide con-
tributes the reactivity.
The peptides described by Barton, although showing good activity, suffer limited

conformational control. In the case of the helical sequence this amounted to nomore
than 30%. Certainly the possibility to control the conformation of the sequence in
a more rigorous way could provide a way to better control the arrangement of the
active groups in the putative catalytic site. With this in mind we have designed [58]
a very simple sequence comprising two copies of a synthetic metal-binding amino
acid, (S)-2-amino-3-[1-(1,4,7-triazacyclononane)]propanoic acid (ATANP) [59], and
five copies of Aib. Aib is the prototype of the class of Ca-tetrasubstituted amino acids
that are known to impart helical conformation even to very short sequences [60]
because of the conformational constraint imposed to the main chain by the geminal
substituents at the a-carbon. In the case of the heptapeptide of Figure 10.12 the
conformation is that of a 310-helix. This conformation differs from the a-helix in the
longer pitch (6.2 instead of 5.5 A

�
) and also the fact that each helical turn requires just

three amino acids instead of 3.6. In thisway the lateral armsof two amino acids placed
in relative position i and i þ 3 in the sequence face each other. This is exactly what
happens to the aza-crowns of the two ATANP so that when they bind two metal ions
(specifically, Zn2þ ) these are placed in the right position for cooperating in the
cleavage of a phosphate bond in a similar way towhat happens in hydrolytic enzymes.
This was the case for the dizinc complex of this peptide that turned out to be a very
good catalyst for the hydrolysis of plasmid DNA with clear evidence of cooperativity
between the two metal centers. The reactivity profile as a function of pH showed
a maximum close to pH 7.3, supporting a mechanism in which one metal ion
coordinates a phosphate anion while the other coordinates a water molecule. The
conjugate base of the latter is the actual nucleophile. Thus, the increase of activity up
to pH 7.3 accounts for the deprotonation of this water molecule, while the decrease
of activity above this pH is related to the difficulty a phosphate has to compete with
an hydroxide for coordination to the metal center. This is a common feature of many
catalysts working by similar mechanisms.
A totally different approach to the discovery of a metal ion-based peptide catalyst

was reported by Berkessel and Herault [61] by exploiting the screening of a
combinatorial library rather than via rational design. The basic steps for the selection
of the active systems are: (i) split-and-pool synthesis of the ligand library containing
625 solid-phase-bound undecapeptides, (ii) complexation of the ligand library with
Lewis acidic transition metals (Cu2þ , Zn2þ , Fe3þ , Co3þ , Eu3þ , Ce4þ , and Zr4þ ),
and (iii) screening of the library with chromogenic test substrates. This latter aspect
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was performed on beads – a challenging task that was accomplished by using
a substrate that yields a product easily oxidized by air exposure with formation of
a colored, insoluble dye that sticks to the pellet holding the active catalyst. By this
procedure Zr4þ was found to be the best metal ion, while the following were
pinpointed as the most active ligands (the amino acids marked in bold were subject
to combinatorial variation):

H2N-Ser-Gly-Gly-His-Gly-Gly-Arg-Gly-Gly-His-Phe-COOH
H2N-Ser-Gly-Gly-Ser-Gly-Gly-Ser-Gly-Gly-His-Phe-COOH
H2N-Ser-Gly-Gly-Arg-Gly-Gly-His-Gly-Gly-His-Phe-COOH

The best catalysts were eventually independently synthesized and their activity
confirmed by homogeneous solution cleavage experiments.
Combinatorial screening of catalysts for the (metal-free) hydrolysis of phosphate

monoesters was also reported by Schmuck and Dudaczek [62]. The design of the

Figure 10.12 Aib-rich octapeptide functionalized with
triazacyclonane-bearing amino acid ATANP is active in the
cleavage of plasmid DNA.
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octapeptide library is shown in Figure 10.13. A D-Pro–Aib-turn element was incor-
porated at the central positions 4 and 5 of the octapeptide to hopefully help induce
a more folded conformation in solution. Positions 1 and 3 as well as 6 and 8 were
chosen as the variable positions with a glycine in between to reduce the steric bulk
within the oligopeptide. For each of the four variable positions five different amino
acids were used in the split-and-pool protocol giving rise to a total library size of
625members. For these five amino acids different combinations of six proteinogenic
amino acids (His, Ser, Glu, Asp, Phe, and Val) as well as an artificial arginine analog
Gua [63] were used. This choice of amino acids was based on the idea that the polar
amino acids (His, Glu, Asp, and Ser) could function as catalytically active residues or
help in structuring the oligopeptide (e.g., via ion-pair formation between the arginine
analogGuaandGluorAsp). The twononpolar aminoacids, phenylalanine andvaline,
could provide a less polar microenvironment further favoring substrate binding or
catalysis. The most active peptide found, after direct screening on resin has been:

Cbz�His�Gly�Gua� D � Pro� Aib� Gua� Gly� Val
�NHR ðR ¼ TentaGel resinÞ

In general, the most active sequences in this screen all contained the artificial
arginine analog Gua in combination with either serine or histidine.

10.2.2.2 RNA and RNA Models as Substrates
RNA is as appealing (if notmore) thanDNA as a cleavage target [64]. It is substantially
less prone to oxidative cleavage [65] as a consequence of the higher stability of the
glycoside bond in ribonucleotides compared to that in deoxyribonucleotides. On the
basis of thearguments presented in the introduction it ismuch less stable tohydrolytic

Figure 10.13 Combinatorial peptide screening reported by Schmuck and Dudaczek. (From [62].)
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cleavage. For this reason the hydrolysis of the phosphate bond in this system can be
successfully catalyzed not only by metal ions, but also by ammonium ions.
In this regard, Brack and Barbier [66] presented experimental evidence for the

accelerated hydrolysis of polyribonucleotides by polycationic polypeptides containing
basic and hydrophobic amino acids. Previously, strong ribonuclease (RNase) activity
was reported for a 70-residue synthetic polypeptide analog of RNase S-protein [67]
and for a 34-residue polypeptide [68]. Brack and Barbier have shown that the activity
is not only due to the presence of lysine or arginine side-chains, but also to the spatial
geometry of the backbone. The cleavage proceeds by the classical base-induced
hydrolysis mechanism of RNAs. Thus, once the complex between the peptide and
the oligoribonucleotide is formed through ionic interactions, the cleavage occurs
via a nucleophilic attack of the free base of the side-chain, affording a cyclic
phosphate. Subsequently the 20–30 cyclic phosphate is hydrolyzed to give both 20-
and 30-phosphates.
One of the ways to secure interaction with the target substrate is to use intercala-

tion. This was the strategy used by Stein et al. [69] who reported on the activity of
a series of peptide–acridine conjugates. The catalytic tripeptides had been designed
on the basis of three features of the proposed catalytic mechanism of RNase A:
20-proton abstraction by His12, proton donation to the leaving 50-oxygen by His119,
and stabilization of the pentacoordinated phosphorus transition state by Lys41.
A lysine side-chain served as the connector between the catalytic unit and the
intercalating acridine. The three tripeptides studied (HGH, HPH and GGH) all
had similar hydrolytic activity with a mechanism most likely involving only the
abstraction of the 20-proton and stabilization of the transition state. Furthermore,
activity was observedwith single-stranded RNA and ribosomal RNA as substrates but
not with double-stranded RNA and transfer RNA.
As we have already seen zinc finger peptides are well-explored polypeptide motifs

that have found many applications in synthetic systems mostly for their ability to
bind metal ions and to interact with oligonucleotides. In this context the report by
Lima and Crooke [70] of the hydrolytic cleavage by a zinc finger peptide devoid of
any metal ion constitutes a remarkable example. The system they have studied,
a 30-mino-acid sequence, is based on a catalytic mechanism very similar to the one
discussed above and does not rely on metal ion catalysis. The peptide sequence
corresponds to a single zinc finger of the human male-associated ZFY protein – a
transcription factor belonging to theCys2His2 family. TheRNase-active structurewas
determined to be a homodimer of the peptide resulting from the formation of a single
intermolecular disulfide between two of the four cysteines. In this case too, activity
was observed only with single-stranded RNA with preference for the dinucleotide
sequence 50-pyr-A-30. The exceptionally high activity of the system is manifested
by the fact that initial rates of cleavage, Vo, were comparable to rates observed for
human RNase and the kcat was comparable to the rates observed for the group II
intron ribozymes.
By using a peptide sequence derived from that reported in Section 10.2.2 we have

reported, in collaborationwith the group ofBaltzer, a 42-mer peptide analogous to the
one reported in Figure 10.4, with the difference that these new sequences incorpo-
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rated up to four copies of ATANP (Figure 10.14) [71]. Also, these new peptides form
HLHmotifs and bind Zn(II) ions with the triazacyclononane subunits present in the
lateral arms of ATANP. It was observed that metal complexation causes a decrease
in the helical content of the peptide. However, even upon a part unfolding of the
structure, an acceleration of the cleavage of 2-hydroxypropyl-p-nitrophenyl
phosphate (HPNP – an RNA model substrate) was observed. The mechanism calls
for the cooperation of at least twometal ions due to their placement in close proximity
due to the folded structure of the sequence.
A similar sequence was used by Baltzer�s group to catalyze the cleavage of uridine

30-2,2,2-trichloroethylphosphate [72]. The active site on the surface of the folded
catalysts is in this case composed of twohistidine and four arginine residues, with the
capacity to provide general acid, general base, and/or nucleophilic catalysis as well as
transition state stabilization. In this case too, metal ions are not involved in the
catalytic process.
We have also developed [73] a rather complex RNase mimic system consisting of a

polypeptide comprising again the ATANP ligand amino acid and Ca-tetrasubstituted
amino acids which is subject to allosteric control [74]. This last point is a feature
common to many proteins and constitutes an important element of regulation of
enzymatic activity. Thus we have synthesized the heptapeptide H-Iva-Api-Iva-
ATANP-Iva-Api-Iva-NHCH3 (P1), where Iva¼ (S)-isovaline and Api¼ 4-amino-
4-carboxypiperidine, and verified that its conformation in aqueous solution is
essentially that of a 310-helix. By connecting three copies of P1 to a functionalized

Figure 10.14 Hairpin-folded 42mer peptide incorporating four
ATANP amino acids active in the cleavage of HPNP.
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tris(2-aminoethyl)amine (Tren) platformwe obtained a newpeptide template, T(P1)3,
that is able to bind up to four metal ions [Cu(II) or Zn(II)]: one in the Tren subsite
and three in the triazacyclononane subunits. The binding of the metals to the Tren
platform induces a change from an open to a closed conformation in which the three
short, helical peptides are aligned in a parallel manner with the azacyclonane units
pointing inward within the pseudocavity they define (Figure 10.15). T(P1)3 shows a
peculiar behavior in the transphosphorylation of phosphate esters; the tetrazinc
complex is a catalyst of the cleavage of HPNP, whereas the free ligand is a catalyst of
the cleavage of an oligomeric RNA sequence with selectivity for pyrimidine bases.
In the case of HPNP, Zn(II) acts as a positive allosteric effector by enhancing the
catalytic efficiency of the system. In the case of the polyanionic RNA substrate,
Zn(II) switches off the activity, thus behaving as a negative allosteric regulator. We
suggested that the opposite behavior of the catalyst induced by Zn(II) is associated
with the change of conformation of the Tren platform, and consequently of the
relative spatial disposition of the three linked peptides, that occurs after binding of
the metal ion. In this system the secondary conformation of the three peptides
defines the position of the functional groups and orients the peptides in the
template while the Tren platform controls the tertiary conformation, thus providing
the system with many of the basic elements present in natural enzymes, including
a well-defined catalytic site. The mechanism in this system is clearly different for
the two substrates investigated: in the case of HPNP the metal ions cooperate
providing substrate binding and activation of the nucleophile (the alcoholic
function of HPNP), while in the case of the oligomeric RNA sequence it is general

Figure 10.15 Tripodal catalysts incorporating three helical
unnatural sequences comprising ATANP amino acids and active
in the cleavage of HPNP.
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acid–base catalysis that operates, although some involvement of a metal ion cannot
be fully ruled out. Conformational tuning was also confirmed recently by using
simplified systems incorporating in a similar platform only ATANP-like amino
acids [75].
Accelerated cleavage of HPNP was also observed by using the same dinuclear

Zn2þ complex of the peptide described in the Section 10.2.2.1 [58, 76]. Although
in this case too, cooperativity between the two metal centers was demonstrated,
its effect was modest because the substrate has three possible coordinationmodes to
the catalyst, only one of them allowing interaction with both metal centers.
Poly-aza-crowns have been shown to be able to act as catalysts of the cleavage of

RNA with activities unrelated to metal ion coordination as shown in the previous
example. A notable example is that described by Michaelis and Kalesse [77] who
studied 6mer and 9mer peptide–cyclen conjugates and tested their activity against
a 31mer RNAmodel of transactivation responsive (TAR) RNA of HIV-1. The latter is
recognized by theHIV-1 regulatory proteinTat via interaction of the arginine residues
with the bulge region of TAR RNA (lysine-rich peptides are known to bind to DNA,
see for instance [78]). It is known that the binding of the Tat protein to the TARRNA is
a crucial event in the transcription of viral DNA. The sequences of the two peptides
were such to maximize the interaction with the bulge of the RNA substrate studied
and, in fact, the cleavage occurs almost exclusively at those positions. The cleavage
experiment came as a complete surprise for the investigators who were actually
looking for metal ion catalysis and eventually discovered that the most important
hydrolysis mechanism was not based on metal ions. The facts that Eu3þ and Zn2þ

both inhibit the reaction with the conjugate, that no hydrolysis was observed in
cleavage experiments with peptides lacking the cyclen moiety, and that hydrolysis
decreases at higher pH values indicate that the presence of an ammonium species
is a requisite for the hydrolysis reaction. Thus the catalytic species is a bis cation on
the cyclen moiety. This was subsequently confirmed with other catalysts comprising
similar cyclen units [79].
The catalytic activity exerted by polyamines in the cleavage of RNA was exploited

also by van Boom et al. [80]. They have prepared a peptide nucleic acid (PNA)–
diethylenetriamine (DETA) conjugate and shown that it cleaves RNA at micromolar
concentrations under physiological conditions and very specifically. The PNA 10mer
sequence was such that it bound to a 25mer RNA substrate characterized by a central
sequence complementary to that of the putative catalyst. Additional features of the
substrate were the presence of two potential neighboring C–A scission sites.
Degradation studies were performed at 40 �C and pH 7, and the analysis of the
hydrolysis products revealed the presence of two major 50-end-labeled RNA frag-
ments. Both fragments resulted from hydrolysis at the 30-side of C17 and C19,
respectively. Complete cleavage of the substrate occurred in 24 h and almost 30%of it
was already cleaved after 4 h. The polyamine (polyammonium at the experimental
pH) is required for catalysis as the same PNA sequence devoid of the DETA subunit
is completely inactive. This work nicely complements that reported above by
Michaelis and Kalesse, where RNA recognition was performed by a small, natural
peptide. Here is a short PNA that binds to the target substrate.
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A recurrent feature of many catalysts described above is the importance of the
control of the conformation. To tackle this problem, Kawai et al. [81]. have
synthesized a cyclic decapeptide modeled after the ionophoric cyclic peptide
gramicidin S. The natural system possesses a stable antiparallel b-sheet confor-
mation with two type II0 turns at the D-Phe–Pro sequences. Notably, the amino
groups of the twoOrn residues are located at one side of the b-sheet and are suitable
for the introduction of different functional groups. In fact, the two amines could
be easily functionalized by attaching to each of them two methylpyridine units to
make two facing metal ion-binding units. The activity of the dinuclear Zn2þ

complex of this derivative turned out to be extremely highwith rate accelerations for
the cleavage of HPNP very close to four orders of magnitude with respect to the
uncatalyzed reaction.
As the last example a very complex system resulting from the incorporation of

ATANP into thiolated units used to passivate the surface of gold nanoparticles is
shown (Figure 10.16) [82]. These nanoclusters were used, as Zn(II) complexes, as
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Figure 10.16 Nanoparticle-based RNase.
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catalysts for the cleavage of phosphate esters in the mimicry of a RNase. A thorough
analysis of the system was carried out by using HPNP as the substrate. The
reactivity profile obtained by progressively adding Zn(II) ions to a solution of these
nanoparticles up to the saturation of the metal ion binding subunits reveals: (i) the
most active system is the one fully loaded with Zn(II) ions and (ii) the sigmoidal
profile of the curve supports a cooperativity model between the metal centers as the
catalytic efficiency becomes much higher after the first 30% of Zn(II) ions is added.
The real catalytic nature of the processwas assessed by carrying out experimentswith
excess substrate. No formation of an intermediate was detected and well-behaved
first-order kinetics were observed up to the complete cleavage of all substrate present.
By varying the initial substrate concentration a kinetic profile towards saturation
was observed. These kinetics allowed the determination of the apparent Michaelis–
Menten parameters KM and kcat, 0.93mM and 4.2� 10�3 s�1, respectively. The
formal second-order rate constant for HPNP cleavage (kcat/KM) by the Zn(II)-
saturated nanocluster has been determined to be 4.4 s�1M�1, which is more than
600 times higher than thatmeasured under identical conditions for themononuclear
catalyst corresponding to the �active unit� on the surface of the gold monolayer-
protected clusters. The kinetic profile indicated that the role of the metal ions was
that of stabilizing the complexed substrate towards the transition state where a
further negative charge develops and in facilitating deprotonation of the nucleophilic
species.
With such an outstanding catalyst in hand we turned tomore appealing substrates

like RNA dinucleotides (30,50-NpN), namely ApA, CpC, and UpU. Their uncatalyzed
cleavage is extremely slow with rate constants (pH 7) ranging from 9.8� 10�9 s�1

(UpU) to 1.7� 10�9 s�1 (ApA) (i.e., about two orders of magnitude less reactive than
HPNP). As in the case of HPNP, the process is an intramolecular transesterification,
in this case by the hydroxyl group at the 20-position of the ribose. At pH 7.5
(5mM HEPES buffer) and 40 �C, Zn(II)-gold monolayer-protected clusters cleaved
ApA, CpC, and UpU with second-order rate constants of 3.0� 10�4, 3.6� 10�4,
and 1.2� 10�2 s�1M�1, respectively. Thus, the nanoparticle-based catalyst was
also fairly active in the cleavage of RNA dinucleotides. Interestingly, it showed a
remarkable selectivity in the cleavage of UpU, likely due to a preferential binding
of this substrate on the functional surface of the nanoparticles.

10.3
Peptide Models of Heme Proteins

A promising approach to the design of functional proteins exploits the intrinsic
reactivity ofmetal centers, as observed in natural metalloproteins and also illustrated
in the previous sections [1, 3, 83–86]. The protein matrix serves the dual purpose of
tuning the reactivity of themetal by controlling the number and types of ligands, and
controlling substrate access to the active site, providing specificity when required.
In particular, transition metals form the active site in the majority of redox-active
enzymes.
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From an historic perspective, early efforts have focused in particular on iron
porphyrin binding model proteins [87–89]. These systems are attractive because of
the strong coordination of the porphyrin ring to the metal center, which simplifies
the design of thefirst ligand sphere to two axial positions.More recently, investigators
have moved their attention to mononuclear metal proteins, dinuclear centers, multi-
cofactorsystems,andcomplexmetalloclusters.Whilemostof thesemodelsystemsare
water soluble, recent developments have focused on designed membrane proteins.
The initial focus ofmodelmetalloproteins has been on the design of folded protein

structures, the control of redox potential, and, more recently, the introduction of
function. Examples of functional proteins span from electron transfer to binding of
oxygen to peroxidase activity to more complex oxidations of phenols. The following
subsections provide a summary of examples of artificial redox catalysts of which the
activity results from the organization of the metal centers.

10.3.1
Heme Proteins

In nature, proteins exploit the intrinsic reactivity of a limited number ofmetal centers
to serve an array of biological functions. Iron porphyrins constitute a particularly
versatile type ofmetal-based cofactor [87]: the heme is at the core of processes ranging
from reversible binding of oxygen and nitric oxide (hemoglobin, myoglobin, and
guanylyl cyclase) to electron transport (cytochromes b and c, and cytochrome c
oxidase) and catalysis of several biotransformations, such as the disruption of
hydrogen peroxide (catalase) and the oxidation of alkenes (cytochrome P450).
Depending on their function, these proteins can be water-soluble, or associated
with membranes (cytochromes f and P450) or localized across a membrane (cyto-
chrome bc1 complex). While the core of each protein is mainly hydrophobic, the
outer surface ranges in polarity from hydrophilic to amphiphilic to lipophilic.

10.3.1.1 Early Heme-Peptide Models: Porphyrin as Template
Studies on natural proteins have shown that the protein environment modulates
the specific function in a hierarchical manner [87]: the primary coordination sphere
(i.e., the presence of one or both axial ligands, and their type and donor properties)
controls the intrinsic reactivity of themetal center. Factors such as the local dielectric
constant, hydrophobicity, hydrogen bonding, and steric interactions between the
primary sphere and its immediate surroundings (i.e., the second coordination
sphere) contribute to the next level of control. Long-range electrostatic interactions
provide the fine-tuning of the reactivity and can have a surprisingly large effect on
the redox potential [90].
Rational design is ideally suited to design model heme-proteins: typically, a

minimalist model is built, and more elaborate design features can be added and
evaluated sequentially. Thus, these systems are simpler than their natural counter-
parts, yet can recapitulate all the essential features of metalloproteins [3, 87].
The firstmodel system presented in the literature, helichrome [88, 89], utilized the

porphyrin core as both the active site and the template to assemble the proteinmatrix
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(Figure 10.17). Four amphiphilic peptide chains were covalently linked to copropor-
phyrin 1, forming a four-helix bundle capped at one side by the porphyrin ring.
The bundle defined a cavity that could accommodate a substrate in close proximity
to the porphyrin ring. While the peptide alone is unfolded in solution, templating
the peptide chains on the porphyrin ring induced the formation of partial helical
structure. Helichrome catalyzed the oxidation of aniline to aminophenol with kcat¼
0.02min�1 and KM¼ 5.0mM.
The concept of covalently templating peptide chains onto a porphyrin ring was

later applied byAkerfeldt andDeGrado to design an artificialmembrane channel [91].
The group utilized tetraphenylporphyrin to covalently organize four hydrophobic
helical peptides, whose sequence was derived from membrane channels. As the
parent peptide, tetraphilin functioned as a proton-selective channel. The attachment
to the template stabilized the conducting state of the channel, resulting in a two
orders of magnitude improvement in lifetimes.

10.3.1.2 Bishistidine-Coordinated Models
Several groups have presented model systems in which the porphyrin is coordi-
nated to amino acid side-chains, generally histidines. The protein is usually
designed to assume an amphiphilic a-helical conformation, with the porphyrin
localized in the hydrophobic core [92–97]. Histidine residues are placed in the
hydrophobic core to coordinate the iron through their e nitrogen, similarly to what
is observed in natural proteins such as cytochromes b5, b/b6, and c554, and
cytochrome c oxidase.

10.3.1.2.1 Water-Soluble Models: Heme Sandwich A first class of derivatives en-
compasses relatively simplemodels in which one heme is sandwiched between two

Figure 10.17 Model of helichrome. (From [88].)
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helical peptides, which provide a minimalist hydrophobic core [85, 94, 96, 98–105].
Both covalent and noncovalent strategies have been used to link the porphyrin to
the protein matrix. The structures of two Co(III)-mimochromes, in which the
porphyrin is covalently attached to both helices, have been determined (Fig-
ure 10.18) [101, 102].
Preorganized peptide systems composed of two helices linked together at one

or both termini by disulfide bonds demonstrated the role of noncovalently
bound cofactors, in this case Co(III)- or Fe(III)-coproporphyrin I, in inducing
structure and stability in unfolded peptides [94]. In turn, preorganizing the
peptide scaffold in tweezers or cyclic peptides resulted in dissociation constants
in the low micromolar range, with an improvement of two to three orders
of magnitude over the linear peptides. Cyclic systems in which the peptide
sequence is further stabilized by internal salt bridges display native-like folding
similar to small natural proteins, with free energy of folding, DG, of about 3 kcal/
mol. The native-like structure of the complex allowed the determination of the
solution structure of the Co(III)-coproporphyrin I complex [Protein Data Bank
(PDB) ID: 1pbz] [105].
Although these minimalist models are not functional, they provide a syntheti-

cally accessible ground on which to test the effect of simple substitutions in the
amino acid sequence on the peptide stability and on the redox potential of the
cofactor. Most models exhibit very negative redox potentials, typical of solvent-
exposed porphyrins. However, the redox potential of the cofactor and its binding
affinity are correlated with the stability of the peptide in the free and bound
state.
This observation has been exploited by Benson et al., who demonstrated a

significant stabilizing effect in the helical structure of sandwiched hemoprotein
models due to edge to face tryptophan–heme interactions [103]. Similarly, two
groups [92, 106] have observed a linear correlation between the free energy of

Figure 10.18 Crystal structure of Co(III)-mimochrome IV. (From [101].)
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formation of peptide–heme conjugates and the relative hydrophobicity of the
mutants within the context of a water-soluble dimeric four helix bundle and of
noncovalently bound sandwichedpeptide complexes. The relationshipwith the redox
potential is more complex: any analysis of the effect of peptide hydrophobicity must
in fact factor in the difference in ligand binding in the ferric versus the ferrous
complexes [83, 92, 107]. In general, ferric porphyrins bind histidines more tightly
than their ferrous counterparts, thus an increase in binding affinity might in fact
result in a stabilization of the oxidized state and a shift for the redox potential towards
more negative values. On the other hand, a more hydrophobic environment may
also stabilize theneutral ferrous complexes. The two conflicting trendswere elegantly
dissected by Benson and Gibney [104] who calculated the former effect to account
for a �90mV shift, and the opposing hydrophobic stabilization in about 35mV: the
experimentally measured redox potential shift is �56 in the Ala ! Phe mutant.
Clearly, any systematic study on the effect of mutations on the redox potential must
also consider the affinity for both the ferric and the ferrous porphyrin. In the two
studies on bishistidine-ligated complexes reviewed here [83, 92, 107], the inherent
preference for the oxidized state prevails over the cost of burying a positive charge;
this latter effect lessens the impact on the redox potential to varying degrees.
However, other factors might be involved, such as a change in the coordination
sphere and/or a structural reorganization of the protein, either by rotation of the
helices or by side-chain movements. The determination of the structure of reduced
and oxidized complexes could address this issue.

10.3.1.2.2 Water-Soluble Models: Four-Helix Bundles A second class of heme
protein �maquettes� involves a four-helix bundle [95, 97, 108] (Figure 10.19), in
analogy to the topology of many natural heme binding proteins such as cytochrome
b562 and the central core of cytochrome bc1. These model systems can bind between
one and four heme moieties, depending on the design. Many early systems were
highly dynamic, showing some of the properties of amolten globule. Aprotein that is
well structured in the apo state was obtained by systematically changing the
hydrophobic side-chains of an early design (PDB ID: 1m3w) [109]. No preformed
heme binding pocket was observed, leading to the conclusion that the protein must
undergo some rearrangement to accommodate the cofactor. These scaffolds were
also used to investigate the redox potentialmodulation resulting from the presence of
charged amino acids in the heme vicinity as a function of pH [110]. However, the
redox potential values reported for these models are consistent with a partially water
exposed porphyrin ring.
More recently proteins derived from a binary patterned library of four helix

bundles [111, 112] and not explicitly designed to bind heme have shown several
promising characteristics: binding of carbonmonoxide, redox potentials in the�110
to �170mV range, and nascent peroxidase activity in solution and on electrodes
[111, 113]. These proteins were designed by specifying the sequence locations of
polar and nonpolar amino acids, but not the identities of these side-chains. This is
possible by the use of appropriate degenerate codons in the synthetic genes
corresponding to the protein sequence: NAN, used when a polar residue is desired,
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Figure 10.19 (Top) Structure of a �maquette�, PDB ID: 1m3w
(side and top view), showing the overall architecture of the bundle,
held together by disulfide bridges, and the positions of the
designed histidines in the core. (Bottom) NMR structure of a
single-chain four helix bundle derived from a combinatorial library
(PDB ID: 1p68). The coordinating histidines are located on the
protein surface.
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codes for Lys, His, Glu, Gln, Asp, or Asn, while NTN codes for apolar amino acids,
specifically Met, Leu, Ile, Val or Phe. Several members of this family catalyzed the
peroxide-dependent oxidation of substrates such as 3,3,5,5-tetramethylbenzidine
and 2,2-azino-bis(3-ethylbenzthiazoline-6-sulfonic acid) (ABTS). In particular, Pro-
tein 86, the best performer in the series, is about 10 times faster than microperox-
idase, a peptide derived from the enzymatic digestion of cytochrome c, which is
covalently linked to the porphyrin cofactor. When analyzed according to a ping-pong
kinetic model [114] (Scheme 10.6), Protein 86 shows a k1 of 500M

�1 s�1, which is
significantly lower than horseradish peroxidase (HRP). This rate describes the
binding of hydrogen peroxide to form the activated Compound I in peroxidases.
Compound I undergoes a one-electron reduction to Compound II, utilizing
an organic substrate, in this case ABTS, as reducing agent. However, Protein 86
has a k3 of 11 000M

�1 s�1, about 50 times faster thanHRP. This parameter describes
the rate at which the activated Compound II oxidizes a second molecule of substrate
to regenerate the resting state of the cofactor and reflects an active site readily
accessible by the substrate.
A second-generation library in which the helices were elongated by approximately

one heptad, corresponding to a full turn of the helix, resulted in increased stability.
The solution structure of the protein in the free form reveals a stable four-helix
bundle in which hydrophobic residues are positioned in the core and polar residues,
which includes histidines, decorate the outside (Figure 10.19, PDB ID: 1p68). As in
the maquette case, binding of heme presumably requires a rearrangement of the
structure. Members of this protein family in the apo form showed catalytic activity
in the hydrolysis of activated esters [19] (see Section 10.2.1.1).

10.3.1.2.3 Membrane-Soluble Heme-Binding Systems In contrast to water-soluble
model systems, very little work on membrane soluble systems has been published
after the initial report of tetraphylin by Arkerfeldt and DeGrado [91], possibly due to
the experimental difficulties associated with membrane systems. One attractive
feature of membrane proteins is that transmembrane helices are inherently more
stable than their water-soluble counterparts of similar length, because the a-helical
structure can effectively sequester the polar peptide bonds from the nonpolar
environment via intrahelical backbone hydrogen bonds [115, 116]. Thus, it should
be possible to design peptide scaffolds that are preorganized in the apo form.
However, the de novo design of membrane-soluble sequences is still in its infancy,
due to the paucity of membrane protein structures and of computational design
approaches that can handle membrane proteins.

Scheme 10.6 General mechanism for peroxidase activity. In HRP,
the kinetics are analyzed using a �ping-pong� mechanism
(see text).
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Ways tocircumvent thisobstacle include the incremental additionofa transmembrane
domain to a preorganized water-soluble one, which would then drive the association of
the transmembrane part, or utilizing a natural membrane protein as scaffold.
Discher et al. have designed a series of amphiphilic maquettes formed by the

fusion of an hydrophilicmaquette to the transmembrane portion of theM2 influenza
ion channel, which is a tetramer and thus matches the topology of the water-soluble
portion [117–120]. The heme-binding sites are located at various positions, with
some variants carrying a heme-binding site in the lipophilic portion. These systems
can be inserted vectorially into membranes and could potentially shuttle electrons
from one side to the other of the membrane in a controlled manner.
Ghirlanda et al. designed a functional membrane protein, ME1, by engineering

a bishistidine-binding site into glycophorin A [121]. Glycophorin A is a small
membrane protein formed by the dimerization of two identical transmembrane
helices, which cross at an angle of �40� at the N-terminus and define a small cavity
at the C-terminus (Figure 10.20).
Theproteinhasbeenusedextensively as amodel systemtostudyhelix–helix interactions

inmembrane proteins; through these studies, theGXXXGmotif has been identified as an
absolute requirement for dimerization, while other mutations are well tolerated.
ME1 binds Fe(III)-protoporphyrin IX with submicromolar affinity, has a redox

potential of �128mV, and displays nascent peroxidase activity. Two single-point
mutants, G25Fand A22T, were later designed to test whether specific factors such as
aromatic-porphyrin interactions and hydrogen bonding to the coordinating histidine

Figure 10.20 Ribbon model of ME1 in complex with
protoporphyrin IX; the side-chains of His 26, which provide
the axial ligand for the iron center, are shown in stick form.
The sequence of glycoporphyrin A is compared with ME1 and the
five amino acids changed are highlighted in red.
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(Nd) canmodulate the properties of the heme complex in the context of a membrane
protein. G25F and A22T bind Fe(III)-protoporphyrin IX with apparent dissociation
constants, kd,app, of 1.05� 10�7 and 6.9� 10�7M, and exhibit a redox midpoint
potentials of �285 and �196mV versus standard hydrogen electrode, respectively.
The peroxidase activity observed in the series increases in the order G25F<A22T�
ME1,which is the reverse of the trend observed for the binding affinity to the cofactor.
The most dramatic effects on the properties of the cofactor can be ascribed to the
stabilization of the Fe(III) form observed in G25F, which results in a more negative
redox potential and in reduced peroxidase activity, while the A22T mutation has a
lesser effect. The electron paramagnetic resonance (EPR) spectrumof the ferric form
of A22Treveals specific signatures typical of a rigid orientation of the imidazole rings
providing the axial ligands. In contrast, the EPR spectra of ME1 and G25F suggest
free rotation of the imidazole rings with respect to each other. This evidence provides
strong support for the designed hydrogen bond of Thr22 to the coordinating
histidine. Thus, relatively complex design features aimed at controlling the proper-
ties of bound cofactors can be easily introduced in a minimalist membrane
hemeprotein model. Future work will focus on designing analogs with altered first
sphere ligands (e.g., monohistidine pentacoordinate analogs, His/Met analogs) and
exploring the reactivity of the resulting porphyrin complexes.

10.3.2
Diiron Model Proteins: the Due-Ferri Family

A second major family of functional metal centers in proteins involves dinuclear
metalloproteins, in particular diiron and dimanganese sites. In nature, these centers
catalyze a vast array of reactions, such as hydroxylation, desaturation, and epoxida-
tion, on varied substrates; moreover, the two iron centers are able to transport and
activate oxygen. Although the reactivity of these enzymes is quite diverse, there are
common structural features both at the protein and at the metal site levels. DeGrado
and Lombardi have conducted a careful retrostructural analysis of this class of
proteins [122–124].
Generally, the topology of the core protein scaffold is that of an antiparallel four-

helix bundle, which contains the active site; the two metal centers are coordinated
by two histidines and four glutamic acids, two of which bridge the metals and two of
which each chelate a single metal. The site is highly symmetric: two of the ligands,
a histidine and a glutamic acid, are housed on a single helix forming a conserved
Glu–Xxx–Xxx–His motif, while the chelating glutamic acid is housed in a neighbor-
ing helix which is oriented antiparallel to the first one. This hairpin is repeated with
pseudo-C2 symmetry to form the secondhalf of the site. DeGrado and Lombardi used
this information to guide the design of a family ofminimalmodels of diiron proteins
– the Due-Ferri (DF) series [125–132]. The DF family is characterized by a four-helix
bundle, which can be formed by individual helices, or by the dimerization of a helical
hairpin, or by a single chain of amino acids. Each of these constructs presents
advantages and disadvantages; for example, a tetrameric construct is well suited for
combinatorial studies of mutants, while a single-chain construct is best for solution
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state characterization. Several members of this family have been structurally char-
acterized by X-ray crystallography or by NMR, in the free and metal-bound state
(Co, Zn, Mn, and Fe). As an example, Figure 10.21 shows the overall architecture of
the bundle in a dimeric hairpin construct and a detailed view of the binding site in
a dimanganese binding construct (PDB ID: 1jmb) [129].
Once the basic features of the structurewere verified, the investigatorsmoved their

attention to the design ofmore elaborate features and to optimizing the sequence for
structural studies. Finally, the investigators tackled the explicit design of functional
variants, specifically by introducing second shell hydrogen-bonding networks
to modulate the active site and by sculpting cavities adjacent to the active site that
could be easily accessed by substrates. Each mutant was characterized by rigorous
spectroscopic studies and when possible by structural analysis, informing the design
of successive generations. These efforts resulted in variants able to reversibly bind
oxygen and substrates, andmost notably in variants that can catalyze the oxidation of
4-aminophenol to the corresponding quinone monoimine in the presence of
atmospheric oxygen (Figure 10.22) [133]. The series was designed by modeling a
4-aminophenol coordinated to the two iron atoms of the active site and by sculpting
the core of the bundle to accommodate the substrate. The most successful mutant,
G4-DFtet, catalyzes the two-electron oxidation of the substrate with kcat/KM of
1500M�1min�1 for about 100 turnovers and displays saturation kinetics. The
reaction is quite specific – no signs of oxygen radical generation were observed.
Moreover, subtle changes in the steric hindrance of the hydrophobic core resulted in
diminished activity. The catalytic parameters displayed byG4-DFtet compare very well

Figure 10.21 Crystal structure of L13A-DF1.
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Figure 10.22 (a) Computer model of 4-aminophenol bound to
the active site of DFtetA2B2. (b) Solvent-accessible surface
associated with G4–DFtet. The aminophenol ring into the pocket
is represented in purple. (Reprinted from [123].)
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with catalytic antibodies. To date, G4-DFtet is themost efficient peptide-based catalyst
of a redox reaction.

10.4
Conclusions

Although far from being exhaustive, the selected examples discussed in this chapter
illustrate the significant progressmade in synthesizing short oligopeptide sequences
that display enzyme-like catalysis. Although nature remains the champion to be
beaten, artificial model systems have shown impressive efficiencies in mimicking
their biological counterparts. In addition, they have revealed valuable mechanistic
insights in these processes. In this respect, the fact that chemists are not restricted to
the natural set of amino acids is of great help and appears of fundamental importance
for designing peptide structures that function also outside the boundaries of the
natural system. We would have accomplished our goal if this chapter fosters new
interest and research in this field.
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11
Substrate Recognition
Keith Brocklehurst, Sheraz Gul, and Richard W. Pickersgill

11.1
Recognition, Specificity, Catalysis, Inhibition, and Linguistics

Specific molecular recognition processes by which molecules recognize and dis-
criminate between closely related partners are involved in essentially all aspects of
biological function, ranging in complexity from enzyme–inhibitor and enzyme–
substrate systems to phenomena such as gene expression, the immune system, and
synaptic transmission, and these are important considerations in drug design [1].
This chapter is concerned with general concepts exemplified by a selection of
relatively well-defined enzyme–substrate and, by extension, enzyme–inhibitor
systems. The original concept of recognition by complementarity in the enzyme–
substrate adsorptive (Michaelis) complex was suggested by Emil Fischer in 1894
using his well-known lock-and-key analogy [2]. It is now generally accepted that this
has now been superseded by complementarity in the reaction transition state, based
on the ideas reported by J.B.S.Haldane [3] in 1930 and elaborated by Linus Pauling [4]
in 1946. The catalytic potential of enzymes derives from stabilization in the transition
state relative to any stabilization in theMichaelis complex. The latter is anticatalytic in
that the free energy expended in stabilizing the adsorptive complex offsets the
transition-state stabilization energy (e.g., [5]).
Valuable chapters and books on enzyme catalysis and inhibition are available

(e.g., [5–11]) and detailed mechanistic studies on many individual enzymes are
described in Sinnot [12]. Macromolecular catalysis includes also catalysis by catalytic
antibodies [13] and by synthetic polymers [14], including molecularly imprinted
polymers [15]. The contributions of selections of various types of chemical catalysis
such as acid–base, nucleophilic, and electrophilic catalysis [5, 6, 8] are almost always
insufficient to account for the high catalytic efficiency of enzymes. A particularly
important additional contribution is the entropic advantage that derives from the fact
that enzyme catalysis occurs within an enzyme–substrate complex. The complex is
essentially a single molecular species and the catalytic act involves one or more
unimolecular steps duringwhich there is no loss of translational or rotational entropy
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in the transition state. This advantage is compensated for by the loss of these
entropies during formation of the Michaelis complex i.e. by the binding energy (the
favorable interaction between enzyme and substrate). An important aim of the study
of enzyme catalysis is to understand how that part of the binding energy associated
with the nonreacting parts of enzyme and substrate is able to be expressed in the
transition state rather than in the Michaelis complex (e.g., [5, 8, 16]).
The establishment of contributions by binding to catalytic site function requires

consideration of a variety of types of enzyme–substrate system. Enzymes such as
tyrosyl-tRNA synthetase lie at one end of the mechanistic spectrum. This enzyme
catalyzes nucleophilic attack of one substrate on another by using an array of
differential ground-state and transition-state binding interactions without the inter-
vention of catalytic acids, bases, or nucleophiles provided by the enzyme [17]. In
potentially more complex systems, a series of chemical events involving enzyme and
substrate occur in addition to the existence of opportunities for differential binding
interactions. Many proteinases, which both have active centers with large binding
areasmade up ofmultiple subsites and employ various chemicalmechanisms,might
be expected to be in this category, and there is considerable evidence for functional
coupling of binding and catalytic sites despite their spatial separation, such as in
papain [18–20], trypsin [21], and subtilisin [22, 23].
The concept of the transition state [24–26] is of central importance in understand-

ing and describing chemical mechanisms. Tight binding of enzyme and substrate in
the transition state is not merely one of the possible contributors to catalysis, but
is the cardinal phenomenon regardless of the detail of the chemical and conforma-
tional phenomena that contribute to the complete description ofmechanism [27, 28].
The fundamental property of a catalyst is its ability to discriminate in favor of its
participation in binding in the transition state rather than in an initial ground-state
complex. This description of �transition-state stabilization� as against the often used
�the enzyme stabilizes the transition state� serves to emphasize the importance of
the mutual stabilization of substrate and enzyme by perturbation in the transition
state [8]. Where stable intermediate states exist, optimal activity usually requires that
these states are not excessively stabilized [29, 30]; however, for example, see accounts
of the stabilization of the aminoacyl-adenylate intermediate tightly bound to the
active center of the aminoacyl-tRNA synthetase (aaRS) [5, 17]). Schowen [28] refers to
a formulation of catalysis that omits or de-emphasizes the transition state, but is
correct in principle and, therefore, is transformable to transition-state language, as a
�canonical� formulation. By contrast, the other extreme, which uses transition-state
language exclusively, is referred to as a �fundamentalist� formulation. As an example
of the semantic nature of the two types of description, he translates the important
�canonical� account by Bender et al. [31] of the dissection of the �anatomy� of the
catalysis by chymotrypsin into �fundamentalist� terms. One area in which consider-
ation of transition-state structure is necessarily explicitly of central importance is
the design of transition-state inhibitors [10], which is based on the early ideas of
Haldane [3] and Pauling [4] that were developed by Jencks [32], Wolfenden (e.g., [10])
and Lienhard [33]. Aparticularly interesting application of such inhibitors is their use
in distinguishing between alternativemechanisms of inhibition when the structures
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of the complexes with their target enzymes are available (see [10] for examples).
Some approaches to the investigation of transition-state structures and their proper-
ties, including quantum mechanical and isotope studies, are described in detail in
Gandour and Schowen [11]. The two fundamental properties of enzymes are
substrate recognition and rate enhancement. It seems probable that a complete
description of enzyme catalytic mechanism will lie between what Knowles [34]
referred to as the two linguistic extremes whereby recognition and catalysis are
described either completely separately or, as in the classical treatments byPolanyi [35],
Haldane [3] and Pauling [4], as a single phenomenon. This is nicely illustrated by the
realization that specificity (discrimination between potential substrates) is a function
of both substrate binding and catalytic activity, being quantified by the value of
kcat/KM (e.g., [5]). It is widely assumed that enzyme and substrate bind initially in
their ground-state forms, and then together approach the transition state, although as
Hammett [36] pointed out, themechanismbywhich this occursmaynot be capable of
experimental investigation, at least by reaction kinetics. For catalyses with relatively
low values of kcat/KM, however, the possibility remains that initial enzyme–substrate
combinations might result from minor, more activated forms, of substrate and/or
enzyme within the restriction of a diffusion-limited encounter [37].
It is important not to confuse specificity as defined abovewithmaximization of rate

of catalysis. The former is defined by a rate constant, kcat/KM, the apparent second-
order rate constant for product formation by reaction of the uncomplexed enzyme
with the uncomplexed substrate, whereas rate requires also one or more concen-
tration terms. Thus, although complementarity in the transition state maximizes
kcat/KM, this is not a sufficient condition for maximization of rate. For a given sub-
strate concentration, the additional condition is a high value of KM (KM> [S]), which
maximizes the concentration of enzyme in its uncomplexed form [5, 38]. This
contradicts the traditional view, possibly still held by some, that effective catalysis by
enzymes is associated with tight binding in the Michaelis complex leading to a low
KM value. The failure to distinguish rates from rate constants can lead to inappro-
priate conclusions being drawn more generally from kinetic analysis. The question
arises as to what phenomena lead to high KM values. The case for destabilization of
the Michaelis complex to facilitate formation of the transition state is made by
Jencks [39, 40].Whereas strain, induced fit, and nonproductive binding cannot affect
specificity as quantified by the rate constant kcat/KM [5], strain and �entropic strain�
(i.e., loss of entropy consequent on binding) is essential to achieve the large rates
typical of enzyme catalysis [39, 40]. An exception to the requirement for a high KM

value, discussed by Fersht [5], occurs with enzymes whose role is not to provide high
rates of catalysis, but rather to regulate metabolic pathways. Such enzymes are often
controlled by the KM values for particular substrates and a low KM value can be
advantageous for the first enzyme in the pathway to control the rate of entry of
substrate to the pathway.
An approach complementary to the direct study of catalysis by the use of substrates

and analogous binding inhibitors involves the use of time-dependent substrate-
derived inhibitors. One of the most sensitive and direct ways of investigating
transition-state geometry is the study of chemical reactivity. This has been applied
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particularly effectively to the investigation of dynamic aspects of molecular recogni-
tion (i.e., the dependence of catalytic site chemistry on specific binding interactions)
by using two-protonic-state inhibitors as reactivity probes [41] together with
pH-dependent [42] and temperature-dependent [43] kinetics. The reactivity of a
catalytic site nucleophile that plays a central role in the catalytic act is a prime target
for such investigations, and studies on the cysteine proteinase papain and its natural
variants [20] using specifically designed and synthesized thiol-specific probes
demonstrated such dependence by large changes in pH–k profiles [44] as discussed
in Section 11.3. Even if the inhibitors are not substrate analogs, experiments can be
designed to use specific noncovalent interactions to reveal key aspects of the catalytic
mechanism (e.g., [45]).
The sections that follow exemplify techniques and approaches that have been used

in the study of molecular recognition by a selection of enzymes and the advances
produced in understanding its roles in specificity, catalysis, and associated catalytic-
site chemistry. References to theoretical and practical aspects of the commonly
used methods for studying the kinetics of catalysis that can provide a quantitative
assessment of the effects of molecular recognition motifs can be found in Gul
et al. [46]. The choices of the enzyme types discussed in Sections 11.2–11.7 relate to
the facets of recognition revealed particularly clearly in each case. Section 11.2 deals
with serine proteinases (foundation of transition-state binding and roles of non-
reacting parts of substrates), Section 11.3with cysteine proteinases (early recognition
of specific binding interactions in enzyme catalysis, the general P/S designation
of subsite recognition, kinetic specificity in catalysis, and characterization of the
influence of binding interactions on catalytic site chemistry by the use of time-
dependent inhibitors), Section 11.4 with glycoside hydrolases (contributions of X-ray
crystallography, stereochemical recognition, substrate distortion, and exo versus endo
specificity for polymeric substrates), Section 11.5 with protein kinases (recognition
by remote binding sites with physiological protein substrates and role of specific
binding partners such as cyclins in provision of versatility in substrate selection),
Section 11.6 with aaRSs (accuracy of substrate selection, proofreading, and contribu-
tions of protein engineering and pre-steady-state kinetics to the study of recognition
and mechanism and to testing fundamental theories of enzyme catalysis), and
Section 11.7 with lipases (interfacial recognition). Valuable detailed accounts of
both substrate recognition and catalytic mechanism of most enzyme classes are
presented in volumes I–III of Sinnot [12].

11.2
Serine Proteinases

The serine proteinases were among the first enzymes to attract detailed investiga-
tion [47] and have been the subject of particularly extensive study. Comprehensive
reviews of the structural basis of their substrate specificities and catalytic mechan-
isms were published by Perona and Craik in 1995 [48] and byWharton in 1998 [49].
The continuing substantial interest in these enzymes is due to the wealth of
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structural and mechanistic information in the literature, which provides the basis
for the ever more detailed studies required at atomic resolution to understand
dynamic aspects of mechanism (e.g., [50]) and the growing awareness of their roles
in diverse physiological processes (e.g., [51–53]). The former includes the develop-
ment of techniques such as time-resolved X-ray crystallography [54–56] and
ultrarapid laser spectroscopy [57]. The two main structural classes of serine
proteinases [58], chymotrypsin-like (mainly b-structure, turns and loops with little
a-helix) and subtilisin-like (predominantly a-helix), have been joined by wheat
serine carboxypeptidase II [59], which is homodimeric with the a/b-fold typical of
some other hydrolytic enzymes [60], but shares most of the features of the catalytic
sites of the other two classes. Themajor features of themechanismof the hydrolysis
of amides and esters common to the enzymes of the chymotrypsin and subtilisin
families were deduced initially mainly by kinetic study of the effects of variation in
substrate structure (e.g., references in [49]). The insights gained from these studies
were confirmed and extended subsequently by structural evidence from X-ray
(e.g., [61–63] and other references cited in [50]) and neutron [64] crystallography,
nuclear magnetic resonance (NMR; e.g., [65–67]) and vibrational [57, 68, 69]
spectroscopies, and protein engineering (mutational analysis; see references cited
in [48]). Following Michaelis complex formation, the acyl group of the substrate is
transferred to the hydroxyl group of the catalytic-site serine residue assisted by
general base catalysis provided by the imidazole group of the catalytic-site histidine
residue. Deacylation, the hydrolysis of the acylenzyme intermediate, proceeds by an
analogous mechanism in which the second substrate, water, replaces the serine
hydroxyl group in the nucleophilic attack at carbonyl carbon. Two uncertainties, the
possible existence of tetrahedral intermediates in the acylation and deacylation
steps and the possible role of Asp102 in a triad relay mechanism (Ser195, His57,
and Asp102) as against a diad mechanism without Asp102, are discussed in
detail [48, 49]. The current view of the former uncertainty favors nonaccumulating
tetrahedral intermediates [70, 71]; that of the latter is more uncertain. Thus,
variation in the geometries of the relay systems of chymotrypsin, subtilisin, trypsin
and serine carboxypeptidase suggests that the aspartic acid can occupy a variety of
positions relative to the Ser–His diad in different enzymes and that these perhaps
should be regarded as two diads (Ser–His and His–Asp) that can operate concert-
edly [59, 72]. This might account for the results from proton inventory measure-
ments suggesting that for the reaction of chymotrypsin with relatively nonspecific
substrates containing few recognition sites, only one proton is �in flight� in the
transition state, whereas with more specific substrates containing extended acyl
groups, two protons are �in flight� [73]. A related possibility, disputed by Warshel
et al. [74], is that a low-barrier hydrogen bond between His57 and Asp102 in the
putative catalytic triad becomes stronger in the transition state, and might render
His57 more effective as a base and Ser195 more nucleophilic by moving the pKa

values of their side-chains closer together [65, 75, 76]. This low-barrier hydrogen
bond controversy is discussed by Wharton [49], who emphasizes the relevance in
enzyme catalysis more generally for its rate enhancement role for which there is
theoretical support and structural evidence [77].
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The additional substantial insights into both substrate recognition and catalytic
mechanism gained by the many protein engineering studies that have been carried
out on serine proteinases are comprehensively documented [48]. An important
advance to result from mutation of charged residues, which has implications for
enzymes more generally, is the evidence that long-range electrostatic interactions
can contribute to stabilization of transition states (e.g., [78–81]). A complementary
approach to structural variation in enzyme structure is the use of natural variants. A
striking example of this approach, discussed in Section 11.3, revealed a previously
unrecognized key aspect of cysteine proteinase mechanism [82] (see also [44]). An
example of the use of natural serine proteinase variants relates to the evaluation of the
�oxyanion hole,� the hydrogen-bonding systems that bind the anionic tetrahedral
transition state/intermediate. In chymotrypsin both hydrogen bond donors are
contributed by backbone peptide NH groups and thus are unable to be changed
by site-directed mutagenesis. By contrast, in subtilisin, one hydrogen bond donor is
the amide side-chain of Asn155 andmutation of this residue to those of various other
amino acids results in large decreases in kcat/KM (e.g., [83]). Earlier crystallographic
studies [84, 85] had suggested a weak hydrogen bond involving Asn155 in the
Michaelis complex that becomes stronger in the transition state for acylation. The
existence of the oxyanion hole in chymotrypsin (Gly193 and Ser195) proposed by
Henderson [86] received support from crystal structures of combinations with
transition state analogs [87] and from 13C-NMR studies by the Malthouse group
(e.g., [88–91]) on the enzymes derivatized by substrate-derived inhibitors. It is of
particular interest that the oxyanion pKa values of chymotrypsin and subtilisin in the
tetrahedral adducts depend on binding interactions in the recognition sites of these
enzymes [90].
Early work on substrate recognition by serine proteinases such as chymotrypsin

and elastase demonstrated the existence of the now well-known enzyme subsites
(SnS0n) within a surface cleft that bind complementary amino acid side-chains (PnP0

n)
on either side of the scissile bondof a polypeptide substrate and provided evidence for
enzyme-transition-state complementarity and the utilization of binding energy.
Some of the data from the 1970s compiled in Fersht [5] demonstrate that binding
energy is used to increase kcat/KM as the size of the leaving group in peptide sub-
strates for chymotrypsin increases and as the length of the peptide chain of substrates
for elastase increases. It is noteworthy that the additional binding energy is used to
increase kcat rather than to lower KM. References to additional compilations of the
pioneering work on chymotrypsin, elastase, and a-lytic protease from the 1970s are
also given in Fersht [5]. An account of the structural and kinetic basis of the diversity
of substrate specificity in the chymotrypsin and subtilisin families is given in Perona
and Craik [48], and is exemplified below.
The catalytic sites and substrate-binding clefts of the members of the subtilisin

family are contained within a single domain [72, 92]. Crystal structures of the
enzymes [92–97] and of various enzyme–inhibitor combinations identify the subsite
structures of the active centers, Crystal structures of subtilisin–inhibitor complexes
include those involving chloromethyl ketones [84, 98], the protein eglin C [72, 93],
chymotrypsin inhibitor and subtilisin inhibitor [72, 93, 99, 100], and various peptide
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inhibitors [101]. These structures demonstrate that, in general, subtilisins exhibit
broad substrate specificity profiles, often with a preference for large hydrophobic
groups at the P1 position [102], with kcat/KM increasing with increasing hydropho-
bicity [22, 103].Mutation of Gly166, which lies at the base of the S1 pocket, shows that
increasing the side-chain volume at this position results in decrease in kcat/KM as a
result of the decrease in the available space in the S1 pocket [104]. The other specificity
determinant for substrates containing residues distant from the scissile bond has
been identified for subtilisin BPN0 as the S4 subsite [105]. The preference for S4
decreases in the order Phe > Leu, Ile, Val >Ala for cleavage of peptidyl amide
substrates [106].
For the chymotrypsin family crystal structures are available forbovine chymotrypsin

[107], porcine pancreatic elastase [108], bovine, rat, and Streptomyces griseus
trypsins [109–111], rat tonin [112], kallikrein [113], rat mast cell protease I1 [114],
human neutrophil elastase [115], thrombin [116], factor Xa [117], and complement
factor D [118]. Additionally, structures are available for four microbial enzymes:
Streptomyces griseus proteases A, B and E [119–121], and the Lysobacter enzymogenes
a-lytic protease [122]. For enzymes of this family, specificity is conferred mainly by
interactions in the S1 subsite. In enzymes with trypsin-like specificity for substrates
containing arginine or lysine residues at P1 there is a highly conserved aspartic acid
residue at the bottom of the S1 subsite [123]. In chymotrypsin and elastase class
enzymes this residue is serine or a residue with a relatively small side-chain which
results in specificity towards substrates with aromatic or small hydrophobic side-
chains, respectively. Other important S1 subsite residues at positions 189, 190, 216,
and 226 extend into the base of the pocket and provide additional modulation of the
specificity profile. Residues at positions 216 and 226 are usually glycine in both
trypsin- and chymotrypsin-like enzymes; larger side-chains at these positions would
partially or fully block access of large substrate side-chains to the base of the pocket.
Elastases possess larger, usually nonpolar, residues at these positions, which provide
specificity for small hydrophobic residues at P1.
Evaluation of recognition characteristics by kinetic analysis (e.g., [49])makes use of

both well-known conventional chromogenic and fluorogenic substrates [124, 125],
and more sophisticated approaches, exemplified below. For proteinases without an
identified protein substrate, libraries can be used to identify potential substrates; for
example, a fluorescent peptide-based library has been used to identify substrates for
endopeptidases [126]. Fluorescence resonance transfer methodology has been
used [127] to allow the use of physiological substrates (i.e., relatively large proteins)
that contain all of the potential molecular recognition sites often lacking in smaller
peptide substrates. Cleavage of the protein substrate results in the generation of a
product with an epitope that is recognized by a europium-labeled specific antibody.
Other approaches use mass spectrometric or high-performance liquid chromatog-
raphy analysis [128], or calorimetry when catalytic reactions have relatively large heat
changes [129]. Although investigation of substrate recognition by proteinases using
peptide substrates has been successful in defining their primary subsites, these
other approaches can detect other enzyme–substrate interactions that may be of
unidentified physiological significance. An example of a serine proteinase whose
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physiological function has still not been fully elucidated is proprotein convertase
subtilisin kexin 9 (PCSK9). This protein is implicated in the control of concentrations
of low-density lipoprotein (LDL) in serum [130]. It is highly expressed inhepatocytes as
a zymogenwhere it undergoes processingwhich results in cleavage of its pro-domain,
but without loss of its high-affinity binding capability [131]. Themechanism by which
PCSK9 produces a decrease in blood LDL concentrations is not fully understood, but
there is evidence that it acts as a chaperone and directs the intracellular trafficking of
the LDL receptor [132].

11.3
Cysteine Proteinases

The enzymes contained in the latex of the tropical fruit tree, Carica papaya, occupy a
central place in the development of studies on cysteine proteinases, and on some
aspects of enzymology in general and on substrate recognition in particular. The
suggestion by Wurtz in 1880 that in fibrin digestion, papa€ıne (as it was then known)
acts by becoming bound to fibrin, preceded the proposal by Emil Fischer in 1894
than an enzyme acts on a substrate by first associating with it in a specific manner.
A comprehensive review of the older literature on cysteine proteinases [133] includes
an account of the historical development of studies on these enzymes. According to
Vines [134], the first record of the digestive action of papaya latex is contained in
Griffith Hughes�s Natural History of Barbados published in 1750. The importance of
the latex as a source of enzymes appears to have been first recognized by G.C. Roy,
whopublishedhis report in 1873 in theCalcuttaMedical Journal, and the results of the
first well-controlled scientific investigation of the partially purified cysteine protei-
nases were published by Wurtz and Bouchet in 1879 [135].
The cysteine proteinases are now known to constitute a large superfamily of

six families of thiol-dependent endopeptidases [136, 137], which have been isolated
from animals, plants, bacteria, and viruses. Most of the well-characterized and
intensively studied cysteine proteinases are members of the papain family [136].
Isolation procedures include those for papain itself [138], chymopapains A and
B [139], chymopapain M (glycyl endopeptidase, papaya proteinase IV, and protein-
ase Gly-C) [140], and caricain (Papaya proteinase W) [141], all from the latex of
C. papaya, and other variants that have proved useful in studies on kinetic
specificity and mechanism, such as actinidin from Actinidia chinenisis [142], ficin
from Ficus glabrata [143], cathepsins B, H and L [144], and the hexameric enzyme,
bleomycin hydrolase [145]. Production of the fully active enzymes by covalent
chromatography by thiol-disulfide interchange, introduced for papain [146, 147], is
reviewed in [148]. A particular value of papain itself and some other members of the
family relates to the possibility of using a combination of specially designed thiol-
specific reactivity probes [41], the variation in kinetic characteristics within the
family [20, 44], and computer modeling, to investigate active center chemistry and
its dependence on electrostatic effects and key binding interactions involved in
dynamic aspects of substrate recognition.
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The minimal mechanism relates to a three-step acyl-enzyme model, but differs
from that of the serine proteinases (Section 11.2) in using a catalytic Cys–His–Asn
triad rather than Ser–His–Asp. There is considerable interest also in some of the
members of other families such as the human rhinovirus-14 3C proteinase [149] and
the human adenovirus proteinase [150], both of which contain Cys–His–Glu catalytic
triads, and interleukin-1b-converting enzyme [151], which contains Ser236 instead of
a carboxylate analogous to Asp158 of papain and other differences in the electrostatic
fields to which the catalytic sites are exposed [81].
Papain (reviewed in [20, 44, 133, 152]) has long been considered the cysteine

proteinase archetype. There is considerable variation amongmembers of the papain
family, however, in substrate specificity and catalytic-site reactivity [81, 153–158],
which reveals that this view is correct only for low-resolution aspects of the mecha-
nism, such as the roles of the cysteine and histidine components of the catalytic-site
ion pair. The results of detailed mechanistic investigations on papain and some of its
natural variants (discussed in [44, 45]) have revealed that papain exhibits character-
istics at one end of a spectrum of chemical behavior with actinidin at the other, and
with caricain and ficin occupying intermediate positions. Key results include the
identification of kinetically influential pKa values, both those associated with the
catalytic site (Cys25)-S�/(His159)-ImþH ion pair (papain numbering) and others
more remote [44], the coupling of molecular recognition interactions with catalytic
site chemistry, and postacylation protein dynamics.
Studies using reactivity probes, particularly disulfides containing the 2-mercapto-

pyridine leaving group as two-protonic-state electrophiles [41, 81], including sub-
strate-derived probes [20, 44], a 4-pyrimidyl probe that remains unprotonated over a
wide range of low pH values [44] and 4-chloro-7-nitrobenzofurazan [159], pH-
dependent kinetics [42], computer modeling including normal mode analysis [45]
and electrostatic potential calculations [81], and natural variants of the papain family,
have changed the perception of the catalyticmechanisms of these enzymes and of the
influence of binding interactions and electrostatic effects (see [20, 44] for detailed
discussion).
A long-standing, generally assumed, concept of central importance had been that

catalytic competence reflected in kcat/KM develops synchronously with and conse-
quent on formation of theCys/His ionpair state by protonic dissociation across pKa 4.
The more recent studies, however, established that:

(i) The Cys/His ion pair, although essential, is not sufficient for catalytic competence
in that it exists at low pH (<4) as an inactive �intimate� ion pair and another pH-
dependent event associated with pKa 4 is required to endow it with catalytic
ability [81, 140, 160]; this cannot be assigned to Asp158 because its pKa value is
nowknown to be 2.8 in papain and 2.0 in caricain [44, 159], and reinterpretation of
kinetic studies on catalysis by papain mutants is required [161].

(ii) Perturbation of the mutual solvation of the ion pair components, required to
release the nucleophilic character in Cys25 as the initial catalytic event, appears
to involve decrease in the extent of hydrophobic shielding by movement of the
active center cleft around the Trp177 region [45].
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(iii) At least for actinidin and ficin, there are additional kinetically significant con-
formational changes, detected by pre-steady-state kinetic studies usingN-Ac-Phe-
Gly-methylthionoester, required to allow the release of methanol (P1) from the
ES0�P1 complex and its replacement by water for deacylation [162, 163].

(iv) Transition-state geometries are determined by a combination of specific binding
interactions related to the molecular recognition process discussed below and
electrostatic effects.

A review of the older literature on cysteine proteinases, published in 1987 [133],
includes an account of their primary and secondary specificity characteristics [164]
(updated in [20]). The specificity characteristics of papain were studied extensively by
Schechter and Berger [165–167] using diastereoisomeric peptides of alanine from
Ala2 to Ala6. They concluded that the papain active center comprises seven subsites,
each capable of accommodating a single amino acid residue of substrate. This classic
study gave rise to the nowwidely used �P� and �P0� notation for oligomeric substrates
and the related �S� and �S0� notation for the assumed complementary enzyme
subsites, although the possibility of a continuum of flexibility needs to be kept in
mind [164]. The P1 and P0

1 residues contribute the carbonyl and amino groups
respectively of the scissile P1P0

1 bond. In addition to the approach used by Schechter
and Berger, detailed indications of possibilities for interaction with substrate-derived
covalent inhibitors such as chloromethylketone derivatives of oligopeptides have
been provided byX-ray crystallography [168, 169]. These possibilities include those in
binding areas relatively remote from catalytic sites. The crystallographic data for
papain [168] permit the construction of models of the acyl-enzyme and tetrahedral
intermediates – conclusions supported by the conformations of thionoester sub-
strates bound to papain deduced by resonance Raman spectroscopy combined with
crystallography [170, 171].
By contrast with chymotrypsin, in which substrate recognition depends on the

hydrophobic S1 subsite, the major recognition site in papain (and many other
cysteine proteinases) is the hydrophobic pocket at S2 comprising, in papain, mainly
Trp67, Pro68, Trp69, Phe207, Val133, and Val157. Although P2/S2 contacts confer a
strong preference for substrates with bulky nonpolar side-chains at this position,
this can be modulated by requirements at other subsites leading to a wide range
of cleavage points in different substrates. The interdependence of some of these
papain–substrate and analogous papain–inhibitor interactions is demonstrated by
their incremental specificity energies [158, 172, 173]. The claim that papain exerts
absolute stereospecificity for L-amino acid residues at the S2 subsite [152, 167, 174]
was demonstrated subsequently to be incorrect [158, 173, 175, 176]. Thus, this subsite
can bind both L- and D-phenylalanine residues, at least in N-Ac-Phe derivatives, in
accord with the early literature on papain catalyzed synthesis of anilides and
phenylhydrazides (see references cited in [175]). The incorrect conclusion that strict
stereospecificity is exerted by the S2 subsite of papain derives from the model of the
enzyme–substrate complex assumed by Berger and Schechter [167] and an incorrect
assumption about binding modes made by Lowe and Yuthavong [174] before the
crystallographic data were available (see [175] for a detailed analysis). As discussed in
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Section 11.1, differences in specificity may be detected by comparison of values of
kcat/KM.Whereas papain and actinidin have similar values of the specificity constant
for substrates with aliphatic N-acyl groups, the values for substrates with aromatic
substituents approximately in the P2 position are 10–110 times smaller for actinidin
than for papain [177, 178]. This difference in specificity derives from a key structural
difference between the S2 subsites. In papain, Ser205 is located at the bottom of the
hydrophobic pocket [179], whereas in actinidin the analogous residue is Met211
whose side-chain extends across the pocket making it shorter [180].
Most members of the papain family exert primary specificity for hydrophobic

residues at P2 and in some cases such as cathepsin B [181] at P3, with relatively little
recognition of P1 side-chains [133], although there are exceptions [20]. One such
exception is chymopapain M, the unusual enzyme eluted by ion exchange as the
last component of the chymopapain band, which exerts high specificity for glycine
at P1. The structural origin of this S1 subsite specificity and the lack of inhibition of
chymopapain M by cystatins were revealed by the homology-modeled structure
[140, 182] and confirmed by the crystal structure refined to 2.1 A

�
[183]. Chymopa-

pain M has glutamic acid at position 23 and arginine at position 65, which
form a barrier across the S1 subsite, as against glycine at each of these positions
in papain. Other noteworthy exceptions to the otherwise common lack of substan-
tial P1–S1 specificity are cathepsins B, H, and L [184–186], clostripain [187], and
a-gingivain [188].
The leaving group of the substrate is bound in the S01 subsite, which in papain

exhibits a preference for hydrophobic side-chains, particularly those of isoleucine
and tryptophan [189]. This probably derives from contact with Trp177, which as our
recent reactivity probe studies [45] suggest, may have an important role in perturba-
tion of the hydrophobic shielding of the Cys25/His159 ion pair required to generate
nucleophilic character in its Cys25 component. A different specificity might be
predicted for bromelain [190] in which Trp177 is replaced by lysine. More recent
studies on S01 specificity involve the use of intramolecularly quenched fluorogenic
substrates [191] and of the crystal structures of recombinant human stefin B com-
plexed with carboxymethylated papain [192]. The first and second b-hairpin loops of
the inhibitor bind to the S01 subsite and the conserved Glu-Val-Val-Ala-Gly region of
the first loop is a prime target for protein engineering studies. A possible role for
Asp158 (cf. [45]) might be to prevent carboxypeptidase activity by papain by repulsion
of the terminal carboxylate group of the substrate [18]. This would be in accord with
the dipeptidylcarboxypeptidase activity of cathepsin B [193], in which Asp158 is
replaced by glycine.
Substrate recognition and catalytic mechanism are often inextricably linked (see

Section 11.1), and studies on papain using variation in structure of both substrates
and thiol-specific two-protonic-state reactivity probes [41] have provided clear illus-
trations of how this linkage can be manifested. Lowe [152] discussed the kinetic
specificity of papain and demonstrated that it is exerted essentially in the acylation
step of the catalytic act [174]. Thus in the catalyzed hydrolysis of esters and anilides of
N-Ac-Gly, N-benzoyl-Gly and N-Ac-Phe-Gly, the specificity for the phenylalanine
residue is exerted in the acylation step and essentially not at all in deacylation. In
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acylation, relevant ratios of kcat/KMare greater than 1� 107, whereas analogous ratios
of deacylation rate constants are less than 10. Papain is able to bind the P1–P2 amide
bond of a substrate by hydrogen bonding of its NHgroupwith the backbone carbonyl
oxygen of Asp158 and of the carbonyl oxygen of the amide with the NH group
of Gly66. In this way the substrate should be able to bridge the two walls of the
active center cleft and possibly transmit effects of P2/S2 hydrophobic contacts to the
catalytic site.
This sort of binding site-catalytic communication, together with conformational

changes initiated by electrostatic effects [45, 81], results in the modulation of the
�intimate� (Cys25)-S�/(His159)-ImþH ion pair to allow each of its partners to
optimize its role as nucleophile and hydrogen bond (and proton) donor, respectively.
Clear evidence for this phenomenon [141, 155–157, 173–197] is provided by the
nature of the pH–k profiles for reactions of papain with substrate-derived 2-pyridyl
disulfides used as thiol-specific, two-protonic-state reactivity probes [41]. These
probes contain in one part of the molecule various potential binding sites and, in
the other, the 2-mercaptopyridine leaving group to serve as a detector of the relative
disposition of the thiolate and imidazolium components of the Cys25/His159 ion
pair.Whereas the pH–kprofile for the reaction of papainwith the �featureless� probe,
n-propyl 2-pyridyl disulfide, has a rate constant minimum at pH 6.5–7.0 (with
k� 1000 l/mol/s) and a rate constant maximum at pH 4 (with k� 1.5� 104 l/
mol/s), the corresponding reaction with the substrate-derived probe containing both
a P1–P2 amide bond and a Phe residue at P2 as a potential occupant of the S2 subsite,
N-Ac-[Phe]-NH-[CH2]2-S-S-2-Py, has a rate constant maximum at pH 6.5, as occurs
with kcat/KM for catalysis (with k� 5� 106 l/mol/s). By using structural variants of
the complete substrate derived probe (e.g., containing the P1–P2 amide bond, but not
P2–Phe) the corresponding P1–P2 ester, and the P1–P2 ester analog of the complete
substrate-derived probe, it was established that the change in transition-state
geometry that provides association of the imidazolium component of the ion pair
with the leaving group rely on the (P1)�NH � � �O¼C<Asp158hydrogenbond and the
hydrophobic P2/S2 contacts. The rate constant maxima at pH 3–4 observed with the
n-propyl and P1–P2 ester probes derive from the coexistence of significant concen-
trations of ion-pair and protonated probe, R-S-S-2-PyþH. By contrast, the rate
constant maximum at pH 6–7, observed with the highest reactivity for the complete
substrate-derived probe, results from assistance to reaction of the unprotonated
probe by hydrogen bond donation from the imidazolium component of the con-
formationally perturbed ion pair to the 2-mercaptopyridine leaving group. The lack of
analogous rate constant maxima in reactions with the corresponding substrate-
derived 4-pyridyl disulfides such as N-Ac-[Phe]-NH-[CH2]2-S-S-4-Py [198] in which
the pyridyl N atom is remote from the ion pair ImþHgroupprovides evidence for this
mechanism.
Non-signaling binding interactions can be distinguished from signaling binding

interactions by detailed analysis of the family of pH–k profiles [157]. A central role in
the binding-site catalytic-site communication in papain is provided by the hydrogen
bond between the carbonyl component of the P1–P2 amide bond and Gly66. This
needs to be supported by a neighboring interaction to provide the imidazolium-
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assisted interaction and either the NH component of the same amide bond or a
hydrophobic P2 residue can serve this purpose. In the latter circumstance, the
hydrogen bonding of the amide NH to Asp158 does not further assist the change in
transition-state geometry, even though it improves the binding.
Temperature dependence studies suggest that key binding features of the reactivity

probes produce displacement of parts of the ordered water network of the papain
active center such that the transition state of themodification reaction is less ordered
than the reactant state. Thus, for the reaction of papain with the �featureless� probe,
CH3-S-S-2-Py, DSz is large and negative (�78� 3 J/mol/K), whereas when the probe
is provided with the opportunity for trans-cleft hydrogen bonding (N-Ac-NH-[CH2]2-
S-S-2-Py), the value of DSz decreases (�59� 2 J/mol/K), and when, additionally, a
potential occupant for the S2 subsite is present, as inN-Ac-[Phe]-NH-[CH2]2-S-S-2-Py,
DSz becomes large and positive (þ 122� 6 J/mol/K) [43].

11.4
Glycoside Hydrolases

Glycoside hydrolases (glycosidases) are a large, well-characterized group of glycosyl
transfer enzymes. Glycosyl transfer more generally is reviewed extensively with
emphasis on details of mechanism by Davies et al. [199]. Enzyme-catalyzed glycosyl
transfer exists from and to a variety of nucleophiles. Enzyme nucleophiles are usually
carboxylates, which react to produce relatively unstable intermediates [200]. The
general reaction is nucleophilic substitution at the saturated anomeric carbon atom.
It involves either retention of configuration, (r), by double displacement involving
an enzyme or substrate nucleophile or inversion of configuration, (i), by a single
chemical step, hydrolysis (i.e., O ! Otransfer) in the case of glycosidases. Important
stereochemical factors involve the ring size of the sugar (five-membered, furanose, or
six-membered, pyranose) and the configuration of the leaving group (axial, a, or
equatorial, e) in its preferred conformation; see [199, 201, 202] for the designation of
pyranosyl-transferring enzymes as e ! e, a ! a, e ! a, and a ! e, and for that of
furanosyl-transferring enzymes as f(r) and f(i). Davies et al. [199] suggest that this type
of designation is preferable to the commonly useda- andb-glycosidses because these
are not always equivalent to �leaving group equatorial� and �leaving group axial,�
respectively. The standard mechanisms common to many glycosidases, despite the
existence of many different protein folds, exemplified in [199], involve two carboxy
groups contributed by the enzyme (aspartic acid or glutamic acid) [203]. In the
double-displacement mechanism, one provides general acid–base catalysis and the
other nucleophilic catalysis, whereas in the single-displacement mechanism, one
provides general acid catalysis and the other general base catalysis. In the latter
mechanism, the carboxy groups are separated typically by 9–10A

�
, which allows the

boundwatermolecule to attack on the side of the sugar ring opposite to the glycosidic
bond [204, 205]. By contrast, in the double-displacementmechanism,which provides
overall retention of anomeric configuration and involves formation of a covalent
glycosyl-enzyme intermediate that is subsequently hydrolyzed via an oxocarbenium
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cation (�þO¼C) transition state, the catalytic carboxy groups are typically separated
by about 5.5 A

�
. The carboxy group that acts as the general acid in the formation of the

intermediate acts as a base in its subsequent hydrolysis, with possible perturbation of
its pKa value [206]. The geometries of the oxocarbenium transition states consistent
with the stereoelectronic requirement discussedbyDavies et al. [199] are the envelope
conformation of a five-membered ring, and the half-chair and classical boat con-
formations of a six-membered ring. Evidence from conformational analysis of
aldonolactone analogs of pyranosyl oxocarbenium cations suggests that the two
favored conformations should be of comparable energy [207].
Studies on glycosidases have provided a number of important contributions to

understanding substrate recognition, described below, notably the development of
enzyme crystallography, the dominance of stereochemistry in enzyme–carbohydrate
recognition, discrimination between endo and exo catalytic action on polymeric
substrates, and evidence of substrate distortion.
Glycoside hydrolases occupy a special place in the history of enzymology in that the

first crystal structure of an enzyme to be determined was that of hen egg-white
lysozyme in 1965 [208] and this proved to be of central importance in the elucidation
of a novel catalyticmechanism. In viewof the considerable structural diversity among
naturally occurring carbohydrates, it is not surprising that a similar extent of diversity
has been found to exist also in the range of enzymes that catalyze their hydroly-
sis [203]. Currently 112 sequence-based families are known to exist [209] and crystal
structures of representatives of 48 of these (tabulated in [199]; http://www.cazy.org)
have been reported. Many glycosidases have a multidomain architecture with a
catalytic domain linked to other domains, some of which may provide binding
sites for extended polysaccharide substrates. Most of the crystal structures are of
isolated catalytic domains, although there are examples of multidomain structures
where the domains are linked by relatively rigid sequences that facilitate crystalliza-
tion [210, 211]. The classification of glycosidases based on amino acid similarities of
catalytic domains ([209], reviewed in [212]) reveals that many of the families contain
enzymes with many different substrate specificities – a phenomenon that provides
valuable opportunities in the study of recognition. The increase in the number of
crystal structures of glycosidases allows classification in terms of structure, which is
more highly conserved than sequence, and facilitates homologymodeling. Currently,
structural classification makes use of the clan concept (similar three-dimensional
structures, conserved catalytic groups and stereochemistry, and similar substrate
configuration) [209, 212], by far the largest clan, GH-A, being characterized by a
classic (a/b) eight barrel. The catalytic acid–base and nucleophilic groups are on
b-strands 4 and 7, and act on equatorially linked sugars by the double-displacement
mechanism [213] to provide overall retention of configuration [209, 212, 214, 215].
Examples of variation from the standard double-displacement glycosidase

mechanism revealed by X-ray crystallography are those of myrosinase from white
mustard (Sinapin alba) and LacZ b-galactosidase from Escherichia coli. In myosi-
nase, the nucleophile is shown to be contributed by Glu426, but the residue
expected to provide acid–base catalysis is Gln187 [216]. Since the leaving group of
glucosinolate substrates such as sinigrin is a mercaptan, general acid assistance to
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its departure is not required and hydrolysis of the intermediate might be assisted
by hydrogen bonding of the water molecule to the carbonyl oxygen of Gln187 if the
glycosyl ring became distorted. The crystal structure of the high Mr tetrameric
b-galactosidase [210] is consistent with a double-displacement mechanism with the
nucleophilic carboxylate being provided by Glu537, but with a magnesium cation
coordinated to Glu416, Glu461, and His418 acting as an electrophilic catalyst
instead of an aspartic acid or glutamic acid as a general acid. This mechanism,
however, is controversial (see [199, 202] for detailed discussion of a range of key
experimental evidence). One interesting point is that Glu416 is fully conserved in
this enzyme family and most members, including another enzyme for which a
crystal structure is available [217], are not dependent on metal ions for catalytic
activity.
Apotentially most important variation is seen in the sialidases, whosemechanism

has always been a puzzle; they act with retention, but do not posses an aspartate or
glutamate in the correct position to act as nucleophile in a double-displacement
mechanism. Interest in sialidase, also known as neuraminidase, is intense as it is the
influenza enzyme that cleaves the terminal sialic acid from the other sugars releasing
the newly budded viral particles (e.g., in the avian influenza virus H5N1). The most
successful antivirals. including Tamiflu and Relenza. are neuraminidase inhibitors.
A partial solution to this puzzle comes from elegant crystallography and chemistry
showing that the mechanism of trans-sialidase from the pathogen Trypanosomi cruzi
involves the formation and breakdown of a tyrosyl-enzyme intermediate [218, 219].
There is also evidence that the binding of sialic acid triggers a change in the
position of two tyrosine residues; the active-site tyrosine moves into position to act
as nucleophile and a more distal tyrosine moves to enhance the affinity of enzyme/
donor complex for the sugar acceptor [218].
A recent mechanistic surprise was the discovery of a novel NADþ-dependent

glycosidase mechanism of the GH4 family glycosidases that harness NADþ as a
transient redox catalyst [220]. Substrate distortion to the reducing side of the cleaved
bond is a key feature of themechanism of glycoside hydrolases that catalyze cleavage
of the (-linked sugars by retention (i.e., e ! e) which includes lysozyme and the
GH-A clan enzymes. The reason for the distortion is simple – it brings the leaving
group from an equatorial to an axial orientation approximately normal to, and above,
the plane of the sugar ring, allowing the nucleophile to attack from below in-line with
the bond to be cleaved. This distortion of the substrate from its ground state chair
(4C1) conformation to envelope (4E), skew-boat (1S3), or boat (

1;4B) conformer has
been revealed by crystal structures of Michaelis complexes. It is consistent with the
dictates of the antiperiplanar lone-pair hypothesis in which the leaving group is
encouraged to leave by the lone pair of the ring oxygen being down and the leaving
group up.Where does the energy to distort the sugar residue binding to the reducing
side of the cleaved bond come from? This is contributed by favorable binding
interactions more remote from the active center. Nucleophilic attack generates the
undistorted glycosyl-enzyme intermediate that is both preceded and succeeded on
the reaction trajectory by oxocarbenium-ion-like transition states [221]. Distortion in
these enzymes is a consequence of the chemistry of the SN2 reaction. The precise
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distortion that occurs is a result of subtle changes in the recognition site of the
enzyme and the chemistry of the sugar [222].

11.5
Protein Kinases

The mechanism of phosphoryl transfer is discussed in Fersht [5] and reviewed in
Hengge [223]. This section deals with substrate recognition by protein kinases. The
eukaryotic kinases contain a catalytic region consisting of approximately 250 amino
acid residues comprising anN-terminal domain ofb-sheets and aC-terminal domain
of a-helices [224–235]. The phosphoryl donor, ATP, binds in a cleft between the two
domains such that the hydrophobic pocket is able to accommodate the adenosine
moiety with the phosphate backbone oriented towards the enzyme surface. The
protein substrate binds along the cleft and conserved residues within the catalytic
region catalyze the transfer of the terminal g -phosphoryl group of ATP to the hydroxy
oxygen of a serine, threonine, or tyrosine residue of the substrate. There are two
classes of protein kinases: the serine/threonine- and tyrosine-selective (although not
absolutely specific) kinases; the tyrosine kinases possess a deeper catalytic cleft
needed to accommodate the larger side-chain. Some protein kinases exhibit high
selectivity in site phosphorylation, whereas others can produce multiple phosphor-
ylations in a variety of substrates. Mapping of the interactions of protein kinases with
their substrates [236] has been carried out using kinetics of catalysis and X-ray
crystallography. Free amino acids are poor substrates, the minimal requirement
being for short peptides with four residues on either side of the phosphorylation
site [237, 238], both sets of residues usually contributing substantially to substrate
recognition. Protein kinases recognize consensus sequences [239–243]; examples
include protein kinase A (R-R-X-S/T-hydrophobic residue) and cyclin-dependent
kinase (CDK; S/T-P-X-K/R) [242], extracellular-regulated kinase-2 (P-X-S/T-P)
[244, 245], glycogen synthase kinase-3 (GSK3; S-X-X-X-pS) [244, 246], epidermal
growth factor receptor (E-E-E-Y-F) and insulin receptor tyrosine kinase (Y-M-M-M)
[244, 247], protein kinase B (R-X-R-X-X-S/T) [248], and protein kinase D (L/I-X-R-
X-X-S/T) [243]. Despite the existence of these consensus sequences, physiological
protein substrates may experience substantially different specificities contributed by
interactions remote from the active center of the kinase [249]. As a result, kinase
activity measured using peptides based on limited sequences of their physiological
substrates may overlook these aspects of substrate recognition. Docking sites that
vary in composition and physical separation from the kinase active center have been
identified in a number of kinases, including phosphorylase kinase [235], GSK3 [250],
phosphoinositide-dependent kinase-1 [251], and CDK [252, 253].
Substrate recognition by kinases is known to be influenced also by specific protein

binding partners that provide versatility in the targeting of different specific sub-
strates. For example, cell cycle regulatory CDKs can form complexes with several
different cyclin proteins; the cyclins allosterically activate the CDK and, in addition,
contain a docking domain that facilitates the recruitment of appropriate substrates.
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The docking domain is a small hydrophobic patch located on the cyclin partner about
40A

�
away from the active center of the CDK [233, 254, 255] and interacts with an RXL

motif of specific substrates [253, 256]. Progression through the cycle is driven by the
sequential activities of different CDKs that require association with their respective
cyclins and phosphorylation for activation; for example, CDK2 in association with
cyclin A drives cells through the S phase, phosphorylating a wide range of substrates
that include the tumor suppressor proteins and transcription factors. Despite this
change in specificity of the kinase during each stage of the cycle, they maintain a
consensus recognition sequence containing theRXL orKXLmotif. Structural studies
with the p27 inhibitor [233] and a peptide substrate from p107 [257] have shown that
the RXL recognition site is located on the cyclin Amolecule and involves recognition
by residues located mostly on the helix H1 of the cyclin. These provide an extensive,
exposed, non-polar site, located about 40A

�
from the catalytic site that is conserved in

cyclins A, B, D, and E. Studies on the p107 substrate of CDK2/cyclin A have shown
that one of the roles of the RXLmotif is to convert an otherwise poor substrate into a
good substrate [258]. The function of theRXLmotif can be explained either by the fact
that it effectively localizes the kinase/cyclin complex in proximity to its substrate, and
therefore serves to increase the local substrate concentration [253], or that the catalytic
site andRXLmotif are inextricably linked [259]. In addition, RXL-containing peptides
effectively inhibit CDK activity, presumably by blocking access of the natural
substrate to the cyclin recruitment site [260] and this has been exploited in the
designed of allosteric inhibitors of the kinase. The sequences around the RXL motif
of a number of key substrates reveal variation in these sequences and in the position
of the RXLmotif with respect to the phosphorylation site.Most RXLmotifs are on the
C-terminal side of this site, with a minimum separation observed to date of about 20
residues. A combination of X-ray crystallography and isothermal calorimetry has
beenused to investigate recognition features and the factors that govern affinity using
the phospho-CDK/cyclin A system with a peptide from E2Fas substrate. The results
show that the cyclin A recruitment site is dominated by recognition of the leucine
residue of RXL, which docks into a nonpolar pocket on the surface of the cyclin [261].
The recruitment site is able to recognize diverse but conformationally constrained
target sequences. These observations have implications for the further identification
of physiological substrates of the CDK/cyclin A system and the design of specific
inhibitors [262].
Given recent advances in recombinant protein production technologies and the

commercial availability of tools such as phospho-specific antibodies for the phos-
phorylation sites in full-length protein substrates, there is a growing number of
studies on kinase activity towards such substrates, and it is noteworthy that many
differences between the results obtained using peptide and protein substrates are
being revealed [263]. Myelin basic protein, which is a relatively small highly basic
protein, has often been used as a substrate for kinases. Assays are usually carried out
using [g -32P]ATPand the rate of incorporation of its terminal radiolabeled phosphoryl
group into substrate is used to determine site specificity [264]. This substrate,
although still commonly used for protein kinase assays [265–267], has been replaced
by assays that use peptides based on the protein kinase physiological target (i.e., the
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physiological substrate itself or truncated forms). Such studies have already provided
valuable advances in understanding substrate recognition in the protein kinase
family of enzymes [228, 236, 263].

11.6
aaRSs

The aaRSs,members of a heterogeneous family of enzymes that catalyze the covalent
attachment of amino acids to the 30-ends of their cognate tRNAs, via a tightly bound
aminoacyladenylate [268], are extensively reviewed [269] and discussed succinctly in
Fersht [5]. The family is composed of two classes, distinguished by their three-
dimensional structures including different specific motifs and functionally by the
initial site of aminoacylation on the ribose ring. The particularly high specificity that
is essential in protein biosynthesis means that these enzymes have proved key to
understanding discrimination with high precision between very similar substrates.
Situations discussed in Fersht [5] include: (i) the expected steric exclusion of a larger
substrate by an enzyme with a binding site for a smaller substrate, (ii) the discrimi-
nation against a substrate that is smaller than or isosteric with the specific substrate
due to the absence of a feature that contributes to the binding energy, and (iii) the
discrimination against an isosteric substrate that contains a substituent chemically
inconsistent with the nature of the binding site. An example of (i) is the fact that the
rate of activation of isoleucine by valyl-tRNA synthetase is 2� 105 times lower than
that for its reaction with the substrate that is smaller by one methylene group,
valine [270]. Examples of (ii) are the weaker binding of valine to isoleucyl-tRNA
synthetase by a factor of 150 [271] and the discrimination against glycine by alanyl-
tRNA synthetase by a factor of 250 [272]. An example of (iii) is the weaker binding of
threonine by valyl-tRNA synthetase by a factor of 100–200 due to the replacement of
one of the methyl groups of valine by the isosteric hydroxyl group as a reluctant
occupant for the hydrophobic pocket of the enzyme [273].
tRNA aminoacylation involves two stages: activation of the amino acid substrate by

ATP to form the enzyme–aminoacyladenylate complex via a pentacoordinate transi-
tion state, followed by transfer of the aminoacyl group (directly with class II enzymes
and indirectly with class I enzymes) to the 30-hydroxy group of the terminal ribose of
the tRNA. Specificity is achieved at each stage of the reaction [274, 275]. In stage 1,
differential binding affinities discriminate to some extent between the activation of
cognate and noncognate amino acids [276, 277]. The accuracy of amino acid recogni-
tion, however, is seriously limited by the insufficiency of steric exclusion as a
mechanism of specificity. The necessary accuracy is achieved only by the existence
of the phenomenon of editing – proofreading [5]. This was identified initially in
connection with studies on the discrimination in favor of isoleucine over valine in
protein biosynthesis, which ismuchmore accurate than predicted from the discrimi-
nationby isoleucyl-tRNAsynthetase [278, 279]. Ingeneral terms, editing increases the
accuracy of the specific aminoacylation of tRNA by the hydrolytic destruction of
reaction intermediates in the reactions of noncognate amino acids [5, 280, 281]. The
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energetic cost of the editing process derives from the decreased rate of tRNA
aminoacylation as a whole [282, 283]. Fersht [5] discusses the cost and benefit of
editing in both DNA replication and protein biosynthesis, the possibility of a
double-check editing mechanism [284, 285], and the �double-sieve� analogy [270]
in connection with the amino acid selection process. Editing involves the destruction
of the noncognate amino acid adenylate before the transfer, in a slow step, of its
aminoacylmoiety to tRNA,withmostof thesmall fraction that is transferreddealtwith
by the esterase action of the enzyme. In the double-sieve analogy, amino acids more
sterically demanding than the cognate substrate are rejected by the �coarse sieve� and
the smaller or isosteric amino acids are activated butmore slowly as a result of weaker
binding. The �fine sieve� then isolates selectively the products of the reaction of the
cognatesubstrateeitherbecauseof theirsizeorbecauseof the lack of specific binding
interactions that permit an isostere to bind in the hydrolytic site of the enzyme.
The molecular mechanism of the double sieve is illustrated by the structural
studies on the isoleucyl-tRNA synthetase from Thermus thermophilus [286, 287].
Recognition of the tRNA substrate is extensively discussed [269]. By contrast with

the specific recognition of the cognate amino acid substrates, which is sensitive to
small differences in their side-chains, the binding of tRNA is determined mainly by
the relatively nonselective electrostatic interactions involving the essentially common
anionic sugar phosphate backbone of the tRNA and cationic side-chains of the aaRS
over a large surface area (e.g., [288, 289]). This suggests that binding affinity would
not be significantly affected by changes in a small number of nucleotides in the
tRNAmolecule. As a consequence, discrimination between cognate and noncognate
tRNA substrates is determined by differential kinetic characteristics rather than
by the differential binding mechanisms that apply to the amino acid substrates
(e.g., [290, 291]). Thus, recognition of the tRNA substrate involves those specific
interactions between the enzyme and its cognate tRNA substrate that differentially
stabilize the transition state for the transfer stage of the overall reaction [292]. An
important aspect of the coupling of tRNA recognitionwith catalysis by aaRSs involves
interactions between different domains of the enzyme. Interdomain communication
involves interactions both between tRNA recognition domains, and between
recognition domains and the catalytic site [276, 292–295]. Communication occurs
in both class I and class II enzymes although the structural mechanism differs
amongmembers of the family (compare, for example, the mechanisms of the class I
enzyme, methionyl-tRNA synthetase [296], and the class II enzyme, seryl-tRNA
synthetase [276]).
The large number of experimental investigations that have been carried out on

tyrosyl-tRNA synthetase (reviewed in [269]) makes this enzyme the obvious choice
fromwhich to gain a detailed understanding of all aspects of the catalyticmechanism
of the amino acid activation stage of tRNA aminoacylation by the class I synthetases.
This enzyme, like lysozyme (see Section 11.4), has a special place in the development
of enzymology. These two enzymes provide an interesting contrast [5]. The latter
revealed the basis of a previously unknown catalytic mechanism when its crystal
structure, the first enzyme structure to be reported (in 1965), was determined [208].
By contrast, the crystal structure of tyrosyl-tRNA synthetase, published in 1982 [297],
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provided no insights into its catalytic mechanism. Insights were revealed only after
the initial pioneering investigation by protein engineering was published, also in
1982 [298]. Subsequently, these insights were extended and refined by information
froma combination of crystal structures of complexes relevant to various stages of the
mechanism [297, 299, 300], investigation of the reactions of intermediate states by
pre-steady-state kinetics [298, 301–306], and identification and characterization of the
mechanistic roles of the side-chains of key amino acid residues by kinetic analysis of a
range of site-specific mutants [307–311]. The combination of steady-state and pre-
steady-state kinetics, using both wild-type enzyme and various mutants, permits the
construction of the difference free energy diagrams [306, 307] that facilitate identifi-
cation of the mechanistic roles of the side-chains selected for mutation (see [5]). The
contributions that studies on tyrosyl-tRNA synthetase have made to provision of
experimental evidence relating to the understanding of the fundamentals of enzyme
catalysis (see [5]) include demonstration of enzyme-transition state and enzyme-
intermediate complementarity [17, 305], detection of an induced-fit process [312] and
the concept of compromise between enzyme-transition state complementarity and
access of substrate to the active center [311].
It is noteworthy that the enzyme–substrate interactions involved in the binding of

tyrosine by tyrosyl-tRNAsynthetase observedby crystallography correspondwellwith
those deduced by site-directed mutagenesis and pre-steady-state kinetics [309]. High
specificity is achieved by avoiding nonsolvated charged side-chains and unfavorable
steric clashes in the active center region of the enzyme [313]. An example of high
specificity exerted by this enzyme is its effective discrimination against phenylala-
nine, the value of kcat/KM for the activation of tyrosine being 1� 105 times greater
than for the activation of phenylalanine [314]. Unusually, discrimination is due only
to the different binding affinities for the two amino acid substrates because tyrosyl-
tRNA synthetase lacks an editing mechanism. Another unusual specificity feature is
that the binding pocket for the tyrosine side-chain is larger than would appear to be
necessary [300] and this enzyme is unique among aaRSs in being able to activate both
stereoisomers of tyrosine [299, 300].

11.7
Lipases

The particular interest in lipases from the viewpoint of the present chapter is that
their substrates, lipid esters, are water-insoluble and catalysis of their hydrolysis
involves interfacial recognition. A comprehensive review of lipases and other
esterases for which crystal structures are available is that by Quinn and Feaster [315].
Structures are available for enzymes of three families: the a/b hydrolases, the
pancreatic lipases, and phospholipase A2. Although enzymes of the pancreatic lipase
family are usually considered to bemembers of thea/b hydrolase fold family, Quinn
and Feaster [315] suggest that they are sufficiently different in sequence, structure,
and function to be considered as a separate family. The active centers of the lipases of
the a/b hydrolase family [60] are insulated from bulk solvent ([315] and e.g., [316])
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and catalyze the hydrolysis of water-insoluble substrates such as triacylglycerols and
cholesteryl esters contained in supramolecular assemblies such as lipid micelles or
lipoproteins. Catalysis involves recognition and binding at the lipid/water interface
either prior to or simultaneously with formation of the enzyme substrate complex.
The steady-state rate equation is analogous to the Michaelis–Menten equation, but
with more complex kinetic parameters [317].
Details of interfacial recognitionmechanisms by lipases of this family are revealed

by crystal structures of a number of the enzymes and complexes with phosphonate
and sulfonate transition-state analogs [318, 319]. In some cases such as the Candida
rugosa enzyme, the catalytic Ser/His/Glu triad is buried under surface loops and
helices and is not accessible to the bulk solution until interaction with the amphi-
pathic lipid/aqueous interface triggers a hinge-like conformational change. By
contrast, the active centers of the mammalian cholesterol esterases are not markedly
hydrophobic and are accessible to the bulk solution. These enzymes exert specificity
for negatively charged lipids (e.g., [320]) and homology modeling [321] suggests
interfacial recognition involving long-range electrostatic effects.
Crystal structures of the pancreatic lipases [322–324] reveal differences from the

other members of the a/b hydrolase family that arise from minimal sequence simi-
laritieswhich result, for example, in differences in the catalytic triads and the oxyanion
holes. The hinge-like conformational change involving a surface W-disulfide loop
required to create access to the active center is common to both families of lipases, but
is constructed from different regions of the sequence (cf. [322] with [318, 319]. An
important feature of the pancreatic lipases is that active center access is controlled by
interaction of the W-disulfide loop with a cofactor protein, colipase [323, 324].
Phospholipases not only have a digestive function but also generate signaling

molecules or their immediate precursors (e.g., release of arachidonate by phospholi-
pase A2). Phospholipase A2 catalyzes the stereospecific hydrolysis of the secondary
ester moiety of phospholipids by a mechanism fundamentally different from the acyl-
enzyme mechanism of the other lipases. Thus, the imidazole component of the
Asp/His diad provides base catalysis of the direct attack of water at the carbonyl carbon
of the substrate and the oxyanion hole contains a Ca2þ cation. The investigation of
specificity and mechanism of phospholipase A2, particularly by crystallography [325,
326] and protein engineering (e.g., [327, 328]), and the development of kineticmethods
for studies at lipid/water interfaces (surface dilution kinetics [329] and �scooting�
kinetics [330] and references therein) are extensively reviewed [315]. Use of analog
substrates with modified phospholipid head-groups and protein engineering experi-
ments suggest that the interaction of the head-group with a tyrosine side-chain has a
role in determining stereospecificity as well as catalytic activity [327].

11.8
Conclusions

The early ideas about enzyme–substrate recognition by their association in a specific
manner, such as the suggestion byWurtz in 1880 that papain acts by becoming bound
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to fibrin prior to its digestion, were generalized by Emil Fischer in 1898 and detailed
descriptions of probable subsite interactions with polymeric substrates were codified
by Schechter and Berger in 1967–1970. The key to the later and ongoing advances in
understanding the recognition process and its intimate involvement in catalysis
described in this chapter has its foundation in the now generally accepted concept of
complementarity in the reaction transition state as against in the ground-state
(Michaelis) complex. This change was suggested by J.B.S. Haldane in 1930 and
elaborated by Linus Pauling in 1946. The advances here described were produced
principally by application of combinations of reaction kinetics, crystallography,
various spectroscopies, and structural variation in both substrate and enzyme, the
latter provided both by protein engineering and by the use of natural variants. Future
progress should benefit substantially from advances in understanding electrostatic
effects, the roles of individual water molecules, and the dynamics of the protein
and bound substrate provided by both computational and time-resolved structural
studies.
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12
Protein Recognition
Robyn E. Mansfield, Arwen J. Cross, Jacqueline M. Matthews, and Joel P. Mackay

12.1
General Introduction

Proteins function by making and breaking interactions with other molecules.
The identities of these molecules cover the full spectrum of substances that one
might find in an organism, illustrating the astounding structural and functional
diversity that can be obtained from different combinations of roughly 20 amino
acids. Thus, proteins are able to form functional interactions with partners ranging
from metal ions and small diatomic molecules, such as oxygen and nitric oxide,
through to typical organic molecules and macromolecules, such as nucleic acid
polymers, polysaccharides, and of course other proteins. Given the enormous
breadth of these interactions and the functions that they bring about, we have
chosen in this chapter to focus on capturing a fewof the general principles underlying
protein recognition. As other chapters in this volume deal in depthwith enzymes and
enzyme–substrate interactions, we focus here on protein–protein and protein–DNA
recognition.
First, we discuss the general physicochemical nature of the interfaces made

between proteins and their partners, the strength of these interactions, andmethods
for measuring their strength. Next, we describe two areas of protein recognition
that have recently received much attention: coupled folding and binding, in which
at least one of the partners in a protein interaction is disordered in the absence of its
partner, and the regulation of protein interactions by post-translational modification
(PTM) – a phenomenon that underlies diverse biological processes such as signaling
and gene regulation. Finally, we look at progress that has been made in exploiting
our understanding of protein recognition to either inhibit protein–protein interac-
tions or to engineer new interactions for research or therapeutic purposes.
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12.2
Nature of Protein Interfaces

12.2.1
General Characteristics of Binding Sites

A number of published studies have sought to define the characteristics of protein
interaction interfaces, in an effort to determine whether all interfaces share
someunderlying physicochemical properties. Suchpropertieswould be of enormous
value in predicting the functional surfaces of a protein. In an examination of 75
protein–protein interfaces from the Protein Data Bank (PDB), Lo Conte et al.
determined that the average protein–protein interface (i.e., the protein surface area
that becomes solvent-inaccessible upon binding) is 1600� 400A

� 2 [1]. The study also
showed that a poor correlation exists between the size of an interface and the
molecular weight of the complex. However, there are trends relating the size of the
interface to the nature of the interaction. For example, smaller than average interfaces
tend to be associated with transient interactions and larger interfaces are more likely
to be associated with large conformational changes upon binding [1]. Large confor-
mational changes include domain movements, loop rearrangements, and also
disorder–order transitions (see Section 12.5). One example is the complex formed
between the plasma protease thrombin and hirudin, an anticlotting agent from
medicinal leech, which buries 3300A

� 2 [2, 3]. Hirudin has a globular domain that
binds to the active site of thrombin and a C-terminal tail that fills a groove on its
surface. The tail is disordered in free hirudin and it undergoes a disorder–order
transition upon binding [3, 4].
In contrast, average-sized interfacesmost commonly involve only small changes to

surface loops and side-chain positions. Protein–nucleic acid interactions are an
exception to this trend, more commonly involving significant conformational
changes than protein–protein interactions of comparable size [4–6]. It should be
noted that the average size of protein–DNA interfaces closely mirrors that of
protein–protein complexes (on a per-monomer basis) [7], although many of the
former interactions involve multiple domains, through either dimerization or the
repetition of modules within a single monomer. As a consequence, protein–DNA
interfaces are, on average, twice as large as protein–protein interfaces, covering
2200–3100A

� 2 [2]. It is thought that a large interface area is required for sequence-
specific recognition, so that enough nucleotide bases are involved in the contact.
In support of this, non-sequence-specific DNase I utilizes a 1600A

� 2 interface,
whereas the sequence-specific EcoRV restriction enzyme uses one almost 3 times
larger [2]. It is common for DNA-binding proteins to contact DNA via a number
of domains connected byflexible linkers. This is also a feature of RNA recognition [8].
The use of multiple domains enables recognition of a larger number of nucleotides
and an increased binding affinity, without restricting the conformational flexibility
of the DNA.
The chemical properties of protein–protein interfaces depend on whether the

complex is obligate or transient. For example, interface hydrophobicity has been
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reported to be intermediate between that of the protein core and the surface,
with more permanent complexes being more hydrophobic than transient ones [9].
Separate studies conclude that obligate homodimer interfaces are even more
hydrophobic, resembling protein cores [10]. If only transient interfaces are consid-
ered, the hydrophobicity of the interface appears to be similar overall to the
remaining protein surface [1]. Protein–nucleic acid interactions tend to be less
hydrophobic than protein–protein interactions, as expected given the charged nature
of nucleic acids [5].
Some studies suggest that the propensity for each amino acid to appear at an

interface is similar to the general propensity for that residue to appear on any part
of a protein surface [11], while others suggest that residue propensities are a
meaningful parameter for defining surfaces [1, 9]. Again, the apparent discrepancy
between these conclusions probably arises from the choice of proteins in these
studies. Interface amino acid propensities are more similar to the protein core in
obligatory complexes and to the surface in transient complexes [12], whereas there are
more polar residues at protein–nucleic acid interfaces than at protein–protein
interfaces [7].
The number of hydrogen bonds in a protein–protein interface is roughly

correlated with its size [1] and polar groups that become buried at interfaces almost
always form intermolecular hydrogen bonds [13]. Protein–nucleic acid interactions
tend to have more hydrogen bonds than protein–protein interfaces, with protein
DNA interfaces having one hydrogen bond for every 125A

� 2 and protein–protein
interfaces one every 170A

� 2. Further, two-thirds of protein–protein hydrogen bonds
involve the backbone, whereas 40% of protein–DNA hydrogen bonds involve lysine
and arginine side-chains [5].
Unlike enzyme active sites, protein–protein interfaces are relatively planar

and transient interactions have even more planar interfaces than those of obligate
complexes [9]. Interfaces have no preference for particular secondary structure
elements and are usually made up from several segments of the primary sequence
rather than a continuous stretch [9].
Water is present at both protein–protein and protein–nucleic acid interfaces.

In some structures, a ring of water exists around a dry central interface. In others, the
entire interface is �wet� with water packing cavities and these ordered water
molecules can be packed as tightly as the protein core [1]. Interface water is important
for hydrogen bonding, with water-mediated hydrogen bonds being as common as
direct ones [14]. Protein–DNA interfaces tend to contain more buried water than
protein–protein interfaces [7].

12.2.2
Modularity and Promiscuity in Protein Interactions

Whereas most protein–protein complexes for which detailed structural data are
available are simple dimers involving a single interface, protein–nucleic acid inter-
actions often use modularity to increase the specificity and/or affinity of the
interaction [7]. Linkers between domains determine the distance between recognized
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nucleotides and may additionally interact with the nucleic acid backbone [15]. It is
notable that the individual modules in protein–nucleic acid interfaces tend to form
interfaces of approximately the standard size; it is possible that the standard-sized
interface exists because a certain size is required to exclude bulk solvent from the
interface, keeping only ordered water [11]. Some clearly modular protein–protein
interactions are also known. For example, tandemly arrayed LIM domain and
fibronectin type 1 modules both recognize extended peptide motifs with high
affinity [16, 17].
Analysis of large-scale protein interaction studies (e.g., [18, 19]) reveals that

some proteins have few interaction partners, whereas others act as so-called hubs,
making contacts with many interaction partners [20]. Hub proteins could either
bind multiple partners using separate interaction domains or surfaces, or by having
an adaptable interface. Interaction studies show that protein connectivity is not
correlated with number of domains or with the size of the interface. This suggests
that having an adaptable face, rather thanmultiple interaction faces, is a commonway
for a hub protein to interact with several partners [21].

12.2.3
Hotspots at Interfaces

A large number of mutational studies have made it clear that not all residues at an
interface contribute equally to the interaction affinity. In their seminal work on the
interaction between human growth hormone and its receptor, DeLano et al. intro-
duced the term �hotspot� to describe interface residues that, when mutated to
alanine, result in a drop in binding affinity of 10-fold or higher [22]. Hotspots are
usually identified by alanine-scanning mutagenesis, whereby each residue at an
interface is mutated to alanine in turn. Alanine is used since it eliminates the side-
chain beyond the b-carbon without changing the main-chain conformation and is
commonly found in both buried and exposed parts of proteins [23].
A follow-up study that scanned with amore diverse set of residues, rather than just

alanine, showed some unexpected patterns at the interface between human growth
hormone and its receptor [24]. Surprisingly, conserved residues were not unusually
sensitive tomutation and chemically conservativemutationswere oftennot tolerated.
In contrast, more radical mutations, other than changes to proline and cysteine,
were frequently tolerated.Hotspots previously identified by alanine scanning had the
strictest requirements for substitution, with the wild-type amino acid being most
favorable [24]. This conclusion is supported by a meta-analysis of alanine-scanning
data from the literature, which concluded that evolutionarily conserved residues at
interfaces are more likely to be hotspots [25].
Hotspots are enriched in tyrosine, tryptophan, and arginine [11], and it is possible

that these residues are favored because they can form more than one type of
interaction; for example, tyrosine can participate in both p-interactions and hydrogen
bonds. It has also been suggested that hotspots tend to be located in clusters known as
hot regions [21]. An analysis of 75 protein–protein complexes revealed that hotspot
residues within hot regions are tightly packed, so that mutating a single residue is
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likely to disrupt its neighbors, whereas the hot regions are independent of one
another. Thus, hotspot residues appear to be preorganized into the conformation
required for binding and often reside at the bottomof pockets, becoming buriedupon
binding [21]. In contrast, the position of hot regions is less well conserved between
structurally related complexes, perhaps allowing for some adaptability at the
interface.
In protein–protein interfaces, hotspots are more concentrated at the center of the

interface. Interactions are more resilient to mutations in residues on the rim of
the interface, since such changes oftenmaintain solvent exclusion from the center of
the interface [11]. This �o-ring� hypothesis, deriving from an analysis of protein
complex structure, states that an interface is made up of hydrophobic residues
surrounded by a polar ring; this arrangement gives rise to a dry environment at the
center of the interface that is favorable for hydrophobic interactions and direct
hydrogen bonds. It has also been proposed that amino acid propensities in the core
but not the rim differ from the remaining protein surface [12]. Core residues are also
less resilient to mutation and more hydrophobic [26], even though not all core
residues are hotspots.
In summary, interaction interfaces do have some properties in common, but

remain difficult to predict accurately. Efforts to improve such predictions are
ongoing, and include the biennial CAPRI (Critical Assessment of Prediction
of Interactions) project, in which groups attempt to predict the structures of
protein–protein complexes for which structural coordinates have not yet been
released [27].

12.3
Affinity of Protein Interactions

12.3.1
Introduction

Protein interactions are hugely diverse and cover a wide range of affinities. Early
studies focused on tight complexes and it was widely held that weaker interactions
were unlikely to be physiologically relevant, because of the low concentrations
at which proteins are generally observed in cells. However, it has become clear in
recent times that different affinities are required to performawide range of biological
functions and, in particular, that weak interactions are responsible for many
important processes in vivo. Here, we discuss the correlation between affinity and
function.
The affinity between two components in a binary, noncovalent complex is most

commonly described by the equilibrium dissociation constant, Kd, although its
inverse, the equilibrium association constant, Ka, is also widely used. In simple
cases, Kd is equal to the ratio kd/ka, where ka and kd are the rate constants for
association (�on-rate�) and dissociation (�off-rate�), respectively [4]. Of these two
parameters, the dissociation rate constant varies themost between complexes (in the
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range 106 to 10�7 s�1), and hence has the greatest effect onKd. The rate of association
is determined in part by the rate of diffusion of the components, which is often quoted
at 109M�1 s�1 [28]. However, taking into account the fact that only a small patch on
each protein is reactive, Berg has calculated that an on-rate of 106M�1 s�1 is more
appropriate [29]. Measured values for ka generally fall in the range 105–108M�1 s�1

(implying a Kd range of�10�3–10�14M). Note that on-rates that exceed the diffusion-
imposed limit calculated by Berg can arise from the existence of long-range electro-
static attraction, or steering. Recent work, including elegant nuclear magnetic reso-
nance (NMR) studies centered on paramagnetic relaxation enhancement effects [30],
indicates that the association phase in the formation of macromolecular complexes
might be a two-step process involving the initial formation of a nonspecific encounter
complex and subsequent reorganization into the final specific complex. It is thought
that the formation of encounter complexes revolves around long-range electrostatic
interactions that assist in bringing the two molecules together and reducing the
dimensionality of the search process [28, 31–33].

12.3.2
�Irreversible� Interactions

For some biological functions, strong, irreversible complex formation is essential,
and such complexes can be divided into obligate (in which the protomers are not
functional outside the context of the complex) and nonobligate assemblies. Multi-
subunit enzymes [34], virus capsids, and muscle fibers [1] are examples of obligate
complexes. The protomers of such complexes are often expressed simultaneously; for
example, the nonidentical subunits of cathepsin D are encoded by genes under the
samepromoter [35], allowing the protomers to cofold andbind simultaneously [9, 34].
High-affinity, nonobligate complexes are also extremely stable once formed;

however, the components are often expressed separately and are independently
stable [36]. Complexes in this category include those between barnase (an extracel-
lular ribonuclease of Bacillus amyloliquefaciens) and its polypeptide inhibitor bar-
star [37], and between colicin-specific immunity protein and DNase [38], which are
among the tightest known protein–protein interactions (both with dissociation
constants of 10�14M). Many broad classes of protein interactions exhibit picomolar
to nanomolar affinities with slow off-rates, including antigen–antibody, protein–
DNA, and enzyme–inhibitor complexes.

12.3.3
Regulatory Interactions

Proteins involved in regulatory functions, such as intracellular signaling and the
regulation of gene expression, often need to make and break interactions in a
reversiblemanner. This outcome can be achieved through the use of low- tomedium-
affinity interactions, which are made and broken on short (millisecond to second)
time scales, and thereby allow alternative binding partners to compete [36]. Such a
situation allows effective regulation by local environmental factors, such as the
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concentrations of potential binding partners and the introduction of covalent
modifications into one or both partners (see Section 12.5).
Strong interactions can also be used in regulatory roles if an appropriatemolecular

trigger, such as the binding of nucleotide ormetal-ion cofactors, can disrupt binding.
The heterotrimeric G-protein, for example, forms a stable trimer with GDP bound,
but dissociates into the Ga and Gbg subunits upon binding of GTP. This GTP/GDP
exchange results in a 1000-fold change in affinity between the two components [36]
and acts as a switch mechanism in the control of signal transduction.

12.3.4
Ultra-Weak Interactions

Recently, a new class of short-lived �ultra-weak� protein–protein complexes, promi-
nently featuring electron transport proteins, has come to light. Biological energy
transduction is performed by chains of redox proteins that combine to provide a path
for the controlled flow of electrons. In these processes, soluble redox proteins
facilitate electron transport between membrane-bound protein complexes. For
example, plastocyanin and cytochrome c6 function as electron shuttles between
cytochrome f and photosystem I in the photosynthetic redox chain, andhigh-turnover
conditions are necessary to sustain a continuous electron current. To achieve this,
electron transfer occurs between partners in low-affinity, transient complexes that
exist for only milliseconds or less [36, 39, 40].
Specificity is an important consideration for low-affinity, transient interactions. As

redox proteins are required to transfer electrons to and from multiple partners with
comparable affinities [39], it is actually important for these interactions to be relatively
nonspecific. For example, affinities for the interaction of Phormidium cytochrome f
with both physiological and nonphysiological partners have been determined, and
range from102 to 104M�1. It is notable that the tightest complex was formedwith the
nonphysiological partner, yeast cytochrome c [41].
As might be expected, transient electron-transfer complexes (e.g., plastocyanin–-

cytochrome f [42, 43]) often interact via a small interface of approximately 600A
� 2, and

consistentwith the o-ringhypothesis this interface consists of a hydrophobic core and
a polar periphery [39]. Despite the small interface, it is thought that electrostatic
steering plays a role in establishing relatively rapid on-rates; for example, the
association rate constants for the plastocyanin–cytochrome f complex (Kd¼
1mM [44]) and the barnase–barstar complex (Kd¼ 10 fM [37]) are comparable
(�108M�1 s�1 [39]).
A further similarity between ultra-weak complexes is low geometric comple-

mentarity and poor packing of side-chains at the interface [45]. If the side-chains
are not closely packed, the interface remains permeable to water molecules which
can �rewet� the binding site and disrupt the complex. Furthermore, van der Waals
contacts across the interface cannot be maximized and so their contribution to the
binding affinity will not be optimal. Together, these features promote fast
dissociation and enable transiency in the interactions [39]. Indeed, ultra-weak
complexes might, in at least some instances, resemble the encounter complexes
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predicted for strong interactions, insofar as they comprise a dynamic ensemble of
orientations rather than a single well-defined state [46]. NMR data collected on the
transient complex of plastocyanin–cytochrome f can not be satisfied by a single
structure, but only by a family of structures displaying significant variability,
indicating that the complex is rather dynamic [46].

12.4
Measuring Protein Interactions

12.4.1
Introduction

There are numerous methods available for detecting or characterizing protein
interactions. All of these methods have advantages and disadvantages, and deliver
a different range of parameters, ranging from simply the detection of some sort of
association (not necessarily direct), to a full detailed thermodynamic analysis. In the
last few years several reviews [47] and large volumes have been written that provide a
much more complete coverage of these methods (e.g., [48]). Here, we summarize a
selection of these techniques and provide references from which a more detailed
exploration can be instigated.

12.4.2
Discovering/Establishing Protein Interactions

The initial discovery of protein interactions is often made from some type of
screening strategy. Two of the most common strategies are yeast two-hybrid
(Y2H) and pulldown experiments. The Y2H assay is one of many protein comple-
mentation approaches that can detect interactions [49], in this case in the context of a
yeast nucleus. The two domains of a yeast transcription factor are separately fused to
the proteins in question and form a functional unit only when the partner proteins
interact. This is detected through the use of a reporter gene that selects, for example,
for yeast growth. Y2H can be used to screen for new partners (by screening a �bait�
protein against a library of �prey� proteins) or to analyze a known interaction in detail.
Pulldown experiments are also frequently used both to discover new interactions

and to dissect existing interactions. Most commonly, one protein is expressed as a
glutathione-S-transferase (GST) fusion, immobilized on glutathione beads and
treated with the other protein(s), either purified or in a cell lysate; sodium dode-
cylsulfate–polyacrylamide gel electrophoresis is used to detect captured proteins
(e.g., [50]). Care must be taken in the interpretation of these experiments, however,
because they are prone to false positives. Coimmunoprecipitation experiments
similarly use antibodies to pull protein complexes out of cell lysates [51].
Electrophoretic mobility shift assay (EMSA, or gel shift) experiments use non-

denaturing electrophoresis to compare the hydrodynamic and charge properties of
DNA with or without bound proteins. DNA carries a negative charge and rapidly
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migrates to the anode under electrophoresis. A protein bound to DNA will have a
larger size and a different shape, and will (usually) be less electronegative and thus
migrate more slowly on the gel than the free DNA. Protein–protein interactions can
be detected in a similar way on native gels. EMSAs can also be used to estimate
dissociation constants for tight interactions (below �10�7M) by carrying out titra-
tions, but the same approach is not common for protein–protein interactions.
Confocal microscopy combined with F€orster resonance energy transfer (FRET)

experiments [52] can be used to assess direct protein–protein interactions inside
living cells. The genes for target proteins are modified so that the proteins are each
tagged with different variants of Green Fluorescent Protein. The excitation and
emission wavelengths of the fluorescent proteins are chosen such that the emission
spectrum of one can excite the fluorescence of the other (the FRETeffect). Only when
the target proteins interact will the proteins be brought sufficiently close to generate
a FRET signal within the cell.

12.4.3
Determining Interaction Stoichiometry

A number of experimental approaches allow an estimate to be made of complex
stoichiometry, but are lesswell suited for the determination of dissociation constants.
In size-exclusion chromatography (SEC; or gel filtration), molecules are separated

on the basis of their hydrodynamic properties. Provided a complex is of sufficient
stability (Kd below �10�7M), an interaction can be detected as a new peak in the
chromatogram of a mixture of the protein and its partner, compared with chromato-
grams of the isolated species. The relative stoichiometry of the complex can be
estimated by applying different ratios of the two components to the column and
determining the ratiowhere only complex is formed (e.g. [53]). Rough estimates ofKd

can sometimes be made by applying samples of different concentrations; the
concentration where �50% of the protein is in the complex form corresponds
approximately to the Kd.
Classical light (or Rayleigh) scattering involves the scattering of light fromparticles

that are small compared to the wavelength of the incident light. For most soluble
proteins and protein complexes, this scattering is independent of shape. Multi-angle
laser light scattering (MALLS)measures Rayleigh scattering atmultiple wavelengths,
which allows the weight average molecular weight of proteins to be determined.
MALLS is often used in-line with SEC to give good estimates of themolecular weight
of eluting species [54]. Small angle X-ray scattering and small angle neutron
scattering are other solution methods that can be used to estimate the molecular
weight of proteins and protein complexes (e.g., [55]). These simple but powerful
approaches can additionally provide accurate low-resolution structural models [55].
Using the relatively soft ionization techniques of electrospray and matrix-assisted

laser desorption/ionization, mass spectrometry (MS) can be used to ionize intact
noncovalent macromolecular protein complexes and thereby determine their stoi-
chiometry [56]. This approach is quite new but has wide applicability because of the
very sensitive nature of the instrument.
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The analytical ultracentrifuge is a well established tool for the measurement of
complex stoichiometry. Samples are subjected to a centrifugal field, and the
distribution of the solute as it experiences buoyant, frictional, and centrifugal
forces is observed, either as a function over time (sedimentation velocity) or once it
has reached equilibrium (sedimentation equilibrium). Measurements are made
using absorption, interference, or fluorescence optics, depending on the instru-
ment. For heterologous protein complex formation, velocity experiments are
probably most useful for detecting the presence of an interaction or estimating
the molecular weight of a stable complex. Equilibrium experiments, although
longer to run (days versus hours), can provide a very good estimate of shape-
independent molecular weight without reference to molecular weight calibration
standards. Dissociation constants can also be obtained for both homo- or hetero-
meric complexes, although the analysis can be very complicated in the latter
case [57].

12.4.4
Measuring Affinities

In many cases, it is of interest to measure the affinity of an interaction. There are an
increasing number of techniques available that are sufficiently sensitive to be
practical, given the typical yields available for recombinant proteins.
Fluorescence anisotropy is related to the size (and shape) of a molecule. Thus, it

can used to measure the Kd of a protein interaction by monitoring the formation of a
protein complex that is significantly larger than the uncomplexed molecule [58]. In
some cases intrinsic tryptophan fluorescence can bemonitored; however, proteins or
their ligands can be labeled with a suitable fluorescent tag.
There are many different forms of enzyme-linked immunosorbent assay (ELISA)

that can be used to detect protein interactions. Since ELISAs involve numerous
washing steps, the approach is best suited to strong interactions [59].
Isothermal titration calorimetry (ITC) measures the uptake or evolution of heat as

one molecule (the �ligand�) is titrated into its partner (or vice versa) [60]. A binding
isotherm of the evolved heat as a function of the concentration of added ligand is
generated, which can be fitted to derive Kd (for interactions in the range �10�4–

10�8M), the stoichiometry, and the DH of the interaction; DS and DG can also be
calculated from the data. ITC requires carefully matched buffers (to avoid complica-
tions from heats of dilution or heats of ionization) and relatively large amounts of
soluble protein (usually milligrams of both components).
Surface plasmon resonance is one of the fewmethodologies that candetermine the

on- and off-rates for an interaction [61]. A protein is immobilized onto a functiona-
lized gold chip, using one of a range of different chemistries. The chip contains fluid
channels thoughwhich the ligand is passed and binding over time (kon) is detected by
changes in the refractive index of the surface that occur upon binding. After
equilibrium is reached, buffer is passed through the channel and the dissociation
(koff) process is measured. This technique has been multiplexed and automated,
allowing examination of multiple interactions/mutants/ligands without user
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intervention: quantitative analysis is generally straightforward, but becomes very
difficult in cases other than simple 1 : 1 binding.
NMR spectroscopy can be used in a number of different ways to provide both

structural and quantitative information on protein interactions. Chemical shift
perturbation assays [62] are the most commonly employed approach: 15N-hetero-
nuclear single quantum coherence (HSQC) spectra of a 15N-labeled recombinant
protein are recorded during the course of the addition of an unlabeled partner.
As the backbone amide of each residue gives rise to a single signal in the spectrum,
those peaks that correspond to residues at the binding interface tend to shift,
providing a rapid assessment of the binding interaction surface. In favorable cases,
titration data can also be used to calculate a dissociation constant for the interaction.
Other approaches, including the use of lanthanide tags [63] and nitroxide spin
labels [30], have become popular for the rapid mapping of protein interaction
interfaces.

12.4.5
Modulation of Binding Affinity

It is worth noting that binding affinities measured for purified components in dilute
aqueous solutioncandiffer fromtheeffective affinity in vivo throughdifferences either
in the effective local concentration of the two components or the physicochemical
environment. In vivo thus, the available amounts of each species can bemodulated by
changes in gene expression, protein degradation, secretion or localization. Proteins
may be coexpressed or colocalized within a compartment, or may require directed
diffusion or transport. Anchoring of one or both proteins in a membrane or other
structural complex can also help to increase the effective local concentration [36].
The local physicochemical environment includes the concentration of unrelated

macromolecules, ions, or other effecter molecules (e.g., ATP, Ca2þ ), as well as
changes in pH and temperature [36]. Molecular crowding (also known as the
excluded volume effect), which reduces the effective volume available to the species
in question, will increase the effective association constant; this effect is thought to be
important in the crowded cellular milieu, although the magnitude of the effect is
currently unclear [64].

12.5
Coupled Folding and Binding

12.5.1
Introduction

Recentworkhas revealed thatmany protein interactions involve one ormore proteins
that are either partially or totally disordered in the absence of their partner [65]. Here,
we discuss the role of unstructured regions and proteins in protein–protein and
protein–nucleic acid interactions.
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12.5.2
Characteristics of Intrinsically Unstructured Proteins

There is no single line that separates structured and intrinsically disordered
proteins. At one end of the continuum are folded domains, followed bymultidomain
proteins interspersed with disordered regions, then compact but disordered molten
globules and finally extended unstructured states [66]. Most intrinsically unstruc-
tured proteins do not lie entirely to the latter end of the spectrum, but rather contain
some residual structure [67], which most likely provides initiation points for folding
and/or binding under the appropriate conditions.
Overall, unstructured regions are sufficiently different from structured regions

in their properties that disorder can be predicted quite reliably from sequence
data alone. Many programs that predict disorder, such as PONDR [68] and
DISOPRED [69], use algorithms that are trained on proteins from the PDB, under
the assumption that missing electron density indicates a disordered sequence.
Some of the parameters that distinguish unstructured proteins are low sequence
complexity and biased amino acid composition. Residues that are over-represented
in disordered regions are glutamine, serine, proline, glutamic acid, lysine, glycine,
alanine, and arginine [66, 70], whereas cysteine, valine, leucine, isoleucine, methio-
nine, phenylalanine, tyrosine, and tryptophan correlate more strongly with folded
domains. Thus, disordered regions have a large proportion of charged and polar
residues at the expense of the bulky hydrophobic residues normally found in
hydrophobic cores [71]. Some particular low-complexity motifs are observed in a
substantial number of proteins and appear to have specific functions; for example,
the PEST motif (which is rich in proline, glutamic acid, serine, threonine, and
aspartic acid) appears to reduce the half-life of the parent protein. The motif is
recognized by proteases in the caspase-, calpain-, and ubiquitin-mediated degrada-
tion pathways [70].
A slightly different class of disorder arises in short, linear motifs that have been

identified from sequence analysis in eukaryotic genomes. Two studies that point out
the importance of these regions in binding sitesfind that they have similar properties.
Molecular Recognition Features [72] and Eukaryotic Linear Motifs [73] are both
characterized as short disordered regions that have more hydrophobic residues than
other disordered regions. These sequences are thought to play an important role in
recognition and can perhaps be considered to be �disordered scaffolds� that present a
set of binding residues in amanner that can adapt to binding partners with a range of
structures.

12.5.3
Advantages of Disorder for Protein Recognition

The proportion of disordered proteins increases strikingly with organism complexity.
Only 2% of archaean and 4% of eubacterial proteins have disordered regions longer
than 30 residues, while 33% of eukaryotic proteins have this level of disorder [69].
Examining the gene ontology for disordered proteins suggests that they are often
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involved in functions that are expanded in eukaryotes. Biosynthesis andmetabolism
rarely utilize unstructured proteins, whereas such proteins often function in signal-
ing, transcriptional regulation and cytoskeletal organization.
Alternative splicing, which ismore common in higher organisms,might also have

a bearing on the distribution of disordered regions in proteins. A study by Romero
et al. using 46 alternatively spliced genes found that 81%were either fully or partially
disordered [74]. Further, of the five known pairs of structures of alternatively spliced
protein isoforms, the regions associated with alternative splicing were missing from
electron density maps in three cases and are likely to be disordered (the other two
cases involve only very short alternatively spliced sections). A correlation between
alternative splicing and disorder makes sense; such elements can perhaps be more
readily spliced in and out without affecting the global fold of the protein.
With a few exceptions, disordered regions appear to be mutated faster than

ordered ones; a study of disorder in 26 protein families found that in 19 families
disordered sections of the protein chain diverged significantly faster than the
ordered regions [75]. This phenomenon presumably occurs at least in part because
there is no need to maintain a stable structure and could potentially allow for the
rapid diversification of a process or pathway (e.g., neuronal development) during
evolution.
An unfolded protein can also present a large interface with a relatively short

sequence, compared to what is possible with a typical globular protein. For
example, in the complex formed between CREB-binding protein (CBP) and
activator for thyroid hormone and retinoid receptors (ACTR) [76], both proteins
are disordered in the absence of the other, but fold together upon complex
formation to form an extensive interaction surface (Figure 12.1). This arrangement
represents remarkable economy, and it has been suggested that using unfolded
proteins allows the cell to reduce the total amount of sequence and protein bulk
required for its functions [77].
Intrinsically unstructured proteins tend to form interactions which are of low

affinity, but high specificity. When a disordered protein folds on binding there is a
high entropic cost associated with becoming ordered and this must be compensated
for enthalpically. The requirement for favorable enthalpy changes means that
specificity is favored [66]. Thus, highly specific interactions can be created that are
still readily reversible.
Disorder can also favor the addition of PTMs by allowing modifying enzymes

access to the protein. For example, phosphorylation occurs predominantly at sites
that are intrinsically disordered [78]. Similarly, histone tails, which are disordered, are
subject to a variety of PTMs [66].
Finally, it has been suggested that coupled folding and binding can speed up the

search for a binding partner. Whereas a folded protein has to approach its binding
partner to within a few A

�
ngstroms at approximately the right orientation in order to

bind, disorder potentially allows more freedom. A completely unfolded protein
can approach within its radius of gyration to make contact with a binding partner.
These contacts will be very weak, since in the unfolded state the binding residues
cannot act cooperatively; however, their strengthwill increase on folding. The process
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of a protein casting its chain out and �reeling in its catch� by folding, the fly-casting
mechanism [79], proposes that binding is accelerated for components that are at low
concentration; for example, a transcription factor could find a low-copy-number gene
more quickly by being at least partially unfolded.

12.5.4
Diversity in Coupled Folding and Binding

The coupling of folding and binding can occur to many different degrees. At one
extreme, the entire sequence of one or both partners undergoes a disorder to order
transition, whereas at the other extreme a small flexible linker between domains can
become ordered upon complex formation. As noted above, the interaction between
CBP and ACTR affords a dramatic example of the phenomenon – the interaction
domains of both proteins are disordered in isolation and fold together to form an
intricate interaction surface. In contrast, the interaction between the transcriptional
regulator TFIIIA and its DNA target involves the ordering only of flexible linkers
between three zincfinger domains. This ordering is functionally important, however;

Figure 12.1 Structure of the complex formed between CBP (blue
surface) and ACTR (green ribbon), illustrating the highly
intertwined nature of the fold. Both domains are poorly ordered in
the absence of their partner. PDB ID: 1 kbl.
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the ordered linkers pack against the adjacent zinc fingers, providing additional
stability to the complex [80]. A third class of interactions involves short, disordered
peptide motifs that recognize ordered domains. For example, as noted
in Section 12.2.2, both LIM domains and fibronectin type 1 modules recognize
short, disordered peptides that build on existing secondary structure upon formation
of a complex.

12.6
Regulation of Interactions by PTMs

12.6.1
Introduction

Proteins can undergo a multitude of reversible covalent modifications (PTMs) and
these modifications can potentially affect most or all of the properties of a protein,
including stability and subcellular localization. For example, glycosylation of extra-
cellular proteins is thought to improve stability against proteolysis [81, 82], while the
addition of the small protein SUMO to lysine side-chains of target proteins can direct
the SUMOylated protein to the cytoplasm [83]. PTMs are also an integral aspect
of protein–protein recognition and provide a dynamic means for regulating cellular
interactions. There are in general three aspects to the action of PTMs in protein
recognition: the specific peptide sequences ontowhichmodifications are introduced,
the recognition domains that recognize peptides bearing specific modifications, and
the enzymes that introduce and remove PTMs. All of these provide opportunities for
regulation; for example, activation or inactivation of themodifying enzymeswill have
downstream effects on the network of interactions that are regulated by that enzyme.

12.6.2
Types of PTMs

The list of known protein PTMs is extensive and still growing. In Table 12.1, we have
listed a number of PTMs that have been demonstrated to function by regulating

Table 12.1 PTMs and the domains that recognize them.

Modification Residues affected Recognition domains References

Phosphorylation Tyr, Thr, Ser SH2, PTB, C2, MH2,
WD40, WW, BRCT, FF, SRI, CID

[149]

Methylation Lys, Arg chomodomain,
PHD, WD40, TUDOR, MBT

[150, 151]

Acetylation Lys, Ser, Thr bromodomains [152, 153]
Hydroxylation Pro, Asp, Glu [154, 155]
Ubiquitination Lys UBM, UBA [156]
SUMOylation Lys SIM [157]
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protein interactions. Probably the most extensively studied modification in this
regard is the phosphorylation of serine, threonine, tyrosine, and histidine that
underpins the transduction of extracellular signals to the cytoplasm and ultimately
to the nucleus. PTMs of histones, which include lysine, arginine, serine, and
threonine derivatives, have also received a great deal of attention in recent times
for their role in regulating gene expression.

12.6.3
A Case Study – Histone Modifications

Over 60 modifications (or marks) to histone proteins, mostly localized to their
disordered N-terminal tails, have been cataloged and the functional consequences
of these modifications are only partially understood. Overall, it is clear that these
modifications, which generally appear to be reversible, are responsible for deter-
mining the transcriptional status of nearby genes and that this regulation is
achieved by the recruitment of other proteins to specific marks. The acetylation
and methylation of lysine side-chains has perhaps received the most attention. At
least 11 lysines on H3 alone can be methylated or acetylated, and different levels of
methylation (mono-, di-, and tri-) have also been observed. One of the best
established examples is the trimethylation of K9 of histone H3 (H3K9Me3); this
mark can be introduced by one of many lysine methyltransferase enzymes (most
prominently Suv39h1 [84]) and is recognized by heterochromatin protein 1 (HP1)
through an N-terminal chromodomain on the latter protein [85]. The presence of
HP1 is associated with transcriptional repression and the formation of hetero-
chromatin [86]. Demethylase enzymes that can act on H3K9Me3, including
JMJD2A [87], have also been described, suggesting that heterochromatin forma-
tion involves (among other things) a dynamic balance between methylation at
H3K9, recognition of the H3K9Me3 mark, and demethylation. Interplay clearly
also exists with other marks; for example, phosphorylation of the adjacent residue
S10 on H3 reduces the affinity of HP1 for H3K9Me3 by two orders of magni-
tude [88]. It is also notable that, although the chromodomains from several other
proteins also recognize methylated histone tails, some members of the family
appear to play roles in DNA or RNA recognition [89].
In contrast, the presence of a trimethylated derivative of H3K4 is associated with

actively transcribed genes. This modification can be introduced by enzymes such as
Set1 [90] and is recognized by domains from several different fold families, including
a tandem chromodomain in the chromatin remodeling enzyme CHD1 [91], PHD
domains in BPTF [92] and ING2 [93], and the b-propellerWD40 repeat inWDR5 [94].
An analysis of the architectures of proteins that recognize histone marks reveals

that many harbor multiple PTM-recognition domains separated by flexible linkers
(a feature that they share with many other proteins involved in transcriptional
regulation). For example, Brd2 and TAFII250 each contain double bromodomains
and bind H3 and H4 tails that bear two acetylated lysine marks, respectively [95, 96].
Similarly, Polybromo (also known as BAF180) contains six bromodomains [97],
although the contributions made by each of these domains to Polybromo activity
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is not fully resolved. This modular structure allows recognition of specific combina-
tions of modifications. Many other modifications and the associated proteins
that mediate the addition, removal, and recognition of these marks have been
described over the last 10 years; it remains the case, however, that the biology
underlying these recognition events still remains largely obscure.

12.7
Engineering and Inhibiting Protein–Protein Interactions

12.7.1
Introduction

Owing to the clear importance of protein interactions in biology, a great deal of effort
has gone both into developing novel protein interactions and into inhibiting existing
interactions. This section summarizes current efforts to design new proteins that are
capable of binding to a chosen target with high affinity and specificity. One of the
main reasons for creating such new proteins is to block an existing and undesirable
interaction in a medical context. We provide several examples where this type of
strategy has already moved from the laboratory to a clinical setting and also briefly
discuss the increasing use of small molecules to inhibit protein interactions.

12.7.2
Engineering Proteins with a Specific Binding Functionality

The field of protein design has taken enormous strides. Computational strategies
have allowed stable proteins to be designed from scratch [98] and existing proteins to
be engineered to have dramatically improved thermal stability [99] or altered
enzymatic activity [100]. To date, efforts to design proteins with a tailored binding
function have focused on modifying the surface of an existing protein fold that acts
effectively as a scaffold to present a novel binding surface. Combinatorial approaches
such as phage or ribosome display are employed so that a large fraction of sequence
space can be searched.
Many different protein folds have been used as scaffolds in thismanner, including

thioredoxin, lipocalins, and protein A. The best established class of �designer�
binding proteins is the monoclonal antibodies and the vast number of clinical trials
currently in progress for drugs based on these molecules is a testament to the
feasibility of the approach. The complementarity determining regions from anti-
bodies raised in animals are grafted ontohuman scaffolds to reduce immunogenicity,
and then optimized using display technologies [101]. Herceptin, a therapeutic
antibody that targets the Her2 receptor and is frequently overexpressed in breast
cancers, was created in this manner. As well as inhibiting the interaction between
Her2 and its signaling ligands, the antibody activates cellular cytotoxicity path-
ways [102], inducing natural killer cells (which bind the Fc fragment of the antibody)
to kill the target cell.
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The development of nonantibody scaffolds for protein design has emerged as a
powerful technology and the observation that many of the more promising scaffolds
have been taken up by biotechnology/biotech start-up companies is an indication
of thematurity of thefield [103, 104]. Suitable scaffolds consist of a compact structural
core, together with a loop or surface that can be randomized by mutagenesis while
maintaining the structural integrity of the core. Theymust be small, highly stable and
able to display specificity towards different types of targets. One category of scaffolds
that has received much attention is the repeat proteins, including ankyrin (ANK,
known commercially as DARPins) and tetratricopeptide (TPR) repeats [105, 106].
As the name suggests, these proteins consist of consecutive repeats of a basic
structural motif, usually 20–40 amino acids in length, which assemble to form
elongated domains with a continuous hydrophobic core. In nature, repeat proteins
are found in all intracellular compartments and mediate a diverse range of protein
interactions [107, 108]. A number of residues in each repeated module are essential
for the fold, while other residues are responsible for mediating interactions and can
be randomized to create a combinatorial library of potential binding proteins.
The 33-residue ANK repeat consists of a b-turn followed by two antiparallel

a-helices and a short loop [109]. Pl€uckthun et al. have created combinatorial libraries
containing two or three ANK repeats in which six positions per repeat were
randomized, and used ribosome display to select molecules with novel binding
specificities in the nanomolar range for both the E. colimaltose-binding protein and
a number of eukaryotic kinases [110, 111]. TPR repeat proteins display 34-residue
repeats that form helix-turn-helix motifs and stack in parallel with adjacent units to
form a right-handed superhelix [112]. Cortajarena et al. used a three-TPR repeat
scaffold (CTPR3) to redesign a binding domain that targets the C-terminal peptide
of the heat-shock proteinHSP90 (a natural target formany TPR-containing proteins),
as proof of principle [113].Manipulation of residues in direct contact with the peptide
produced variants with high affinity and specificity for the peptide.
Rather than starting with a structured scaffold, libraries of phage-displayed

peptides can be used to find inhibitors. Hits from such screens can subsequently
be incorporated into antibody or other scaffolds or used as a basis to develop
peptidomimetics. Small peptides have the advantage of often being membrane-
permeable, allowing intracellular targets to be addressed. For example, modified
peptides that bind toX-linked inhibitor of apoptosis (XIAP, an intracellular target that
inhibits caspase-9; see below) can activate apoptosis in cancer cell lines.
A common approach to improve peptide inhibitors in cases where the target is

extracellular is to constrain the peptide library through a disulfide bond, thereby
reducing the conformational space available to the peptide. This strategy was
employed successfully tofind an inhibitor for vascular endothelial growth factor [114]
that boundwith lowmicromolar affinity. It is notable that the selected peptides bound
in a position that overlaps the binding sites for natural receptors and neutralizing
antibodies.
Peptides can also be stabilized against degradation through the introduction of

synthetic modifications. For example, �hydrocarbon staples� between side-chains
can encourage helix formation. A peptide that mimics a single helix from the
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pro-apoptotic BID protein can be used to activate apoptosis since it will bind to
BCL-XL and block its antiapoptotic actions. A hydrocarbon stapled peptide was more
helical than an unmodified one and had a 6-fold higher binding affinity [115]. Such
staples also increase lipophilicitywhich canhelp peptides to be transported across the
cell membrane. Stabilization of peptides to degradation can also be achieved by
introducing capping groups. Benzyl caps were used to stabilize tripeptides that bind
XIAP [116]. The peptides bind to the same groove as the natural binding partner
Smac/DIABLO and trigger apoptosis in the samemanner by preventing XIAP from
inhibiting caspase-9. Finally, it is worth noting that although peptides used in phage
display normally lack PTMs, in vitro tyrosine phosphorylation has been used to find
substrate-mimicking peptides that recognize SH2 domains [117].

12.7.3
Optimizing Protein Interactions

Although combinatorial design and selection is currently the dominant method
for engineering proteins with novel binding abilities, considerable progress has been
made in the more complex areas of rational and computational design. While there
are currently no examples of high-affinity binding sites that have been designed
from scratch [118], the affinity of natural binding sites has been successfully
increased by rational design. For example, examination of the crystal structure of
CD4 in complex with its substrate gp120 led to the prediction of three separate point
mutations in CD4 that would create a tighter binder. Each change individually
increased the binding affinity, and the triple mutant demonstrated a 40- to 80-fold
increase in affinity for the substrate [119].
Several computational algorithms have been developed to aid in the rational

manipulation of protein–protein interactions [120]. Some programs, including
EGAD [121] and FOLDEF [122], focus on the stability of proteins or protein
complexes, and try to predict the change in binding free energy that would result
from interface mutations [121, 123]. In contrast, PARE (Predicting Association Rate
Enhancement) calculates the electrostatic attraction between two proteins and can be
used to predict residue substitutions, both at the binding interface and the periphery,
whichwill increase the rate of associationwithout affecting the dissociation rate [124].
This method was successfully used to gain a 250-fold enhancement in the binding
affinity between TEM1 b-lactamase and its protein inhibitor BLIP.

12.7.4
Engineering DNA-Binding Proteins

Just as the design of protein–binding modules is highly desirable, the ability to
construct tailored DNA-binding domains has many practical applications, particu-
larly in the areas of gene regulation and gene repair.Most efforts to date have focused
on classical zinc fingers, the most abundant DNA-binding domains in eukaryotic
genomes. These domains recognize DNA in a modular fashion: each domain in a
tandem array can recognize 3–4 base pairs and a small set of amino acids determines
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DNA sequence specificity. Pioneering work in several laboratories has yielded
domains that can selectively target many of the 64 DNA triplets [125–129], and
several companies (e.g., Sangamo and ToolGen) have been founded on the basis of
thiswork, with the goal of creating designerDNA-binding proteins. Publicly available
tools for the design of suchproteins have also recently been developed: Sander et al., in
collaboration with the Zinc Finger Consortium, have created a web-based tool ZiFiT
(Zinc Finger Targeter), which is available at http://bindr.gdcb.iastate.edu/ZiFiT [130].
ZiFiT will analyze a user-provided target DNA sequence, determine 18-base-pair
motifs that aremost suitable for recognitionby zincfingers in thedatabase (a sequence
of this length is predicted to occur only once in the human genome by chance [131]),
and output the sequence of six zinc finger proteins that are predicted to bind to the
chosen DNA sequences.
The ability to generate a protein that can specifically target a unique site in the

genome is immensely powerful, as it opens up the possibility for delivering
functional modules, such as transcriptional activators or repressors, methylases,
nucleases, and integrases, to sites of interest [132, 133]. Nucleases (DNA-cleaving
enzymes) have receivedmuch attention due to their potential for use in gene therapy;
targeting such proteins to the site at which integration of a new gene is required can
potentially improve the rate of recombination of the therapeutic gene. In a prominent
recent example, Urnov et al. designed a zinc finger nuclease targeted towards the
interleukin receptor gene IL2Rg , mutations in which are responsible for causing
severe combined immune deficiency. Treatment of cultured human Tcells using this
designed protein resulted in gene correction in a substantially increased percentage
of cells compared to controls lacking the zinc finger nuclease [134].

12.7.5
Searching for Small-Molecule Inhibitors of Protein Interactions

Protein–protein interfaces are, on the whole, smoother than enzyme active sites,
meaning distinct pockets for the binding of small-molecule drugs are less common.
As a consequence, the prevailing dogma has been that the inhibition of protein
interactions by small molecules is not a viable drug design strategy [135]. However,
a number of recent successes have caused this view to be revised [136].
In a manner that is analogous to the directed phage display libraries described

above, the search for small molecule inhibitors generally starts with libraries
comprising natural products and/or synthetic chemicals. Chemical libraries are
often designed with the goal of achieving maximum chemical diversity. However,
this approach may not help maximize the number of hits found since successful
drugs are not evenly distributed in chemical space but rather are clustered because
of the requirements for absorption, distribution, metabolism, and excretion,
combined with issues of toxicity [137] and bioavailability [138].
Libraries of small molecules can be screened in different ways to find drugs.

Traditional high-throughput screening was used to obtain inhibitors of the MDM2:
p53 interaction. MDM2 binds to the tumor suppressor p53 with high affinity
and inhibits its activity as a transcriptional activator. Small molecules of the nutlin
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family target the p53 binding site on MDM2, allowing activation of the p53 pathway
and subsequent apoptosis of the target cell. An X-ray structure of theMDM2: peptide
complex reveals that functional groups of the inhibitor reside in pockets normally
occupied by side-chains from p53 [139].
An increasingly common approach is to use fragment based discovery, in which

libraries of small fragments are first screened for binding to the target protein.
The binding of these fragments is generally rather weak and is improved in
subsequent steps by elaboration or by combination with other fragments that target
nearby sites. Several approaches exist to identify fragments that target the desired
site. Tethering, developed at Sunesis Pharmaceuticals, involves covalently linking the
library to the protein through an engineered cysteine in order to amplify weak
binding (Figure 12.2). Structure–activity relationships by NMR, pioneered by Steven
Fesik at Abbott Laboratories, entail recording 15N-HSQCs of the protein in the
presence of small pools of compounds from a library [140]. In this manner, not only
can binders be identified, but the surface of the protein to which they bind can be
delineated. Two optimized fragments that bind to nearby patches of the target protein
can then be selected and used to make linked compounds. This process can increase
the affinity of the inhibitor dramatically; for example, Shuker et al. linked two
fragments withmillimolar affinities for FK506-binding protein to create an inhibitor
with nanomolar affinity [140]. A very similar approach was used to create a small
molecule with a nanomolar affinity for the antiapoptotic protein BCL-XL [141], with
the idea of enhancing apoptosis in cancer cells. The inhibitor, ABT-737, closely

Figure 12.2 Schematic illustration of the
tethering strategy for lead discovery. A cysteine is
first introduced in the vicinity of the target site
and then a library of small (�250 Da) fragments,
derivatized with a flexibly linked thiol, is screened
against the target. Retained fragments are

identified by MS and resynthesized without the
thiol group. The process is repeated using
additional cysteinemutants until several suitable
fragments are obtained. These can be combined
by introducing a suitable linker to create a tightly
binding compound.
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mimics a natural inhibitor of BCL-XL, BID, in that a carboxyl group mimics an
aspartic acid, a fluorophenyl group replaced a leucine in a hydrophobic pocket, and
another hydrophobic pocket normally occupied by isoleucine was occupied by a
naphthalene derivative.

12.7.6
Flexibility and Allosteric Inhibitors

As noted above, the large planar surfaces of protein–protein interfaces include
clusters of residues that are hotspots for binding their partners [22]. Indeed,
sometimes multiple partners can bind to different combinations of hotspots at the
same interface site. For example, b-lactamase-inhibitory protein binds to several
different b-lactamases with different residues becoming important depending on
which partner is bound [142]. In a similar vein, inhibitors do not need to bind at an
interface in exactly the same way as the native binding partner in order to block
binding, although they naturally tend to bind to the same face of the target protein.
The hinge region of the Fc fragment of immunoglobulin G is the consensus site
for binding by phage-selected peptides as well as for several natural ligands.
The interactions with the peptides are very similar to the natural ligands in spite
of their different structures, revealing that the hinge is a favorable location on the
protein surface for binding. It is fairly hydrophobic and solvent accessible, but the
same could be said for other sites on the protein. The key to its promiscuous binding
properties is probably its ability to change conformations to suit different binding
partners [143].
The range of dissimilar ligands that can bind a particular site depends on

the presence of hotspots and the range of conformational change which is
possible [144]. Even small movements allow ligands to bind in different ways,
and ligand binding can shift the equilibrium in favor of a certain conformation.
Mutations can also shift the populations of conformers and prevent an inhibitor
frombindingwith high affinity. Competitive inhibitors ofHIVprotease bind at the
dimer interface, and mutations at the interface can cause rotation between the
domains that increases the off-rate for the inhibitor and lead to resistance to the
drug [145].
Although the obvious target for an inhibitor of a protein interaction is the

interaction surface, allosteric inhibition is also possible if a conformational change
is required for ligand binding and an allosteric inhibitor can be found to bind to a
hinge region involved in the conformational change. Lymphocyte function-associat-
ed antigen-1 (LFA-1) interacts with intracellular adhesionmolecules like intercellular
adhesive molecule-1 (ICAM-1) to promote T cell activation in the inflammatory
response; the interaction occurs only when the former protein is in the �active�
conformation. Both hydantoin-based molecules [146] and the cholesterol-lowering
drug lovastatin [147] act as allosteric inhibitors, binding to locations remote from the
ICAM-1-binding site [148] and thereby preventing the formation of the active
conformation of LFA-1. The existence of such inhibitors is a reminder of the role
of protein flexibility in recognition processes, and a reason why carrying out in silico
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screens based on a crystal structure of the target protein and a virtual compound
library will not necessarily find the best hits; the best site for an inhibitor to bindmay
not be visible in the structure.

12.8
Conclusions

The interaction of proteins with other biomacromolecules continues to be an area
of enormous activity. In general, applications can only follow after a sound
understanding of a system has been attained, and the technical difficulties
associated with the detailed analysis of protein–protein and protein–DNA inter-
actions has meant that applications are only now beginning to blossom. The
spectacular recent success of designer zinc fingers is an excellent example. Just
in the last few years, we have seen the first demonstrations that protein interactions
are a plausible target for drug design and it is likely that this area will flourish in
coming years, taking advantage of both our growing understanding of the prin-
ciples underlying protein interactions, and the elegant molecular and structural
tools that have recently been developed.
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13
Mammalian Peptide Hormones: Biosynthesis and Inhibition
Karen Brand and Annette G. Beck-Sickinger

13.1
Introduction

Endocrine hormones are molecules that are formed in endocrine cells and transfer
information from one cell to another via the bloodstream (Figure 13.1). Moreover,
there are tissue hormones that are produced in tissues and act there in an autocrine or
paracrine manner (Figure 13.1).
The chemical composition of hormones is diverse [1, 2], including:

. Peptide and proteohormones

. Amino acid-derived hormones, including catecholamines and thyroid hormones

. Cholesterol-derived hormones, including steroid hormones and vitamin D

. Fatty acid-derived hormones, including eicosanoids and retinoids

. Nucleotides and small inorganic molecules such as nitrogen monoxide.

Peptide hormones consist of up to 50 amino acids, while larger polymers that show
a distinct tertiary structure are usually referred to as proteohormones.
Both hormonal and neurotransmitter functions have been described for many

neuropeptides, including neuropeptide Y (NPY) [3], oxytocin [4], and cholecystokinin
(CCK) [5].
While lipid-derived hormones can pass the cell membrane, peptide hormones

generally bind to their receptors on the cell surface and thereby initiate an intracel-
lular signaling cascade.
The main class of receptors that can be activated by hormones are G-protein-

coupled receptors (GPCRs). Rashid et al. reviewed the signaling diversity of pepti-
dergic GPCRs, including different G-proteins, and presented somemechanisms for
how the receptors mediate different responses to endogenous ligands [6].
In addition to the classical cell surface receptor-mediated activity, several peptide

hormones can also act as intracrines, whichmeans they act inside the cell either after
internalization by their target cells or retention in their cells of synthesis [7, 8]. There
is compelling evidence that GPCRs can regulate genomic activity not only by the
classical secondmessenger pathway, but also after endocytosis of the ligand–receptor
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complex and translocation to the nucleus or after activation of nuclearly located
GPCR by a nonsecreted ligand [9]. A recent list of intracrines, including the
hormones angiotensin [10], oxytocin [11] and NPY [12], is given by Re et al. [13].

13.2
Mammalian Peptide Hormones

Peptide hormones show a large variety of sites of formation, sites of action aswell as a
lot of different effects.
The hypothalamus represents one possible site of formation, where releasing

factors [called liberins, such as thyroliberin (TRH) or corticoliberin according to an
International Union of Pure and Applied Chemistry recommendation [14] and
release-inhibiting factors (called statins, such as melanostatin or somatostatin [14])
are produced. These hormones regulate the release of other hormones that are
formed in the pituitary and are designated by the ending �-tropin� (e.g., thyrotropin,
corticotropin,melanotropin, or somatotropin). A huge number of peptide hormones
can be formed in the gut [e.g., NPY, CCK, ghrelin, motilin, glucagon-like peptide
(GLP) 1].Moreover, peptide hormones can be produced in the pancreas (e.g., insulin,
glucagon, pancreatic polypeptide), liver (e.g., angiotensin II), heart (e.g., atrial

Figure 13.1 Endocrine, autocrine, and paracrine pathways of hormone activity.
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natriuretic peptide), thyroid (e.g., calcitonin), and placenta (e.g., relaxin). One peptide
hormone is not necessarily formed in only one tissue. For instance, gastrointestinal
hormones like NPY [15], CCK [16], and ghrelin [17] are also formed in the brain.
One example that shows the diversity of functions of a single peptide hormone

is NPY. It is the most abundant peptide in the central nervous system (CNS) of
mammals [18], but it is also widespread within the peripheral nervous system [19]. It
stimulates feeding [20], is involved in the regulation of blood pressure [21], but also in
epilepsy [22], in memory retention [23], and in the regulation of the circadian
rhythm [24]. NPY belongs to the NPY family, which also includes peptide YY and
the pancreatic polypeptide. All threemembers are 36 amino acids in length and show
a high sequence identity among different species [25].
Table 13.1 gives an overview of the diversity of peptide hormones. It contains

representatives of peptide hormones that act in different parts of the body and
representatives that cause different actions, which are arranged in peptide families
consisting of hormones with similar sequences. More information on mammalian
peptide hormones and peptide hormones of other classes can be found in Kastin [26].

13.3
Biosynthesis of Peptide Hormones

This section gives a schematic overview of the biosynthesis of peptide hormones
(Figure 13.2). The single steps are described in more detail in the following
subsections (Sections 13.3.1–13.3.4).
Peptide hormones are produced as inactive precursors that require proteolytic

processing to liberate the biologically active peptides. Since the precursors can
undergo a variety of modifications, these are additionally listed in Table 13.2.

13.3.1
Production and Maturation of Prohormones before Entering the Secretory Pathway

Peptide hormones are produced by transcription and splicing of the resulting hetero-
geneous nuclear RNA followed by translation into the amino acid sequence, which
frequently results in inactive precursors that require proteolytic processing to liberate
the biologically active peptides. The precursors carry a signal sequence on their N-
terminus,whichdirects the ribosomesto the roughendoplasmicreticulum(ER)during
synthesis by binding to signal recognition particles in a GTP-dependent process [67].
Thegrowingpeptidechain is transferred into theER, inwhich the signal peptide is split
off by a signal peptidase. The resulting prohormone is folded and initial post-transla-
tionalmodifications (PTMs) canoccur, likedisulfidebond formation [68] andglycosyla-
tion. It has beenshown that some substrates of prohormone convertases canbe cleaved
already at this stage [69, 70], but more frequently prohormones are processed in the
trans-Golgi network or in a later step of the secretory pathway (see Section 13.3.2).
Vesicles containing the folded prohormones are transferred from the ER to the

Golgi apparatus. Phosphorylation of peptide hormone precursors takes place in the

13.3 Biosynthesis of Peptide Hormones j535
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trans cisternae of the Golgi [71]. Later, in the trans-Golgi network, peptide hormone
precursors can be sulfated by a tyrosylprotein sulfotransferase that catalyzes the
transfer of sulfate from 30-phosphoadenosine-50-phosphosulfate to specific tyrosine
residues of a protein [62].
The prohormones leave the trans-Golgi network within secretory vesicles, which

can occur by two main pathways [72].

13.3.2
Secretory Pathways

Two general pathways of secretion can be distinguished (Figure 13.2). All eukaryotic
cells have the constitutive secretory pathway, which is characterized by an immediate
release of vesicle cargo without any stimulus.

Figure 13.2 Schematic overview on the
biosynthesis of peptide hormones. They are
formed as preprohormones by transcription
(1) and translation (2). After completion of the
signal peptide (2) the growing peptide chain is
transferred to the ER, where the signal peptide is
split off and the prohormone is formed (3).
Within the ER, folding of the prohormone takes
place and first PTMs like disulfide bond
formation or glycosylation can occur (4). The
folded prohormone is transferred to the Golgi,
where further PTMs like phosphorylation and

sulfation can occur (5). By specific sorting
mechanisms the products released by the Golgi
are transferred to immature secretory granules
or constitutive vesicles (6). Furthermore, from
immature secretory granules constitutive-like
vesicles can be formed (6). Within the secretory
granules prohormone processing and, in most
cases, further modifications result in the
formationof the bioactive peptide (7) followedby
its exocytosis after stimulation (8a). On the
contrary, the content of constitutive vesicles is
continuously released without any stimulus (8b).
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In addition to this pathway, endocrine, neuronal, and exocrine cells use the
regulated secretory pathway [72], which enables large amounts of so-called regulated
secretory proteins to be stored in secretory granules, until their release is induced by
an external stimulation. Therefore, secretory granules serve as storage organelles for
rapid release of bioactive peptides. However, only a small fraction of themultitude of
existing secretory granules is immediately releasable [73]. The observed slower
secretion following the rapid release has been explained by the existence of a large
depot pool of granules that have to mature to releasable granules [74]. Moreover,
recent studies have shown that granules do not necessarily release all their cargo at
once, but cellsmight control the rate of release either bymodulating the properties of
the fusion pore (designated as �kiss and run� [75] or �cavicapture� [76] exocytosis) or
by storing the cargo in states that disperse slowly in the extracellular space (desig-
nated as solubility-limited exocytosis) (for a review, see [77]).
The denotation �granule� results from the granular appearance of these orga-

nelles, which is due to an electron-dense core formed by aggregated protein. As
depicted in Figure 13.2, secretory granules are initially formed as immature granules.
Different models for sorting of regulated secretory proteins to these granules are
discussed [78].
According to the �sorting for entry� hypothesis, the trans-Golgi network acts as the

primary operator for protein sorting [78]. Trans-Golgi network sorting occurs due to
the intrinsic ability of regulated secretory proteins to aggregate, due to a sorting signal
on the prohormones themselves, or due to trans-Golgi network sorting receptors like
carboxypeptidase E [79].
In the �sorting by retention� hypothesis molecules enter the immature granules

without being sorted and a subset of proteins is discharged from there while
regulated secretory proteins remain since their condensation limits their ability to
escape [78]. Proteins that are eliminated from immature granules via formation of
vesicles end up in the so-called constitutive-like secretory pathway [78, 80]. Proteins
like prohormones that remain within secretory granules are further processed.
As pointed out by Dikeakos and Reudelhuber [81], several sorting signals can

contribute to the overall efficiency of sorting or retention; thus, both above-men-
tioned hypotheses are not mutually exclusive.

13.3.3
Prohormone Cleavage

Since it is not the precursor as a whole but only part of it that is biologically active or
becomes biologically active after furthermodification, removal offlanking sequences
is necessary. Within their precursor, peptide hormone sequences are frequently
flanked by two neighboring basic residues (Figure 13.3), most often Lys–Arg, but
Arg–Arg, Lys–Lys, and Arg–Lys are also possible [82]. In some cases even single
arginine residues occur [83].
Different processing enzymes responsible for prohormone processing at these

sites have been found (Table 13.3). Interestingly, endopeptidases of four different
classes can participate in proprotein processing of some prohormones.
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Two distinct processing pathways can be distinguished (Figure 13.3):

. Cleavage after basic residues, mostly followed by the removal of the C-terminal
basic residues.

. Cleavage at the N-terminal site of basic residues, mostly followed by the removal of
the N-terminal basic residues.

In both cases the cleavage can also take place in between a basic pair which can be
followed by removal of basic residues at the C- and N-terminus of the products,
respectively.
Proprotein convertases cleaving after basic residues are the major endoproteolytic

processing enzymes of the secretory pathway [93]. As can be seen from Table 13.4, a

Figure 13.3 Different cleavage patterns of prohormones. The
figure includesonly cleavages at basic residues, since these are the
most common. Prohormones often contain more than one of
those cleavage sites (see Section 13.3.3.2).

Table 13.3 Proprotein convertases and other enzymes involved in prohormone cleavage.

Serine
endopeptidases
(EC 3.4.21.X)

Cysteine
endopeptidases
(EC 3.4.22.X)

Aspartic
endopeptidases
(EC 3.4.23.X)

Metalloendopeptidases
(EC 3.4.24.X)

Proprotein
convertases (see
Section 13.3.3)

cathepsin L
(prohormone thiol
protease complex)
[85, 86]

renin
(angiotensinogenase)

pro-oxytocin/
neurophysin-converting
enzyme
(magnolysin) [90]

PC1, PC2, PC5/6A,
furin, PACE4

pro-opiomelano-cortin-
converting enzyme [87]

nardilysin [91]

SKI-1 [84] chromaffin granule
70-kDa aspartic protein-
ase [88, 89]

ECE-2 [92]
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lot of precursors are cleaved by enzymes of this family. For pro-oxytocin a special
converting enzyme has been described, a metalloendopeptidase called pro-oxytocin/
neurophysin-converting enzyme [90], that also cleaves after basic residues and has
been used for several investigations concerning the importance of the three-dimen-
sional structure of the substrate for cleavability [94, 95].
Cathepsin L, the catalytic subunit of the prohormone thiol protease complex [85, 86],

and the metallopeptidase nardilysin [91] cleave N-terminally of basic residues.
Furthermore, twomembers of the proprotein convertase family that cleave after R-

X1-hydrophobic-X2 (SKI-1/S1P [96, 97]) and V-F-A-Q (NARC-1/PCSK9 [98]) have
been discovered. SKI-1 is a membrane-bound subtilase. As reviewed by Seidah et al.,
SKI-1 is a key enzyme in the regulation of lipid metabolism and cholesterol
homeostasis [99], but it has also been shown to be involved in the processing of
prosomatostatin [84].
The metallopeptidase endothelin-converting enzyme (ECE)-2 has also been pro-

posed to be involved in the nonclassical processing of bioactive peptides at nonbasic
sites, including conversion of big-endothelin-1 into endothelin-1 [92].
Prohormone cleavage is not necessarily performed by one enzyme exclusively.

Cleavage products have been found even though the enzyme believed to be respon-
sible for the cleavage has been knocked out [100]. This indicates that converting
enzymes are, at least in part, able to substitute each other.

13.3.3.1 Basic Amino Acid-Specific Members of the Proprotein Convertase Family
Proprotein convertase represent themajor endoproteolytic processing enzymes [93].
They are serine endoproteases, belong to the family of subtilases and are involved in
the processing of many prohormones. The proprotein convertase family includes
seven mammalian basic amino acid-specific members (Table 13.5) that are structur-
ally related to yeast kexin (EC 3.4.21.61).
Based on the crystal structures of furin and kexin, analysis of the proteolytic

domain explains the preference for basic residues, in particular arginine, at the P1
position [109] (see Section 13.3.3.3 for nomenclature).
PC1, PC2, and partly PC5/6A (an isoform of PC5/6) are targeted to dense core

secretory granules of endocrine and neuroendocrine cells [110], and are therefore
mainly responsible for the processing of prohormones. Moreover, PC5/6A can be
constitutively secreted into the extracellular milieu like PC4 and paired amino
acid-converting enzyme (PACE) 4 [99], and its cysteine-rich domain can serve as
a cell surface anchor and allows processing of membrane-bound precursors on the
cell surface [111]. The other three basic amino acid specificmembers (furin, PC7, and
PC5/6B) are type I membrane-bound proteases [99].
The prohormone convertases themselves are produced as inactive precursors

requiring proteolytic processing. Proprotein convertases consist of a signal peptide, a
pro-domain, a catalytic domain containing the catalytic triad Ser–His–Asp and an
oxyanion hole, a P-domain, and a C-terminal segment, which differs most between
the members of the family (Figure 13.4).
As an example, the processing of PC1 is illustrated in Figure 13.5. The convertases

are routed to the ER and thereby to the secretory pathway by their signal peptide. The
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cleavage of the signal peptide results in the pro form of the convertase, which is
processed further.Whilematuration of pro-PC2 occurs within a late compartment of
the secretory pathway [129], the pro domain of pro-PC1 is autocatalytically split off in
the ER [130]. Nevertheless, it remains associated with PC1 as a kind of autoinhi-
bitor [131, 132]. This protein complex reaches the trans-Golgi network and the full-
length PC1 is transported further into secretory granules. There, the C-terminal
segment is split off, which results in the fully active convertase that is stored
in secretory granules and serves for the processing of several precursors. It has

Figure 13.4 Schematic domain structure of the
basic amino acid-specific members of the
proprotein convertases. PC5 occurs in two
alternatively spliced isoforms: soluble PC5A and
membrane-bound PC5B. The residues aspartic

acid, histidine and serine of the catalytic triad and
the asparagine (in the case of PC2, aspartic acid)
of the oxanion hole are indicated. The C-terminal
segment can include a transmembrane domain,
an amphipathic region or a cysteine-rich domain.

Figure 13.5 Schematic domain structure of PC1 and its
processing during the regulated secretory pathway. Dibasic
sequences within the pro-PC1 sequence are depicted as black
bars.

550j 13 Mammalian Peptide Hormones: Biosynthesis and Inhibition



been shown in vitro that the C-terminal segment itself increases PC1 activity at
nanomolar concentrations, while it decreases enzyme activity at micromolar
concentrations [133].
Several studies have shown that removal of the C-terminal segments of PC1 [134],

PC2 [114], and PC5/6A [118] prevent their sorting to large dense core secretory
vesicles. The C-terminal segments of these convertases even have the capacity
to redirect a constitutively secreted protein to granule-containing cytoplasmic
extensions [110].

13.3.3.2 Different Biologically Active Peptides from one Precursor
While some precursors like pro-NPYcontain only one peptide hormone, there are a
lot of precursors whose processing results in the formation of several biologically
active peptides as can be taken from Table 13.4. These include pro-TRH, which
contains several other products beside TRH [108]. Moreover, this precursor contains
the same sequence (Gln–His–Pro–Gly) several times, which allows the simultaneous
formation of several copies of the biologically active TRH (pGlu–His–Pro-NH2).
Since different cell types produce different amounts of the respective processing

enzymes, prohormone precursors may undergo tissue-specific processing, as for
instance described for proglucagon [103] and pro-opiomelanocortin [106]. While in
the pancreas, proglucagon is processed into glicentin-related pancreatic polypeptide,
glucagon, and the major proglucagon fragment, in intestine, glicentin, GLP1, and
GLP2 are formed [103]. Through differential processing and degradation, different
levels of peptides can be achieved although they are derived from the same precursor.

13.3.3.3 Nomenclature at the Cleavage Site
The general nomenclature used today to describe the cleavage site of a substrate and
the corresponding positions in the active site of the enzyme was developed by
Schechter and Berger [135]. Accordingly, the cleavage site is located between residue
P1 and residueP0

1. ResiduesN-terminal to the cleavage site are numbered ascendingly
Pi, and on the C-terminal site ascending numbers P0

i are used. The enzyme positions
located next to Pi/P0

i are denoted by Si/S0i (Figure 13.6).

Figure 13.6 Nomenclature at the cleavage site.
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13.3.3.4 Prediction of Cleavage Sites – Discovery of New Bioactive Peptides
Prediction of prohormone cleavage sites can be helpful to discover new bioactive
peptides from genomic data or protein sequence databases.
Since not all single or paired basic amino acid residues are actually cleaved by

proprotein convertases, prediction of a cleavage site is not easily possible just from
the sequence.
In 2004, Duckert et al. developed a neural network-basedmethod (ProP) using the

sequence patterns of experimentally verified cleavage sites of furin or prohormone
convertases in general to predict whether a given site is a potential cleavage site [136].
The network was trained on viral and eukaryotic proteins obtained from the Swiss-
Prot database. Since the amount of experimentally verified sites was limited for
convertases other than furin, only a furin-specific neural network could be trained.
Cleavage sites for the other proprotein convertases are included in a general
approach. However, since cleavage specificity differs between the members of
the proprotein convertase family and PC1 and PC2 sites are under-represented in
the data set prediction of cleavage sites in PC1 or PC2 substrates is suboptimal in the
ProP program.
In 2006, Amare et al. developed a binary logistic regression model trained on

mammalian prohormones and compared their model with previously described
programs. They could show that an improved prediction of mammalian processing
sites was achieved [82]. NeuroPred is available online at http://neuroproteomics.scs.
uiuc.edu/neuropred.html [137]. Apart from the prediction of cleavage sites, the
program also provides the molecular mass of the predicted peptides, including
possible PTMs. Accordingly, the program is well suited to confirm new neuropep-
tides in mass spectrometry-based neuropeptidomic studies.
Another bioinformatic search tool to find new bioactive peptides has been

developed by Mirabeau et al. [138]. Their approach is based on a hidden Markov
model formalism that uses several peptide hormone sequence features to estimate
the likelihood that the protein contains a processed and secreted peptide [138]. The
suitability of their tool is demonstrated by an application to an alignment of
mammalian proteomes where 90% of the top 300 proteins contained known peptide
hormones [138]. Furthermore, the authors could identify two novel candidate peptide
hormones [138].

13.3.4
Further PTMs

13.3.4.1 Removal of Basic Amino Acids
After endoproteolytic cleavage, inmost cases, basic or dibasic extensions are split off;
however, peptides can also be bioactive with basic extensions. It has been shown that
removal can lead to alteration of receptor specificity, for instance enkephalins change
their selectivity for opiate receptors [139]. The pentapeptides without C-terminal
basic residues show selectivity for d-receptors, whereas extended peptides do not
discriminate between m- and d-receptors, but show a marked increase in affinity for
k-receptors [139].
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The removal of the remaining basic residues is done depending on the enzyme(s)
involved in prohormone processing. While metallocarboxypeptidases (EC 3.4.17.X),
mainly carboxypeptidase E (EC 3.4.17.10), remove basic residue extensions from the
C-terminus of peptide intermediates [140], aminopeptidase B (EC 3.4.11.6) removes
such extensions from the N-terminus [141, 142].
For many years carboxypeptidase E, also known as carboxypeptidase H, was

thought to be the only carboxypeptidase involved in peptide processing in secretory
vesicles of mammalian cells [140]. However, a defect of carboxypeptidase E does not
completely eliminate removal of dibasic residues, which suggests that one or more
additional carboxypeptidases are involved in peptide hormone processing [143].
Carboxypeptidase D (EC 3.4.17.22) has been discovered in a search for carboxypep-
tidase E-like enzymes [144]. However, it has been shown that this enzyme is enriched
in the trans-Golgi network [145], cycles to the cell surface, and returns to the trans-
Golgi network, and functions primarily in the processing within the trans-Golgi
network and/or immature secretory granules [146].
Further enzymes that are involved in the specific removal of basic residues from

peptides and proteins include carboxypeptidase M (EC 3.4.17.12), which is bound to
extracellular membranes, and carboxypeptidase N (EC 3.4.17.3), which occurs in
plasma.

13.3.4.2 C-Terminal Amidation
Numerous peptide hormones require C-terminal amidation to reach their full
biological activity [147].
Amidation is performed by the bifunctional enzyme peptidylglycine a-amidating

mono-oxygenase (PAM), which consists of the copper- and ascorbate-dependent
peptidylglycine a-hydroxylating monooxygenase (PHM) and peptidyl-a-hydroxygly-
cinea-amidating lyase (PAL) [148, 149]. As the name suggests, amidation occurswith
the C-terminal glycine residue as the amide donor. The amidation reaction is
depicted in Scheme 13.1.
However, the glycine-extended hormonesmay also showbiological function. It has

been shown that glycine-extended gastrin is biologically active and, interestingly, it
comprises a different set of activities compared to amidated gastrin [150].
Amidated and glycine-extended hormones can also show more similar biological

effects as in the case of amidated and glycine-extended GLP1 [151]. However, it has

Scheme 13.1 C-terminal amidation reaction catalyzed by the
bifunctional PAM consisting of PHM and PAL.
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been shown that amidatedGLP1has a slightly longerC-terminal plasmahalf-life than
the glycine-extended GLP1 [152]. Therefore, a function of N-terminal amidation
might also be the improvement of hormone stability.

13.3.4.3 Acylation
While N-terminal acetylation of proteins is a frequently occurring cotranslational
modification, peptide hormone acylation occurs post-translationally (reviewed
in [153]) and is a rare modification within native peptide hormones. It has been
shown that N-terminal acetylation can influence peptide hormone activity. Adminis-
tration of a-melanocortin-stimulating hormone (MSH), an N-acetylated bioactive
peptide resulting from pro-opiomelanocortin processing, or administration of
desacetyl-a-MSH result in quantitatively different or functionally antagonistic
effects [154]. The differences in potency of the two peptides might be due to the
increased stability of the acetylated form [154].
Apart from N-terminal acetylation, side-chain acylation can also be important. In

the case of ghrelin it has been shown that octanoylation at Ser3 is essential for its
biological activity [155].

13.3.4.4 Pyroglutamylation
N-Terminal pyroglutamate occurs in several peptide hormones including orex-
in [156], gonadoliberin [157] or TRH [157]. Glutaminyl cyclase (EC 2.3.2.5) was
identified as being be responsible for the formation of N-terminal pyroglutamic acid
either fromN-terminal glutamine at basic pH or fromN-terminal glutamate at acidic
pH [158–160], that probably occurs like peptide amidation in secretory granules [161]
(Scheme 13.2).
Selective removal of the pyroglutamate residue, which is required for the primary

structure determination by Edman degradation, can be achieved by mild hydrolysis
with high concentrations of aqueous methanesulfonic acid at low temperature [162].

13.3.4.5 N-Terminal Truncation
N-Terminal truncation is a postsecretory processing event performed by dipep-
tidyl peptidase IV (EC 3.4.14.5) or dipeptidyl peptidase IV-like enzymes [163–165].
Dipeptidyl peptidase IV, also called CD26, is a member of the prolyl oligopeptidase

Scheme 13.2 N-terminal pyroglutamate formation catalyzed by
glutaminyl cyclase using peptides with N-terminal glutamate or
glutamine.
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family of serine proteases that removes preferentially Xaa–Pro dipeptides from the
N-terminus of substrates.
The N-terminal truncation can lead to an altered receptor specificity as has been

shown for NPY as well as for the pancreatic polypeptide [166, 167]. Both truncated
peptides bind preferentially to the Y2 receptor subtype, while their full-length
counterparts show equal affinity for both the Y1 receptor subtype and the Y2 receptor
subtype. Since this shift in signaling potential might participate in induction of neo-
vascularization in developing tumors, N-terminal truncation might be important for
cancer [165].
In contrast to this, dipeptidyl peptidase IV-like enzyme activity can also result in

the formation of inactive peptides like in the case of the GLP1 [168] and glucose-
dependent insulinotropic polypeptide [169].

13.4
Inhibition of Biosynthesis

As hormones can be involved in pathological processes, selective inhibition of their
action can have favorable therapeutic effects. Several approaches may serve for the
development of such inhibition. The formation of a bioactive peptide can be avoided
by interfering with its biosynthesis.Moreover, the hormone–receptor interaction can
be destroyed by blocking the receptors or the hormonal effect can be reduced by
accelerating peptide hormone degradation.

13.4.1
Readout Systems to Investigate Cleavage by Proteases

Readout systems to observe the cleavage reaction are essential for scanning combi-
natorial libraries for inhibitors and for inhibitor development or improvement. Some
general possibilities are depicted in Figure 13.7.
Cushman and Cheung described a spectrophotometric assay for the determina-

tion of the amount of hippuric acid formed,which has been used for the development
of the inhibitor captopril [170]. However, before the determination, the hippuric acid
formedhas to be extracted. This separation step canbe omitted using chromogenic or
fluorogenic precursors that are transferred to chromophores or fluorophores after
cleavage, including coumarin-labeled peptide substrates (Figure 13.7, 1). For exam-
ple, pGlu-RTKR-(4-methylcoumaryl-7-amide) is a substrate that is often used to test
proprotein convertase preparations or inhibitors [133, 171, 172]. N-Acyl-aminocou-
marins with diverse nonpeptidic, low-molecular-weight N-acyl groups have been
used for the discovery of small-molecule substrates of serine and cysteine proteases
that can be used for the development of small-molecule inhibitors [173–175].
Apart from7-amino-4-methylcoumarin, the bifunctional leaving group 7-amino-4-

carbamoyl-methylcoumarin can be used, which delivers comparable kinetic data,
but permits reduction of enzyme and substrate concentration due to higher
quantum yield [176]. Moreover, the bifunctionality of this compound allows efficient
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production of substrates and substrate libraries by Fmoc-based solid-phase peptide
synthesis [176].
However, onemajor disadvantage of coumarin substrates is that the coumarin has

to be attached through an amide bond at the scissile bond, since only formation of the
free amino group by protease cleavage results in the greatly enhancedfluorescence of
coumarin. Investigation is therefore restricted to the nonprime site (for nomencla-
ture, see Section 13.3.3.3).
For screening of libraries containing potential inhibitors, interference of the

fluorophore with organic compounds can lead to selection for or against candidates
with particular spectral properties. Since many organic compounds absorb in the
ultraviolet region, they can interfere with coumarin-based fluorescence assays.
Although outside the ultraviolet region there is less interference with organic
compounds; also red-shifted fluorescent dyes, such as rhodamine, will result in a
selection for or against candidates with particular spectral properties [177]. Therefore
Grant et al. developed a dual-substrate assay and combined aminomethylcoumarin-
and rhodamine-based fluorogenic substrates in a single screening [177]. Since
interference of the same compound at two separate wavelengths is less likely,
selection for or against candidates with particular spectral properties can be
reduced [177].
Moreover, substrates with a fluorescence donor and acceptor that are situated

within the range of the F€orster radius or internally quenched substrates canbeused to
investigate prohormone cleavage (Figure 13.7, 2), Table 13.6).
In both cases, fluorescence of the donor or fluorophore is detectable after

separation of quencher and fluorophore mediated by cleavage of the precursor. This
strategy can be employed for the investigation of both the nonprime and the prime
sites (for nomenclature, see Section 13.3.3.3) for their influence on the cleavability.

Figure 13.7 Differentmethodstoinvestigatecleavagebyproteases.
The schemes illustrate in all three cases the situation before the
cleavage (top) and the situation after the cleavage (bottom).
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Substrates identified in this way can be used as inhibition indicators, as has
been done by Meldal using a one-bead, two-compound assay for solid-phase
screening [184]. Accordingly, beads are used as an assay container in which the
putative inhibitor competes with the identified substrate [184]. Strong inhibition
leads to an uncleaved substrate that remains quenched, while weak inhibition results
in substrate cleavage which leads to fluorescence and can be used for sorting [184].
Another method that does not depend on modification is the usage of reverse-

phase high-performance liquid chromatography (RP-HPLC) analysis to separate the
released peptides from the substrate and quantify their amount (Figure 13.7, 3). Of
course, this is considerably less sensitive than fluorescence analysis.

13.4.2
Rational Design of Inhibitors of the Angiotensin-Converting Enzyme

Design from enzyme-related information has been used for the design of inhibitors
of the angiotensin-converting enzyme (ACE), a component of the renin–angiotensin

Table 13.6 Different donor/acceptor and fluorophore/quencher pairs.

Donor/fluorophore
Acceptor/
quencher Practical aspects References

o-Aminobenzoic acid;
synonymous
anthranilic acid (Abz)

3-nitrotyrosine can be prepared by solid-phase
peptide synthesis

[178, 179]

complete quenching with more than
20Å

Edans 4-dimethylamino-
azobenzene-4-
carboxylic acid
(Dabcyl)

relatively long excited state lifetime [180]

Edans 4-dimethylamino-
azobenzene-40-
sulfonyl (Dabsyl)

efficient energy transfer [181]

N-(2-Aminoethyl)-4-
amino-3,6-disulfo-
1,8-naphthalimide
(Lucifer Yellow)

4-dimethylamino-
azobenzene-40-
sulfonyl (Dabsyl)

substrates investigated can be
coupled to beads! easy detection of
fluorescent bead after cleavage

[182]

extracts of cells expressing recom-
binant protease used

2,3-Diazabicyclo
[2.2.2]oct-2-ene (Dbo)

intrinsic Trp/Tyr easy incorporation of Dbo through
Asn side-chain

[183]

long fluorescence lifetime
low background fluorescence due to
nanosecond time resolved
fluorescence detection
increased differentiation between
cleaved and uncleaved substrate
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system, which represents a hormonal cascade that controls cardiovascular, renal and
adrenal functions (reviewed in [185]). In addition to the �classical,� peripheral
renin–angiotensin system, a complete brain renin–angiotensin system exists that
comprises all necessary precursors and enzymes required for the formation and
metabolism of the biologically active forms of angiotensin (reviewed in [186, 187]).
The renin–angiotensin system and the development of the ACE inhibitor capto-

pril [188, 189] and further inhibitors are reviewed in the following since this the
development of this inhibitor represents a good example for rational inhibitor design
from enzyme-related information.
The �classical� formation of the peptide hormone angiotensin II is a two-step

process (Figure 13.8). In thefirst step the precursor angiotensinogen is cleaved by the
aspartate protease renin (EC 3.4.23.15), which results in the formation of the

Figure 13.8 Schematic view of the biosynthesis
of different angiotensin analogs and of the
bradykinin inactivation. The main focal point is
on the formation of the potent vasoconstrictor
and neuroactive angiotensin II and the
inactivation of the potent vasodilator bradykinin
by ACE that can be inhibited by ACE inhibitors.
The whole network shows the complexity of the
system. For clarity reasons direct

angiotensinogen conversion to angiotensin II by
cathepsinG or tonin is not depicted. The scheme
includes both angiotensin analogs of the
�classical� pathway, the peripheral
renin–angiotensin system, and neuroactive
angiotensins occurring within the
renin–angiotensin system of the CNS.
Additionally, currently observed ACE2 action is
depicted in gray.
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biologically inactive decapeptide angiotensin I. Angiotensin I can be further pro-
cessed by ACE to the vasoconstrictory octapeptide angiotensin II by removal of the
two C-terminal residues (Figure 13.8). ACE (EC 3.4.15.1), a chloride-dependent zinc
glycoprotein that belongs to the peptidyl dipeptidase family, also inactivates the
vasodilatory nonapeptide bradykinin (Figure 13.8) which enhances the vasoconstric-
tory effect. Thus, inhibitors of ACE have the potential to decrease blood pressure by
preventing production of angiotensin II and by preventing the inactivation of
bradykinin. Recently, another enzyme has been shown to be involved in angiotensin
processing. The so-called ACE2 hydrolyzes angiotensin I to angiotensin 1–9,
angiotensin II to inactive angiotensin 1–7, and bradykinin to the inactive metabolite
bradykinin 1–8 (Figure 13.8).
Within the brain, neuroactive angiotensin II can also be formed directly from

angiotensinogen by the serine endopeptidases cathepsin G or tonin [190]. The
membrane-bound zinc-dependent aminopeptidase A converts angiotensin II to
angiotensin III by splitting off the N-terminal acidic amino acid aspartate [191].
Neuroactive angiotensin IV is formed from angiotensin III by themembrane-bound
zinc-dependent aminopeptidase N [191]. A further neuroactive fragment, angioten-
sin 1–7, can either be formed by prolylendopeptidases from angiotensin I or by
carboxypeptidase P action from angiotensin II [187].
The first ACE inhibitors were found in the venom of the Brazilian viper (Bothrops

jararaca) [192], including the pentapeptide bradykinin-potentiating peptide (BPP) 5a
(pGlu-Lys-Trp-Ala-Pro) and the nonapeptide SQ 20 881 (pGlu-Trp-Pro-Arg-Pro-Gln-
Ile-Pro-Pro), which is used clinically under the generic name teprotide. It has been
shown that the most favorable inhibitory peptides show the C-terminal sequence
Ala–Pro [188]. However, BPP5a was rapidly hydrolyzed. Teprotide shows higher
stability due to four proline residues, but it is not orally available.
Byers and Wolfenden demonstrated that L-benzylsuccinic acid was a potent

competitive inhibitor of the well-characterized carboxypeptidase A [193]. Cushman
et al. [194] synthesized succinyl-L-proline as a potential inhibitor of ACE (Figure 13.9,
1), and further improved this compound by rational design assuming mechanistic
homology and including the knowledge from the venom peptides (Figure 13.9, 2).
The inhibitory activity could be enhanced by addition of amethyl group (Figure 13.9,
3) in analogy to the methyl group of alanine in the BPP5a [188, 194]. Replacement of
the putative zinc-binding 4-carboxylfunction by a sulfhydryl group led to the
extremely potent and specific competitive inhibitor captopril (Figure 13.9, 4) [194].
Many inhibitory substances followed, including enalaprilat [195] and lisino-

pril [196]. These and a variety of further ACE inhibitors with their respective
structures have been reviewed by Nemec et al. [189].
Recently gained insights enabled the development of even further inhibitors. Two

isoforms of ACE have been described that are transcribed from the same gene in a
tissue-specific manner [197]: the somatic form, which can be found in a variety of
tissues and consists of two highly homologous parts (designated as the N- and C-
domains), and the testicular form, which is exclusively expressed in germinal cells
and is identical to the C-domain of the somatic form except for the first 36
residues [198]. Each domain contains the characteristic HEXXH zinc-binding motif
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of zinc peptidases [199]. Both domains hydrolyze angiotensin I and bradykinin at
comparable rates, but with different chloride concentration requirements [200]. The
recently published crystal structures of the N-domain of human somatic ACE [201]
and testicular ACE [202] provided the possibility for the design of �domain-specific�
ACE inhibitors. Interestingly, analysis of the three-dimensional structure of ACE
shows that it bears little similarity to that of carboxypeptidaseA that had been used for
inhibitor design [202].
While the earlier inhibitors captopril, enalaprilat, and lisinopril show compara-

ble selectivity for both active sites [203], RXPA380 (Figure 13.10) was reported as
the first highly selective inhibitor of the C-domain [204] and RXP407 (Figure 13.10)
as the first highly selective inhibitor of the N-domain of somatic ACE [205]. The
cocrystallization study of RXPA380 with ACE could be used to explain the high
affinity for the C-domain by the interaction of bulky moieties with residues unique
to the C-domain and provides the first structural data for the design of domain-
specific pharmacophores [206].
Interestingly, ACE exhibits endopeptidase activity for substrates with amidated

C-termini, including gonadoliberin, and for substrateswithN-terminal pyroglutamic
acid, including also gonadoliberin [208]. On the basis of their respective crystal

Figure 13.9 Hypothetical binding of competitive inhibitors of ACE
according to [188] that illustrate the development of the ACE
inhibitor captopril.
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structures, the N- and C-domains of ACE have been studied in complex with
gonadoliberin by molecular modeling, which offers new insights into subsites that
are distant from the binding site of small molecules and provides an extension of the
pharmacophore model used for structure-based drug design up to the S7 subsite of
ACE [209].
Apart from ACE inhibition only, new strategies have been developed to combine

this inhibition with intervention of other signaling pathways that contribute to the
control of blood pressure. After the development of dual vasopeptidase inhibition,
which is based on inhibition of ACE and neutral endopeptidase (EC 3.4.24.11), triple
vasopeptidase inhibition has been developed including inhibition of ACE, neutral
endopeptidase, and ECE-1 (EC 3.4.24.71). One example of such triple inhibitors is
CGS 35 601 [210]. Through inhibition of ACE, triple vasopeptidase inhibitors block
the conversion of angiotensin I to the potent vasoconstrictor angiotensin II as well as
the degradation of the vasodilator bradykinin. Through the inhibition of neutral
endopeptidase, the degradation of peptidic vasodilators, including bradykinin,
natriuretic peptides, and adrenomedullin, and peptidic vasoconstrictors, such as
endothelins, is prevented, and through the inhibition of ECE-1 the conversion of big
endothelin-1 into the potent vasoconstrictor endothelin-1 is suppressed.

13.4.3
Proprotein Convertase Inhibitors

Proprotein convertase inhibitors generally target the catalytic site, which is highly
specific for the cleavage after at least one basic residue. Several proprotein convertase
inhibitors have been detected, including endogenous protein inhibitors and derived
inhibitors thereof (Section 13.4.3.1), as well as peptide inhibitors (Section 13.4.3.2)
and peptide-derived inhibitors (Section 13.4.3.3). However, frequently inhibitors are
not significantly specific for one proprotein convertase. This section mainly focuses
on inhibitors of PC1, PC2, and PC5A, which are involved in the regulated secretory
pathway as well as on inhibitors of the widespread proprotein convertase furin.

Figure 13.10 Structures of domain-selective inhibitors of ACE:
RXPA380 [207], the first highly selective inhibitor of the C-domain
of ACE, and RXP407 [204], the first highly selective inhibitor of the
N-domain of ACE.
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13.4.3.1 Endogenous Protein Inhibitors and Derived Inhibitors
Endogenous protein inhibitors may serve as templates for the design of inhibitory
peptides. Several pro-domains of prohormone convertases have been shown to
inhibit convertase activity, including the pro-domain of PC1 [131] and furin [211,
212]. However, it has been shown that these pro-domains show only a partial
specificity towards their cognate enzyme [212, 213]. For instance, the pro-domain
of PC1 is a slow-tight binding inhibitor of both PC1 and furin with Ki in the
nanomolar range [131] (Table 13.7). Therefore, the usage of pro-domains as specific
inhibitors would require modification to get more specific compounds since pro-
protein convertases are often coexpressed within cells and poorly selective inhibitors
will affect multiple cellular functions.
Apart from the pro-domain, the neuroendocrine proteins proSAAS and 7B2 serve

as endogenous inhibitors of PC1 [220] andPC2 [216], respectively. ThePC1 inhibitory
region of proSAAS was mapped to an 8–12 residue region near the C-terminus
containing a Lys–Arg sequence [221]. The 27-kDa 7B2, but not the C-terminally
truncated 21-kDa 7B2, has been shown to be a tight binding inhibitor of PC2, while
PC1 in vitro cleaves the 27-kDa 7B2 and is not inhibited [216].
Moreover, barley serine proteinase inhibitor-2, a known subtilisin inhibitor, has

been altered by specificmutations to achieve potent inhibition of PC1 and furin [217].
Since the inhibitors developedwere slowly cleaved byPC1 and furin, the P1–P0

1 amide
bond has been replaced by a nonpeptidic aminomethylene bond [217]. Interestingly,
this change has resulted in a potent furin inhibitor thatwas not cleaved; however, PC1
was no longer inhibited at the same concentrations [217].
Richer et al. used homology-search programs for the screening of serine protease

inhibitor (also known as serpin) genes in eukaryotes and identified the gene spn4
in Drosophila melanogaster that encodes the most potent and effective endogenous

Table 13.7 Endogenous protein inhibitor and derived peptide Ki values (nM).

Protein inhibitor/derived peptide PC1 PC2 Furin References

C-Terminally extended pro-do-
main of PC1

6� 0.6 10000� 1000 10� 1 [131]

PC1 pro-domain (39–62) 15 400 ND 700 [214]
PC1 (50–83) 700 ND 4800 [214]
Little PEN-LEN rSAAS (221–254) 119� 1.5 ND 19 300� 1800 [215]
SAAS (235–244) 9� 0.5 ND 261� 44 [215]
SAAS (235–246) 51� 3.8 ND 39 400� 4300 [215]
7B2 no inhibition 6.7 ND [216]
Barley serine protease inhibitor
2-derived peptide

3900 ND 300 [217]

SPN4A ND 3.5 0.013 [218]
CRES no inhibition 25� 3.1 no inhibition [219]

Inhibition constants for the main prohormone processing enzymes PC1 and PC2 as well as for the
widespread convertase furin are compared. In most cases pGlu-RTKR-MCA has been used as
substrate; for the 7B2 investigations, carbobenzoxy-RTKR-MCA has been used.ND, not determined.
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serpin [218]. SPN4A, which contains an Arg–Arg–Lys–Arg sequence in its active-site
loop, has been shown to inactivate human furin andDrosophilaPC2by a slow-binding
mechanism and formation of a sodium decylsulfate-stable complex with both
enzymes [218]. Removal of an alanine residue from the active-site loop of the serpin
results in a reduction of inhibition potency against PC2, while inhibition potency
against furin remains unchanged [218].
The cystatin-related epididymal spermatogenic (CRES) protein is related to the

family 2 cystatins of the cystatin superfamily of cysteine protease inhibitors, but it
lacks sequences important for cysteine protease inhibition [219]. However, CRES has
been shown in vitro to inhibit PC2, but not furin and PC1 [219].

13.4.3.2 Peptide Inhibitors
Apart from peptides derived from endogenous inhibitors (see Section 13.4.3.1),
positional scanning of synthetic peptide combinatorial libraries has been used to
identify potential inhibitory peptides for PC1 [222, 223] and PC2 [222] as well as
PC5A [224], and to get information about active-site determinants. Accordingly, S5,
S4, and S3 subsites of PC1 appear to resemble those of PC2, while the S6 subsite of
PC1 appears to bemore selective than that of PC2 [222].Nevertheless, themost potent
inhibitor identified in the study by Lindberg et al. (Ac-Leu-Leu-Arg-Val-Lys-Arg-NH2)
proved to be the most potent inhibitor of both convertases determined by observing
the rate of hydrolysis of pGlu-Arg-Thr-Lys-Arg-MCA (Table 13.8) [222]. Interestingly,
this hexapeptide sequence was later identified within the endogenous inhibitor
proSAAS [220].
Using positional-scanning synthetic peptide combinatorial libraries not only nona-

L-arginine has been identified as a potent inhibitor of furin, but also nona-D-arginine,
which ismore stable against proteolytic degradation [223, 224]. Introducing this poly-
D-arginine sequence into engineered polypeptides might achieve greater specificity
than polyarginine alone while retaining high potency [225].

13.4.3.3 Peptide-Derived Inhibitors
Acyl-peptidyl-chloromethyl ketones, including decanoyl-Arg–Val–Lys–Arg-chloro-
methyl ketone, are often used as small-molecule inhibitors of proprotein convertases,
especially furin [226–229]. They form irreversible complexeswith the active site of the
convertase through their peptidyl group and are able to enter cells by the acyl moiety

Table 13.8 Peptide inhibitor Ki values (nM).

Peptide sequence
of the inhibitor PC1 PC2 PC5A Furin References

Ac-LLRVKR-NH2 3.2� 1.0 360� 50 ND 1400� 230 [222]
Nona-L-arginine 12000� 2500 no inhibition 150 42� 3 [223, 224]
Nona-D-arginine ND ND 19 1.3 [224]

Inhibition constants for the main prohormone processing enzymes PC1, PC2, and PC5A as well as
for the widespread convertase furin are compared. In all cases pGlu-RTKR-MCA has been used as
substrate.ND, not determined.
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within their structure [230]. However, their use in vivo is limited due to their toxicity.
They can be used as active-site titrants to determine the catalytically active enzyme
concentration [231] or pH optima of different convertase processing forms [232].
Moreover, the crystal structure of furin with decanoyl-Arg–Val–Lys–Arg-chloro-
methylketone has led to the identification of the active amino acids that form the
S1–S4 pocket [233]. Modeling and docking analysis has led to the extrapolation of
further subsites and has shown high similarities between the different conver-
tases [109]. Therefore it is unlikely that short-peptide inhibitors might be specific for
individual proprotein convertases. However, differences have been recognized for
the S6 subsite, which indicates that short peptide inhibitors will require at least six
residues [109, 225].

13.4.3.4 Are there Conformational Requirements for Substrates?
Are there conformational requirements for prohormone convertase substrates
that can be used for inhibitor design? Although there are several preferences for
prohormone cleavage sites [83, 234–236] that can be visualized well by a sequence
logo [237, 238] (an example is shown in Figure 13.11), examination of sequences
around cleaved sitesfinally couldnot reveal any consensusprimary sequence [239] that
is cleaved in all cases. Thus, the question arises, what is the reason for a prohormone
convertase to cleave at some basic sites and to leave a lot of other basic sites intact?
It can be assumed that a specific secondary structure of the substrate is a necessity

for proprotein convertase activity. Consequently, the secondary structure of sub-
strates and uncleaved peptides with dibasic sequences should be investigated
experimentally. If no experimental information is available, structure predictions
could also be helpful.
Secondary structure predictions of the regions around basic amino acids in

different hormone precursors reveal that cleaved sites are likely in or next to flexible
regions with high b-turn [239] or w-loop [240] formation probability. In addition to
these theoretical investigations, the influence of the structure of the substrate on
prohormone processing has been investigated in several experimental studies [241,
242]. Brakch et al. have demonstrated on peptide analogs of the pro-oxytocin/
neurophysin processing domain that processing at dibasic sites is associated with
ab-turn structure, the presenceofwhichwas confirmedby circular dichroism [95, 241]

Figure 13.11 Sequence logo for substrate cleavage sites cleaved
by PC1. The figure is generated from 42 cleavage sites within 14
prohormones that are cleaved by PC1.
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as well as Fourier transform infrared spectroscopy [95, 243] and nuclear magnetic
resonance spectroscopy [95]. Moreover, it has been demonstrated that the b-turn
structure is an interchangeable motif [241, 244]. Later, this group showed
that introduction of a b-turn breaker into the proposed turn region abolishes the
enzyme–substrate interaction [242]. Moreover, they state that the flexibility of the
peptide substrate is necessary for the interaction [242, 245].
A general computer analysis of superimposed crystal structures including 95

small-molecule inhibitors bound to 17 serine proteases reveals that inhibitors,
including substrate analogs, commonly bind in an extended b-strand conformation
at the active site [246]. From the analysis of crystal structure data of furin and
molecular modeling, Henrich et al. assumed that many substrates might bind their
cognate convertase in an overall extended conformation [109].
Stabilization of defined secondary structures can help to find out whether special

conformational requirements of substrates are necessary for enzymatic activity like
cleavage by prohormone processing enzymes [247]. Such requirements could be
used as restraints in the design of inhibitors. For instance, conformational restriction
by cyclization has been used to stabilize secondary structures to obtain an insight into
conformational requirements for ligands necessary for receptor binding that can be
used for drug design [248]. However, to what extent the substrate conformation
influences its cleavability remains an open question.

13.5
Conclusions

Peptide hormones represent a large group of hormones and are involved in a variety
of physiological functions. Their biosynthesis, starting from precursor sequences,
may be regulated at several steps including cleavage by proprotein convertases, which
can lead to different products depending on the cleavage sites actually used, and other
PTMs that may change hormone activity and may even lead to alteration of receptor
specificity. In the case of angiotensin II, inhibition of ACE, which is responsible for
angiotensin II formation, has led to clinically relevant pharmacology. In addition to
prohormone processing, mainly by PC1 and PC2, proprotein convertases including
furin are also involved in processing of bacteria and viruses. However, selective
inhibition of proprotein convertases is still challenging.
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14
Insect Peptide Hormones
R. Elwyn Isaac and Neil Audsley

14.1
Introduction

Peptides are ancient signaling molecules that appeared early in the evolution of the
nervous and endocrine systems of metazoans, serving as both circulating hormones
and as neurotransmitters/modulators within the central nervous system. Insects,
with their complex life cycles and adaptation to a wide range of habitats, rely on
peptide hormones to control growth and development, and to regulate physiological
processes essential for survival in diverse and sometimes hostile environments.
Peptide hormones control the timing of development in response to nutritional
status, size, and environmental stimuli, such as temperature and day length. They
are also key components of homeostatic mechanisms ensuring the efficient storage
and supply of energy substrates, and maintaining water/ion balance through the
control of the flow of urine by the renal tubules and water absorption by the gut.
Other physiological processes regulated by peptide hormones include reproduction,
behavior, andmuscle activity. The study of insect hormones started in the early part of
the twentieth century and has continuedwith increasing intensity to the present time
(for recent reviews, see [1–5]). Part of the incentive to make progress in this field is
the possibility of exploiting the peptidergic endocrine system to develop new and
specific chemicals to disrupt insect development, physiology, and behavior, and thus
provide novel strategies for controlling insect pest populations. The recent applica-
tion of whole-genome sequencing to analyzing insect genomes and the ability of
software programs to identify genes encoding peptide hormones has accelerated
research output in this field. Parallel advances have been made in the qualitative
analysis of insect peptides by soft-ionization mass spectrometry, which in combina-
tion with high-performance liquid chromatography and computer programs that
predict the primary structure of preprohormones from DNA sequences, can
provide a comprehensive profile of peptides present in neuroendocrine cells and
neurohemal organs. It is now commonplace to conduct reverse endocrinology
by chemically synthesizing peptides predicted from genome sequence data for
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biological testing and by heterologous expression of peptide receptors belonging to
the G-protein-coupled receptor (GPCR) class in cell lines for pharmacological
studies [6]. Analysis of the genomic DNA sequence of insect species (Drosophila
melanogaster, Anopheles gambiae, Apis mellifera and Tribolium castaneum) predicts the
number of genes coding for preprohormones to be between 30 and 40, depending on
the species [7–10]. The number of GPCR genes of the peptide/protein receptor
families is predicted to be between 35 and 50 in the aforementioned insects, whose
genomeshave been sequenced and analyzed [5, 7, 11]. Insect peptides can be grouped
into families based on common structural features and biological activity [1]. Some
peptide families are distantly related to vertebrate peptide hormones [e.g., substance
P, cholecystokinin (CCK), insulin, corticotropin-releasing factor (CRF), calcitonin,
and neuropeptide Y], whereas other families are only found in invertebrates (e.g.,
allatostatins) or are restricted to arthropods and insects [e.g., �CAPA�, proctolin and
adipokinetic hormone (AKH)].
Considering the large number of insect peptides, it is not appropriate in this

chapter to provide a comprehensive review of all insect peptide hormones. Instead,
we aim to cover recent developments in thefield and to focus attention on informative
examples of the following insect peptide modulators and hormones:

(i) Proctolin – a powerful myotropin neuromodulator and hormone, and the first
insect bioactive peptide to be structurally characterized;

(ii) Allatostatin (A-type) – a large family of insect peptides that inhibit juvenile
hormone (JH) biosynthesis and are myoinhibitory.

(iii) CRF-related diuretic hormones (DHs) – these are homologs of vertebrate CRF
peptides (e.g., sauvigine, urocortin, and urotensin I).

(iv) Sex peptide – a peptide hormone that is delivered to the female in male seminal
fluid, and that has profound effects on the behavior and physiology of the
postmated female.

We aim to review interesting aspects of the chemistry and biochemistry of these
peptides. Several excellent reviews on insect peptide receptors have been published
elsewhere and therefore this aspect of insect peptide action is not covered here [3, 7,
11–13].

14.2
Structure and Biosynthesis of Insect Peptide Hormones

Peptides are structurally the most diverse of all signaling molecules utilized by the
nervous and endocrine systems of insects. They can range in size from five to 300
amino acids and are synthesized as larger inactive precursors that need to be
processed to generate biologically active peptides. The precursor polypeptides are
made in neurosecretory cells of the nervous system, in cells of endocrine glands,
and in endocrine cells of the midgut, and are converted to active peptides by the
concerted action of specialized peptidases and amino acidmodifying enzymes in the
secretory pathway. There appears to be little difference between invertebrates and
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vertebrates in the processing events that convert precursor polypeptides to the
mature hormone within the secretory pathway of endocrine cells. Insect prohor-
mones undergo limited proteolysis by subtilisin-like serine proteases, known as
prohormone convertases, which recognize motifs comprising several basic resi-
dues [14–16]. The peptide intermediates formed are further processed by removal
of C-terminal arginine and lysine residues by carboxypeptidase E-like enzymes to
generate either the mature C-terminus or a peptide with a C-terminal glycine, which
becomes a substrate for the neuropeptide a-amidating enzymes (peptidylglycine
a-hydroxylating monooxygenase and peptidyl-a-hydroxylglycine a-amidating
lyase) [17–19]. An uncommon modification is the sulfation of a tyrosine residue in
insect sulfakinins [20–23], peptides that show some sequence similarity to the
bioactive C-terminal regions of vertebrate gastrin and CCK-8, which also contain
a sulfated tyrosine. This conjugation is important for bioactivity since nonsulfated
sulfakinins are very weak agonists of the sulfakinin receptor [24].
Peptide hormones originating in neuroendocrine cells are often stored in neu-

rohemal organs from where they can be efficiently released into the circulating
hemolymph, which bathes peripheral target tissues [25]. Peptidases either in the
insect hemolymph or on the surface of peripheral tissues will degrade circulating
peptide hormonesunless the peptide has somebuilt in structural features to protect it
from nonspecific degradation by peptidases, especially by exopeptidases that remove
either N- or C- terminal amino acids. Thus, most insect peptides that operate in the
hemolymph possess one or more structural features that reduce the rate of catabolic
clearance from the circulation. The most common protective measure is the
a-amidation of the C-terminal residue – a modification that is not only critical for
receptor binding and activation, but which also renders peptides resistant to
hydrolysis by carboxypeptidases [19]. Some insect peptides are protected from
aminopeptidase attack either by a pyroglutamyl residue resulting from the cyclization
of an N-terminal glutamine or by the presence of a proline close to the N-terminus.
For example, all members of the AKH family of insect peptides have both an
amidated C-terminal amino acid and an N-terminal pyroglutamate residue, both of
which are critical for biological activity, and will provide metabolic protection and
stability in the circulation appropriate for the homeostatic role of AKHs in regulating
energy reserves [1, 26]. The frequency with which proline is found towards the
N-terminus of insect peptides is probably due to the fact that this amino acid offers
good protection from indiscriminate aminopeptidases attempting to cleave the first
peptide bond [27]. Proline is unique amongst the naturally occurring amino acids in
that the side-chain is attached to both the a-carbon and the nitrogen atom that forms
the peptide bond. The resulting imino ring structure prevents free rotation around
the aC�N bond and the conformational restraint placed on peptide bonds in the
vicinity of the proline residue can confer resistance to nonspecialized peptidases [28].
For example, the majority of characterized insect tachykinins have proline at
position 2, irrespective of the length of the peptide and insect order, and this proline
is not critical for receptor activation [29].
Larger peptides often have additional strategies for protecting bioactivity, such as

secondary structure and the presence of one or more disulfide bonds leading to
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cyclic peptides or increased structural complexity from dimerization of two peptide
chains. The size and shape of the peptide will often restrict entry to the enzyme
active site, making the peptide less susceptible to proteolysis. Many insect peptides
have a core C-terminal sequence required for eliciting a biological response and
which can comprise fewer than six residues plus a C-terminal a-amide group
(e.g., peptides of the tachykinin, FMRFamide, and allatostatin families), which
means that the N-terminal region can vary in composition and in length without
compromising fundamental signaling properties [1, 29–31]. It is not uncommon for
a single prohormone to contain the sequences of several peptides that on processing
will give rise to a set of bioactive peptides with identical or very similar C-terminal
structure, but with a variable N-terminal region [32–34]. The variation in the primary
sequence of these peptides is likely to result in differences in susceptibility to
peptidases, while conserving signaling properties. For example, the prohormone
of cockroach (Diploptera punctata) A-type allatostatins gives rise to a large family
of peptides that have a conserved Y/FXFGLamide C-terminal sequence (see
Section 14.5), but which can vary greatly in length and in amino acid residues
beyond this core region [35, 36]. The release of cocktails of functionally homologous
peptides with different N-terminal sequences and possibly different rates of
metabolism might therefore provide some security in the uncertain environment
of the hemolymph, where proteolytic activities will vary both quantitatively and
qualitatively depending upon the physiological state and developmental stage of the
insect.

14.3
Proctolin

Proctolin (Arg-Tyr-Leu-Pro-Thr) was the first insect signaling peptide to be isolated
and chemically characterized. It was isolated as a potent myotropin of insect visceral
muscle (gut and oviduct), but the pentapeptide also stimulates contractions of skeletal
and heartmuscles from a range of insect species [37, 38]. Proctolin has the properties
of a neuromodulator or a cotransmitter that works in conjunction with a classical
fast-acting neurotransmitter (e.g., glutamate in the case ofmuscle) [37, 39, 40]. Many
of the proctolin-sensitive tissues are innervated by proctolin-containing motoneur-
ons, but other responsive tissues might be stimulated by proctolin acting as a
hormone. Proctolin is present in neurosecretory cells with endings either in recog-
nized neurohemal regions or outside the blood-brain barrier [41–43]. These observa-
tions and the detection of the peptide in the hemolymph of two insect species
(Leucophea maderae and Locusta migratoria) is consistent with a role as a circulating
hormone [38], and might provide the primary route to responsive tissues that are
not innervated (e.g., the Malpighian tubules of L. migratoria, and the heart of
Periplaneta americana and T. castaneum), as well as an alternative mechanism for
stimulating visceral muscle.
Structurally, proctolin stands out as an atypical insect peptide hormone. It is

composed of only five amino acids, all of which are important for bioactivity and
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appear to be invariant [44]. Apart from a proline residue at position four, which
protects the peptide from hydrolysis by hemolymph peptidyl dipeptidase A [angio-
tensin-converting enzyme (ACE)] [45, 46], it is poorly protected from proteolysis,
which probably explains its rapid catabolism in insect hemolymph. Another unusual
structural feature is the presence of arginine at the N-terminus. As already men-
tioned, the mechanism for the prohormone processing involves cleavage of peptide
bonds after a basic residue in the precursor, which explains why peptide hormones
with N-terminal basic residues will rarely occur. Therefore, the presence of arginine,
which is important for bioactivity, at the N-terminus of proctolin presents a biosyn-
thetic challenge. The recent characterization of a preproproctolin gene (proct) from
Drosophila has provided an explanation of how proctolin is processed from its
precursor [47]. The predicted proctolin preproprotein is 140 amino acids in length
and comprises a secretion signal peptide (amino acids 1–38) followed by a single copy
of the proctolin sequence, which is C-terminally flanked by a 94–amino acid peptide
(Figure 14.1). Therefore, it appears that successful processing of proctolin relies on
a signal peptidase to generate the peptide with an N-terminal arginine. A second
cleavage occurring at Arg44–Ser45 peptide bond by a prohormone convertase would
generate an intermediate extended at the C-terminus with Arg44, which would be
removed by a carboxypeptidase D processing enzyme. Precursors of insect neuro-
peptides andpeptide hormones can containmultiple copies of an identical peptide or,
in some instances, several peptides with distinct structures and biological activities
[2, 3]. This can provide a mechanism either to generate a cocktail of peptides
with different structures and bioactivities or to increase the molar efficiency of
production of a single hormone by having multiple copies in one larger precursor.
However, the strategy of using the signal peptidase to generate the N-terminus of
proctolin means that only one copy of the mature peptide can be processed from the
preproprotein. Since the use of basic residues as recognition motifs for prohormone

D. melanogaster                                    MGVPRSHGTGIGCGSGHRWLLVWMTVLLLVVPPHLVDGRYLPTRS-  

D. pseudoobscura     MGMGLNLRQGHRWLVWLLLLLLAIPPQMVDGRYLPTRS-  

D. mojavensis                             MPLLLSLMLLLLLLVPPQPCESRYLPTRS- 

T. castaneum.                                                                                      MFDRKLVFALVFVVFATLAVEGRYLPTRS- 

R. microplus               MTPGSCIAEARNIDSMPFVSGRFTARTSFLCAVVYRLLSLVALWALVFVVAEGRYLPTRS- 

I. scapularis                                 MMVSQTRLLALALMSTLMLLVVDARYLPTRS-

Figure 14.1 Alignment of the N-terminal region of the
preproproctolin amino acid sequences from three Drosophila
species, the beetle, T. castaneum, and the ticks, R. microplus and
I. scapularis (compiled from [48, 142]). The mature proctolin
pentapeptide is highlighted in red and thepredicted cleavages by a
signal peptidase and a prohormone convertase are indicated by
complete and dashed arrows, respectively.
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convertases is highly conserved, it is very likely that all proctolin preprohormones
will have a similar basic protein structure of a signal peptide followed immediately by
Arg-Tyr-Leu-Pro-Thr and then a prohormone convertase cleavage site. Putative
proctolin genes and copy DNA (cDNA) clones have been sequenced from other
drosophilid species, the beetle,Tenebriomolitor, and two ticks,Rhipicephalusmicroplus
and Ixodes scapularis [10, 48], and as predicted the position of the proctolin penta-
peptide sequence in the preprohormone and the Arg–Ser recognition site for
cleavage by a prohormone convertase are conserved in all cases. Somewhat surpris-
ingly, proctolin precursor genes have not as yet been found in the genomes of
mosquitoes (A. gambiae andAnopheles aegypti). The hindgut and oviduct ofA. aegypti
is insensitive to proctolin even at concentrations up to 1mM [49], which is consistent
with the absence of the proctolin gene in mosquitoes.

14.4
Sex Peptide

Seminal fluid of insects contains numerous secreted products of the male accessory
glands that are important for reproductive success [50, 51]. The most studied and
well characterized of these is the sex peptide ofD. melanogaster (Figure 14.2) [52, 53].
This 36 amino acid peptide is amultifunctional sex hormone synthesized in themale
accessory gland of adult flies as a 55-amino-acid preprohormone. After processing,
the mature peptide is secreted into the seminal fluid and on mating is transferred to
the female where it elicits several physiological and dramatic behavioral responses.
These postmating responses include increased rate of egg laying, reduced attractive-
ness to and rejection of courting males, better sperm storage, elevated JH biosyn-
thesis, increased appetite, and stimulation of the innate immune systemof themated
female [53, 54]. Sex peptide has several distinctive structural features: a tryptophan-
rich N-terminal region followed by a hydroxyproline-rich domain and a C-terminal
cyclic structure formed by the formation of an intradisulfide bridge between Cys24
and Cys36. Another post-translational modification is known to occur at Ile14, but
the nature of this modification has not been resolved. Experiments that measured
postmating responses to sex peptide fragments injected into females identified the

WEWPWNRKPTKFPIPSPNPRDKWCRLNLGPA WGGRCWEWPWNRKPTKFPIPSPNPRDKWCRLNLGPA WGGRC

Sperm binding
JH synthesis

Innate immune 
response

Post-mating 
Response (PMR)

Figure 14.2 The different regions of the sex peptide of
D. melanogaster and their associated biological activities. Color
code: blue, the trypsin-like cleavage site involved in releasing sex
peptide from sperm tails; green, hydroxyprolines that stimulate
expression of immunity genes; red, cysteines that form a disulfide
bridge [58, 143].
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C-terminal portion as responsible for stimulating ovulation and altering sexual
receptivity. Hydroxylation of the proline residues and modification of the Ile14 does
not appear to be necessary for biological activity, but an intact disulfide bridge is
critical [55].
Some of these responses can last for up to 1week – an effect that is dependent upon

transfer of sperm in addition to seminal fluid [53]. Elegant experiments using
transgenic flies expressing modified forms of sex peptide have recently revealed
themechanism bywhich sex peptide extends its influence onmated female behavior.
Sex peptide without the tryptophan-rich peptide sequence does not bind to sperm,
whereas sex peptide lacking the trypsin recognition site remains permanently
attached [56]. Thus, sex peptide binds to the surface of sperm tails through interaction
with the N-terminal tryptophan-rich domain (Figure 14.2) and is gradually cleaved
by proteolysis at a trypsin-like cleavage site (basic residues) to slowly release the active
hormone from a pool of immobilized hormone.
Sex peptide also appears to have a role in activating the innate immune system

of mated females [57]. This results in synthesis of a range of antimicrobial peptides
that can protect against bacteria and fungi that might possibly be introduced
during copulation. The central portion of the sex peptide, which includes five
hydroxyproline residues, appears to be required for elicitation of this response and
it has been proposed that this region can mimic the carbohydrate components of
bacterial peptidoglycans that are known to induce the innate immune response in
Drosophila [58].
How does sex peptide elicit the diverse responses in mated females? The fact that

sex peptide injected into the abdomen of females or introduced by ectopic expression
of the sex peptide gene in female fat body (a tissue that is functionally equivalent to
the liver) elicits both the reluctance tomate and increased ovulation is consistent with
sex peptide operating via the hemolymph [55, 59]. Labeled sex peptide binds to
peripheral nerves, the subesophageal ganglion, the cervical connective as well as the
thoracic ganglion and the genital tract [60, 61]. Thus, there is strong evidence that
some of the sex peptide frommale seminal fluid crosses from the reproductive tract
of the mated female into the hemolymph and is transported to the central nervous
system (CNS) where it triggers dramatic behavioral responses. The recent identifica-
tion and molecular characterization of the sex peptide receptor from D. melanogaster
wasamajor step forward inunderstanding themechanismofactionof sexpeptide [62].
The receptor is a GPCR and is highly expressed in the female reproductive tract,
especially the sperm storage organs and the lower oviduct. The receptor was also
localized to surface regions of the brain, ventral regions of the subesophageal
ganglion, and the cervical connective and nerve roots in the brain and ventral nerve
cord. The receptor is therefore well placed on the surface of the CNS for interaction
with the sex peptide being carried in the hemolymph [62]. Orthologs of the D.
melanogaster sex peptide receptor are found in other insect species (Drosophila
pseudoobscura, A. aegypti, Bombyx mori, A. gambiae and T. castaneum) suggesting the
possibility of a general conserved endocrine mechanism amongst insects for altering
behavior of mated females.
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14.5
A-Type Allatostatins

The A-type allatostatins were first identified from the brains of the cockroach
D. punctata [63, 64] based on their ability to inhibit JH synthesis in the corpora
allata. They are characterized by a conservedC-terminalmotif (Tyr/Phe-Xaa-Phe-Gly-
Leu-NH2, where Xaa¼Asp, Asn, Gly, Ser, or Ala) that forms the active region of
the peptide. As with many insect neuropeptides, allatostatins are pleiotropic, belong
to families that are present in many different invertebrates, and are present
in multiple forms which vary in their N-terminal sequences in an individual
species. Homologs of this peptide have been identified in six different cockroach
species [65–67]. In the cockroachesD. punctata and P. americana, the complimentary
DNAs encoding the allatostatin precursors have been identified and share 71%
sequence identity. The precursor of D. punctata produces 13 allatostatins, whereas
14 homologs (Peram-AST1–14) are derived from the precursor of P. americana
(Tables 14.1 and 14.2 [65]). An additional allatostatin, AST211–18 (Leu-Pro-Val-Tyr-
Asn-Phe-Gly-Leu-NH2), has also recently been identified, derived from the cleavage
of AST2 at its dibasic (Lys9–Arg10) processing site in both cockroach species
(reviewed in [65, 68–70]. Although allatostatin-like peptides have been identified in
many other insect orders (Diptera, Lepidotpera, andOrthoptera), they have only been
shown to act as allatostatins in cockroaches [63, 64], crickets [71], and termites [72],
and hence may not be directly involved in the regulation of JH biosynthesis in most
other insect species.

Table 14.1 Structures of D. punctata allatostatins and their rank
orders of effectiveness of the inhibition of JH biosynthesis and
proctolin-induced contractions of the hindgut.

Peptide Sequence
Rank order

(JH biosynthesis)a
Rank order

(gut motility)b

Dippu-AST 1 LYDFGLa 13 8
Dippu-AST2 AYSYVSEYKRLPVYNFGLa 12 10
Dippu-AST3 SKMYGFGLa 11 11
Dippu-AST4 DGRMYSFGLa 2 6
Dippu-AST5 DRLYSFGLa 3 9
Dippu-AST6 ARPYSFGLa 5 12
Dippu-AST7 APSGAQRLYGFGLa 1 4
Dippu-AST8 GGSLYSFGLa 10 2¼
Dippu-AST9 GDGRLYAFGLa 6 1
Dippu-AST10 PVNSGRSSGRFNFNFGLa 7 7
Dippu-AST11 YPQEHRFSFGLa 4 5
Dippu-AST12 PFNFGLa 8 13
Dippu-AST13 IPMYDFGIa 9 2¼

Lower case �a� denotes C-terminal amidation.
aFrom Tobe et al. [35].
bFrom Lange et al. [144].
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Allatostatins have also been implicated in the modulation of muscle activity in
various tissues (foregut, hindgut, heart, oviduct, antennal pulsatile organ), inhibition
of vitellogenesis, and modulation of midgut enzymes [36, 68]. The cellular localiza-
tion of A-type allatostatins in the stomatogastric nervous system (including the
frontal ganglion and recurrent nerve) and gut reflect their roles in the control of
visceral muscle motility [36, 73–75], as does their presence in the antennal pulsatile
organ [67] and oviduct [76]. Various A-type allatostatins have been shown to inhibit
spontaneous contractions of the foregut in noctuid moth larvae [77, 78]. In the
German cockroach, Blattella germianica, A-type allatostatins were shown to inhibit
hindgut contractions, but had no effect on foregut peristalsis in vitro [79], whereas
the converse was reported for L. maderae where foregut peristalsis was inhibited
by A-type allatostatins in a dose-dependent manner, but they were inactive on the
hindgut [80].
The conserved core pentapeptide (Tyr/Phe-Xaa-Phe-Gly-Leu-NH2) ismost likely the

minimumrequirement for biological activity and represents theportion of thepeptide
responsible for direct receptor interaction. Variation in the N-terminal amino acids is
believed to be responsible for differences in the relative potencies of the various
homologs as inhibitors of JH biosynthesis in adult female D. punctata [32, 81].
It is unclear why an insect requires multiple allatostatin homologs when they

appear to have only one (cockroaches) or two (D. melanogaster) allatostatin receptors
(see Section 14.2 for one possible explanation). Although structural information
(from genomic and peptidomic data) of A-type allatostatins (and their receptors) is

Table 14.2 Structures of P. americana allatostatins and their rank
orders of effectiveness of the inhibition of JH biosynthesis and
receptor activation.

Peptide Sequence
Rank order

(JH biosynthesis)
Rank order

(receptor activity)

Peram-AST1 LYDFGLa 10 2
Peram-AST2 AYSYVSEYKRLPVYNFGLa 1 7
Peram-AST211–18 LPVYNFGLa 9 4
Peram-AST3 SKMYGFGLa 12 9
Peram-AST4 SGNDRLYSFGLa 4 14
Peram-AST5 DRMYSFGLa 15 8
Peram-AST6 ARPYSFGLa 2 3
Peram-AST7 SPSGMQRLYGFGLa 3 12
Peram-AST8 GGSMYSFGLa 11 5
Peram-AST9 ADGRLYAFGLa 5 10
Peram-AST10 PVSSARSQTGSRFNFGLa 6 1
Peram-AST11 SPQGHRFSFGLa 8 6
Peram-AST12 SLHYAFGLa 7 11
Peram-AST13 PYNFGLa 13 12
Peram-AST14 IPMYDFGIa 14 15

Lower case �a� denotes C-terminal amidation.
From Gade et al. [32].
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available for many different species, the biological functions, their modes of action,
and interactions of these peptides with each other and different signaling molecules
(e.g., other allatoregulatory peptides) are still poorly understood.

14.6
CRF-Related Diuretic Hormones (DH)

Kataoka et al. identified the first insect DH from head extracts of the tobacco
hornworm, Manduca sexta (Sphingidae), by its ability to promote post eclosion
diuresis when injected into adults of the small white butterfly, Pieris rapae [82]. This
41-residue peptide,Manse-DH, is homologous to the vertebrate CRFpeptides, which
include suavigine, urocortin, and urotensin I. A cDNA encoding a 138-amino-acid
precursor for Manse-DH was cloned from M. sexta consisting of the 41-amino-acid
peptide bounded by dibasic amino acid cleavage sites and the C-terminal amidation
signal. The sequence upstreamofManse-DHhas limited homology to the ovine CRF
precursor [83]. Similar peptides (at least 20) have since been structurally character-
ized from a variety of insect species from several orders (Orthoptera, Diptera,
Coleoptera, Isoptera, Hymenotpera), including a second, smaller (30-residue)
DH (Manse-DPII) from M. sexta (Table 14.3 [84]). Most insect CRF-related DHs
have been characterized by peptide purification from tissue extracts utilizing multi-
ple liquid chromatography steps and sequenced by Edman degradation (reviewed by
Coast et al. [85]).
More recently, peptides have been identified through BLASTsearching of genome

databases [10, 86, 87]. Two DHs have also been identified from T. molitor (Tenmo-
DH37 and Tenmo-DH41), the only CRF-related DHs that are not amidated at their
C-terminus (Table 14.3; [88, 89]). Two CRF-related DHs (Trica-DH37 and Trica-DH47)
were identified from the red flour beetle, T. castaneum, genome [10, 87]. The amino
acid sequence of Trica-DH47 is identical to Tenmo-DH47; however, the presence of a
glycine residue preceding the C-terminal cleavage site implies Trico-DH47 is ami-
dated [87], whereas Tenmo-DH47 is not [89]. There is a 73% sequence identity
between Tenmo-DH37 and Trica-DH37 [10]. The two CRF-related DHs from
T. castaneum are encoded by the same gene as a result of alternative splicing, in
contrast to insects such as D. melanogaster and the honey bee, A. mellifera, where
alternative splicing does not occur and only one CRF-related DH has been identi-
fied [10]. The sequences of DHs of closely related species are often identical, such as
those from the house fly, Musca domestica (Musdo-DH), the stable fly, Stomoxys
calcitrans (Stoca-DH) [90], D. melanogaster (Drome-DH) [86], and the two DHs
characterized from the sphingid moth, Hyles lineata [91], differ from the M. sexta
DHs by only one residue (reviewed in [85]). These insect CRF-related DHs promote
diuresis through the stimulation of fluid secretion by the Malpighian tubules via
cyclic AMP as their second messenger [92–96]. Insect CRF-related peptides (except
Manse-DPII) have greater than 40% sequence identity with each other and 20–30%
sequence identity with the vertebrate CRF peptides grouping them in the same
superfamily [85]. Table 14.3 shows the sequence alignment of selected insect
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CRF-related DHs and sauvigine as a comparison. The alignments are as described
by Coast et al. [85]. Four residues (shaded; Table 14.3), serine and leucine in the
N-terminal region and asparagine and leucine in the C-terminal region, are con-
served in all CRF-related peptides. In the vertebrate CRFs, the regions around these
amino acids are also highly conserved (i.e., Pro–Pro–Ile–Ser, Leu–Leu–Arg, Asn–Arg
and Leu–Leu). In the insect CRFs these regions, although not identical, have
conservative substitutions retaining the properties of these areas and are believed
to be important for biological activity [97]. Even thoughManse-DPII is much shorter
than the other insect CRF-related DHs, it shares significant sequence identity (47%)
toManse-DHandCoast [98] suggestsManse-DPII ismost likely the product of a gene
duplication event. Sequence alignments have been used to deduce phylogenetic and
putative evolutionary relationships between CRF-related peptides [10, 98].
Using in vitro Malpighian tubule fluid secretion assays [97] and/or cyclic AMP

production [99], the insect CRF-related peptides have been shown to cross-react in a
heterospecific manner to varying degrees [100]. Sauvigine, bovine CRF and human
CRF had small, but significant effects on fluid secretion by Malpighian tubules of
M. sexta, whereas bovine CRF, human CRF, or sucker fish urotensin I had no effect
on L. migratoria Malpighian tubules [101].
All insect CRF-related peptides, except T. molitorDHs, are C-terminally amidated.

This amidation appears to be important for biological activity because Manse-DH
acid is 1000 times less potent than the amidated peptide [82, 101]. The potency of
T. molitor-DH to stimulate fluid secretion by Malpighian tubules is similar to other
insect CRF-related DHs when assayed conspecifically (reviewed in [98]), but unlike
other CRF-DHs, T. molitor DH has no effect on M. sexta Malpighian tubules. In
contrast, Manse-DH is only 17 times less potent than Tenmo-DHat promoting cyclic
AMP production in Malpighian tubules of T. molitor [88].
The N-terminal region of insect CRF-related DHs is important for receptor

activation [100, 102, 103]. Compared to the intact Achdo-DH, deletion of amino
acids from the N-terminus, up to residue 7, reduced the potency, but had little effect
on diuretic activity of the peptide. However, further truncation (Achdo-DH11–46)
significantly affected biological activity and Achdo-DH23–46 was completely inactive,
implying the N-terminus is involved in signal transduction [100]. An a-helical
CRF9–41 analog had no intrinsic biological activity on fluid secretion by the Mal-
pighian tubules of A. domesticus. However, this analog partially inhibited the
stimulation of fluid secretion by Achdo-DH, presumably by binding to DH receptors
on the tubules, suggesting that the C-terminal region of the peptide is important for
receptor binding [95], although some interaction between the N- and C-terminals is
most likely required for full biological activity [100].

14.7
Insect Peptide Hormones and Insect Control

There are several approaches that can be adopted to disrupt peptidergic signal-
ing [104]. These include the inappropriate activation of peptide receptors using
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superagonists, the blocking of signaling activity with receptor antagonists, and the
disruption of signaling by inhibiting peptide processing and inactivation enzymes.
Peptides themselves are poor candidates for insect control chemicals because of
the problems that peptides will encounter in reaching target tissues. Entry through
the integument is hindered by the hydrophobic nature of the insect cuticle, and
uptake via ingestion can be thwarted by the peptidases of the gut, hemolymph, and
other tissues, as well as the limited permeability of the gut epithelium. Nevertheless,
progress has been made in the design of compounds that can penetrate the cuticle
and in the development of ways to avoid or minimize degradation by peptidases.
Nachman et al. have been successful in the design of amphiphylic pseudomimics

of pheromone biosynthesis-activating neuropeptide (PBAN) – a C-terminally ami-
dated 33-amino-acid peptide that stimulates biosynthesis of the sex pheromone
in moths [105]. PBAN belongs to a large family of insect peptides with a highly
conserved C-terminal pentapeptide sequence (Phe-Xaa-Pro-Arg-Leu-NH2, where
X¼Ser, Thr, Gly, or Val). The family includes the pyrokinins, myotropins, melani-
zation and reddish coloration hormone, and diapause hormone [106]. The Phe-Xaa-
Pro-Arg-Leu-NH2 is the minimal structure for inducing pheromone biosynthesis
and has been used as the basic peptide unit for the development of amphiphylic
pseudopeptides with lipids attached to the N-terminus. The attachment of 6-phe-
nylhexanoic acid to Phe-Thr-Pro-Arg-Leu-NH2 resulted in a topically active stimulant
of pheromone production [107]. Other modifications that improved cuticle penetra-
tion included replacing phenylalanine with hydrocinnamic acid and the conjugation
of short-chain fatty acids (<12 carbons), cholic acid, 9-fluoreneacetic acid, 1-pyrene-
butyric acid or 2-amino-7-bromofluorene to the N-terminal phenylalanine of the
core pentapeptide sequence [108–111]. The latter three pseudopeptideswere active as
PBAN agonists for up to 24 h after a single topical application.
Substantial progress has also been made in the direction of enhancing the

bioactivity of pseudopeptides by limiting susceptibility to inactivation by insect
peptidases, such as aminopeptidase, the endopeptidase neprilysin (NEP), and the
peptidyl dipeptidaseACE. Such an approach has been very successful in the design of
novel biostable agonists of insect kinins. This large peptide family have a conserved
C-terminal sequence of Phe-Xaa1-Xaa2-Trp-Gly-NH2, where Xaa

1¼His, Asn, or Tyr;
Xaa2¼Ser, Pro, or Ala [1, 112]. Insect kinins were first isolated from insect tissues as
powerful stimulators of the spontaneous contractions of insect gut, but have since
been shown to have diuretic activity on isolated Malpighian (renal) tubules of
several insect species and to limit weight gain by larvae of two major cotton pests
(tobacco budworm,Heliothis virescens, and corn earworm,Helicoverpa zea) [113–116].
The helicokinin 2 analog (Val-Arg-Phe-Ser-Ser-Trp-Gly-NH2) is cleaved at several
positions by tissue peptidases, but can be stabilized by incorporation of the sterically
hindered a,a-disubstituted amino acid, aminoisobutyric acid (Aib), and pGlu at
the N-terminus [115]. Thus, pGlu-Arg-Phe-Ser-Aib-Trp-Gly-NH2 is very resistant to
tissue peptidases and when injected into 5-day-old larvae ofH. zea there was a 50%
reduction in larval weight compared to control insects [117].
Similar approaches have been used to enhance the stability and uptake of an

allatostatin (Ala-Arg-Pro-Tyr-Ser-Phe-Gly-Leu-NH2) in the gut of larval lepidopterans.
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Allatostatins are rapidly degraded by endopeptidases that cleave the Phe6–Gly7
peptide bond. Replacement of the G residue with Fmoc-1-amino-cyclopropylcar-
boxylic acid offered protection against these enzymes. In addition, the incorporation
of hexanoic acid at the N-terminus increased the transepithilial (midgut) transport
of allatostatin analogs compared to the native (unmodified) peptide [118, 119].
Another successful approach has been to substitute one ormorea-amino acidwith

a b-amino acid. This introduces a methylene group between the a-carbon and either
the acid (b3-amino acid) or amino group (b2-homo-amino acid) [120]. These sub-
stitutions canmaintain favorable interactions between the side-chains of the peptide
ligand and its receptor, whilst providing resistance to peptidase attack at the adjacent
peptide bond. One or two b3-amino acids and b2-homo-amino acids were introduced
into the insect kinin Ac-Arg-Phe-Phe-Pro-Trp-Gly-NH2 or the heptapeptide Ac-Arg-
Phe-Phe-Phe-Pro-Trp-Gly-NH2 instead of Phe2, Phe3, Pro3, and Trp5 [120]. The
N-acetylated arginine prevented metabolic degradation by aminopeptidases and
the positioning of the b-amino acids was designed to minimize hydrolysis by NEP
and ACE, present either on the surface of insect tissues or in the hemolymph. Four
of the eight analogs synthesized showed both a potent in vitro diuretic activity in
cricket Malpighian tubule secretion assay and resistance to degradation by NEP and
ACE [121].
Another approach to the disruption of peptidergic signaling has been the devel-

opment of peptide antagonists by rational design. Alstein et al. have targeted the
mating behavior of moths by developing PBAN antagonists that inhibit sex
pheromone biosynthesis (for reviews, see [122, 123]). They substituted in turn each
amino acid of the pyrokinin/PBAN peptide Arg-Tyr-Phe-Ser-Pro-Arg-Leu-NH2 with
D-phenylalanine and found a potent PBAN antagonist in Arg-Tyr-Phe-D-Phe-Pro-
Arg-Leu-NH2 [124]. This discovery of a lead antagonist led to the development of
backbone cyclic antagonists that have several advantages over linear peptides for
insect control [125, 126]. Importantly, cyclic peptide antagonists are less susceptible
to degradation and have reduced polarity, which will improve the bioavailability of
the peptides. In addition, they can display high selectivity and increased biological
activity.
Alternatives to topical application for the delivery of peptide agonists to insect pests

have been sought. Baculovirsuses infect insects and provide natural control of insect
populations. However, their slow speed of kill limits their application to the control
of major agricultural pests. Attempts to improve the speed by which baculovirsuses
kill insects have included the development of transgenic viruses that overexpress
insect peptide hormones [127]. A baculovirus genetically modified to express high
levels of the DH of M. sexta improved the speed of kill of insect larvae, presumably
by disruptingwater balance [128]. Aplant virus has also been used to deliver a peptide
hormone, trypsin-modulating oostatic factor (TMOF), for insect control [129].
Tobacco leaves infected with transgenic tobacco mosaic virus expressing a mosquito
TMOFpeptide stunt the growth of feeding larvae ofH. virescens by inhibiting trypsin
and chymotrypsin activities in the insect midgut.
A different approach has also been successful in delivering an allatostatin peptide

that when administered by injection inhibits feeding and weight gain, in larvae of
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the tomato moth, Lacanobia oleracea, resulting in increased mortality [130]. The
peptide is ineffective when administered orally as it is not protected from the
digestive enzymes of the insect midgut, but when it is fused to the snowdrop lectin,
Galanthus nivalis agglutinin, the hormone is protected and carried across the gut
epithelium, by transcytosis, into the hemolymph, where it exerts its effects (sup-
presses feeding and growth, resulting in death) similar to those of the injected
peptide [130, 131].
Hormone imbalance leading to disruption of growth and development of insect

pests might also be achieved by inhibiting peptidases responsible for the synthesis
and inactivation of peptide hormones. One such peptidase is the insect ACE, which
is a soluble metallopeptidase found in reproductive tissues and in the hemolymph
of insects [132]. It is both a dipeptidyl carboxypeptidase and an endopeptidase,
and is capable of inactivating a variety of small- to medium-size peptide hormones
by cleavage of C-terminal dipeptides and dipeptide amides [133]. ACE inhibitors
stunt growth and development in the lepidopteran species, H. virescens [116] and
M. sexta [134]. Although captopril, lisinopril, and enalapril on their own had no
significant effect on larval growth of H. virescens, when ACE inhibitors were
coinjected with the diuretic peptide helicokinin I, larval mortality reached
80% [116]. Fosinopril, another ACE inhibitor, abolished growth of fourth instar
M. sexta larvae and resulted in high larval mortality [134]. Adult female mosquitoes
(Anopheles stephensi) fed either captopril or another ACE inhibitor, lisinopril, in their
blood meal, laid fewer eggs – a response that was dose-dependent [135, 136]. ACE
inhibitors fed to adult male A. stephensi and A. gambiae in the glucose diet resulted
in a dramatic loss of fecundity (60–80% reduction in the numbers of eggs) of mated
females [134]. ACE inhibitors also have profound effects on reproduction in
lepidopteran insects. Feeding captopril to adult female Egyptian cotton leafworm,
Spodoptera littoralis, resulted in a 30% reduction in the numbers of eggs laid [137,
138]. ACE inhibitors injected into the last larval instar of the tomato moth,
Lacanobia oleracea, reduce both oviposition and fertility [134, 139]. Fosinopril had
an affect on spermiogenesis in L. oleracea. Male sixth instar larvae injected
with fosinopril produced around half the normal number of eupyrene sperm
bundles, which probably contributed to the low fecundity observed in females
mated with inhibitor-treated male L. oleracea. Biochemical studies show that there
are important differences between insect and mammalian ACEs that might be
exploited to design selective inhibitors of value in controlling insect pest popula-
tions [132, 140, 141].

14.8
Conclusions

The recent advances made in the identification and characterization of insect
peptide hormones, and the application of genomics, bioinformatics, and reverse
endocrinology, is providing unparalleled information and resources for those
scientists who are interested in exploring fundamental endocrine mechanisms
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of how peptides control development, behavior, appetite, locomotor activity, and
reproduction. These advances are also providing new opportunities for the devel-
opment of insect control strategies that target the peptidergic endocrine system.
Importantly, the genetics ofD.melanogaster together with the emerging application
of double-stranded RNA to selectively knock-down gene expression in a range of
insect species can provide the necessary proof-of-principle that interfering with
components of the peptide signaling system can have detrimental consequences
for insect pests.
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Plant Peptide Signals
Javier Narv�aez-V�asquez, Martha L. Orozco-C�ardenas, and Gregory Pearce

15.1
Introduction

Endogenous peptide signals play an important role in the regulation of plant growth,
development, and reproduction, as well as mediators in the response of plants to
environmental cues, including interactions with other organisms. The first peptide
signal discovered in plants was systemin – a defense-related peptide isolated
from tomato leaves in the laboratory of Professor Clarence A. Ryan [1]. At this time
it was considered that plants only used small lipophilic molecules, such as auxins,
cytokinins, gibberellins, abscisic acid, and ethylene, as regulators of plant growth
and development [2, 3].
The absence of reliable bioassays and purification protocols, together with the

low abundance, small size, and the presence of large families of functionally
redundant peptide signals in plants, have made their identification a difficult task.
To date, over a dozen families of peptide signals have been identified in plants using
either biochemical or genetic screens (Table 15.1). However, the sequenced genomes
of various plants, including Arabidopsis, rice, and poplar trees, contain hundreds of
genes encoding potential peptide signal receptors [e.g., leucine-rich repeat receptor-
like kinases (LRR-RLKs)] without known ligands (so-called �orphan receptors�).
Through the use of bioinformatics, the development of new bioassays, and the
refinement of high-performance liquid chromatography (HPLC) and mass spec-
trometry (MS) techniques, novel peptide families are being identified [4, 5].
Most plant regulatory peptides are extracellular signals derived from larger

precursor proteins; they are active at very low concentrations and interact with cell
membrane receptors to activate intracellular signal transduction events. Plant
regulatory peptides seem to function at, or very close to, their site of synthesis
in plants (e.g., paracrine hormones). For this chapter on plant regulatory peptides,
the term peptide signals has been adopted to differentiate them from the classical
endocrine peptide hormones known in animals [6].
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This chapter presents a comprehensive review on peptide signals in plants,
including the description of their biological activities, biochemical properties, gene
familymembers and their regulation, and if known, their interactions with receptors
and the signal transduction pathways they regulate. The different peptide families
have been grouped according to their known or suspected function. The first group
includes defense-related peptide signals, which includes systemin. The second larger
group includes peptides involved in plant growth and development, through
the regulation of cell division and differentiation, organ development, or abscission.
The third group consists of peptides involved in the recognition of self (i.e., self-
incompatibility), important in plant reproduction. Tables 15.1 and 15.2 present
a summary of the main characteristics of the peptides included in this chapter.
A methodological section is included to show the state-of-the-art techniques and
strategies currently in use for the extraction and identification of bioactive peptides
in plants. Conclusive remarks and perspectives for future research are presented
in a final section that discusses several aspects that require further study, especially
regarding the biogenesis of peptide signals in plants and the identification of their
receptors, which for most peptide signals remain to be elucidated.

15.2
Defense-Related Peptides

Plants have evolved different families of functionally related peptide signals that
serve to amplify the defense response against insect/herbivore and pathogen attacks
through the activation of the jasmonic acid (JA) signaling pathway [7, 8]. This peptide-
based signaling mechanism for plant defense is analogous to the activation of the
inflammatory and acute-wound defense response mediated by peptide cytokines,
such as the interleukins and tumor necrosis factor-a, through the eicosanoid
signaling pathway in animals [9, 10].

15.2.1
Systemin

Systemin is an 18-amino-acid peptide involved in the activation and amplification
of the defense response of plants against herbivores in some species of the
Solanaceae [11]. At lownanomolar concentrations, systemin is very active in inducing
defense proteinase inhibitors (PIs) in a plant bioassay (see Section 15.5.1) and also
inhibits a proton pumpATPase in the cell membrane, causing a rapid increase in the
pHof the extracellularmediumof cell suspension cultures of Solanum (Lycopersicon)
peruvianum (known as the alkalinization response, see Section 15.5.2). Systemin
upregulates a whole array of defense-related genes, including several PIs and
enzymes that cross-link proteins and degrade amino acids in the stomach of insect
herbivores, diminishing food quality and digestibility [12]. More recently, it has been
shown that systemin increases indirect defensemechanisms by inducing the release
of plant volatiles that attract insects that parasitize attacking herbivores [13].

15.2 Defense-Related Peptides j599
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Systemin has a palindromic sequence centered around two sets of double prolines
(Table 15.2). Circular dichroism experiments on synthetic systemin revealed a
polyproline II 31-helix [14], a more extended structure than an a-helix, often
associated with ligand–receptor interaction in animals [15, 16]. Alanine-substitution
(alanine-scanning) and -deletion analysis revealed that replacement of most of the
amino acids in systemin had little effect. However, a complete loss of activity was
obtained when the penultimate threonine was replaced by alanine or when the
C-terminal aspartic acid was removed [17]. Both of these analogs were competitive
inhibitors of systemin in both the excised plant assay and the alkalinization assay.
The C-terminal of the peptide is essential for activity, whereas the N-terminal may be
important for binding the receptor [17, 18].
Systemin is derived from the C-terminus of a 200-amino-acid precursor called

prosystemin [19]. Unlike most prohormone precursors in animals and yeast,
prosystemin does not have a putative signal sequence, or endoplasmic reticulum
(ER)/Golgi-dependent post-translational modifications (PTMs), suggesting that it is
not synthesized through the secretory pathway, but on free ribosomes in the cytosol.
Direct immunocytochemical evidence indicates that prosystemin is processed
and compartmentalized in the cytosol of vascular phloem parenchyma cells [20].
The mechanism of systemin transport to the extracellular space is still under
investigation.
The processing sites and the responsible enzyme(s) that release systemin from its

protein precursor are currently unknown. Prosystemin does not have classical
dibasic sites for processing by prohormone convertase-like enzymes [21], except for
a dibasic KR sequence present in the middle of systemin (Table 15.2). In fact,
a systemin-binding protease of the furin-like family of prohormone convertases is
found in tomato cellmembranes that cleaves systemin at this site [22]. The protease is
apparently involved in systemin turnover, since the proteolytic products have
significantly reduced biological activities [17]. Accordingly, substitution of these
basic residues with chemically modified amino acids increases the half-life and
activity of the modified systemin [23].
The importance of prosystemin as an integral component of defense signaling in

tomato plants was demonstrated by production of transgenic plants constitutively
expressing the prosystemin gene in sense and antisense orientation under the
regulation of the cauliflower mosaic virus 35S promoter. The transgenic plants
overexpressing the sense prosystemin gene constitutively accumulated large
amounts of PIs among other defense compounds, and the plants weremore resistant
to herbivory by Manduca sexta larvae compared to wild-type plants [24]. Conversely,
antisense prosysteminplantswere consumedmore readily byM. sexta larvae than the
control plants [12].
Systemin interacts with a membrane receptor at the cell surface of S. peruvianum

cells [25, 26]. The binding is very specific (Kd¼ 0.17 nM), saturable, and revers-
ible [25]. A systemin-binding protein (160 kDa) was isolated from microsomal
membranes of S. peruvianum cells, using an iodinated-systemin photoaffinity ana-
log [26]. MS analysis of tryptic digests identified the binding protein as a LRR-RLK,
that was proposed to be the same BRI1-like brassinolide receptor CURL3 [26, 27].
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Recently, however, it has been shown that the systemin receptor and the brassinolide
receptor are two different entities, and that BRI1 is not involved in systemic
signaling [28, 29]. The search for the real systemin receptor is still on-going.
Upon systemin binding, a mitogen-activated protein (MAP) kinase is activated

and a phospholipase cleaves linolenic acid (18 : 3 fatty acid) out of cell membranes,
which, through the octadecanoid pathway, is converted to JA and conjugated to
isoleucine. JA-Ile is a potent activator of defense-related genes, including the
prosystemin gene itself [8]. A positive feedback loop is initiated, in which elevated
levels of JA cause an increase in prosystemin synthesis, thereby producing more JA.
Like the prosystemin gene, the genes that code for the octadecanoid pathway
enzymes are upregulated in the vascular bundles of tomato leaves. After wounding
by herbivore attacks, JA is rapidly produced and transported through the phloem to
activate a systemic wound-defense response in tomato [8, 20].

15.2.2
Hydroxyproline-Rich Systemin Glycopeptides

Hydroxyproline-rich systemin (HypSys) glycopeptides are small glycopeptides
that show little sequence homology with systemin, but are functionally similar.
HypSys peptides are induced upon injury by herbivore attack, target to a membrane-
bound receptor, and activate the JA signaling pathway. First isolated from tobacco
leaves (Nicotianum tabacum, Nt) [30], HypSys peptides have now been isolated from
tomato (S. lycopersicum, Sl) [11], petunia (Petunia hybrida, Ph) [31], and nightshade
(Solanum nigrum, Sn) [32]) of the Solanaceae family, and recently from sweet potato
(Ipomoea batatas, Ib) of the Convolvulaceae family [33]. The glycopeptides share
common features including similar sizes of 18–20 amino acids, a central -OOXO- or -
OXOO- motif (O¼hydroxy-Pro; X¼Ala, Ser, hydroxy-Pro, or Thr), an arginine near
the N-terminal and usually a glutamine or glutamic acid as the C-terminal amino
acid (Table 15.2). The central hydroxyproline region is the site of arabinosylation,
and the exact location of the attachment sites and the lengths of the pentose chains are
currently under investigation.
TheHypSysglycopeptides from tobacco and tomatohavebeen also shown to induce

the expression of PIs in the plant bioassay and to induce the alkalinization response of
cell cultures (see Section 15.5.2) [11, 30]. In petunia, supplying PhHypSys to detached
plants induced the expressionofDEFENSIN, a gene involved inpathogendefense, but
did not induce PIs [31]. Transgenic tobacco and tomato plants overexpressing
homologous preproHypSys genes under the regulation of the 35S promoter, consti-
tutively accumulated high levels of defense proteins, like the prosystemin sense
plants [34, 36]. The transgenic tobacco plants were more resistant to insect attack [34].
NtHypSys glycopeptide sequences were used to design primers and a copy DNA

(cDNA) was isolated that contained two of the HypSys peptides – the first example
of multiple bioactive peptides coded in a single gene in plants [30]. Using a similar
approach, cDNAs have been found in other species that contain between two and six
putative glycopeptide signals per gene. The sequences of the proproteins contain
similar features including a signal sequence (in contrast to prosystemin), a conserved
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10 amino acid propeptidase cleavage site, conserved bioactive glycopeptide proces-
sing sites, and conservation at the C-termini (Table 15.2).
All of the HypSys precursors contain a signal sequence, which along with the

hydroxylation of prolines, and subsequent glycosylation, indicates that the precur-
sor is synthesized through the secretory pathway. In tomato, the SlproHypSys
precursor was found localized in the cell wall and, like prosystemin, associated
with the vasculature of the plant [35]. Recently, it was shown that systemin and
SlHypSys work cooperatively in tomato to upregulate the systemic defense
response [36].

15.2.3
Arabidopsis AtPep1-Related Peptides

Following the development of the alkalinization assay (see Section 15.5.2), the search
for bioactive peptides was extended to the genetic model plant, Arabidopsis. An
alkalinizing peak was found with similar chromatographic characteristics to
the systemins, but upon purification, a completely different peptide was identified.
The peptide, consisting of 23 amino acids, was namedAtPep1 (fromA. thaliana) [37].
Like systemin, AtPep1 is derived from the C-terminus of a larger precursor protein
(PROPEP1) of 92 amino acids in length that lacks a signal sequence. Also, similar to
prosystemin, PROPEP1 gene expression was upregulated by wounding and methyl
jasmonate (MeJA). When synthetic AtPep1 was supplied to excised Arabidopsis
leaves, there was an increased expression of the pathogen-related DEFENSIN gene
and an increase in H2O2 production. Defensin and H2O2 are components of the
innate immune response that are induced by exogenous pathogen-associated mo-
lecular pattern (PAMP) signals, such as flg22, a 22-amino-acid peptide derived from
bacterial flagellin [38], and elf18, an 18-amino-acid peptide derived from an abundant
bacterial elongation factor protein [39]. AtPep1 activated the same genes as the
PAMPs and is the first example of an endogenous peptide elicitor of pathogen
defense [37]. To further study the effects ofAtPep1,Arabidopsis plants overexpressing
AtPROPEP1were infected with the root pathogen Pythium irregulare and were found
to have increased resistance to the pathogen compared to wild-type plants [37].
AtPROPEP1 is a member of a small gene family consisting of seven genes [40].

Although there is extreme heterogeneity among theAtPep1 paralogs, they all contain
a conserved motif within the carboxy-region of the mature AtPep1-related peptides
(Table 15.2). Unlike systemin, which is found only amongst close relatives of tomato,
AtPep1 sequences have been identified in a number of plants including agriculturally
important crops, such as maize, barley, wheat, rice, and soybean [37].
The PROPEP1-related genes exhibit differential expression to MeJA and methyl

salicylate (MeSA) [40]. PROPEP1 and 2 are strongly induced byMeJA and PROPEP2
and 3 are induced by MeSA [40]. When six of the synthesized AtPep1 paralogs were
fed to excised Arabidopsis leaves, only AtPep1 and 2 inducedDEFENSIN, whereas all
except AtPep4 induced expression of pathogenesis-elated protein-1. The AtPep1
family of peptide signals appear to be involved in an amplification loop, where
wounding or pathogen attack activates the expression of thePROPEP1-related genes,
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possibly acting through the SA and/or JA pathways to amplify the defense response
against pathogen attack [10].
The receptor for AtPep1 (AtPEPR1) was isolated from Arabidopsis suspension

cells [41]. An [125I]Tyr-AtPep1 analog was found first to bind to cell membranes in a
strong and specific manner. Then, an [125I]Cys-azido-labeled AtPep1 photoaffinity
analog specifically interacted with a membrane-bound 170-kDa protein that was
subsequently purified and identified as a member of a large LRR-RLK family.
All seven of the AtPeps were able to compete for receptor binding with the [125I]
Tyr-AtPep1 analog to varying degrees that corresponded to their abilities to alkalinize
the Arabidopsis cell culture medium. Microsomal membranes from two T-DNA-
insertional knockout mutants of the receptor were unable to interact with the azido-
labeled AtPep1 analog. The AtPEPR1 receptor gene was transformed into tobacco
suspension cells, which normally do not respond to AtPep1, and the transgenic cell
line gained the ability to alkalinize upon addition of the peptide, proving that
AtPEPR1 was a functional AtPep receptor [41]. More recently, an LRR-RLK was
identified with 72% homology with AtPEPR1 (called AtPEPR2) [42]. AtPEPR1 and 2
genes are similarly induced in response to wounding, MeJA, and AtPep1.
The interaction of these two receptors with all seven of the AtPeps is currently
being investigated [42].

15.3
Peptides Involved in Growth and Development

15.3.1
CLAVATA3 and the CLE Peptide Family

The CLAVATA3/endosperm surrounding region (CLE) is so far the largest class of
plant peptide signals that function in plant development by promoting or inhibiting
cell division and differentiation of stem cells, in shoot and root meristems, and in
vascular tissues [43, 44]. Bioactive CLE peptides are dodecapeptides derived by post-
translational proteolysis from a conserved 14-amino-acid semiconsensus sequence
called the CLE motif (Table 15.2), located at the C-terminus of larger precursor
proteins [45, 46].

15.3.1.1 CLAVATA3 (CLV3)
CLAVATA3 (CLV3)was the foundingmemberof theCLEpeptide family inplants [47].
CLV3 is a 12-amino-acid peptide derived from the C-terminus of a small 96-amino-
acid preproprotein, synthesized with a classical signal peptide through the secretory
pathway. The peptide isolated from Arabidopsis contains two hydroxylated prolines
(Pro3 and Pro6, Table 15.2), but not carbohydrate structures attached to them, as
determined by matrix-assisted laser desorption/ionization-time-of-flight MS [48].
Proline hydroxylation is not required for full biological activity of the peptide.
TheCLV3 precursor gene is expressed in the upper layers of stem cells at the tip of

the shoot-apical meristem (SAM) and the protein is localized in the cell walls of SAM
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cells [49, 50]. Below the first three layers of stem cells, CLV3 causes SAM cells to
differentiate into aerial organs. At the same time, CLV3 acts tomaintain stem cells in
an undifferentiated state in the SAM, which is essential for plant growth and
organogenesis to continue [49].
CLV3 and other members of this peptide signaling pathway were identified by

genetic screens in Arabidopsis (Figure 15.1a). Genetic and biochemical data support
the hypothesis that CLV3 is the ligand for at least two different receptors: CLV1 [51,
52] and the CLV2/CORYNE (CRN) receptor complex [53, 54].Mutations in theCLV1,
CLV2, CLV3 and CRN genes cause accumulation of stem cells, enlargement of the
SAM, and the production of supernumeraryfloral organs and other structural defects
(Figure 15.1b). In contrast, overexpression of CLV3 causes loss of stem cells and,
in turn, developmental arrest [49].
CLV1 encodes a receptor kinase protein (�105 kDa) with LRR motifs, a trans-

membrane domain, and a serine–threonine protein kinase domain [55]. Ligand
binding assay and photoaffinity labeling indicated that the CLV3 peptide directly
binds theCLV1 extracellular domainwith a dissociation constant (Kd) of 17.5 nM [52].

Figure 15.1 CLV3 signaling in Arabidopsis.
(a) Current model of CLV3 signaling
depicting the CLV–WUS feedback loop.
CLV3 propeptide is secreted into the
extracellular space (cell wall apoplast),
where it is processed by the combined
action of a subtilase-like serine protease
(possibly SBT1) [96] and exopeptidases that may
include the Zn2þ -carboxypeptidase SOL-1 [64].
CLV3 acts through at least two receptor systems,
CLV1 and CLV2/CRN, to restrict stem cell fate in
shoot and floral meristems [53, 54]. In the
presence of CLV3, CLV1 is autophosphorylated
and associates with the protein phosphatase
KAPP, which can bind and autophosphorylate

CLV1, acting as a negative regulator of the
pathway [57, 58]. SHD is a HSP90-like protein,
possibly involved in the assembly of a functional
receptor complex [63]. The protein phosphatases
POL1/PLL1 act downstream as positive
regulators of WUS transcription that is
downregulated by the CLV complex.WUS activity
confers stem cell identity and positively regulates
CLV3 expression. This CLV–WUS negative-
feedback loop confers stem cell homeostasis on
the shoot apical meristem. (b) Loss of the
restrictive CLV3 signal in the the clv3-2 mutant
mutant causes stem cell overproliferation and
the enlargement of shoot and floral meristems
(Photo courtesy of Dr. Harley Smith).
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The CLV1 ectodomain also interacts with other structurally related CLE peptides,
but with distinct affinities depending on the specific amino acid sequence [52].
CLV2 is a receptor-like protein (�80 kDa) similar to CLV1, but lacks the intracel-

lular kinase domain [53]. CLV2 appears to be involved in multiple developmental
pathways, independent of CLV1 and CLV3. In addition to defects in meristem
regulation, mutations at the CLV2 locus result in defects in gynoecium, pedicel,
and stamen development [53]. The broad expression pattern of CLV2 in Arabidopsis
also suggests that it may be involved in a wide-range of CLE-mediated signaling
pathways [54, 56].
CRN is another receptor kinase that appears to act in conjunction with CLV2,

and in parallel with CLV1, to perceive the CLV3 signal [54]. Since CRN protein lacks
a distinct extracellular domain, it has been proposed that CRN and CLV2 interact via
their transmembrane domains to establish a functional receptor. Mutations in CRN
cause stem cell proliferation, similar to clv1, clv2, and clv3mutants. Like CLV2, CRN
has additional functions during plant development, including floral organ
formation [54].
Other intracellular signal transduction components thatmodulate CLV3 signaling

include (Figure 15.1a): (i) a type 2C kinase-associated protein phosphatase (KAPP)
that interacts directly and dephosphorylates the CLV1 kinase domain, and acts as a
negative regulator of CLV3 signal transduction [57, 58]; (ii) another protein phos-
phatase, POLTERGEIST (POL) and its relative PLL1, provide partial, additive
suppression of the clv stem cell accumulation defect [59–61]. POL/PLL1 overexpres-
sion inhibits differentiation and induces stem cell accumulation, especially in a clv
background, suggesting that POL/PLL1 are intermediates downstream of the CLV1
and CRN/CLV2 receptors [54, 61]; (iii) ROP, a Rho GTPase-like protein that is related
to the Ras GTPase superfamily in animals [62]; (iv) SHEPHERD, a chaperone-like
HSP90 protein that may be involved in folding or assembling of CLV3 signaling
components including receptor complexes [63]; and, finally, but not least, (v) SOL-1,
a Zn2þ -carboxypeptidase that can be involved in the processing of CLE peptides
in root meristems [64].
Onemajor target of the CLV3 signaling pathway is to downregulate the expression

ofWUS, amember of theWOXfamily of homeodomain transcription factors [65, 66].
WUSmRNA expression is confined to a group of cells in the center of the meristem.
WUS acts non-cell-autonomously to confer stem cell identity on the overlying cells
and promote CLV3 expression in those cells. Through this CLV3–WUS negative-
feedback loop, stem cell homeostasis is maintained in the SAM. The cumulative
evidence indicates that a balance betweenWUS andCLV3 is required both to regulate
stem cell proliferation and to position the stem cell boundary in the SAM [66–68].
Thus, the CLV3 polypeptide is a key developmental mediator required to communi-
cate cell fate information between the stem cells and their neighbors in the SAM.

15.3.1.2 CLV3-Related Peptides
The protein precursors of CLE peptides are encoded by a large and very diversified
gene family in plants [4, 44]. Little sequence similarity exists upstream of the CLE
motif. The genomes of Arabidopsis and rice, respectively, contain 37 and 47 putative

15.3 Peptides Involved in Growth and Development j607



CLE precursor genes, indicating the diverse and possibly overlapping functions
of CLE peptides in these plants. A recent bioinformatic analysis identified 179
members of the CLE protein family from various plant species, as well as the
existence of multiple CLE domains in some CLE genes [4]. Based on sequence
similarities in the primary CLEmotif, proteins were clustered into 13 distinct groups
that correlate with phylogenetic analysis and known biological functions of
CLE signaling peptides based on in vitro bioassays and ectopic overexpression
studies.
CLE genes are expressed in most plant organs, but some genes such as CLV3

inArabidosis, and its rice ortholog FON4/FON2, are only expressed in the stem cells
of shoot and floral meristems [70, 71]. In maize [72], three highly homologous CLE
genes are expressed in the ESR. Overlapping expression profiles of CLE genes in
one or more tissues also suggest functional redundancy. In fact, ectopic expression
of at least 12 Arabidopsis CLE genes in the SAM produced phenotypes similar to
those of CLV3 overexpression [73]. Expression of the same genes in the CLV3
mutant reversed the mutant phenotype. Overexpression of other group of CLE
genes caused phenotypes similar to, but milder than, those caused by CLV3
overexpression [73].
The function of 26 chemically synthetic CLE peptides, which correspond to the

predicted products of the 31 Arabidopsis CLE genes, was also investigated in
Arabidopsis and rice [46, 74]. One group of synthetic CLE dodecapeptides inhibited
root elongation in rice as well as in Arabidopsis. The same group reduced the
size of the SAM in Arabidopsis, but not in rice, suggesting that the molecular
mechanisms of shoot and apical meristem maintenance are highly conserved in
different plant species, although some degree of divergence and specialization also
exists [4, 44, 75].
Tracheary elements differentiation inhibitory factor (TDIF) is a recently isolated

CLE dodecapeptide that suppresses xylem cell development at a concentration of
10�11M and promotes cell division of Zinnia elegans in vitro cultured cells [46].
Similar to CLV3, Pro4 and Pro7 in TDIF are hydroxylated, but hydroxylation is not
required for peptide activity. Alanine-substitution studies indicated that amino acids
at positions 1, 3, 6, 8, 9, and 12 are essential for full TDIF activity [46].
Outside the plant kingdom, CLE genes have also been found in certain species

of plant root endoparasite nematodes [69]. The soybean cyst nematode (Heterodera
glycines) HgSYV46 gene encodes a protein of 139 amino acids, with a predicted
N-terminal signal peptide and the characteristic CLE domain at the C-terminus [76].
The nematode CLE peptide sequence is highly homologous to a group of CLEs
predominantly expressed in Arabidopsis roots. It has been proposed that the peptides
are secreted by the nematode at the early stages of colonization of plant roots, to
reprogram cell division and differentiation, and establish specialized cyst feeding
sites in the host [69]. This finding suggests an interesting coevolution of a plant
parasite that mimics developmentally regulatory peptides for its own parasitic
advantage [77].
CLE peptides should interact withmembrane-bound, LRR-RLKs, similar to CLV1,

or receptor complexes such asCRN/CLV2, to promote or inhibit cell proliferation and
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differentiation (Figure 15.1a, Section 15.3.1.1). The different binding affinities of
CLE peptides for the ectodomain of CLV1 [52] and related receptors may, together
with the location and timing of expression of these components, determine the
specificity of some of these functionally redundant peptide signals in plant tissues.

15.3.2
Rapid Alkalinization Factor Peptides

Rapid alkalinization factor (RALF)wasfirst detected in tobacco leaveswhile purifying
the defense glycopeptides NtHypSys I and II, utilizing the alkalinization assay (see
Section 15.5.2). The suspension cell response to the RALFHPLC peak was very rapid
and had a greater magnitude compared to the HypSys glycopeptides (�5 versus
15min for HypSys). Purification yielded a peptide 49 amino acids in length with a
mass of 5.3 kDa and a half-maximal response of 1 nM in the alkalinization assay [78].
A MAP kinase activity was associated with RALFand was also more rapidly activated
than MAP kinase activity induced by HypSys peptides. RALFs were isolated from
tomato, alfalfa, and poplar with similar N-terminal sequences and masses. A cDNA
coding for tobacco RALF revealed a precursor of 115 amino acids in length, contain-
ing a signal sequence of 25 amino acids with the mature RALF at the C-terminus
(Table 15.2).
A mature tomato RALF peptide was synthesized and the reduced form was active

at about one order of magnitude less than native RALF in the alkalinization assay.
If the reduced form was treated with iodoacetamide to block disulfide bridge
formation, RALF activity was completely abolished. Reduced RALF can apparently
fold into the proper conformation for receptor recognition; however, when the
disulfide bonds fail to form, there is no receptor recognition. Disulfide bridge
formation under oxidizing conditions resulted in a mixture of products that could
be separated by HPLC, revealing one peptide with full biological activity (see
Section 15.5.2) [78].
Gene databank searches have revealed that RALF is ubiquitous in the plant

kingdom, and RALFs have been identified in all tissues and organs ofArabidopsis [78]
and poplar [79]. Treatment of Arabidopsis and tomato plants with RALF caused
arrested root growth [78] and experiments done with Nicotiana attenuata root hairs
reveal that RALF regulates apoplastic pH, affecting root tip growth and develop-
ment [80]. These experiments and the ubiquitous nature of RALF reveal an essential
role for RALF in growth and development in roots. The underlying mechanisms of
RALF function and its role in other tissues remain to be explored.
Using techniques similar to those used to characterize the systemin receptor, [125I]

azido-labeled RALF bound specifically to two cell surface membrane proteins with
masses of 25 and 120 kDa, which are believed to be part of a receptor complex [81].
InArabidopsis, 34 geneswere identified that code forRALForRALF-like proteins [82],
making loss of function mutational analysis of RALF extremely difficult. The
complexity of expression and the large number of RALFs makes purification and
cloning of the receptor essential to understanding the role of RALF, as this would
allow researchers to perform loss of function mutational analyses.
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Ectopic expression of RALF fused with Green Fluorescent Protein (GFP) in
Arabidopsis showed the localization of the RALF–GFP fusion product in the apo-
plast [83]. This result, alongwith the presence of a signal sequence, and its interaction
with the putative membrane-bound receptor, indicate that RALF is an extracellular
signaling peptide.

15.3.3
Rotundifolia4 and Devil1

Rotundifolia4 (ROT4) andDevil1 (DVL1) are small homologous proteins (�6.2 kDa)
that restrict polar cell proliferation during plant development. ROT4 and DVL1
genes were both independently discovered in Arabidopsis using gain-of-function
genetic screens for genes affecting leaf and fruit development, respectively [84, 85].
Compared with wild-type plants, the dominant mutants had shorter, rounded
leaves, petioles, floral organs, and stems, and siliques with horned tips. It was
then observed that overexpression of ROT4/DVL1 genes primarily limited the
longitudinal growth of lateral organs with determinate development, such as leaves,
sepals, and petals [84, 85].
ROT4 and DVL1 genes belong to a multigene family in plants (22 members in

Arabidopsis), weakly expressed in the shoot apex, young leaves, flowers, and roots [84,
85].However, the expression patterns and levels differ amongmembers of the family.
When ectopically overexpressed, most members of the ROT4/DVL1 gene family
caused the same short-leaf phenotype, indicating functional redundancy [84, 86].
Reverse transcription-polymerase chain reaction (RT-PCR) analysis of genes involved
in fruit development indicated that the expression of the MADS- box FRUITFUL
(FUL/AGL8) gene is reduced 2- to 5- fold in DVL1 overexpressing lines [86].
The proteins encoded by ROT4 (53 amino acids) andDVL1 (51 amino acids) lack a

predictable signal peptide sequence.Members of this peptide family share homology
primarily at their C-terminal 29 amino acids (called the �RTF� domain, Table 15.2).
Overexpression of the RTF domain alone was sufficient to confer the short leaf
phenotype, indicating the importance of the C-terminal domain for protein function.
In fact, amino acids Y37, I38, C42, and L46 in the RTF domain are absolutely
conserved in all members and essential for the overexpression phenotype [86].
The ROT4 and DVL1 proteins may be processed to smaller peptides at mono-

or dibasic sites present at the beginning of the RTF motif, since mutation of R23
in DVL1 was also required for the short-leaf overexpression phenotype [86].
Expression of GFP–DVL1 protein fusions suggested that the putative precursor
protein may be processed in the cytosol, although the GFP–ROT4 fusion was found
associated with the plasma membrane [86].
It is not clear yet if a processed ROT4/DVL1 peptide is also secreted to the

extracellular space to interact with a receptor to initiate a signaling cascade that
negatively regulates cell proliferation in developing organs. So far, themature protein
has not been biochemically purified or detected in plant tissues. It would be
interesting to see if synthetic RTF peptides have any biological activity in limiting
the growth of lateral organs when artificially supplied to plant seedlings.
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15.3.4
C-Terminally Encoded Peptide 1

A C-terminally-encoded peptide 1 (CEP1) is a recently discovered 15-amino-acid
bioactive peptide involved in root growth and development in Arabidopsis [5]. Using
a bioinformatics approach, Ohyama et al. [5] identified over 100 open reading frames
potentially encoding small, C-terminally located secreted bioactive peptides, includ-
ing CEP1 (see Section 15.5.4). To test whether the CEP1 peptide was processed
and secreted in vivo, the gene encoding the putative CEP1 precursor protein was
overexpressed in Arabidopsis under the control of the strong constitutive 35S
promoter. Transgenic plants were then grown in vitro, fully submerged in liquid
medium, and the secreted CEP1 peptide was extracted from the culture medium
with o-chlorophenol followed by acetone precipitation, and identified by liquid
chromatography (LC)-MS/MS [5]. Phenotypically, the plants overexpressing CEP1
showed reduced primary root growth and lateral root elongation, resulting from a
limited number of cells in the meristematic zone and reduced cell size in the
elongating region.Arabidopsis seedlings grown in thepresence of syntheticCEP1 also
showed root growth inhibition in a dose-dependent manner (�10�7M).
There are five genes encoding highly divergent CEP1 preproproteins of 82–126

amino acids, with a putative signal peptide and a conserved 17-amino-acid CEP1
domain at the C-terminus (Table 15.2). Two of the prolines (Pro4 and Pro11) in CEP1
are hydroxylated, but the hydroxyprolines are neither glycosylated nor required for
biological activity [5]. RT-PCR analysis indicated that most CEP1-encoding genes are
primarily expressed in roots, except At2g35612, which was only detected in flowers.
Expression of a GUS reporter gene under the regulation of the CEP1 promoter was
only observed in the SAM and lateral root primordia [5]. Despite no CEP1 receptor
being identified yet, the evidence indicates that CEP1 is a new bioactive extracellular
signal peptide in plants that regulates lateral root growth and development.

15.3.5
Tyrosine-Sulfated Peptides

15.3.5.1 Phytosulfokine
Plant suspension cell cultures secrete a �conditioning factor� into the liquidmedium
that helps maintain the mitotic activity and high rates of cell proliferation of freshly
diluted (low-density) cultures. This factor was first purified by Matsubayashi and
Sakagami [87] from Asparagus officinalis mesophyll cell cultures, and found to be
a disulfated pentapeptide [Y(SO3)IY(SO3)TQ] called phytosulfokine (PSK).
Nanomolar quantities of PSK were capable of promoting cell division and

further differentiation of asparagus suspension cultures [88], tracheary element
differentiation of Zinnia mesophyll cells [89], and somatic embryogenesis of carrot
cells [90]. PSK also promotes the formation of adventitious roots and buds in tissue
cultures [91], and enhances pollen germination in vitro [92].
Peptides identical to PSK have been isolated from many different plant species

(monocots and dicots), confirming an important conserved role for PSK in regulating
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plant cell proliferation in vivo. Structure–function and deletion analyses using
synthetic PSK indicated that the first three amino acids and the sulfate groups are
essential for biological activity, which explains the strict conservation of the PSK
sequence in plants [93].
PSK is synthesized as a preproprotein of around 80 amino acids that has a signal

peptide at its N-terminus, suggesting that it is processed through the ER/Golgi
secretory system. In fact, PSK was the first sulfated peptide found in plants and the
presence of O-sulfated tyrosine in PSK led to the discovery of a Golgi-localized
tyrosylprotein sulfotransferase (TPST) [94]. Acidic amino acid residues adjacent to
the tyrosine residues of acceptor peptides were essential for the plant TPST-catalyzed
sulfation reaction [94].
PSK is located at the C-terminus of its protein precursor, preceded by a highly

conserved dibasic pair of amino acids located about eight residues upstream of PSK
(Table 15.2). Mono- and dibasic pairs of amino acids are preferred processing
sites by prohormone convertase-type enzymes in animals [95]. Recently, however,
it has been reported that Arabidopsis preproAtPSK4 is proteolytically processed
by AtSBT1.1 – a subtilisin-like serine protease at a different cleavage site
(RRSLVL#HTDY), four amino acids downstream of the basic residues [96]. The
resultant processed peptide had extended N- and C-terminal tails that should
be trimmed by still unknown exopeptidases to generate the mature, fully active
pentapeptide. The expression of the AtSTBT1.1 gene and the release of PSK4 were
activated after dissection and transfer of root segments into culture medium for cell
proliferation and callus formation in vitro [96]. This is thefirst prohormone processing
enzyme identified in plants.
The PSK precursor is encoded by a small, six-member gene family in Arabidop-

sis [97]. The genes are expressed inmost plant tissues and at all developmental stages.
Ectopic expression and antisense inhibition of the rice PSK gene in transgenic
cell lines reconfirmed its role in modulating cell proliferation [98]. The PSK over-
expressing cell lines grew faster and the antisense lines slower than the wild-type.
However, overexpression of thePSKgene in transgenic plants doesnot cause a visible
effect on plant growth or development [99].
PSK action is mediated by its interaction with a membrane receptor at the cell

surface. Using [3H]PSK and [35S]PSK, high- and low-affinity binding sites (Kd¼ 1.4
and 27 nM, respectively) were detected in plasma membrane fractions of rice. The
bindingwas saturable and reversible, with around 104 binding sites per rice cell [100].
Two proteins of 120 and 160 kDa were identified in SDS-gels after photoaffinity-
labeling using a [125I]PSK analog in the rice plasmamembranes [101]. Subsequently,
a 120-kDa PSK receptor protein (PSKR1) was isolated from microsomal fractions
of carrot cells by detergent solubilization and affinity chromatography, and its gene
was cloned [102]. PSKR1 belongs to a family of serine/threonine receptor kinases
with extracellular LRRs, similar to other LRR-RLKs in Arabidopsis, such as the
brassinolide and the CLV1 receptors [102].
The function of PSKR1 as the receptor for PSKwas reconfirmed by overexpressing

the PSKR1 cDNA in carrot cells. The transgenic cells exhibited a significant increase
in PSK binding, and showed higher growth rates than the wild-type cell line [102].
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Arabidopsis plants overexpressing AtPSKR1 also showed larger leaves and a delayed
senescence compared with the wild-type [103].

15.3.5.2 Plant Peptides Containing Sulfated Tyrosine 1
A recent search for secreted tyrosine-sulfated peptides in plant cell culture medium
using LC-MS led to the discovery of a new 18-amino-acid tyrosine sulfated glycopep-
tide in Arabidopsis (see Section 15.5.3) [104]. The peptide named PSY1 (plant peptide
containing sulfated tyrosine 1) promotes cell proliferation and plant growth, similar
to PSK. PSY1 is derived from the C-terminus of a 75-amino-acid precursor protein,
which has a typical secretion signal sequence at its N-terminus. Two of the prolines
(Pro16 and 17) in PSY1 are hydroxylated, and the peptide is decorated with a chain of
three L-arabinoses attached to the hydroxy-Pro16 (Table 15.2). The Arabidopsis
genome has three genes encoding homologs of the PSY1 precursor protein. In all
PSY1 precursors, the tyrosine-sulfated glycopeptide is flanked by the conserved
sequence RSLLM, which resembles the cleavage site for AtproPSK processing by
AtSBT1.1 [96]. This suggests that both PSK and PSY1may be proteolytically released
by the same subtilase-like processing peptidase.
Histochemical analysis of transgenic plants carrying a PSY1 promoter–GUS

reporter gene indicated that PSY1 is expressed in various tissues in Arabidopsis,
with higher levels of expression in the SAM, root elongation zone, and the leaf
margins [104]. In addition, the PSY1 gene was upregulated after wounding of leaves.
Transgenic Arabidopsis seedlings overexpressing the PSY1 gene developed longer
roots and larger cotyledons than the wild-type control, due to an increase in cell
size [104]. In addition, germination of Arabidopsis seeds in medium supplemented
with natural PSY1 enhanced the growth of seedlings and promoted the proliferation
of cultured cells in a dose-dependent manner. Arabidopsis PSY1 also promoted cell
proliferation of asparagus mesophyll cells, indicating a conserved signaling pathway
for the regulation of cell proliferation and expansion in plants.
The Arabidopsis genome contains two PSKR1 paralog genes, At5g53890 and

At1g72300, that share 48.6 and 43.6% sequence identity. Genetic analysis using
loss-of-function mutants and transgenic lines overexpressing each of these genes
indicated that At5g53890 is also involved in PSK perception and At1g72300 is
involved in perception of PSY1. The cumulative results suggest that PSK and PSY1
are two genetically different, but functionally redundant peptide signals that appear
to activate the same signal transduction pathway through interaction with different
receptors. This poses an interesting question about the evolution of sulfated peptide
signals in plants. The signaling pathway downstream of PSKR1, PSKR2, and
At1g72300, as well as the mechanism of action and interplay of PSK with other
hormones in regulating plant growth and development remain to be elucidated [105].

15.3.6
Polaris

Polaris (PLS) peptide (36 amino acids) modulates cell division and longitudinal cell
expansion during root growth and leaf vascular development in Arabidopsis
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plants [106]. PLS is encoded by a small gene of about 600 base pairs, genetically
identified with the use of a promoter trap strategy [107]. PLS promoter trap
insertional mutant showed a distinct phenotype consisting of shorter roots and
reduced vascularization of rosette leaves [108]. PLS is a single-copy gene in Arabi-
dopsis, expressed in the basal polar axis of developing embryos and in the root tips of
seedlings. PLSmRNA is also detected in young leaves, and transcription is induced
by auxin and repressed by ethylene – two well-known plant growth regulators [109].
PLS does not contain a predictable signal peptide (Table 15.2) and its subcellular
location is still unknown. Since the PLS peptide has not been purified from plant
tissues, it is not clear if PLS is post-translationallymodified or processed. The specific
cellular target(s) and mode of action of PLS are still unknown. It has been suggested
that PLS may promote polar transport and homeostasis of auxin to counteract the
inhibitory action of ethylene on cell division/expansion at the root tips [109].

15.3.7
Inflorescence Deficient in Abscission

Abscission is the shedding of plant organs that are no longer playing an important
function during the life cycle of a plant. Organ abscission can also be a protective
response against harsh environmental conditions, such as cold or biotic stress.
Abscission of plants organs results from the disassembly of components of the
cell wall by enzymes such as cellulases (endo-b1–4-glucanases), polygalacturonases,
and pectinases [110]. The final separation step(s) in the shedding of floral organs in
Arabidopsis is controlled by the gene for inflorescence deficient in abscission (IDA)
[111, 112]. Ectopic expression of the IDA gene causes the premature abscission of
floral organs [113], whereas floral abscission is completely blocked in IDA
mutants [111].
The IDA gene is expressed in a very distinct layer of cells defined as the abscission

zone, located at the base of filaments, petals, and sepals [112]. The IDA gene encodes
for a protein of 77 amino acids, which has a putative N-terminal secretion signal
peptide. Inflorescence deficient in abscission-like (IDL) proteins have been identified
in Arabidopsis and multiple plant species [111]. RT-PCR analysis indicated that the
IDL encoding genes are expressed in different organs and tissues, suggesting that
theymay be involved in other environmental or developmental processes in addition
to organ abscission.
All IDL proteins have a signal peptide, elevated pI values, and a highly conserved

C-terminal domain flanked by basic amino acids (Table 15.2) [111]. IDL proteins
may be processed to release putative peptide ligands from the C-terminus, similar
to CLE peptide signals. A potential receptor for IDA is HAESA, a plasma mem-
brane-associated LRR-RLK involved in the control of floral organ abscission [114].
There are four genes in Arabidopsis that are closely related to HAESA. Like IDA,
HAESA is only expressed in the abscission zone of floral organs [112]. Mature IDL
peptides have not been isolated from plant tissues yet, which is a prerequisite to
study the biogenesis of IDL peptides and the potential interaction with HAESA
receptors.
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15.3.7.1 4-kDa Peptide
The 4-kDa peptide (4k-P, also known as leginsulin) is a 37-amino-acid peptide ligand
isolated from roots of soybean seedlings [115], based on its ability to bind to a 43-kDa
receptor-like glycoprotein (43k-P), a seed basic 7S globulin [116, 117]. 43k-P also
binds insulin and insulin-like growth factors, although there is no sequence
similarity between 4k-P and insulin or insulin-like factors [118]. However, 43k-P
has partial sequence homology with the human insulin-like growth factor-binding
protein, and shares some functional and structural similarities with the insulin
receptor [118]. 43k-P consists of four pairs ofa- and b- subunits linked by six disulfide
bridges, with four glycosylation sites with asparagine-linked glycans, a putative
transmembrane domain, and a conserved ATP-binding site. Like the rat insulin
receptor, 43k-P has protein tyrosine kinase activity, which is stimulated upon binding
of 4k-P [115, 118]. The disulfide bonds and glycosyl groups are required for 4k-P
binding to 43k-P [117].
4k-P is synthesized as a larger precursor protein that contains a putativeN-terminal

signal peptide, followed by the 4k-P peptide, a linker peptide, and a 6-kDa peptide. A
C-terminal glycine seems to be processed from mature 4k-P [115]. 4k-P has a
molecular mass of 3.92 kDa, with six highly conserved cysteines that form three
disulfide bonds. The peptide adopts a T-knot scaffold structure, with three b-strands
stabilized by the disulfide bridges [119].
Both the mature 4k-P and the 43k-P have been localized in the cell wall and the

plasma membranes of soybean cotyledons, where they can interact [120]. The 4k-P
has been identified only in legumes, although 43k-P homologs are found in other
plant families [116, 117]. The biological activity of 4k-P has been associated with the
regulation of in vitro cell proliferation and callus growth [119], as well as in plant
defense against insects [121]. Overexpression of the soybean 4k-P gene in carrot and
bird�s-foot trefoil cells enhanced cell proliferation, callus growth, and differentiation
in this nonlegume species [119], suggesting the existence of similar 4k-P/43k-P
signaling components in other plants.

15.4
Peptides Involved in Self-Recognition

Plants have developed self-recognitionmechanisms by which genes expressed in the
pollen and the stigma determine whether there is a compatible or incompatible
interaction for fertilization [122]. In the Brassicaceae family of plants, multiallelic
S-locus genes (with over 60 different alleles) are physically linked genes involved
in self-incompatibility [123].

15.4.1
S-Locus Cysteine Rich Peptides

The S-locus cysteine-rich peptide (SCR/SP11) gene is expressed in anther tapetum
cells and pollen grains, and encodes small hydrophilic, cysteine-rich polypeptides
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(<10 kDa) with a putative signal peptide for secretion [124, 125]. The mature SCR
proteins (50–59 amino acids) diffuse through the pollen cell wall and interact with
S-locus receptor kinases (SRKs) located in the surface of epidermal (papilla) cells of
the stigma [126, 127]. Upon SCR binding of SRK, a signal transduction cascade is
initiated that leads to self-incompatibility. Thus, SCR and SRK act as a ligand–re-
ceptor pair during pollen self-recognition.
SCR proteins are highly variable, except for eight cysteine residues (designated C1

to C8), which are highly conserved inmost SCR peptides [128]. Structural analysis by
nuclear magnetic resonance and computer modeling indicates that SCRs adopt a
similar three-dimensional structure despite their extensive sequence diver-
gence [129]. The protein folds into a compact a/b-barrel structure extensively
stabilized by four intramolecular disulfide bridges that link C2 to C5, C3 to C6,
C4 to C7, and C1 to C8 (Table 15.2) [130].
SRK is an integral plasma membrane protein, with a ligand-binding extracellular

domain and a cytoplasmic serine/threonine kinase domain at the C-terminus [131].
In the papilla cells, the cytoplasmic tail of SRK is known to interact with Armadillo
repeat-containing protein 1 (ARC1) [132] and M-locus protein kinase [133]. Both
proteins are required for SRK signaling, leading to the inhibition of pollen germina-
tion in the stigma. ARC1 is a U-box protein with E3 ubiquitin ligase activity,
suggesting the involvement of protein degradation by the ubiquitin/proteasome
system during the self-incompatibility response. In addition, two thioredoxin h-like
proteins are thought to act as negative regulators of SRK signaling by promoting the
formation of inactive SRK homodimers [134, 135].
Another S-locus glycoprotein (SLG) gene involved in self-incompatibility is

coordinately expressed with SRK in the stigma epidermis, and encodes a secreted
protein highly homologous to the ectodomain region of SRK [136–138]. Although the
role of SLG in the self-incompatibility reaction is not clear yet, SLG appears to
enhance the interaction of SCRs with their SRK receptors [139].
The switch to self-fertility is often accompanied by inactivation or structural

remodeling of S-locus genes in some species of the Brassicaceae [140, 141]. For
instance,A. thaliana is a self-compatible species, which contains only short truncated
or rearranged remnants of SRK and SCR sequences. On the other hand, the self-
incompatible Arabidopsis lyrata contains fully functional SRK and SCR alleles [142].
The evolution of self and nonself mechanisms is influenced by selective pressures,
and may involve different ligand–receptor proteins in flowering plants [122]. Small
cysteine-rich peptide signals, produced in the stigma, and LRR-LRKs specifically
expressed in pollen tubes, seem to play a role in pollen self-compatibility in
tomato [143].

15.5
Methods in Plant Regulatory Peptide Research

Peptide signaling in plants is a relatively new field, initiated by the discovery of the
defense peptide systemin in 1991 [1]. Since then, new peptide signals have been
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found that regulate growth, development, and reproduction [99, 144, 145]. In this
section, wewill summarize the events leading to the discovery of systemin alongwith
the technical aspects of the isolation of peptides from plants.

15.5.1
Discovery of Systemin

In 1972, Green and Ryan described a new phenomenon in plant science. When
a leaf on a tomato plant was wounded either mechanically or by insects, defense
PI proteins were produced, not only around the wound site, but in other leaves of
the plant [146]. This led to the hypothesis that a chemical (wound) signal traveled
through the plant to cause systemic production of the PIs. A search for this
mobile signal, termed proteinase inhibitor-inducing factor (PIIF), was initiated
that would eventually lead to the discovery of the first peptide hormone,
systemin.
Initially, cell wall components were thought to be the most likely candidates for

PIIF, as polysaccharides from fungal cell walls were capable of inducing a defense
response in plants. Oligosaccharides from plant cell walls might then be released
from wound sites and transported via the phloem as signals for the production of
PIs. Thus, work on the wound response centered on the isolation of an abundant
carbohydrate component of cell walls (i.e., pectin molecules of diverse size
and linkages). Organic solvent extraction, anion-exchange chromatography, and
gel-filtration chromatography were utilized to fractionate the pectic fragments.
These fractions were then tested for their abilities to induce inhibitors using an
excised tomato plant assay as follows. Young (2-week-old) plants were excised with
a sharp razor blade and supplied with solutions containing the carbohydrates
through their cut stems for 30min. The excised plants were placed in vials
containing water in a closed plexiglass container and allowed to incubate for 24 h
in a growth chamber. Thereafter, leaf juice was expressed with a mortar and pestle
and placed in wells on an immunodiffusion plate containing antibody to the
inhibitor [147]. After 24 h incubation, the plate was developed and the amount of
inhibitor produced by the fractions was compared to buffer supplied controls.
Polygalacturonic acid oligomers with degrees of polymerization ranging from 2 to
20 were isolated and found to be very good inducers of PIs [148]. These pectic
fragments were good candidates for mobile signals because they induced high
levels of inhibitor, were extremely abundant, and they were present at the wound
site where they could be released by pectic enzymes. However, radiolabeled pectic
fragments showed no ability to move when placed on the wound site of a tomato
leaf [149]. Thus, pectic fragments appear to play a role in localized defense
responses only.
While pectic fragments are acidic and will strongly bind to anion-exchange resin,

an inhibitor inducing activity was also found in the nonbinding material. In sharp
contrast to the pectic fragments, which induce inhibitors when supplied at 0.5 mg/
ml, this inducing compound was extremely potent, active at levels that could not be
weighed.
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After the crude extraction, four HPLC steps were required to isolate the inhibitor
inducing substance:

(i) Preparative reverse-phase C18 HPLC in 0.1% trifluoroacetic acid (TFA) with an
acetonitrile gradient.

(ii) Strong cation-exchange HPLC in potassium phosphate, pH 3 with a potassium
chloride gradient.

(iii) Analytical C18 HPLC buffered at pH 6 with potassium phosphate using an
acetonitrile gradient.

(iv) Analytical C18 HPLC in 0.1% TFA using a methanol gradient.

For each HPLC purification step, the fractions were checked for biological activity
with the excised plant assay and pooled fractions were applied to the next column.
Owing to the inherent variability of using whole plants, activity of each fraction was
checked with a minimum of four plants and repeated 3 times. With a 3-day
turnaround required for the assay, the research was tedious and time consuming.
A peptide was first suspected as the bioactive compound when a loss of activity was

observedupon treatmentwithproteases. Sequence analysis revealedan18-amino-acid
peptide that was subsequently synthesized with full biological activity and the peptide
was termed �systemin� [1] (see Section 15.2.1). The peptide was capable of inducing a
responsewhen as little as 40 fmol was supplied to a tomato plant. It was estimated that
a 60-lb (27-kg) preparation of tomato leaves yielded about 1mg of the systemin peptide.
After purification and sequencing of systemin, degenerated primers were designed to
isolate the cDNA encoding the systemin precursor protein [19].

15.5.2
Identification of Novel Peptide Signals using the Cell Alkalinization Assay

Upon isolation of tomato systemin, similar bioactive peaks were found in tobacco
plants, another member of the Solanaceae family, which also possesses wound-
inducible inhibitors. Partial sequence analysis was achieved, but the tobacco plant
bioassay wasmuchmore difficult, as therewasmore variability among the plants and
the antiserum for the immunodiffusion assay was weak. Apaper from the laboratory
of Thomas Boller [150] had concurrently shown that systemin had the ability to
interact with S. peruvianum suspension cells to give a rapid increase in the extracel-
lular pH of the media. Tobacco (N. tabacum) cells were cultured and a strong
alkalinizing effect was observed with the tobacco bioactive fractions. A bioassay
based on this alkalinization response was developed as shown in Figure 15.2. Owing
to the uniformity of the suspension cells and the decreased time to obtain results, the
tobacco peptides were quickly purified and characterized as 18-amino-acid glycopep-
tides containing hydroxyproline (see Section 15.2.2) [31].
Utilizing the same extraction protocol described above and the alkalinization assay,

bioactive peaks were observed in a number of solanaceous species utilizing both
tobacco and tomato suspension cells (Figure 15.3). HypSys peptides were purified
from tomato leaves (S. lycopersicum) [11]; and after suspension cells were produced
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Figure 15.2 Alkalinization bioassay. (a)
Suspension cells of the desired species are
grown in 125-ml flasks (45ml) on an orbital
shaker at 160 rpm. Every 7 days, 2–5ml of
cells are transferred to fresh media. When the
cells are growing in log phase, usually 3–6 day,
they can be utilized in the alkalinization assay.
(b) As an example of how suspension cells
respond to a bioactive peptide, tomato
systemin (1 nM) or water were added to 1-ml

aliquots of tomato suspension cells and the pH
was checked at various time intervals. (c) For the
analysis of tobacco bioactive peptides, (1)
aliquots of tobacco suspension cells (1ml) are
added to 24-well culture cluster plates and
shaken at 160 rpm for 1 h; (2) small aliquots
(1–10ml) of extracted tobacco peptide HPLC
fractions are added to the wells; (3) after 20min,
the pH of the cell media is measured and
recorded [30].
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Figure 15.3 Alkalinization activities of HPLC
fractions from different Solanaceae species. In
each case 25mg of crude extract was applied to
the C18 reverse-phase column and fractions were
eluted with a 0–40% acetonitrile/0.1% TFA
gradient over 90min. The flow rate was 2ml/min
and 1-min fractions were collected. Aliquots of

10ml were added to either 1ml of tomato or
tobacco cells and the pH was recorded after
30min. The squares denote the tomato cell
assay and the diamonds denote the tobacco
cell assay. In tomato (left upper panel),
peak #1 corresponds to HypSys 1 and there is a
shoulder on the right of this peak that contains
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from petunia (P. hybrida) and nightshade (S. nigrum), HypSys peptides were also
purified from these species.
In addition toHypSys activity peaks, other peptide signals have been isolated using

the alkalinization assay. Alkalinization profiles fromHPLC fractions of plant extracts
revealed an extremely large, late eluting peak with a very rapid response time
(Figure 15.3). This activity peak was purified from tobacco and termed RALF, which
was involved in root and root hair growth and development (see Section 15.3.2) [78].
The Arabidopsis extract shown in Figure 15.3 contained only the RALF peak

when assayed using either tomato or tobacco suspension cells. When Arabidopsis
suspension cells were used, an early eluting alkalinizing peak was found and was
termed AtPep1 – a 23-amino-acid peptide involved in pathogen defense (see
Section 15.2.3) [37].
The isolation of the defense-related peptides and RALF has been greatly facilitated

by a bioassay that is quick and reliable, and by applicableHPLCmethods based on the
characteristics of the peptides. In all of these cases, the peptides have been basic in
charge and strong cation-exchangeHPLChas been a key step in isolation. ForHypSys
peptides, the carbohydrate moieties have added increased hydrophilicity that has
facilitated separations from noncarbohydrate containing peptides. A change in
elution solvent from acetonitrile to methanol caused the HypSys peptides to be
retained longer than the remaining contaminating peptides. By utilizing the unique
properties of the peptides, a separation scheme could be developed and the desired
bioactive peptide purified. Also, new assay methods that exploit cellular processes
other than the ATP-dependent proton pump inhibition that causes alkalinization
could yield another set of peptides with completely different properties.

15.5.3
Isolation of Tyrosine-Sulfated Peptides

The tyrosine-sulfated peptides have been isolated by utilizing their unique char-
acteristics (see Section 15.3.5). These peptides are found in suspension cell media,
which is a rich source for secreted peptides and proteins. Sulfate ions have a higher
charge and a smaller ion radius, and are highly retained on anion-exchange resin
relative to nonsulfated peptides [151]. In addition, the sulfated tyrosines are usually
surrounded by acidic amino acids and this characteristic would further increase the
retention of the peptides. An enriched fraction of sulfated peptides was obtained by
applying crude suspension cell media to an anion-exchange column at low salt
concentrations and eluting the strongly retained fraction with high salt concentra-
tions, followed byMS analysis. This techniquewas put to practical use in the isolation

HypSys 2 (#2). The next two peaks (#3 and #4)
are isoforms of systemin peaks. Peak #3 is a
methionine oxidized isoform. The next peak (#5)
is HypSys 3 and the last larger peak (#6) is the
RALF peak. HypSys 1, 2 and 3 were named by

their retention times. After further purification by
HPLC, peptide sequences and masses were
determined by N-terminal sequencing and MS/
MS [1, 11, 31, 32]. An Arabidopsis extract was
added for comparison.

3
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of PSY1 – an 18-amino-acid tyrosine-sulfated glycopeptide that promotes cellular
proliferation and expansion (see Section 15.3.5.1) [151].

15.5.4
Use of Peptidomics

To search for unknown potentially bioactive peptides that may not have a unique
structural feature poses a problem for the biochemist and requires genomic
information. Although the genes give no information relating to the processing of
the peptides into theirmature forms or on their PTMs, a combination of in silico gene
screening coupled with enrichment of secreted peptides and LC-MS analysis has led
to the identification of a new peptide plant hormone – CEP1 (see Section 15.3.4) [5].
This was a good example of the use of peptidomics for the detection of novel plant
bioactive peptides [4, 5, 145].
First, Ohyama et al. [5] grewArabidopsis plants fully submerged in liquidmedium.

The authors predicted that small peptideswould be secreted into themedia due to the
intercellular spaces being filled with water. To show that peptides were secreted,
transgenic plants overexpressing the CLE44 gene were sown into the liquid media.
The peptide fraction was enriched by o-chlorophenol extraction followed by acetone
precipitation. Comparison of the CLE44 fraction with a wild-type fraction on HPLC
produced two unique peaks that were subsequently analyzed by MS/MS, revealing
the mature CLE peptide and a truncated form, both complete with hydroxyproline
PTMs (see Section 15.3.1.2).
Having a method developed to search for secreted peptides, Ohyama et al. [5]

looked for potential genes that had similar characteristics to other known gene
families that code for secreted peptides. By narrowing their search to only genes
containing signal peptides, small coding regions that were cysteine-poor, and by
eliminating the precursors of the known peptide signals, a small group of 110
functionally unknown genes was produced. A novel five gene family with similarities
at the C-terminal was identified. One of the genes was overexpressed and the HPLC
profile peaks obtained from peptide extracts collected from the submerged culture of
the transgenic plants was compared to wild-type plant cultures. Four unique peaks
observed in the extracts of whole transgenic plant cultures were subsequently
analyzed by MS/MS. One peak contained a 15-amino-acid peptide with two hydroxy-
proline modifications and the other peaks differed only by a single amino acid
truncation at the C-terminal and a proline to hydroxyproline change at position 3
from the N-terminal. The new peptide was found to arrest root growth and was
named CEP1 (see Section 15.3.4).

15.5.5
Fishing Ligands with Bait Receptors

PSK and its receptor are one of the few plant receptor–ligand pairs characterized to
date. However, in theArabidopsis genome there are asmany as 600 RLKs and ligands
have been found for only a few. A potential method for ligand fishing has been
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reported in which the PSK LRR receptor-binding domain was fused to a HaloTag
fusion protein and immobilized onto microbeads of HaloLink resin [152]. Experi-
ments with [3H]PSK demonstrated that the binding domain was functional. The
receptor-fusion protein bead was incubated with conditioned medium from Arabi-
dopsis cell culture, washed, and eluted with high salt buffer. The eluent was analyzed
by LC-MS\MS and revealed that PSK had been purified from the medium. This
method may be used in the future as an alternative to a genetic or a bioassay-based
biochemical approach for the discovery of peptide signals.
In summary, extraction of peptide signals was a daunting task when systemin was

first purified, but with the development of the alkalinization assay for rapid detection
of bioactive peptides, the advances in HPLC purification techniques, and the
development of MS analyses over the last decade, together with the use of bioinfor-
matics, the discovery of new peptide signals should be forthcoming.

15.6
Conclusions

Peptide signals have been recognized as important regulatory molecules involved in
plant growth and development, reproduction, and defense. Over a dozen families of
plant peptide signals have been identified so far (Table 15.1). Like peptide hormones
in other eukaryotes, plant regulatory peptides are extracellular signals derived by
proteolytic processing, are active at low concentrations, and activate intracellular
signal transduction events through their interaction with membrane-bound recep-
tors. Some plant peptide families include numerous members, with little sequence
homology between their protein precursors. However, the bioactive peptides show a
high degree of conservation and often are functionally redundant. This suggests a
common origin for large peptide signal families through gene duplication and
elongation events. In some cases, the cell/tissue-specific and temporal regulation of
peptide and receptor pairs may determine their functionality.
The regulation of synthesis, processing, storage, and secretion of peptide signals in

plants is still poorly understood. The processing sites that release the active peptides
are not known nor is the nature of the peptidases involved. Most regulatory peptides
found in animals are synthesized as larger precursors and processed to form
biologically active products, stored and secreted through the secretory pathway [153].
However, a number of extracellular peptides of significant biomedical relevance for
human health are being found exported by nonclassical ER/Golgi-independent
mechanisms, which are still not fully understood [154]. Several plant peptide signals
are also synthesized from precursors lacking a signal peptide sequence (Tables 15.1
and 15.2), suggesting that they are also processed and transported through nonclas-
sical mechanisms to the extracellular space.
Further studies on the biogenesis of peptide hormones, and the discovery of new

peptide signals and their receptors in plants, will shed some light on the evolution of
peptide signaling systems in eukaryotes. The application of bioinformatics tools
together with new protocols for the extraction and purification of peptide signals
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usingmodern LC-MS/MS techniques promise a great future for the identification of
novel peptides, which may be the ligands for the many �orphan receptors� found in
plants.

Acknowledgments

Dedicated to thememory of Clarence (Bud) A. Ryan, Charlotte Y.Martin Professor of
Biochemistry and a Fellow of the Institute of Biological Chemistry,Washington State
University (1931–2007).

References

1 Pearce, G., Strydom, D., Johnson, S. and
Ryan, C.A. (1991) Science, 253, 895–898.

2 Kende,H. and Zeevaart, J.A.D. (1997)The
Plant Cell, 9, 1197–1210.

3 Hedden, P. (2001) Trends in Plant Science,
6, 498–501.

4 Oelkers, K., Goffard, N., Weiller, G.F.,
Gresshoff, P.M., Mathesius, U. and
Frickey, T. (2008) BMC Plant Biology, 8,
1–15.

5 Ohyama, K., Ogawa, M. and
Matsubayashi, Y. (2008)The Plant Journal,
55, 152–160.

6 Norman, G. (1997) Hormones, 2nd edn,
Academic Press, San Diego, CA.

7 Narv�aez-V�asquez, J. and Orozco-
C�ardenas, M.L. (2008) In Induced Plant
Resistance to Herbivory (ed. A. Schaller),
Springer, Berlin, pp. 313–328.

8 Wasternack, C., Stenzel, I., Hause, B.,
Hause, G., Kutter, C., Maucher, H.,
Neumerkel, J., Feussner, I. and Miersch,
O. (2006) Journal of Plant Physiology, 163,
297–306.

9 Bergey, D.R., Howe, G.A. and Ryan, C.A.
(1996) Proceedings of the National Academy
of Sciences of the United States of America,
93, 12053–12058.

10 Ryan, C.A., Huffaker, A. and Yamaguchi,
Y. (2007) Cellular Microbiology, 9,
1902–1908.

11 Pearce, G. and Ryan, C.A. (2003) The
Journal of Biological Chemistry, 278,
30044–30050.

12 Orozco-C�ardenas, M., McGurl, B. and
Ryan, C.A. (1993) Proceedings of the
National Academy of Sciences of the United
States of America, 90, 8273–8276.

13 Corrado, G., Sasso, R., Pasquariello, M.,
Iodice, L., Carretta, A., Cascone, P., Ariati,
L., Digilio, M.C., Guerrieri, E. and Rao, R.
(2007) Journal of Chemical Ecology, 33,
669–681.

14 Toumadje, A. and Johnson, W.C. (1995)
Journal of the American Chemical Society,
117, 7023–7024.

15 Vanhoof, G., Goossens, F., DeMeester, I.,
Hendriks, D. and Scharpe, S. (1995) The
FASEB Journal, 9, 736–744.

16 Reiersen, H. and Rees, A.R. (2001) Trends
in Biochemical Sciences, 26, 679–684.

17 Pearce, G., Johnson, S. and Ryan, C.A.
(1993) The Journal of Biological Chemistry,
268, 212–216.

18 Meindl, T., Boller, T. and Felix, G. (1998)
The Plant Cell, 10, 1561–1570.

19 McGurl, B., Pearce, G., Orozco-C�ardenas,
M. and Ryan, C.A. (1992) Science, 255,
1570–1573.

20 Narv�aez-V�asquez, J. and Ryan, C.A.
(2004) Planta, 218, 360–369.

21 Seidah, N.G. and Chretien, M. (1997)
Current Opinion in Biotechnology, 8,
602–607.

22 Schaller, A. and Ryan, C.A. (1994)
Proceedings of the National Academy of
Sciences of the United States of America,
91, 11802–11806.

624j 15 Plant Peptide Signals



23 Schaller, A. (1998) Phytochemistry, 47,
605–612.

24 McGurl, B., Orozco-C�ardenas, M.,
Pearce, G. and Ryan, C.A. (1994)
Proceedings of the National Academy of
Sciences of the United States of America,
91, 9799–9802.

25 Scheer, J.M. and Ryan, C.A. (1999) The
Plant Cell, 11, 1525–1535.

26 Scheer, J.M. and Ryan, A. (2002)
Proceedings of the National Academy of
Sciences of the United States of America, 99,
9585–9590.

27 Montoya, T., Nomura, T., Farrar, K.,
Kaneta, T., Yokota, T. and Bishop, G.J.
(2002) The Plant Cell, 14, 3163–3176.

28 Lanfermeijer, F.C., Staal, M.,Malinowski,
R., Stratmann, J.W. and Elzenga, J.T.M.
(2008) Plant Physiology, 146, 129–139.

29 Holton, N., Caño-Delgado, A., Harrison,
K., Montoya, T. and Chory, J. (2007) The
Plant Cell, 19, 1709–1717.

30 Pearce,G.,Moura,D.S., Stratmann, J. and
Ryan, C.A. (2001) Nature, 411, 817–820.

31 Pearce, G., Siems, W.F., Bhattacharya, R.,
Chen, Y.-C. and Ryan, C.A. (2007) The
Journal of Biological Chemistry, 282,
17777–17784.

32 Pearce, G., Bhattacharya, R., Chen, Y.-C.
Barona, G., Yamaguchi, Y. and Ryan, C.A.
(2009) Plant Physiology, Published online
April 29, 2009; DOI:10.1104/
pp.109.138669.

33 Chen, Y.-C., Siems, W.F., Pearce, G. and
Ryan, C.A. (2008) The Journal of Biological
Chemistry, 283, 17, 11469–11476.

34 Ren, F. and Lu, Y.-T. (2006) Plant Science,
171, 286–292.

35 Narv�aez-V�asquez, J., Pearce, G. and Ryan,
C.A. (2005) Proceedings of the National
Academy of Sciences of the United States of
America, 102, 12974–12977.

36 Narv�aez-V�asquez, J., Orozco-C�ardenas,
M.L. and Ryan, C.A. (2007) Plant
Molecular Biology, 65, 711–718.

37 Huffaker, A., Pearce, G. and Ryan, C.A.
(2006) Proceedings of the National Academy
of Sciences of the United States of America,
103, 10098–10103.

38 Felix, G., Duran, J.D., Volko, S. and
Boller, T. (1999) The Plant Journal, 18,
265–276.

39 Kunze, G., Zipfel, C., Robatzek, S.,
Niehaus, K., Boller, T. and Felix, G. (2004)
The Plant Cell, 16, 3496–3507.

40 Huffaker, A. and Ryan, C.A. (2007)
Proceedings of the National Academy of
Sciences of the United States of America,
104, 10732–10736.

41 Yamaguchi, Y., Pearce, G. and Ryan, C.A.
(2006) Proceedings of the National Academy
of Sciences of the United States of America,
103, 10104–10109.

42 Yamaguchi, Y. and Ryan, C.A. (2008)
ASPB Annual Meeting, Poster 26010.

43 Fiers, M., Ku, K.L. and Liu, C.-M. (2007)
Current Opinion in Plant Biology, 10,
39–43.

44 Jun, J.H., Fiume, E. and Fletcher, J.C.
(2008) Cell and Molecular Science, 65,
743–755.

45 Ni, J. and Clark, S.E. (2006) Plant
Physiology, 140, 726–733.

46 Ito, Y., Nakanomyo, I., Motose, H.,
Iwamoto, K., Sawa, S., Dohmae, N. and
Fukuda, H. (2006) Science, 313, 842–845.

47 Clark, S.E., Running, M.P. and
Meyerowitz, E.M. (1995) Development,
121, 2057–2067.

48 Kondo, T., Sawa, S., Kinoshita, A.,
Mizuno, S., Kakimoto, T., Fukuda, H. and
Sakagami, Y. (2006)Science, 313, 845–848.

49 Fletcher, J.C., Brand, U., Running, M.P.,
Simon, R. and Meyerowitz, E.M. (1999)
Science, 283, 1911–1914.

50 Rojo, E., Sharma, V.K., Kovaleva, V.,
Raikhel, N.V. and Fletcher, J.C. (2002) The
Plant Cell, 14, 969–977.

51 Clark, S.E., Williams, R.W. and
Meyerowitz, E.M. (1997) Cell, 89,
575–585.

52 Ogawa, M., Shinohara, H., Sakagami, Y.
and Matsubayashi, Y. (2008) Science, 319,
294.

53 Kayes, J.M. and Clark, S.E. (1998)
Development, 125, 3843–3851.

54 Muller, R., Bleckmann, A. and Simon, R.
(2008) The Plant Cell, 20, 934–936.

References j625



55 Clark, S.E., Running, M.P. and
Meyerowitz, E.M. (1993) Development,
119, 397–418.

56 Fiers, M., Golemiec, E., Xu, J., van der
Geest, L., Heidstra, R., Stiekema, W. and
Liu, C.-M. (2005) The Plant Cell, 17,
2542–2553.

57 Williams, R.W., Wilson, J.M. and
Meyerowitz, E.M. (1997) Proceedings of the
National Academy of Sciences of the United
States of America, 94, 10467–10472.

58 Stone, J.M., Trotochaud, A.E.,Walker, J.C.
and Clark, S.E. (1998) Plant Physiology,
117, 1217–1225.

59 Yu, L.P., Simon, E.J., Trotochaud,A.E. and
Clark, S.E. (2000) Development, 127,
1661–1670.

60 Yu, L.P., Miller, A.K. and Clark, S.E.
(2003) Current Biology, 13, 179–188.

61 Song, S.-K., Lee, M.M. and Clark, S.E.
(2006) Development, 133, 4691–4698.

62 Trotochaud, A.E., Hao, T., Wu, G., Yang,
Z. andClark, S.E. (1999)ThePlantCell, 11,
393–405.

63 Ishiguro, S., Watanabe, Y., Ito, N.,
Nonaka, H., Takeda, N., Sakai, T., Kanaya,
H. and Okada, K. (2002) The EMBO
Journal, 21, 898–908.

64 Casamitjana-Martinez, E., Hofhuis, H.F.,
Xu, J., Liu, C.-M., Heidstra, R. and
Scheres, B. (2003) Current Biology, 13,
1435–1441.

65 Mayer, K.F.X., Schoof, H., Haecker, A.,
Lenhard, M., Jurgens, G. and Laux, T.
(1998) Cell, 95, 805–815.

66 Brand, U., Fletcher, J.C., Hobe, M.,
Meyerowitz, E.M. and Simon, R. (2000)
Science, 289, 617–619.

67 Schoof, H., Lenhard, M., Haecker, A.,
Mayer, K.F.X., Jurgens, G. and Laux, T.
(2000) Cell, 100, 635–644.

68 Lenhard, M. and Laux, T. (2003)
Development, 130, 3163–3173.

69 Mitchum,M.G., Wang, X. and Davis, E.L.
(2008) Current Opinion in Plant Biology,
11, 75–81.

70 Chu, H., Qian, Q., Liang, W., Yin, C.,
Tan, H., Yao, X., Yuan, Z., Yang, J.,
Huang, H., Luo, D., Ma, H. and Zhang,

D. (2006) Plant Physiology, 142,
1039–1052.

71 Suzaki, T., Toriba, T., Fujimoto, M.,
Tsutsumi, N., Kitano, H. and Hirano, H.-
Y. (2006) Plant & Cell Physiology, 47,
1591–1602.

72 Opsahl-Ferstad, H.-G., Le Deunff, E.,
Dumas, C. and Rogowskiy, P.M. (1997)
The Plant Journal, 12, 235–246.

73 Strabala, T.J., O�Donnell, P.J.,
Smit, A.-M., Ampomah-Dwamena, C.,
Martin, E.J., Netzler, N.,
Nieuwenhuizen, N.J., Quinn, B.D.,
Foote, H.C.C. and Hudson, K.R. (2006)
Plant Physiology, 140, 1331–1344.

74 Kinoshita, A., Nakamura, Y., Sasaki, E.,
Kyozuka, J., Fukuda, H. and Sawa, S.
(2007) Plant & Cell Physiology, 48,
1821–1825.

75 Cock, J.M. and McCormick, S. (2001)
Plant Physiology, 126, 939–942.

76 Wang, X., Mitchum,M.G., Gao, B., Li, C.,
Diab, H., Baum, T.J., Hussey, R.S. and
Davis, E.L. (2005) Molecular Plant
Pathology, 6, 187–191.

77 Olsen, A.N. and Skriver, K. (2003) Trends
in Plant Science, 8, 55–57.

78 Pearce,G.,Moura,D.S., Stratmann, J. and
Ryan, C.A. (2001) Proceedings of the
National Academy of Sciences of the United
States of America, 98, 12843–12847.

79 Haruta, M. and Constabel, C.P. (2003)
Plant Physiology, 131, 814–823.

80 Wu, J., Kurten, E.L., Monshausen, G.,
Hummel, G.M., Gilroy, S. and
Baldwin, I.T. (2007) The Plant Journal,
52, 877–890.

81 Scheer, J.M., Pearce, G. and Ryan, C.A.
(2005) Planta, 221, 667–674.

82 Olsen, A.N., Mundy, J. and Skriver, K.
(2002) In Silico Biology, 2, 441–451.

83 Escobar, N.M., Haupt, S., Thow, G.,
Boevink, P., Chapman, S. and
Oparka, K. (2003) The Plant Cell, 15,
1507–1523.

84 Narita, N.N., Moore, S., Horiguchi, G.,
Kubo, M., Demura, T., Fukuda, H.,
Goodrich, J. and Tsukaya, H. (2004) The
Plant Journal, 38, 699–713.

626j 15 Plant Peptide Signals



85 Wen, J., Lease, K.A. and Walker, J.C.
(2004) The Plant Journal, 37, 668–677.

86 Wen, J.Q. and Walker, J. (2006) In
Handbook of Biologically Active Peptides,
(ed. A.J. Kastin), Elsevier, New York,
pp. 17–41.

87 Matsubayashi, Y. and Sakagami, Y. (1996)
Proceedings of the National Academy of
Sciences of the United States of America,
93, 7623–7627.

88 Matsubayashi, Y. and Sakagami, Y. (1998)
Plant Cell Reports, 17, 368–372.

89 Matsubayashi, Y. and Sakagami, Y. (1999)
European Journal of Biochemistry, 262,
666–671.

90 Kobayashi, T., Eun, C.H., Hanai, H.,
Matsubayashi, Y., Sakagami, Y. and
Kamada,H. (1999) Journal of Experimental
Botany, 50, 1123–1128.

91 Yamakawa, S., Sakuta, C.,
Matsubayashi, Y., Sakagami, Y.,
Kamada,H. andSatoh, S. (1998) Journal of
Plant Research, 111, 453–458.

92 Chen, Y.-F., Matsubayashi, Y. and
Sakagami, Y. (2000) Planta, 211, 752–755.

93 Yang, H., Matsubayashi, Y., Nakamura, K.
and Sakagami, Y. (2000) Proceedings of the
National Academy of Sciences of the United
States of America, 97, 6237.

94 Hanai, H., Nakayama, D., Yang, H.,
Matsubayashi, Y., Hirota, Y. and
Sakagami, Y. (2000) FEBS Letters, 470,
97–101.

95 Steiner, D.F. (1998) Current Opinion in
Chemical Biology, 2, 31–39.

96 Srivastava, R., Liu, J.-X. and Howell, S.H.
(2008) The Plant Journal, 56, 219–227.

97 Yang, H., Matsubayashi, Y., Nakamura, K.
and Sakagami, Y. (2001) Plant Physiology,
127, 842–851.

98 Yang,H.,Matsubayashi, Y., Hanai,H. and
Sakagami, Y. (2000) Plant & Cell
Physiology, 41, 825–830.

99 Matsubayashi, Y. and Sakagami, Y. (2006)
Annual Review of Plant Biology, 57,
649–674.

100 Matsubayashi, Y. and Sakagami, Y. (1999)
European Journal of Biochemistry, 262,
666–671.

101 Matsubayashi, Y. and Sakagami, Y. (2000)
The Journal of Biological Chemistry, 275,
15520–15525.

102 Matsubayashi, Y., Ogawa, M., Morita, A.
and Sakagami, Y. (2002) Science, 296,
1470–1472.

103 Matsubayashi, Y., Ogawa, M., Kihara, H.,
Niwa, M. and Sakagami, Y. (2006) Plant
Physiology, 142, 45–53.

104 Amano, Y., Tsubouchi, H., Shinohara, H.,
Ogawa, M. and Matsubayashi, Y. (2007)
Proceedings of the National Academy of
Sciences of the United States of America,
104, 18333–18338.

105 Eun, C.-H., Ko, S.-M., Matsubayashi, Y.,
Sakagami, Y. and Kamada, H. (2003)
Plant Physiology and Biochemistry, 41,
447–452.

106 Casson, S.A., Chilley, P.M., Topping, J.F.,
Evans, I.M., Souter, M.A. and Lindsey, K.
(2002) The Plant Cell, 14, 1705–1721.

107 Topping, J.F., Wei, W. and Lindsey, K.
(1991) Development, 112, 1009–1019.

108 Lindsey, K., Casson, S.A. andChilley, P.M.
(2006) In Handbook of Biologically Active
Peptides, (ed. A.J. Kastin), Elsevier,
New York, pp. 23–27.

109 Chilley, P.M., Casson, S.A., Tarkowski, P.,
Hawkins, N., Wang, K.L.-C., Hussey, P.J.,
Beale, M., Ecker, J.R., Sandberg, G.K. and
Lindsey, K. (2006) The Plant Cell, 18,
3058–3072.

110 Patterson, S.E. (2001) Plant Physiology,
126, 494–500.

111 Butenko, M.A., Patterson, S.E., Grini,
P.E., Stenvik, G.-E., Amundsen, S.S.,
Mandal, A. and Aalen, R.B. (2003) The
Plant Cell, 15, 2296–2307.

112 Butenko, M.A., Stenvik, G.-E., Alm, V.,
Patterson, S.E., Saether, B. and Aalen,
R.B. (2006) Journal of ExperimentalBotany,
57, 3627–3637.

113 Stenvik, G.-E., Butenko, M.A.,
Urbanowicz, B.R., Rose, J.K.C. and
Aalen, R.B. (2006) The Plant Cell, 18,
1467–1476.

114 Jinn, T.-L., Stone, J.M. and Walker, J.C.
(2000) Genes and Development, 14,
108–117.

References j627



115 Watanabe, M., Takasaki, T., Toriyama, K.,
Yamakawa, S., Isogai, A., Suzuki, A. and
Hinata, K. (1994) Plant & Cell Physiology,
35, 1221–1229.

116 Komatsu, S. and Hirano, H. (1991) FEBS
Letters, 294, 210–212.

117 Hanada, K. and Hirano, H. (2004)
Biochemistry, 43, 12105–12112.

118 Komatsu, S., Koshio, O. and Hirano, H.
(1994) Bioscience, Biotechnology, and
Biochemistry, 58, 1705–1706.

119 Yamazaki, T., Takaoka, M., Katoh, E.,
Hanada, K., Sakita, M., Sakata, K.,
Nishiuchi, Y. and Hirano, H. (2003)
European Journal of Biochemistry, 270,
1269–1276.

120 Nishizawa, N.K., Mori, S., Watanabe, Y.
and Hirano, H. (1994) Plant & Cell
Physiology, 35, 1079–1085.

121 Gressent, F., Rahioui, I. and Rahbe, Y.
(2003) European Journal of Biochemistry,
270, 2429–2435.

122 Rea, A.C. and Nasrallah, J.B. (2008) The
International Journal of Developmental
Biology, 52, 627–636.

123 Nou, S., Watanabe, M., Isogai, A. and
Hinata, K. (1993) Sexual Plant
Reproduction, 6, 79–86.

124 Schopfer, C.R., Nasrallah, M.E. and
Nasrallah, J.B. (1999) Science, 286,
1697–1700.

125 Matsubayashi, Y., Yang, H. and
Sakagami, Y. (2001) Trends in Plant
Science, 6, 573–577.

126 Stein, J.C., Howlett, B., Boyes, D.C.,
Nasrallah, M.E. and Nasrallah, J.B. (1991)
Proceedings of the National Academy of
Sciences of the United States of America,
88, 8816–8820.

127 Kachroo, A., Schopfer, C.R., Nasrallah,
M.E. and Nasrallah, J.B. (2001) Science,
293, 1824–1826.

128 Chookajorn, T., Kachroo, A., Ripoll, D.R.,
Clark, A.G. and Nasrallah, J.B. (2004)
Proceedings of the National Academy of
Sciences of the United States of America,
101, 911–917.

129 Naithani, S., Ripoll, D. and Nasrallah, J.B.
(2006) In Handbook of Biologically Active

Peptides, (ed. A.J. Kastin), Elsevier,
New York, pp. 41–47.

130 Mishima, M., Takayama, S., Sasaki, K.,
Jee, J.G., Kojima, C., Isogai, A. and
Shirakawa, M. (2003) The Journal of
Biological Chemistry, 278, 36389–36395.

131 Stein, J.C., Dixit, R., Nasrallah, J.B. and
Nasrallah, M.E. (1996) The Plant Cell, 8,
429–445.

132 Stone, S.L., Anderson, E.M., Mullen, R.T.
and Goring, D.R. (2003) The Plant Cell,
15, 885–898.

133 Kakita, M., Murase, K., Iwano, M.,
Matsumoto, T., Watanabe, M., Shiba, H.,
Isogai, A. and Takayama, S. (2007) The
Plant Cell, 19, 3961–3973.

134 Cabrillac, D., Cock, J.M., Dumas, C.
and Gaude, T. (2001) Nature, 410,
220–223.

135 Naithani, S., Chookajorn, T., Ripoll, D.R.
and Nasrallah, J.B. (2007) Proceedings of
the National Academy of Sciences of the
United States of America, 104,
12211–12216.

136 Nasrallah, J.B., Kao, T.H., Chen, C.H.,
Goldberg, M.L. and Nasrallah, M.E.
(1987) Nature, 326, 617–619.

137 Takayama, S., Shimosato, H., Shiba, H.,
Funato, M., Che, F.-S., Watanabe, M.,
Iwano, M. and Isogai, A. (2001) Nature,
413, 534–538.

138 Kandasamy, M.K., Paolillo, D.J.,
Faraday, C.D., Nasrallah, J.B. and
Nasrallah, M.E. (1989) Developmental
Biology, 134, 462–472.

139 Takasaki, T., Hatakeyama, K., Suzuki, G.,
Watanabe, M., Isogai, A. and Hinata, K.
(2000) Nature, 403, 913–916.

140 Nasrallah, M.E., Liu, P.,
Sherman-Broyles, S., Boggs, N.A. and
Nasrallah, J.B. (2004) Proceedings of the
National Academy of Sciences of the United
States of America, 101, 16070–16074.

141 Sherman-Broyles, S., Boggs, N.,
Farkas, A., Liu, P., Vrebalov, J.,
Nasrallah, M.E. and Nasrallah, J.B. (2007)
The Plant Cell, 19, 94–106.

142 Kusaba, M., Dwyer, K., Hendershot, J.,
Vrebalov, J., Nasrallah, J.B. and

628j 15 Plant Peptide Signals



Nasrallah, M.E. (2001) The Plant Cell, 13,
627–643.

143 Tang, W., Kelley, D., Ezcurra, I., Cotter, R.
and McCormick, S. (2004) The Plant
Journal, 39, 343–353.

144 Ryan, C.A., Pearce, G., Moura, D.S. and
Scheer,J. (2002)ThePlantCell,14,251–264.

145 Farrokhi, N., Whitelegge, J.P. and
Brusslan, J.A. (2008) Plant Biotechnology
Journal, 6, 105–134.

146 Green, T.R. and Ryan, C.A. (1972) Science,
175, 776–777.

147 Ryan, C.A. (1967) Analytical Biochemistry,
19, 434–440.

148 Bishop, P.D., Makus, D.J., Pearce, G. and
Ryan, C.A. (1981) Proceedings of the

National Academy of Sciences of the United
States of America, 78, 3536–3640.

149 Baydoun, E.A.H. and Fry, S.C. (1985)
Planta, 165, 269–276.

150 Felix, G. and Boller, T. (1995) The Plant
Journal, 7, 381–389.

151 Amano, Y., Shinohara, H., Sakagami, Y.
and Matsubayashi, Y. (2005) Analytical
Biochemistry, 346, 124–131.

152 Shinohara, H. and Matsubayashi, Y.
(2007) The Plant Journal, 52,
175–184.

153 Tanaka, S. (2003) Zoological Science, 20,
1183–1198.

154 Nickel, W. (2005) Traffic, 6, 607–614.

References j629



16
Nonribosomal Peptide Synthesis
Sean Doyle

16.1
Introduction

Nonribosomal peptide synthesis (NRPS) is a key mechanism used by microorgan-
isms for the production of important low-molecular-mass (so-called �secondary�)
metabolites, often essential for organism growth in challenging environments.
Despite the use of significant negative and somewhat inaccurate terminology, such
as �nonribosomal� and �secondary�, respectively, associated with the process of
NRPS, it is now clear that it represents a fundamental biochemical mechanism
that (i) provides a strategy for microorganisms to overcome environmental
challenges (e.g., nutrient limitation and host immune response), (ii) is a source of
current and new natural product medicines (e.g., antibiotics and immunosuppres-
sants), and (iii) has the potential for antimicrobial drug development by targeting
essential aspects of NRPS required for microbial survival in the host [1, 2]. The
low-molecular-mass metabolites produced by NRPS are generally described as
nonribosomal peptide (NRPs) and this terminology will be used throughout this
chapter to describe nonribosomally synthesized peptides. These NRPs are synthe-
sized by NRP synthetases, which are multifunctional, occasionally multisubunit,
enzymes composed of distinct functional domains (Adenylation, Thiolation, and
Condensation domains) that when grouped together are referred to as a �module�
(Figure 16.1) [3]. Thiolation domains are also referred to as peptidyl carrier protein
(PCP) domains. Additionally, other enzyme functions are occasionally present in
NRP synthetases, including Epimerase and Thioesterase domains that are responsi-
ble for L- to D-amino acid conversion and release of the newly synthesized NRP from
the NRP synthetase, respectively. An NRP synthetase can contain one or more
modules and each module within an NRP synthetase is responsible for recognizing
(via the Adenylation domain) and incorporating one amino acid (or nonproteogenic
amino acid) into theNRPproduct [4]. The genes encodingNRP synthetases are either
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found within biosynthetic multigene clusters or are present individually within the
genome of an organism. For example, monooxygenases, methyltransferases, dehy-
drogenases, metabolite transporters, and other enzyme functions are often encoded
within these multigene clusters. Importantly, NRP synthetases are produced in
the inactive (apoenzyme) form and require post-translational modification (PTM)
to become functionally active [5]. PTM of NRP synthetases requires transfer of a
40-phosphopantetheine group, derived from coenzyme A (CoA), to a specific serine
residue within the Thiolation domain(s) of the NRP synthetase and this reaction is
catalyzed by a 40-phosphopantetheinyl transferase (40-PPTases) [5].
The purpose of this chapter is to describe the products and process of NRPS, and

also to provide the reader with details of experimental strategies used to investigate
NRP synthetase functionality.

16.2
NRPs

NRPS is responsible for the production of many secondary metabolites including
important antibiotics and therapeutics, from both bacteria and filamentous fungi,
and these include bacitracin, actinomycin C1 1, vancomycin 2, pristinamycin 1A3,
cyclosporin 4, HC-toxin 5, enniatin A 6, gramicidin S 7, surfactin as well as
precursors involved in the production ofb-lactamantibiotics [3, 6].Many antibiotics
are known to incorporate D-amino acids, nonproteinogenic amino acids, and
hydroxy acids, and require modifications such as N-methylation or cyclization.
These antibiotics are synthesized nonribosomally via the thiotemplatemechanism,
as described in Section 16.1 [7, 8].

Elongation Module Termination Module

Initiation
Module

A AAT T
TeTC C

Figure 16.1 Schematic diagram of a
hypothetical NRP synthetase showing the
modular organization of the constituent
functional domains [Adenylation (A),
Condensation (C), Thiolation (T) (also referred
to as PCP), and Thioesterase (Te)]. Each module
is responsible for the incorporation of a single
amino acid into the NRP. The first Condensation
domain is responsible for peptide bond

formation between the amino acid bound by the
Initiation and the adjacent Elongation module.
Domains conferring additional functionality
may occasionally be present [e.g., Epimerase
(E), Methylation (M), or Cyclization (Cy)].
Fungal NRP synthetases appear to lack
Thioesterase domains and have a more variable
domain organization than that found in
bacteria.
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The tripeptide d-(L-a-aminoadipyl)-L-cysteinyl-D-valine (ACV) required for the
production of the b-lactam antibiotics penicillin (e.g., penicillin G 8), cephamycin
A 9, and cephalosporinC 10 is producednonribosomally byACVsynthetase, encoded
on the pcbAB gene (11 kb). This NRP synthetase has been isolated in Acremonium
chrysogenum, Acremonium nidulans, Streptomyces clavuligerus, Penicillium nalgiovense
and Penicillium chrysogenum [9], and is responsible for the condensation of the three
L-amino acids, L-a-aminoadipic acid, L-cysteine, and L-valine, resulting in the
formation of ACV. During this reaction epimerization of valine from the D- to
L-configuration is required, and is carried out on an Epimerization domain present
within the NRP synthetase located after a Thiolation domain.
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The enzyme isopenicillin N synthase (IPNS) is also involved in the production
of b-lactam antibiotics, and catalyzes the formation of the ring structure. IPNS
has been identified in P. chrysogenum, Cephalosporium acremonium, A. nidulans,
S. clavuligerus, Streptomyces lipmanii, and Streptomyces jumjinensis [10]. Pristinamy-
cin 3 produced by Streptomyces pristinaespiralis is a cyclohexadepsipeptide with
antibiotic and bactericidal properties, and is also produced nonribosomally by a
clusterof threepristinamycinsynthetases [11].AnotherNRPsynthetasegenecluster
is responsible for the production of balhimycin – a vancomycin-type antibiotic [12].
Vancomycin 2 is used to treat enterococcal infections including those caused by
methicillin-resistant Staphylococcus aureus. This cluster involves four genes, bpsA,
bpsB,bpsC, andbpsD, encodingeightmodules, and is responsible for theactivationof
N-methyl-D-leucine, D-chloro-b-hydroxytyrosine, L-asparagine, D-4-hydroxyphenyl-
glycine, L-chloro-b-hydroxytyrosine, and L-3,5-dihydrooxyphenylglycine [12].
Actinomycin 1 is an antibiotic produced by acyl peptide lactone synthetases in

Streptomyces spp. The production of actinomycin involves a three-gene cluster ofNRP
synthetases [13]. Enniatins 6 are antibiotics produced by the plant pathogens
Fusarium spp. These are produced by enniatin synthetases that have molecular
masses in the order of 350 kDa and require N-methylation [13]. The N-methylation
domain may be found between the Adenylation and Thiolation domains, and
N-methylation occurs prior to peptide bond formation [14]. The cofactor S-adeno-
sylmethionine (SAM) acts as the methyl donor in the transfer of theN-methyl group
to the amino acid [15]. In the absence of SAM, small amounts of unmethylated
depsipeptides are produced [7].
Calcium-dependent antibiotic (CDA) 11 is an acidic lipopeptide produced by

Streptomyces coelicolor using the thiotemplate mechanism. It is a cyclic lactone
undecapeptide produced by an NRP synthetase cluster involving either incorpo-
ration of D-4-hydroxyphenylglycine, D-3-phosphohydroxyasparagine, and L-glutamic
acid/L-3-methylglutamic acid, into the peptide chain or subsequent modification of
the respective amino acids, by tailoring enzymes, once assembled into the core
NRP peptide structure [16]. Therefore, the NRP synthetase requires the presence of
an Epimerization domain for putative conversion of L-asparagine to its
D-configuration. Further studies of NRP synthesis systems may enable the
design and engineering of new peptide antibiotics by swapping modules and
domains [17–19].
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16.3
NRP Synthetase Domains

16.3.1
Adenylation Domains

Adenylation domains in NRP synthetases, which consist of approximately 500–600
amino acids, are responsible for (i) amino acid recognition from the cellular pool of
proteogenic and nonproteogenic substrates, and (ii) the formation of the activated
aminoacyl adenylate via concomitant ATP hydrolysis prior to transfer to the Thiola-
tion domain. Substrate amino acid recognition and binding is facilitated by a
nonlinear signature motif (�selectivity pocket�) consisting of 10 amino acids that are
distributed throughout the Adenylation domain. The first direct demonstration of
Adenylation domain interaction with a substrate amino acid was by Conti et al. [20]
who cocrystallized the L-phenylalanine-binding Adenylation domain of GrsA – an
NRP synthetase responsible for the biosynthesis of gramicidin S. A number of
substrate specificity prediction algorithms for Adenylation domain specificity of
primarily bacterial NRP synthetases have been published [21–24]. In addition,
domain specificity of both prokaryotic and eukaryotic NRP synthetases has been
subject to analysis using a single algorithm whereby the substrate specificity of 95%
of combined Adenylation–Thiolation and 78% of Adenylation domains, respectively,
were correctly predicted [25]. Widespread application of this method will confirm its
applicability to emerging NRP synthetase sequences.
To date, the vastmajority of signaturemotifs have been predicted for bacterial NRP

synthetases. However, as the number of fungal genome sequences continues to
expand it is clear the Adenylation domain specificity code of eukaryotic NRP
synthetases will become clearer.
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The prototype and one of the most widely exploited NRPS pathways remains
theindustrialproductionofcephalosporinsbythefilamentousfungusA.chrysogenum,
where, as noted above, theNRP synthetase, ACVsythetase, directs the biosynthesis of
the penicillin precursor ACV from the cognate substrate amino acids [9, 10, 26, 27].
For a significant period this system provided the majority of information on fungal
NRPS; however, Table 16.1 shows the Adenylation domain specificity of additional
fungal NRP and polyketide/NRP synthetases that have recently become available.
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Table 16.1 Adenylation domain substrate specificity of fungal NRP or polyketide/NRP synthetases.

Enzyme type Final product
Adenylation
domains Species References

NRP synthetases
SidD TAFC A1 (N5-cis-anhy-

dromevalonyl-N5-
hydroxy-L-
ornithine

Aspergillus
fumigatus

[28]

SidC FCa N5-acetyl-N5-hy-
droxy-L-ornithine,
Ser, Glyb

Aspergillus
fumigatus

[28]

GliP gliotoxin A1 (L-Phe) and A2
(L-Ser)

Aspergillus
fumigatus

[33]

Hybrid polyketide/NRP synthetases
FUSS fusarin C A1 (homoserine) Fusarium

moniliforme
[83]

TENS 2-pyridone tenellin L-Tyrc Beauveria bassiana [84]

PsoA pseurotin A L-Phe Aspergillus
fumigatus

[85]

TdiA terrequinone A arylic acidc Aspergillus
nidulans

[86]

CheA cytochalasan L-Trp Penicillium
expansum

[67]

aFC can be converted to HFC by FC hydroxylase [28].
bPrecise coding potential of each domain remains to be demonstrated.
cProposed substrate.
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Specifically, the high-affinity hydroxamate siderophores found in many fungal
species, and which are responsible for environmental Fe3þ scavenging and storage
in fungi, areNRPs [28–31].Aspergillus fumigatus is an opportunistic human pathogen
and the siderophore biosynthesis system in this organism has attracted much
attention, especially because disruption of this pathway leads to ablated fungal
virulence which means that components of the pathway may represent antifungal
drug targets [28, 29]. The sidC gene in A. fumigatus encodes an NRP synthetase that
contains threeAdenylation domains, which directs the incorporation ofN5-acetyl-N5-
hydroxy-L-ornithine, serine, and glycine to form the intracellular, cyclic hexapeptide
siderophore, ferricrocin (FC) 12 [28] (Table 16.1). Interestingly, FC can be enzymati-
cally hydroxylated to form hydroxyferricrocin (HFC), which has been shown to be
a major iron storage compound in A. fumigatus conidia [28] (Table 16.1). It has
been conclusively shown the A. fumigatus genes sidA and sidD, which encode an
L-ornithine-N5-monooxygenase and NRP synthetase, respectively, are significant
contributors to organismal virulence [2, 28, 32]. Bioinformatic analysis of SidD
suggests thatAdenylationdomain 2 isnot functional [31], yet it has beendemonstrated
that SidD is directly responsible for fusarinine C biosynthesis [28] so it is possible that
Adenylation domain 1 of SidD is primarily responsible for N5-cis-anhydromevalonyl-
N5-hydroxy-L-ornithine recognition and activation prior to fusarinine C biosynthesis,
which, following acetylation via an N2-transacetylase, is converted to triacetylfusar-
inine C (TAFC) [28] (Table 16.1). TAFC is secreted by A. fumigatus and is primarily
located extracellularly.
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Gliotoxin13biosynthesis, fromprecursoraminoacids,L-phenylalanineandL-serine,
is directed by a bimodular NRP synthetase, termedGliP, and the Adenylation domain
specificity of the enzyme has been demonstrated [33] (Table 16.1). Although there has
beenconsiderabledebateabout thecontributionwhichgliotoxinmakesto thevirulence
ofA. fumigatus [34, 35], recent studies [36, 37] have conclusively demonstrated that the
type of immunosuppression regimen used during animal infection studies is impor-
tant to demonstrate the potential of gliotoxin as an important virulence determinant.
The Adenylation domain specificities of a number of fungal hybrid polyketide/NRP
synthetases have been elucidated to date and it appears that aromatic amino acids
(L-tyrosine, L-tryptophan, and L-phenylalanine), along with nonproteogenic amino
acids, are prominent substrates (Table 16.1) [30].

Interestingly, Adenylation domainswith apparently different signaturemotifs can,
on occasion, activate the same amino acid; for example, the L-proline activating
domain of tyrocidine synthetase B (TycB) possesses a somewhat different signature
motif toAdenylation domainswithin theNRP synthetasesRedMandPltF, which also
activate L-proline. This observation, which possibly arises due to differential contact
between signature motif residues and the substrate amino acid [38], implies that like

16.3 NRP Synthetase Domains j637



the genetic code, the nonribosomal code is also degenerate. Given that the number of
Adenylation domains present in the UniProt database (www.uniprot.org) has been
calculated to be 2824 byMinowa et al. [25], the challenge of deciphering the full extent
of the nonribosomal code remains formidable.

16.3.2
Thiolation Domains

Thiolation/PCP domains within NRP synthetases generally consist of approximately
80 amino acids and havemolecular masses in the region of 10 kDa. They serve as the
site of attachment of the 40-phosphopantetheine cofactor to a specific serine residue
within a conservedmotif, (L/I)GX(D/H)S(L/I) (X¼Gly for PCP), which is present in
both PCP and acyl carrier protein (ACP) domains [39]. In general, covalent attach-
ment of substrate amino acids to the tethered 40-phosphopantetheine cofactor
contributes to the overall efficiency of NRPS by minimizing substrate diffusion and
ensuring efficient movement of activated amino acids to the site of peptide bond
formation on the Condensation domain.

16.3.3
Condensation Domains

Condensation domains are composed of approximately 450 amino acid residues and
contain the highly conserved consensus sequence, HHXXXDG. The conserved
histidine residues play an important role in the activity of the Condensation
domain [40]. Generally, the number of Condensation domains corresponds to the
number of peptide bonds in the NRP peptide; however, in the case of iterative NRP
synthetases, whereby domains are utilized more than once, this is not the case [41].
The Condensation domain is the site of peptide bond formation, in an N- to
C-terminal direction, between two adjacent modules within NRP synthetases.
Formation of the peptide bond requires either two adjacent aminoacyl intermediates
for initiation of chain formation or one peptidyl donor with an acceptor aminoacyl
intermediate during chain elongation [13, 42], and donor and acceptor sites within
Condensation domains facilitate peptidyl and aminoacyl binding, respectively,
during chain elongation [4, 41]. It has been noted that the specificity of the
Condensation domain acceptor site is greater than that of the donor, the consequence
of which is that greater selectivity is exhibited towards the Adenylation domain
partner of the cognate Condensation domain than to Adenylation domain specificity
elsewhere in the NRP synthetase [4]. Indeed, these authors speculate that this
selectivity has evolved to ensure process integrity and may restrict combinatorial
applications using Adenylation domains with attenuated substrate specificity.
It isnowknownfromphlyogenetic analysis thatCondensationdomainscluster into

three main functional groups, namely L,D-peptidyl and N-acyl donors, which is
dependent upon the nature of the substrate donor molecule [42]. This finding has
been elaborated upon by Rausch et al. [43] who use the terminology LCL and

DCL to
describe Condensation domains that catalyze peptide bond formation between two
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L-amino acids and ones those that attach an L-amino acid to a peptide ending in a
D-amino acid, respectively. In addition, these authors classify a third Condensation
domain subtype, analogous to the N-acyl functional group [42], which they term a
Starter domain, to be responsible for acylation of the initial amino acid in the NRP
peptidewithab-hydroxy-carboxylicacid.AfourthtypeofCondensationdomaincan, in
addition to peptide bond formation, also catalyze amino acid L- to D-epimerization and
this is termed adual Epimerase/Condensationdomain.AfifthCondensationdomain
variant occurs infrequently in some NRP synthetases. This variant is the Cyclization
domain that combines the Condensation domain function with additional hetero-
cyclization or dehydration functions [44]. The Cyclization domain first identified in
bacitracin synthetase, contains the conservedmotif DxxxxDxxS, and is also present in
yersiniabactin14andmycobactin (e.g.,mycobactinT15)NRPsynthetases [44].Starter
and LCL domains aremore closely related to each other than to the otherCondensation
domain subtypes and dual Epimerase/Condensation domains, and DCL may share a
common evolutionary ancestral protein [43]. Although these phylogenetic analyses
have been performed using Condensation domains of bacterial origin only, it is clear
that knowledge of NRP synthetase domain evolution and functionality, and future
domain engineering, can be significantly enhanced by phylogenetic techniques
exploiting hidden Markov models and other in silico strategies.
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16.4
PPTases

CoA plays a pivotal role in NRPS because it provides a key component for NRP
synthetase functionality. Moreover, CoA has also recently emerged as a keymolecule
in facilitating new avenues of NRPS research [45]. NRP synthetases are post-
translationally modified from the inactive (apo) to active (holo) form via the transfer
of the 40-phosphopantetheine group (occasionally referred to as 40Ppant, Ppant, or
40PP) from CoA to the side-chain of the b-hydroxyl group of a conserved serine
present in each Thiolation (PCP) domain. This modification is catalyzed by
40-PPTases in a Mg2þ -dependent reaction [46]. 40-PPTases are also responsible for
the activation of ACPs (in polyketide and fatty acid biosynthesis) anda-aminoadipate
semialdehyde reductases (in lysine biosynthesis), and so play a key role in polyketide,
fatty acid, and lysine biosynthesis [47].
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Classification of 40-PPTases is based on structural characteristics and carrier
protein specificity and, to date, three main groups: AcpS (approximately 120 amino
acids in length), Sfp, and 40-PPTases present in fatty acid synthase II have been
identified [48]. Sfp-type 40-PPTases are mainly responsible for activation of NRP
synthetases and polyketide synthases [41]. A consensus sequence is evident in the
Sfp-type enzymes (WxxKEAxxK), although overall, 40-PPTases do not exhibit exten-
sive homology to each other [49]. Many 40-PPTases have been identified in bacteria;
however, until recently, few have been found in filamentous fungi [5, 50].
In bacteria containing multiple 40-phosphopantetheinylation-requiring pathways,

each pathway had been thought to have or require a 40-PPTase activity; however, it was
demonstrated that a �promiscuous� 40-PPTasewas present, which could activate both
type I and type II ACPs and PCPs from either Streptomyces verticillus or other
Streptomyces spp. Indeed the biosynthesis of the hybrid peptide–polyketide drug
bleomycin 16 in this organism was dependent on 40-PPTase activity [48].
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The role of 40-PPTases in fungal NRPS has been reviewed elsewhere [30]; however,
it has been suggested that a single 40-PPTase (termed CfwA/NpgA) is responsible for
total NRP synthetase and polyketide synthase activation in thefilamentous fungus,A.
nidulans [50]. Such dependence on a single enzyme for global post-translational
activation of key enzymes is puzzling given the critical nature of NRPS to the
organism. Fortunately, it strongly suggests that CfwA/NpgA may be a potential
antifungal drug target.

16.4.1
40PPTase Activity Determination

Historically, the determination of 40-PPTase functionality or activity was not trivial
and involved either gene deletion studies or protein mass spectrometry (MS) to
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identify mass differences due to the presence of 40-phosphopantetheine on carrier
domains [5, 51, 52]. Additionally, no direct method was available to confirm in
vitro 40-phosphopantetheinylation of recombinant NRP synthetases or constituent
domains for subsequent biochemical studies. Many of the difficulties associated
with determination of 40-PPTase activity have been circumvented by the findings
of La Clair et al. [45], who developed a method to covalently label PCP domains of
NRP synthetases, using biotinylated or fluorescently labeled CoA, via 40-PPTase
activity.
This chemoenzymatic approach, using a Bacillus subtilis-encoded 40-PPTase, Sfp,

normally responsible for activation of surfactin synthase, was used to modify
recombinant carrier proteins with a single fluorescent or affinity reporter molecule
(fluorophore or biotin), providing an attractive and sensitive means of protein
visualization, Western blot identification, and affinity purification. This labeling
technique also has utility in the identification of carrier protein domains from native
cell lysates since a proportion of carrier proteins in a lysate may be present in
apo- and inactive forms [45]. La Clair et al. [45] applied this technique to the
6-deoxyerythronolide B synthetase (DEBS) pathway from Saccharapolyspora
erythraea, which lead to identification of a weak 150-kDa band proposed to be
native DEBS. However, native 40-PPTases in the producer strain modify the majority
of carrier protein domains and exploitation of the full potential of this system to
label native carrier proteins, in the future, will require the inhibition of native
40-phosphopantetheinylation. Although the majority of reporter labeling of carrier
proteins by 40-PPTases has been limited to in vitro and cell surface protein labeling, a
chemoenzymatic mechanism for in vivo protein modification using a fluorescent
marker has been reported whereby the ability of native enzymes present in
Escherichia coli (CoAA, CoAD, and CoAE) to sequentially modify a fluorescent
pantetheine analog resulted in formation of a fluorescently labeled CoA analog [53].
Co-expression of the carrier protein VibB and the 40-PPTase Sfp in the presence of
the fluorescent pantetheine analog lead to the fluorescent modification of the VibB
carrier protein in vivo. The ability of 40-PPTases to post-translationally modify carrier
proteins using low-molecular-mass chemical labels thus represents a novel and
efficient tool for protein labeling, which has significant implications in NRPS and
wider research areas.
Consequently, this approach has been adapted to imaging of cellular events

involving transferrin-mediated iron uptake [54] – a system which represents a major
mechanism employed by vertebrate cells to acquire iron from the environment. In
this study, transferrin receptor 1 (TfR1)was fused to PCPand the resultant TfR1–PCP
fusion was specifically labeled with a fluorophore via the action of Sfp. In a separate
study, an 11-residue peptide, DSLEFIASKLA, predicted to be a suitable target for
modification by theB. subtilis Sfpwas fused to theC- andN-termini of a target protein
and subsequently labeled with a biotin tag by the 40-PPTase [55].
ACPs play a key role in fatty acid biosynthesis [56] and are analogous to Thiolation

domains in that they can be 40-phosphopantetheinylated by the action of AcpS.
Novel anthranilic acid drugs have been designed to inhibit the 40-phosphopan-
tetheinylation activity of a B. subtilis AcpS [57]. Here, the availability of the AcpS
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X-ray structure facilitated the modeling of numerous substrate analogs into the
structure of AcpS and four analogs (anthranilic acid derivatives) were selected for
use in in vitro AcpS inhibition studies. A novel 40-phosphopantetheinylation assay,
utilizing biotinylated CoA to assess AcpS activity via homogeneous time-resolved
fluorescence (HTRF) was employed by these authors to determine the extent of
enzyme inhibition by the putative inhibitors. This HTRF assay involved incubation
of the AcpS (1.1 nM) in the presence of a glutathione-S-transferase–ACP carrier
protein (35 nM) and a biotinylated CoA reporter analog (1.9mM) in microtiter wells.
Detection of the biotinylated carrier protein (i.e., AcpS activity) was achieved by an
overnight incubation with a streptavidin–allophycocyanin conjugate followed by
excitation and emission at 340/665 nm. All anthranilic acid drugs bound to
the AcpS active site where the adenine, ribose, and 30-phosphate of the CoA
residues were located, and in vitro studies indicated up to 100% AcpS inhibition.
Development of inhibitory agents of AcpS/40-PPTase activity such as reported by
Joseph-McCarthy et al. [57] provides a basis for future characterization of these
enzymes and may potentially form the basis for the generation of novel antimicro-
bial agents.

16.5
Experimental Strategies for NRPS Investigations

Figure 16.2 shows the range of techniques that must be part of the technological
arsenal to undertake comprehensive NRPS investigation. Bioinformatic techniques,
such as BLAST analyses, are necessary to identify novel NRP synthetase genes in
newly sequenced, or partially sequenced, genomes. In addition, commercially

Figure 16.2 An integrated research strategy is required to
determine the relationship between an NRP synthetase gene and
the concomitant NRP. This �NRPS Research Pyramid� involves
bioinformatics, molecular biology, and biochemical strategies to
enable complete dissection of NRPS pathways in bacteria and
fungi.
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available software and freeware are available to assist the researcher in in silico gene
annotation. Once hypothetical NRP synthetase genes have been identified, phyloge-
netic analysis of constituent domains (e.g., Adenylation or Condensation domains,
respectively) can give clues as to the possible functionality and ultimateNRPencoded
by the NRP synthetase and associated enzymes [58–60]. Algorithms are available
[21–25] for the in silico prediction of bacterial Adenylation domain specificity which is
a source of supporting, though not conclusive, data for the laboratory scientist to
utilize towards the goal of solving the NRP code. As already mentioned, very limited
data is in existence to aid delineation of the fungal code.
DNA sequence data can be readily used for primer design to amplify and confirm

the presence of NRP synthetase genes, generate probes for Northern analysis of gene
expression, and also to generate recombinant NRP synthetases in bacterial or
eukaryotic expression systems [5, 61], or constituent domains/modules, for bio-
chemical studies.
In the absence of DNA sequence data on the species of interest, a number of

authors have developed degenerate primers for the amplification of NRP synthetase
genes or gene fragments [62, 63] (Table 16.2 and Section 16.5.1), which in turn can be
exploited for �genome walking� purposes or for cloning/expression analyses. It
should be noted that cryptic intron–exon splice sites can be present in fungal NRP

Table 16.2 Selected examples of degenerate primers used to
amplify NRP synthetase gene fragments from bacteria and fungi.

Primers Sequence (50–30) Species References

A-F(A) GCSTACSYSATSTACACSTCSGG actinomycetesa [71]
A-R(A) SASGTCVCCSGTSCGGTAS
P1-F ATCTACAC(G/C)AGCGGGACGAC(G/C)GGC Streptomyces sp. US24 [87]
P2-R (G/C)AGGTCGCC(G/C)GTGCGGTACAT
F1(C) GCNGG(C/T)GG(C/T)GCNTA(C/T)GTNCC cyanobacteria [62]
R1(C) CCNCG(AGT)AT(TC)TTNAC(T/C)TG [72]
F1 GCNGGYGGYGCNTAYGTNCC Trichoderma harzianumb [63]
R1 CCNCGDATYTTNACYTG
F2 TCCRCGGATYTDACCTGSKTATCC
R2 TGCRGGYGGTGCITAYGTKCC
A-F TAYGGNCCNACNGA Neotyphodium/Epichlo€ec [88]
A-R ARRTCNCCNGTYTTRTA
M-F AAYWSNGTNGYNCARTAYTTYCC
M-R YTTNGGNADNAYYTCNACRTG

aStreptomyces spp., Micromonospora spp., Actinoplanes spp., Pilimelia spp., Catenuloplanes spp.,
Couchioplanes spp., Nocardia spp., Rhodococcus spp., Kutzneria spp., Amycolatopsis spp.,
Saccharomonospora spp., Saccharopolyspora spp., Pseudonocardia and so on.
bPrimers (F1/R1) used with T. harzianum were based on from cyanobacterial sequence data [62],
while F2/R2 were designed from Trichoderma sequence data. All primer sets amplified a region
within an Adenylation domain of a fungal NRP synthetase.
cThe Neotyphodium/Epichlo€e primers were based on conserved sequences within Adenylation
(A-F/A-R) and Methyltransferase (M-F/M-R) domains, respectively.
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synthetases so care should be taken in primer and subsequent probe design.
Moreover, a number of authors have underlined the requirement to confirm NRP
synthetase gene activity with both RNA and protein expression studies to exclude
the possibility of characterizing nonfunctional genes or gene fragments in the
genome [63, 64].
The fundamental question asked by most NRPS investigations centers on the

elucidation of orphan NRP synthetase functionality; in other words, what NRP does
this new gene that I have identified ultimately encode? Three fundamental strategies
exist to answer this question, and include (i) gene deletion (or disruption) and
complementation studies [65, 66], (ii) gene silencing (bothwith subsequent wild-type
versus mutant/silenced strain comparative studies) [67, 68], and (iii) interspecies/
strain transfer of NRP synthetase coding regions followed by comparativemetabolite
analysis between original and recipient organisms [69]. Although gene deletion
strategies are available for many organisms, this is not a trivial technique in some
organisms and requires the input of expert knowledge. Likewise, complementation
of mutant NRP synthetase genes is technically challenging, not least because of
the large DNA fragment sizes associated with mutant gene replacement. To date,
gene silencing has found limited application in NRPS research; however, using
this technique it has been demonstrated that a fungal polyketide/NRP synthetase,
CheA, directs biosynthesis of the cytochalasan, cheatoglobosin, in Penicillium
expansum [67]. Interestingly, these authors noted that L-tryptophan is encoded by
the NRP synthetase component. Moreover, they underlined the difficulty in gene
deletion in P. expansum, along with the expression of P. expansum genes in
heterologous hosts such as Aspergillus spp., which ultimately led to experimentation
resulting in successful RNA silencing of cheA.
Identification and confirmation of NRP synthetase expression, and presence, in

cell extracts is enabled by immunological techniques such asWestern blotting using
antisera raised against immunogenic, recombinant domain fragments, and also by
matrix-assisted laser desorption/ionization (MALDI) or tandemMS analysis of high-
molecular-mass proteins present after sodiumdodecylsulfate (SDS)– polyacrylamide
gel electrophoresis (PAGE) or two-dimensional PAGE fractionation of microbial cell
lysates [31, 60]. Given the relatively low abundance of many NRP synthetases,
prefractionation concentration steps such as trichloroacetic acid or ammonium
sulfate precipitation are occasionally necessary prior to electrophoresis. Moreover,
comparative Western analyses serves to complement Northern blotting or quantita-
tive reverse transcription-polymerase chain reaction (PCR) results by confirming lack
of target NRP synthetase gene expression in the mutant strain.
Once mutant, and complemented, strains have been generated, one can

commence comparative metabolite analysis, generally by reverse-phase (RP)-
high-performance liquid chromatography (HPLC) purification and ideally with
photodiode array and/or fluorescence detection [70]. Organic extraction of culture
supernatants, or cell, spore, or conidial lysates represents the first step in
metabolite identification and generally precedes RP-HPLC analyses [69]. Metabo-
lite(s) that are present in the wild-type, but absent in the mutant strain represent
good targets for further structural and pharmacological studies [69]. Obviously,
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reappearance of the relevant metabolite in a complemented strain serves as
conclusive proof of gene function or coding potential. Combined liquid chroma-
tography (LC)-MS and nuclear magnetic resonance (NMR) approaches can yield
mass and structural information of putative NRPs. For instance, 1H-NMR
spectral analysis, in CDCl3, of a purified NRP (m/z¼ 283) was compared to
literature data to allow identification of the molecule as brevianamide F 17 which,
in turn led to confirmation of the biosynthetic capacity of the cognate NRP
synthetase [69].
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The following sections are focused on techniques that are somewhat specific to
NRPS research and merit more consideration.

16.5.1
Degenerate PCR

The large number of bacterial and fungal genome sequences which have become
available in recent years has greatly facilitated the search for, and contributed to the
identification of, novel NRP synthetase genes. However, it is clear that a rich
abundance of biosynthetic resource remains to be identified beyond the genomes
which have already been sequenced. Fortuitously, the extent of sequence conserva-
tion within selected regions of NRP (and polyketide) synthetase genes has enabled
the use of degenerate PCR to isolate and identify new coding potential.
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Sequence analysis of amplicons resulting from the use of degenerate PCR primers
which amplify within Adenylation domains of actinomycete NRP synthetase genes
(Table 16.2) has shown that these genes are widely distributed in both the major
Streptomyces spp. and in related, though minor strains, where minimal data is
currently available on the production of NRPs [71]. These authors tested 210
reference strains and found themajority containedNRP synthetase genes;moreover,
simultaneous screening for polyketide sythetase genes using the degenerate PCR
approach revealed a more limited distribution pattern. Furthermore, the identifica-
tion of an NRP synthetase involved in cyclo (L-Phe–L-Pro) diketopiperazine 18 in
Streptomyces spp. has been enabled using degenerate primers designed using
conserved bacterial Adenylation domain sequences (Table 16.2).
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Cyanobacteria produce a range of metabolites, including alkaloids, NRPs, and
polyketides, many of which exhibit potent toxicity. One of the best characterized
cyanobacterial toxins is the nonribosomal heptapeptide, microcystin (e.g., micro-
cystin AR 19), which is a known hepatotoxin. Using degenerate PCR primers
(Table 16.2), Neilan et al. [62] detected putative NRP synthetase genes in a number
of cyanobacterial strains from the genera Anabaena, Aphanizomenon, Cylindrosper-
mopsis, Microcystis, Nodularia, Nostoc, Oscillatoria, Plectonema, and Pseudanabaena.
Moreover, inwhatwas a pioneering study, these authorswere able to demonstrate the
broad distribution of the microcystin gene cluster across a range of cyanobacteria
using degenerate PCR to design probes, and characterized the phylogenetic inter-
relationships ofmicrocystin gene clusters between different genera of cyanobacteria.
Using the primers developed by Neilan et al. [62], others [72] further validated the use
of degenerate PCR for the identification of NRP synthetase genes in, and establish-
ment of evolutionary relationships between, cyanobacteria and proposed that
although numerous in certain strains, NRP synthetase genes were absent from
some cyanobacteria (e.g., Prochlorococcus spp. and some Synechococcus spp.). These
authors also demonstrated that the filamentous and heterocystous cyanobacteria
were the richest sources of NRP synthetase genes.
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Degenerate PCR has been used to identify an NRP synthetase responsible for the
biosynthesis of cereulide 20, a valine-containing depsipeptide, related to valinomycin
21 [73]. Cereulide causes the emetic type of gastrointestinal disease following
infection with Bacillus cereus. Following degenerate PCR, sequence analysis of one
amplicon showed that it presented significant identity to bacterial valine activation
NRP synthetase modules. Subsequent disruption of the NRP synthetase gene (ces)
resulted in cereulide-deficient mutants, thereby confirming its role in cereulide
biosynthesis. Moreover, because the valine-activating module was highly conserved
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across emetic B. cereus strains from different geographical locations, a PCR assay
detecting the ces gene was developed and showed high specificity of detection against
cereulide-producing B. cereus strains. Thus, not only does degenerate PCR play a
significant role in functional genomics of NRPS, but also contributes significantly to
the identification of new diagnostic markers of bacterially induced disease.

16.5.2
Determination of Adenylation Domain Specificity

Even though improvements in in silico Adenylation domain specificity predictions are
continually emerging [25], it isgenerally accepted thatdeterminationof theAdenylation
domain specificity must be experimentally demonstrated to ensure that the computer
predictions are accurate [74].Historically,Adenylationdomainspecificitywas evaluated
by the detection of radioactive amino acid incorporation into either a native NRP
synthetase or recombinant Adenylation domain, respectively. However, the expense
associated with radioactive (proteogenic or nonproteogenic) amino acid use, and the
experimental difficulty of ensuring optimal reaction and radioactive protein extraction,
allied to the use of alternative strategies hasmeant that this approachhas receded as the
method of choice for Adenylation domain specificity determination.
Thus, the unambiguous assessment of Adenylation domain specificity requires

direct biochemical analysis whereby the substrate amino acid binding specificity of
individual recombinant adenylation domains is assessed by an amino acid-depen-
dent ATP/PPi (pyrophosphate) exchange reaction [61, 75]. In addition, expression of
functional apo-Adenylation–Thiolation domains, in vitro 40-phosphopantetheinyla-
tion to the holo form, as has been demonstrated [5], followed by incubation with
relevant amino acid substrates should facilitate the identification of the bound amino
acid – either by whole-protein or peptide MS [74].

16.5.2.1 Protein MS
Kelleher et al. have pioneered the application of both whole-protein and large-
fragment MS to the elucidation of the coding potential of NRP synthetases [74, 76]
and the application of electrospray ionization-ion cyclotron resonance/Fourier
transform MS (ESI-ICR/FTMS) to NRPS research has been extensively reviewed
elsewhere [77]. ESI-ICR/FTMS allows accurate mass discrimination between 40-
phosphopantetheinylated and apo-Thiolation domains (Dm/z¼ 340Da), and fur-
thermore, enables detection and identification of covalently bound (substrate)
amino acid to the holo-Thiolation domain. For example, the NRP synthetase module
NikP1 was shown to encode the ligation of L-histidine into the NRP, nikkomycin 22,
by comparative FTMS analysis of apo-NikP1 and holo-NikP1 (approximately
75 kDa), in the presence of L-histidine and ATP [76]. The incorporation of L-
phenylalanine into GrsA was also detectable by ESI-ICR/FTMS, which represented
an even greater challenge as the size of the NRP synthetase module was approxi-
mately 130 kDa relative to the low molecular mass of L-phenylalanine (147Da) [76].
In addition to using purified amino acid preparations in NRPS reactions, the
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identification of substrate amino acids for NRP formation has also been performed
using either commercially available algal hydrolyzates or representative E. coli
metabolome extracts as the source of nonproteogenic amino acids by ESI-ICR/
FTMS [74].
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Although, whole-protein ESI-ICR/FTMS can avoid the use of enzymatic digestion
to assist in identification of NRP synthetase functionality, analysis of tryptic frag-
ments of recombinant modules primarily derived from TycB (molecular mass 237.5
kDa) provided important information on intermodular NRP synthetase interaction
and the localization of Epimerase domains for combinatorial applications of
NRPS [78].

16.5.2.2 Identification of NRP Synthetase Adenylation
Domain Specificity (Strategy I)
Optimization of recombinant Adenylation–Thiolation domain 40-phosphopan-
tetheinylation can be carried out as follows. Reaction mixtures for the in vitro 40-
phosphopantetheinylation assays should contain individual recombinant Adeny-
lation–Thiolation domains (0–20 mM), 40-PPTase (0–5 mM), biotinylated CoA
(0–0.5 mM) [45, 57], 5mM dithiothreitol, 10mMMgCl2, 75mM Tris–HCl, pH 8.0,
in final volumes of 100 ml and be incubated at 37 �C for 1 h. After incubation,
reactions canbe terminated by the addition of 10% (w/v) trichloroacetic acid (900 ml)
and centrifuged at 10 000� g for 10min. Pellets should be resuspended in 1 M
Tris–HCl, pH 8.0, and analyzed by SDS–PAGE and Western blot analysis, using
streptavidin–horseradish peroxidase and chemiluminescent substrates (e.g.,
luminol), to visualize biotinylated Adenylation–Thiolation didomains. This
approach confirms Thiolation domain functionality and will subsequently enable
the confident performance of amino acid incorporation assays, using optimized 40-
PPTase assay conditions (with CoA instead of biotin-CoA), individual holo-
Adenylation–Thiolation domains and proteogenic/nonproteogenic amino acids
(e.g., D-amino acids). Two strategies can then be used to assess amino acid
incorporation: (i) whole-protein MS by ICR/FTMS [74, 76–78] or (ii) MALDI-time-
of-flight analysis of trypsin-digested recombinant holo-Adenylation–Thiolation dido-
mains (pre- and postreaction) by accurate assessment of mass shifts, as we have
previouslyused for assessing40- phosphopantetheinylationofA. fumigatusPes1TEA [5].
Upon identification of any substrate amino acid using either of the aforementioned
approaches, the incorporation assay should be repeated in the absence of that specific
amino acid followed by MS analysis to confirm reaction specificity.
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16.5.2.3 Identification of NRP Synthetase Adenylation Domain Specificity (Strategy II)
Adenylation domain specificity of NRP synthetases can also be assessed by expressing
recombinant Adenylation or Adenylation-Thiolation didomains, respectively, and per-
forming the well-established ATP/32PPi ([32P]sodium pyrophosphate) exchange as-
say [61, 75] todetect amino acid activation.Theprinciple of this assay is that exchangeof
the radioactive label from 32PPi into ATP is dependent on the ATPase activity of the
Adenylation domain in the presence of the specific substrate amino acid. Postreaction,
radioactiveATPiscollectedusingactivatedcharcoalandquantifiedbyliquidscintillation
counting [61]. Individual Adenylation, or Adenylation–Thiolation didomains, activity
assays (each containing a different naturally occurring amino acid; n¼ 20) can be
performed in the presence of [32P]sodium pyrophosphate and ATP. Nonproteogenic
andD-aminoacidscanalsobeusedintheeventofnoevidenceofproteogenicaminoacid
incorporation. This experimental strategy will yield biochemical identification of
substrate amino acid incorporatedby individualNRPsynthetaseAdenylationdomains.

16.6
Non-NRPS
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Although NRPS appears to be the primary biosynthetic mechanism for NRP
formation, other mechanisms exist for the production of amino acid-containing
metabolites in prokaryotes.One suchmechanism is responsible for the productionof
the diketopiperazine, albonoursin 23, in Streptomyces noursei [79, 80]. Albonoursin is
an antibiotic with weak antitumor activity and is composed of two residues: a,b-
dehydrophenylalanine and a,b-dehydroleucine. Like all other diketopiperazine
derivatives it was thought to be produced via the thiotemplate mechanism of NRP
biosynthesis. However, an enzyme, cyclic dipeptide oxidase, was identified that
catalyzed the formation of albonoursin 23 [79]. Following this discovery, the biosyn-
thetic gene cluster for albonoursin was identified by Lautru et al. [80] in 2002. The
cluster was estimated to be approximately 2.7 kb in size, and consisted of four open
reading frames: albA, albB, albC, and albD. albA and albB were found to be required
for cyclic dipeptide oxidase activity, albCwas responsible for cyclic dipeptide forma-
tion, and albD was thought to be a membrane protein, involved in the release of
albonoursin. albC showed no similarity to NRP synthetases [80].
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Desferrioxamine B 24 used to treat iron overload in humans (e.g., hemochroma-
tosis) has been isolated from the actinomycete, Streptomyces coelicolor M145, and
found to be the most prominent desferrioxamine siderophore produced by the
organism [81]. A four-gene cluster (desA–D) encoding desferrioxamine B biosynthe-
sis was identified and the proposed pathway for desferrioxamine B biosynthesis was
found to be distinct from the classical NRPS thiotemplate mechanism [81]. It has
subsequently been shown that the des cluster expression is controlled by the binding
of a regulatory protein,DmdR1, to the desApromotor region and that desA encodes an
enzyme with lysine decarboxylase activity confirming L-lysine as the substrate for
desferrioxamine B biosynthesis in S. coelicolor [82].
It is unlikely that these findings represent the full extent of alternative nonribo-

somal strategies for metabolite biosynthesis, in either bacteria or fungi.

16.7
Conclusions

If there is one rule that pertains to NRPS, it is that the rules are there to be broken!
This is clearly an overstatement, and the dogma of domain functionality andmodular
organization directing the sequence and structure of the resultant NRP is well
established. However, the practically unlimited variety of possibilities with respect to
Adenylation domain codingmotifs, the effect of domain position on functionality, the
presence of numerous ancillary enzyme functions, which are either part of NRP
synthetase gene clusters or function to modify NRPs, and the presence of many
orphan NRP synthetases (most of which have yet to be discovered) means that much
work remains to be done to allow us to fully appreciate the complexity and potential of
this exquisite biological process.
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– isoforms 559
angiotensin analogs 558
– biosynthesis 558
– schematic view 558

angiotensin-converting enzyme 97
anilides 483
Anopheles stephensi 589
anthranilic acid drugs 641
anti amino alcohols 305
anti-inflammatory agent, tepoxalin 109
anti/syn ratios 296
antibiotics 632
anticancer efficacy 100
anticodon loop 398
antrimycin 37
apo-adenylation-thiolation domains 647
Appel reagents 230
Arabidopsis 606
– CLV3 signaling 606
– genome 613, 622
– leaves 604
Arbuzov reaction 214, 220, 223
– drawback 214
Arenesulfonamides 194
Arg-Ser recognition site 580
Arg-Tyr-Leu-Pro-Thr 580
Arg44-Ser45 peptide bond 579
Arginine a-aminoboronic acids 167
– synthesis 167
armadillo repeat-containing protein 1

(ARC1) 616
aromatic aldehydes 196
artificial enzymes 437
– de novo design 437
artificial inteins, molecular engineering 405
artificial model systems 467
artificial peptide-based catalysts 434
– development 434
artificial proteins 433
– preparation 433
– use 433
aryl bromides 326, 327
– (S)-Proline promoted CuCN-catalyzed

cyanation 327
– Rosenmund-von Braun cyanation 326
Asp/His diad 493

Asparagus officinalis 611
– mesophyll cell cultures 611
Aspergillus fumigatus 639
Aspergillus oryzae 349
aspirin 104, 105
– hydroxamic acid analogs 104
– PGHS-1 inhibition 105
– structures 105
asymmetric aza–Diels–Alder reaction 323
– plausible reaction pathway 323
– transition state one-pot three-

component 323
ATP-dependent proton pump inhibition 621
AtPEPR1 receptor gene 605
autoproteolysis 358
aza-macrocyclic compounds 213
a-azidoacrylates 7
aziridines 210
azlactones reactions 8
azomethine ylides 19

b
Bacillus amyloliquefaciens 510
Bacillus cereus 648
– b-lactamase 147
Bacillus stearothermophilus 153
– alanine racemase from 153
backbone amide linker approach 130
bacterial culture 383
BAF180. see polybromo
Baldwin rules 286
barnase-barstar complex 511
benzohydroxamate ion 94
benzoyl peroxide (BPO) 119
benzoyl-type hydrazones 57
– asymmetric allylation 57
benzyl carbamate, condensations 194
benzyl group, hydrogenolysis 52
benzyl thioesters 404
benzylamine 213
benzyltrimethylammonium salts 54
binary logistic regression model 552
binding site-catalytic communication 484
bioactive peptides 622, 623
bioactive synthetic products, cilazapril 40
biocatalysis 345, 354
– advantages 354
biocatalyst engineering 357
bioinformatic techniques, BLAST 644
biological energy transduction 511
– redox proteins 511
– chains of 511

biological processes, DNA repair 102
– gene regulation 102
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– mitosis 102
– range 102
biologically active peptides 551
biomimetic catalysts, construction 437
biophysical probes 392
biphasic reaction medium 356
biphenylalkyl iodides 236
bis(TMS)phosphonites 235, 236
bisphosphonates 244
Blattella germianica 583
Boc-alanine 436
– p-nitrophenylester 436
– p-nitrophenylester hydrolysis 436
– by CD–peptide hybrid 436

borane-containing analogs, affinity 179
borane-pyridine complex 123
boron-containing compounds 145
– bioinorganic chemistry 145
boron-containing nicotine (NIC) analogs 179
boron derivatives 178
– anti-inflammatory activity 178
boronic acids, importance 145
boronic ester hydrolysis 153
boropeptide thrombin inhibitors 160
boroproline synthesis 155, 156
– Matteson�s procedure 155
Bothrops jararaca, ACE inhibitors 559
broad-spectrum inhibitor 100
– advantage 100
– herbicides 242
– limitations 100
bromelain 349
a-bromoacetates 42
– substituted hydrazine derivatives,

reaction 42
a-bromo glycine derivative 266
– treatment 266
– asymmetric synthesis 267
a-BTX 180
– Ki values 180
a-bungarotoxin (a-BTX) 179
butadienylphosphonate 222

c
calcium-dependent antibiotic (CDA) 634
calf rennet, chymosin 349
camphor sultam-derived dipolarophile 62
– trimethylsilyl diazomethane, 1,3-dipolar

cycloaddition 62
Candida antarctica lipase B 219
Candida rugosa enzyme 493
carbazates 42
carbodiimide coupling agents 111
carbohydrate synthesis 293–297

– amino sugars synthesis 296
– iterative aldehyde aldol step 295
carbohydrate synthesis 295
carbon-carbon bond-forming reaction 285
carbon dioxide, chemical fixation 327
carbonyl compounds 44, 46, 207
– a-alkylation 328
– a,b-unsaturated 309
– iminium-based Michael reaction 309

– asymmetric electrophilic a-amination 44
– catalytic enantioselective a-

hydrazination 46–50
– direct aminoalkylation 207
– electrophilic amination 41
carboxyl function reactivity 73–74
carboxylate esters cleavage 437
– catalysts design 437
carboxylic acid 107
– Fischer esterification 107
carboxylic acid catalyzed model 288
carboxylic acid derivatives synthesis 107
carboxymethylated papain 483
– human stefin B complex 483
carboxypeptidase, types 553
Castro�s reagent 113
catalyst 357, 449, 474
– analogous binding inhibitors 475
– chemical modification 357
– formulation of 474
– property of 474
– screen study 325
– systems 327
– transition-state stabilization 474
catalytic enantioselective a-hydrazination 51
catalytic enamine mechanism 325
catalytic hydrogenations 19–21
catalytic mechanism 476
– enzyme 476
– protein engineering 478
catalytic peptide units, self-organizing 438
catalytic rate constant 440
catalytic sites, substrate-binding clefts 478
catalytic synthetic protocol 296
catch-and-release strategy 129
catecholborane reductive reagent 221
Cbz-/Boc-protected derivatives 8
CCK pentapeptide (CCK-5) 360
– synthesis 360
CD26 enzyme 554
cell metabolism 341
central nervous system (CNS) 535
centrifugation 384
cereulide-deficient mutants 648
C-terminally-encoded peptide 1 (CEP1) 611
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– encoding genes 611
– precursor protein 611
chelating agents, poly-aminophosphonic

acids 193
chemical libraries 524
chemical ligation 73, 352, 401–404
– approaches 402
chemical peptide synthesis (CPS) 380, 402
chemical shift perturbation assays 515
chemical synthesis 401
chemically reactive groups 392
chemoselective coupling reaction 402
chiral 2,3-epoxypropylphosphonate 220
chiral a-phosphonate carbanions 208
chiral a,b-unsaturated carboxylates 50
– stereoselective a-hydrazination 50
chiral carbonyl compounds 45
– stereoselective a-hydrazination 45
chiral catalysts 20
chiral compounds 283
chiral discriminators 192
chiral enantiopure sulfinimines 202
chiral glyoxylic hydrazone 59
– silyl enol ethers, diastereoselective Mannich-

type reaction 59
chiral keto-phosphonates 216
chiral manganese enolates 50
chiral nonracemic a-amino acids 52
– synthesis 52–55
chiral p-tolylsulfinyl group, roles 218
chiral Schiff�s bases, alkylation 206
chiral thioureas 203
chirally modified DDAAs 16, 17
– cyclopropanation reactions 16
– radical additions 17
chirally modified DDAA derivatives 16
– C-nucleophiles additions 16
chitin-binding domain (CBD) 407
chloramphenicol acetyltransferase (CAT)

gene 390
chloro-functionalized resins 124
cholecystokinin CCK 533, 576
cholesterol 182
– de novo synthesis 182
chromogenic/fluorogenic precursors 555
chymotrypsin 356, 477, 478
– hydrogen bond donors 478
chymotrypsin family crystal structures 479
chymotrypsin inhibitor 478
cinchona alkaloids 205
circular dichroism 353
– circular dichroism spectra 416
classical coupling procedures 229
– dicyclohexylcarbodiimide (DCC) 229

– mixed carboxylic-carbonic anhydride
(MCA) 229

classical light scattering 513
CLAVATA3/endosperm surrounding region

(CLE) 605
– CLV3 signaling 606–607
– peptides 607–609
CLE genes 608
CLE peptides, binding affinities 609
cleavage site 552
– nomenclature 551
– prediction 552
CLV3 precursor gene 605
CLV3 signaling 607
– intracellular signal transduction 607
– WUS mRNA expression 607
Co(III)-mimochrome 459
– crystal structure 459
CoA, role 641
cocatalyst system 321
coenzyme A 632
combinatorial peptide screening 450
commercial enzymes 343
complex system 455
computational algorithms 523
computer modeling 480
condensation domain 640–641
– domain acceptor site 640
confocal microscopy 513
consensus sequence 640
constitutive-like secretory pathway 542
convergent enzymatic synthesis 352, 360
cooperative mechanism 438
– carboxylate ester cleavage 438
cooperativity 437, 441, 454
– model 456
core protein scaffold 464
– topology of 464
corticotropin-releasing factor (CRF) 576
cosolvents, use 356
coumarin 556
– based fluorescence assays 556
– substrates, disadvantage 556
coupling-deprotection cycle 352
coupling reagent, HATU 127
coupling reagents 239
– CCl3CN 239
– DCC 239
– DCC/base 239
COX inhibitors 105
CREB-binding protein (CBP) 517
cross-coupling reactions 13
– Sonogashira 13
– Stille 13
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– Suzuki 13
cross-linked DDPs synthesis 10
cross-linked enzyme aggregates (CLEAs) 358
cross-linked polystyrene resin 121
cyanobacteria, toxins 646
cyanomethyl ester (CME) 395
cyclic analogs 224
cyclic DDP AM-Toxin II 5
cyclic dipeptide oxidase 649
cyclic enones 310
– (S)-proline catalyzed 310
– using trans-2,5-dimethylpiperazine 310

cyclic phosphoric acid derivative 203
cyclin-dependent kinase (CDK) 488
– RXL-containing peptides 489
cyclic systems 459
cyclization domain 641
cycloadditions 17–21
cyclodextrin (CD)-peptide, catalytic

activity 436
cyclohexanone, a-fluorination 328
cyclohexyl ester 351
cyclopentenyl glutamates 19
cyclopropanation 18
Cys-His-Asn triad 481
cys mutation 410
Cys protection strategies 411
cystatin-related epididymal spermatogenic

(CRES) protein 563
cysteine proteases 345, 347, 355, 476, 480
– catalytic mechanism 347
– inhibitors 563
– Carica papaya 480
– papain family 480
– thiol-disulfide interchange 480

d
a-diazoesters 59
– catalytic enantioselective reaction 59
a-diazo-b-hydroxy esters 60
– catalytic enantioselective synthesis 60
a,b-didehydroamino acids
– experimental procedures 22–26
b-dimethylphenylsilylalanine 267
dipeptidyl peptidase IV-like enzymes 554
D-glutamic acid derivative 47
– stereoselective a-hydrazination 47
D-glutamic acid skeleton 46
D-HIV-1 protease 416
D-piscose synthesis, aldol products 296
Drosophila melanogaster 580
– sex peptide receptor 581
– molecular characterization 581

DDAAs 3, 14, 15, 17, 18, 21

– asymmetric radical addition 18
– bromination 21
– halogenations 21
– radical additions 17
– reactions 14–21
– sulfur ylides addition 15
– synthesis method 3–14
DDAAs synthesis 5–15
– azides 7
– C–C bond formation 12–14
– cross-coupling reactions 13–14
– eliminations method 3–7
– Horner–Emmons/Wittig reactions 8
– isocyano enolates 10
– nitroenolates 10
– nucleophilic addition/elimination 15
– azidoacrylates 7
– Horner–Emmons reaction 8
– isocyanoacetates 11
– N-hydroxyamino acids 6
– nitroacetates/subsequent reactions 10
– Passerini reaction 11
– Sonogashira coupling 14
– Stille coupling 14
– substrate controlled hydrogenation 21
– Suzuki coupling. 13
– Wittig reaction 10
de novo purine synthesis 177
– enzymes 177
– inhibition 177
defense-related peptides 621
– isolation 621
DEFENSIN gene 604
degenerate PCR 647–649
– primers 647
dehydropiperazic derivatives, synthesis 46
demethylase enzymes, H3K9Me3 520
dendrimer 440, 442
– catalyzed reactions 440
– higher-generation 442
– peptide catalyzed ester 442
6-deoxyerythronolide B synthetase (DEBS)

pathway 641
desferrioxamine B 96
– chemical structures 96
– deferasirox 96
– deferiprone 96
– Streptomyces pilosus 96
– use 96
Devil1 (DVL1) gene 610
– over expression 610
– protein encoded 610
dialkyl phosphates, reactions 198
dialkyl phosphites 202
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diastereomeric a-aminophosphonates 198
diazomethane, cycloaddition 18
dibenzyl azodicarboxylate 209
dibutyl iodomethane-boronate

alkylation 155, 156
dicarbonyl compounds 287
– enantioselective (S)-proline-catalyzed

enolexo aldolization 287
dichloromethane (DCM) 121
dichloromethylboronic ester reaction 168,

169
diconnected peptides 39
dicyclohexylcarbodiimide (DCC) 154
didehydroalanine 12
– Trifold Heck reaction 12
didehydroalanine analogs 17
– imidazolidinone 17
– oxazinone 17
– oxazolidinone 17
didehydroalanine derivatives 16
didehydroalanine peptide 4
didehydroaminobutenoate pepetide 4
didehydropeptides (DDPs), building blocks 3
didehydroprolines 15
dielectric constant 356
Diels–Alder reaction 19, 61, 226, 322
– Diels–Alder adducts 322
– one-pot, three-component direct catalytic

enantioselective 322
diethyl 5-chloro-1-pentynylphosphonate 226
– one-pot reaction 226
diethyl a-acetamido malonate, alkylation 265
diethyl azodicarboxylate 307
diethylenetriamine 454
dihydrobenzofuranols 287
– cis-substituted 287
– asymmetric organocatalytic synthesis 287

dihydrofolate reductase (DHFR) 386
diiron proteins 464
– Due–Ferri (DF) series 464
– minimal models 464
diisopropyl ether 219
diisopropylethylamine 238
dimerization process 9
dimethylformamide 296
dimethyl phosphite 198, 205
dimethylsulfoxide 304
dimethyl thiophosphite (DMTP) 202
dinitro-dFx 396
dipeptidyl peptidase IV (DPPIV) 155
– enzymes 554, 555
– activity 555
Diploptera punctata 578
diprotected a-hydrazino acids 47

– enantioselective two-step synthesis 47
direct catalytic asymmetric enolexo

aldolization 287
– (S)-proline catalyzed 287
DNA 445, 446, 447, 448
– binding affinity 448
– binding proteins 524
– chimeric peptides interaction 447
– computer-generated model 447

– cleaving enzymes 417, 524
– data 645
– domain 446
– genomic 446
– hydrolysis 445, 448
– metagenomic pools 341
– models 446–450
– replication 491
– sequence 524
– synthesis 177
DNA/RNA recognition 520
DNPB, hydrolysis 444
docking analysis 564
domino borylation/Suzuki coupling 13
donor/acceptor pairs 557
DOPA synthesis, asymmetric catalytic

hydrogenation 20
Drosophila melanogaster, spn4 gene 562,

583
drosophilid species 580
dry solvent 108
– N,N-dimethylformamide (DMF) 108
– tetrahydrofuran 108
dual-catalyst system 320
dual epimerase/condensation domain 639
Duolite C467 resin 245

e
Edman degradation 554
electron paramagnetic resonance (EPR)

spectrum 464
electrophilic amination 208
– reagent 52, 174
electrophilic nitrostyrene acceptor

molecules 319
electrophoretic mobility shift assay (EMSA)

512
electrospray ionization ESI-ion cyclotron

resonance/Fourier transform mass
spectrometry/FTMS 647

eledoisin analogs 39
enaminium-catalyzed process 288
– proline molecule 288
– role 288

enantiomeric aminophosphonates 227
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enantiopure a-halogeno acids 42
– hydrazine derivatives, reaction 42
enantiopure a-hydroxy esters 43
– aminophthalimide derivatives, Mitsunobu

reaction 43
enantiopure activated a-hydroxy esters 42
– hydrazine derivatives, reaction 42
enantiopure catalysts 50
enantioselective catalysis 41
enantioselective hydrogenation 55
endocrine cells, secretory pathway of 577
endocrine glands 576
endocrine peptide hormones 533, 597
endogenous peptide signals, plant growth,

regulation of 597
endoproteases 348
enolates, stereoselective amination 45
enones 311
– acyclic 311, 312
– direct organocatalyzed intermolecular
Michael reaction 311, 312

– cyclic 311
– direct organocatalyzed intermolecular
Michael reaction 311

enzymatic hydrolysis 269
enzymatic peptide synthesis 355, 359
– process development 359
– thermodynamic vs. kinetic control

strategies 355
enzymatic process 219
– industrial 342
enzymes 341, 379, 416, 475
– applications 379
– catalytic mechanism 476
– catalytic mechanism of 476
– conformational stability 416
– conventional genetic engineering 379
– properties 379
– properties of 475
– rate enhancement 475
– substrate recognition 475

– transition-state stabilization 474
enzyme biocatalyst 341, 357, 359
– immobilization 357
enzyme catalysis 475, 477
– entropic strain 475
enzyme immobilization 342
enzyme-inhibitor systems 473
enzyme-linked immunosorbent assay

(ELISA) 514
enzyme-like proteins, see protozymes
enzyme molecule 357
– molecular stiffness 357
enzyme nucleophiles 485

enzyme prices 344
enzyme selectivity 344
enzyme-substrate systems 473
– tyrosyl-tRNA synthetase 474
enzyme-substrate interactions 479, 492
enzyme stabilization 342
epimerase domain 631, 648
epimerization 63
– domain 633
EPL 409, 410, 411
– applications 411
– protein classes 411
– reactions 411
epoxides 327
– coupling 327
ER/Golgi secretory system 612
Erlenmeyer azlactone synthesis 7
Escherichia coli 437, 486
– synthetic genes 437
ESI-ICR/FTMS 648
esters 44, 483
– a-hydrazination 44
– catalyzed hydrolysis of 483
ethenylidene-bis(phosphonic) acid 213
– disodium salt 213
ethylenediamine 213
eukaryotic genomes 523
– DNA-binding domains 523
eukaryotic linear motifs 516
Evans chiral auxiliary 263
exogenous proteases 404
exoproteases 348
exosite-associating moiety 159
expressed protein ligation 408
expression inducer 395

f
farnesol analogs 224
female reproductive tract 581
ferricrocin 637
ferrocenyl-containing pseudopeptide

mimetics 237
– synthesis 237
five-base codons 398
flexiresin 396
flexizyme 396
fluorescence anisotropy 514
fluorescence optics 514
fluorescence resonance transfer

methodology 479
fluorophore/quencher pairs 557
Fmoc/tBu multiple peptide synthesis 353
food enzymes 342
formohydroxamic Acid synthesis 117
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fosmidomycin analogs 222, 244
– synthesis 222
four-base codons 397
four-base suppressor tRNAs 398
four-component Ugi condensation 232
Fourier transform infrared (FTIR)

spectroscopy 122, 435, 565
frame-shift suppression 397–399
– technique 387, 398
frame-shift suppressor tRNA 397
free aminophosphonates 192
– N-derivatization 192
Fukuyama reaction 124
functional orthogonality 381
fungal genome sequences 635, 645
fungal NRP 636
– adenylation domain substrate

specificity 636
furfuryl amine derivative 263
– reverse-aza-Brook rearrangement 263
fused pyrazoles 77
– solution-phase/solid-phase synthesis 77
fusion pore, properties 542

g
g -amino-b-keto-phosphonic acids 221
G-protein-coupled receptor (GPCR) 576
– peptide/protein receptor families 576
Garner aldehydes 297
gel shift, 512. see also electrophoretic mobility

shift assay
gene shuffling 349
genetic code 381, 399
genetic code system 397
genetic/protein engineering 360
genome walking 643
GFP-DVL1 protein fusions expression 610
Gibbs free energy 386
Gliotoxin biosynthesis 637
glutamate 243
– analogs 226, 243
glutamine synthetase, inhibitors 242
glutathione-S-transferase (GST) 418, 512
– protein 642
glycine-extended hormones 553
glycine a-aminoboronic acids, synthesis 154
glycosidases 485, 486
glycosidases, 485–488. see also glycoside

hydrolases
glycoside hydrolases 485, 486
– glycosyl transfer enzymes 485
glycosidic bond 485
– linkages 344
glycosyl-enzyme 485

glyoxylic acid derivatives 55
glyoxylic hydrazone 59
– silyl enol ethers, enantioselective Mannich-

type reaction 59
Glyphosate 242
gold nanoparticles 440, 443
– self-assembled monolayers (SAMs) 440
gonadotropin-releasing hormone receptor

agonist 273
green chemistry, advantages 330
– aims 330
green fluorescent protein (GFP) 610, 402,

513
Grignard reagent 171
GTP-dependent process 535

h
Hajos–Parrish–Eder–Sauer–Wiechert

reaction 285, 286
b-hairpin structure, rigidity 435
a-haloalkylboronic esters 151
– asymmetric synthesis from 151–154
a-haloboronic esters 146, 151
– nucleophilic reactions 146
b-halogenated DDAAs 21
halogenated DDAA derivatives, Sonogashira

couplings 14
halogen-zinc exchange, see Luche conjugate

addition
HATU coupling chemistry 126
HATU/TMP coupling protocol 127
HCN, enantioselective addition 56
HCV NS3 proteinase 162
– antiviral therapy 162
– inhibitor potency 172
HDAC enzyme structures 103
HDAC inhibitors 103
– hydroxamate-based 103
– as anticancer agents 103

HDAC-like protein 103
Heck reaction 12
helichrome model 458
helix-loop-helix (HLH) conformation 436
helix-turn-helix (HTH) region 446
heme-binding sites 463
heme binding pocket 460
heme complex, properties 464
heme proteins 456, 457
– design model 457
– Diiron model proteins 464
– four-Helix Bundles Models 460
– heme-peptide models 457
– porphyrin as template 457

– heme sandwich models 458
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– membrane-soluble Heme-binding
systems 462

– peptide models 456–467
hepatitis C virus (HCV) protease 154
hepatotoxin 648
herceptin 521
heterochromatin protein 1 (HP1) 520
heterocycle, hydrolysis of 265
heterocycles 74
heterocyclic phosphonates 9
heterologous protein expression (HPE) 410
heteropolymers 350
hexadentate chelator, desferrioxamine 96
hexamethyldisilazane (HMDS) 196
hexose 296, 297
– de novo synthesis 296
– direct amino acid-catalyzed enantioselective

synthesis 297
hidden Markov model, formalism 552
high-affinity hydroxamate siderophores 639
high-performance liquid

chromatography 192, 353
– purification step 618
– purification techniques 623
– fractions 620, 621
– alkalinization profiles 621

high-resolution crystal structures 385
histidine N-methylimidazole peptide

catalyst 436
– conformational freedom 436
histone acetyltransferases (HATs) 102
histone deacetylases (HDACs) 97
HIV-1 protease 402
HIV-1 regulatory protein 454
– Tat protein 454
Hoffmann rearrangement 52
homogeneous catalysis, disadvantage 20
homogeneous hydrogenation, advantages 20
homogeneous time-resolved fluorescence

(HTRF) 642
homologous proteins 610
– DVL1 610
– ROT4 610
homology-search programs 562
hormones 533, 534, 555, 564
– biosynthesis inhibition 555–565
– angiotensin-converting enzyme, inhibitors
design 555–561
– proprotein convertase inhibitors 561–565
– radout sstems 555–557

– chemical composition 533
– endocrine/autocrine/paracrine

pathways 534
– lipid-derived hormones 533

– peptide hormones 533
– precursors 564
Horner–Wadsworth–Emmons reaction 221
horseradish peroxidase 462
HPNP, accelerated cleavage 454
Hub proteins 508
human cathepsin inhibitor 352
human insulin-like growth factor-binding

protein 615
human male-associated ZFY protein 451
hydantoic acids, Schestakow

rearrangement 52
hydrazide function, deprotonation 75
hydrazine glycidic ester, reaction 44
hydrazine hydrate reaction 42
a-hydrazino acids 35, 36, 39, 41, 47, 53
– general formula 36
– introduction 35
– natural products 36–39
– pseudopeptidic structures 39
– synthesis of 41, 53
– synthetic bioactive products 39–40
a-hydrazino acid derivatives 35, 55, 63, 67,

69, 77, 79
– chemistry 63
– experimental procedures 79–85
– hydrazine function 77
– precursor 55
– synthetic pathways 55
hydrazino function, reactivity 67
hydrazino turn 40
hydrazinopeptides 39
hydrazone 55, 56, 57, 58, 59, 60
– diastereoselective addition 57
– organometallics 57

– diastereoselective hydrocyanation 57
– diastereoselective zinc-mediated carbon

radical addition 60
– enantioselective/stereospecific

allylation 58
– catalytic enantioselective hydrogenation 56
– diastereoselective zinc-mediated carbon

radical addition 59
– enantioselective Friedel–Crafts

alkylations 59
– stereoselective addition 57
– organometallic reagents 57

hydrogen bond 477
– bonding networks 465
– systems 478
– water molecule 487
hydrogen bonding interactions, 99
– multiple sites 96
hydrolase 344
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hydrolysis/hydration reactions 434
– half-lives 434
– rate constants 434
hydrolytic enzymes 434
– peptide models 434–456
– ester hydrolysis/acylation 434–456
– phosphate bond cleavage 444–456

hydrolytic enzymes 477
hydrophobic base pairs 399
– 7-azaindole (7AI-7AI) 399
– propynylisocarbostyril (PICS-PICS) 399
hydrophosphonylation reactions 199
hydroxamate-based peptide inhibitor, MMP-

1active site interaction 101
hydroxamic acids 93, 94, 95, 106, 109, 123,

128, 130
– acidity 94
– aliphatic/aromatic 110
– bioactivity 95–106
– as enzyme inhibitors 97–106
– as siderophores 95–97

– bioactivity 130
– chemistry 93–95
– dissociation pathways 94
– hydrolysis 102
– formula 93
– clinical utility 95–106
– as enzyme inhibitors 97–106
– as siderophores 95–97

– clinical utility 130
– experimental procedures 130–137
– formation mechanism 107, 115
– functions, generation 116
– importance 106
– keto/enol tautomeric forms 94
– metal-chelating ability 97
– moiety 100, 130
– N-/O-acids like behaviour 94
– pKa values 94
– preparation 109, 128
– by hydroxyamination 128
– from acid chlorides 109

– reverse/retro 95
– solid-phase synthesis 106, 123
– solid supports 127
– via a palladium-catalyzed cascade
reaction 123

– solid-phase synthesis 121, 126
– acidic cleavage 122–126
– from Wang resin 122
– nucleophilic cleavage 128
– strategies 121

– solution-phase synthesis 106–121
– role 106

– structures 95
– sulfonamide-based 124
– solid-phase synthesis 126

– X-ray crystallography 99
hydroxamic acids synthesis 106
– from aldehydes 115, 116
– from carboxylic acid derivatives 106
– coupled agents 113
– from acid halides 108
– from acyloxyphosphonium ions 111–113
– from anhydrides 109
– from carbodiimide-coupled carboxylic
acids 111
– from esters 107
– using CDMT 110
– using TCT 111

– from gem-dicyanoepoxides 115
– from N-acyloxazolidinones 114
– from nitroalkanes 117
– via mixed carbonic acid anhydrides 110
– via palladium-catalyzed cascade

reaction 116
a-hydroxy acids 41
– amination of 41
a-hydroxy-a-acylamino-carboxylic acids 6
a-(hydroxyamino) phosphonate

intermediates 200
b-hydroxy amino acids 3
a-hydroxy phosphonates 292
– organocatalytic enantioselective

synthesis 292
1-hydroxy-7-azabenzotriazole (HOAt) 113
hydroxybenzotriazole (HOBt) 111, 236
hydroxyferricrocin 639
hydroxylamine derivatives 52
hydroxylamines synthesis, from amines 120
hydroxyproline-rich systemin (HypSys)

glycopeptides 603
– JA signaling pathway 603
– NtHypSys glycopeptide sequences 603
– tobacco/tomato 603
hypochlorite 52
hypolipidemic agents 182
hypophosphorous acid, chiral salts 198
HypSys peptides 621

i
imines 199, 202, 203
– asymmetric hydrophosphonylation 202
– catalytic hydrophosphonylation 203
– direct hydrophosphonylation 199
imino-Diels-Alder reaction, proline-

catalyzed 323
immunological techniques 646
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in vitro cell proliferation 615
in vivo selection system 397
inflorescence deficient in abscission-like (IDL)

proteins 614
inflorescence deficient in abscission (IDA)

gene 614
– 4-kDa peptide, see leginsulin
influenza enzyme 487
initiation complex 381
insect genomes, whole-genome

sequencing 575
insect neuropeptides 579
insect peptide hormones 575
– A-type allatostatins 582–584
– brains 582
– hindgut contractions 583
– stomatogastric nervous system 583

– allatostatin 576
– ancient signaling molecules 575
– biosynthesis of 576
– C-terminal sequence 578
– CRF-related DHs 584–586
– A. domesticus 586
– C-terminal region of 586
– Manduca sexta, Malpighian tubules
of 586
– N-terminal region of 586
– sauvigine, sequences of 585
– tobacco hornworm 584

– CRF-related diuretic hormones (DHs) 576
– genes encoding 575
– software programs 575

– genome databases 584
– BLAST searching 584

– heart muscles 578
– hemolymph possess 577
– insect control 586–589
– allatostatins 588
– baculovirsuses infect insects 588
– hormone imbalance 589
– larvae 587
– Malpighian tubules 587
– peptidergic signaling 588
– trypsin-modulating oostatic factor
(TMOF) 588

– nervous system 576
– neuroendocrine cells 577
– proctolin 576, 578–580
– neuromodulator/cotransmitter 578
– signaling peptide 578

– proctolin-sensitive tissues 578
– seminal fluid 580
– sex peptide 576
– central nervous system (CNS) 581

– ectopic expression 581
– innate immune system 581
– male accessory glands 580
– N-terminal tryptophan-rich domain 581
– seminal fluid 580
– structural features 580
– trypsin recognition site 581

– sex peptide 580
insect species 576
– genomic DNA sequence of 576
– hemolymph of 578
insect visceral muscle 578
– myotropin of 578
inteins 404–410
– based synthesis, drawback 410
– CBD fusion protein 410
– classes 405
intein-mediated purification with an affinity

chitin-binding tag (IMPACT) system 407
intein fusion proteins, thiolysis 409
intercellular adhesive molecule-1 (ICAM-1)

526
International Union of Pure and Applied

Chemistry 534
intra molecular acyl shift 404
ion-spray MS 416
ionic liquids 344
iron-sequestering agent 97
isobutyl chloroformate 73
isopenicillin N synthase (IPNS) 634
isopropyl glyoxylate hydrazone 60
– electron-rich aromatic compounds,

Enantioselective Friedel-Crafts reaction 60
isopropylammonium salt 242
isothermal titration calorimetry (ITC) 514

j
JH biosynthesis 582
– Diploptera punctata 582
– structures of 582

– Periplaneta americana 583
– structures of 583

– regulation of 582

k
Kabachnik–Fields reaction 193, 196, 197, 233
Kaiser resin 128
Kaiser test 122
ketones 293, 304, 308, 317, 318, 325–328
– a-amination reaction 307
– b-amino, reduction 297
– direct catalytic asymmetric

a-amination 308
– using (S)-proline 308
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– a-fluorination 327, 328
– a,b-unsaturated 325
– hydrogenations 325

– cyclic 317, 318
– direct organocatalyzed Michael
addition 318

– direct amino acid-catalyzed asymmetric
a-oxidation 325

– direct organocatalytic a-oxidation 326
– direct organocatalyzed Michael

addition 317
– donors 304
– (S)-proline-catalyzed Mannich
reaction 304

– electrophilic 293
– diethyl ketomalonate 293
– trifluoropyruvate 293

– reduction 297
b-keto amino acids 13
b-keto esters 47, 48, 50
– catalytic enantioselective

a-hydrazination 48
– catalyzed amination 47
b-keto functionality, reduction 209
b-keto phosphonates, enantioselective

amination 209
kinetic analysis 475
kinetically controlled peptide synthesis

(KCS) 355
Kluyveromyces lactis 349
Knoevenagel-type condensation

reactions 234, 323, 324
– proline-catalyzed 324
– asymmetric three-component
domino 325

l
b-lactam antibiotics 356, 358, 633
b-lactamase gene 398
b-lactamase-inhibitory protein binds 526
L-phenylalanine-binding adenylation

domain 635
b-phenyldimethylsilylalanine, preparations

of 267
b-phosphinoyl malonates 234
labile intracellular proteins 344
Lacanobia oleracea 589
larvae 587
larval lepidopterans 587
– gut of 587
Lawesson�s reagent 157
leaky expression 383
leginsulin, biological activity 615
Leu-Leu thermolysin inhibitor 273

leucine-rich repeat receptor-like kinases
(LRR-RLKs) 597

Leucophea maderae 578
Leucophea migratoria 578
Lewis acids 11, 216, 274
– CuCl 11
– MgBr2 295
– use 295

– TiCl4 295
– ZnCl2 11
ligand binding, allosteric inhibitor 526
ligand binding assay 606
– photoaffinity labeling 606
ligand library 448
– screening of 448
– split-and-pool synthesis 448
ligand-receptor proteins 616
linatine 36
lipid/water interfaces 493
lipoprotein-cholesterol contents 182
liquid-phase synthesis 353
liquid chromatography 611, 575
– computer programs 575
lithium dimethyl methylphosphonate 221
lithium derivative 206
lithium hexamethyldisilazane

(LiHMDS) 147
lithium perchlorate-diethyl ether (LPDE) 198
LnPB complexes 203
low density lipoprotein (LDL) 480
Luche conjugate addition 15
lymphocyte function-associated antigen-1

(LFA-1) 526
lysine sweet dipeptide 359
lysozyme 487

m
m-cyanoborophenylalanine analog 162
– boronic acid analogs preparation 162, 163
M2 influenza ion channel 463
magnetic resonance imaging agents 97
MALDI-time-of-flight analysis 648
male accessory glands 580
Maleimides 414
Malpighian tubules 584, 587
– fluid secretion 584
mammalian peptide hormones 534, 536
– biosynthesis 533
– inhibition 533
– overview 536–539
Manduca sexta 584, 602
Mannich-type multicomponent

condensation 239
Mannich bases 207
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Mannich product 297
Mannich reaction 298
– (S)-2-methoxymethylpyrrolidine (SMP)

catalyst 304
– a-aminomethylation 298
– anti-selective Mannich reaction 306
– by protected (S)-threonine 306

– anti-Selective Mannich Reactions 304
– asymmetric three-component 300
– trans-4-siloxyproline-catalyzed 300

– direct asymmetric three-component 299
– limitations 299

– direct Mannich reaction 298
– advantage 299

– direct three-component 303
– using aldehydes nucleophiles 303

– indirect Mannich reaction 302
– using Ketone donors 302

Mannich reaction 238
– direct asymmetric three-component 296
Mannich variant, diastereo/

enantioselective 297
Markov models 641
mass spectrometry (MS) 387, 640
matrix-assisted laser desorption/ionization

(MALDI) 644
matrix metalloproteases (MMPs) 97
– activity 98
– modulators 98
MBH products 319
MDM2 525
– p53 binding site 525
– X-ray structure 525
medium engineering 356
Meerwein�s reagent 154, 155
– action 155
a-melanocortin-stimulating hormone (MSH),

administration 554
membrane-soluble sequences 462
– de novo design 462
membrane protein 462, 463
– ME1 463
– EPR spectra 464
– Ribbon model 463

– structures 462
membrane proteins, feature 462
MeO-polyethylene glycol-supported

ligand 20
mercurial reagents 414
mercurials 414
meso-2,6-disubstituted-4-piperidones,

preparation 324
meso-butanediol esters 149
– synthesis 149, 150

meta-chloroperoxybenzoic acid (m-CPBA)
oxidation 119

metagenomics 358
metal-based cofactor 457
metal-chelating residues 395
– 3-amino-Tyr 395
– bipyridyl-Ala 395
– dihydroxy-Phe 395
metal-complexing agents 189
metal complexes 448
metal ions 445, 446, 448, 452, 456
– based peptide catalyst 448
– binding subunits 456
– role 445, 456
metallo-enzyme inhibitors 106
metallo-enzymes 99
– TACE protease family 99
metalloenzymes 95
– catalytic active sites 95
– inhibitor 118
metallopeptidase 548
– endothelin-converting enzyme (ECE)-2 548
metalloproteins 456, 457, 464
– model 457
– natural 456
Methanobacterium thermoautotrophicum

(Mth RIR1) 409
Methanococcus jannaschii 389
methicillin-resistant Staphylococcus

aureus 634
methionyl-tRNA synthetase 491
methyl ester 154
– preparation 154, 155
methyl jasmonate (MeJA) 604
– PROPEP genes 604
methylene-bisphosphonates 224
– alkylation 224
methylene piperazine-2,5-diones 9
Michael-type addition 286
Michael acceptors 10, 206, 235
Michael addition 212, 234
Michael adducts 312, 318
Michael donor 312
Michael reaction 308
– acceptor molecules 314
– enamine-catalyzed mechanism 312, 313
– intermolecular 314

– iminium-catalyzed Michael reaction
mechanism 310

– iminium ion-catalyzed Michael reaction
mechanism 309
– intermolecular 309

– proline-catalyzed intermolecular 315
Michael reaction 310
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Michaelis–Bekker reactions 214
Michaelis complex 474
– acyl group 477
– binding energy 474
– crystal structures of 487
– transition state 475
– formation of 475

Michaelis–Menten acyl-enzyme complex 355
Michaelis–Menten equation 493
Michaelis–Menten kinetics 440
Michaelis–Menten parameters 439, 456
– determination 439
microbial proteases 348
microbial rennets 349
microscopic reversibility 348, 354
– principle 348, 354
midgut endocrine cells 576
Miller hydroxamate approach 125
mini inteins 409
mischarged suppressor tRNA 388
mismatched base pairs 385
missense codon technique 386
missense suppression 385–387
Mitsunobu conditions 122
Mitsunobu reaction 222, 233
Mitsunobu reagent 43
– diethylazodicarboxylate 43
– Ph3P 43
MMP Inhibitors 98–102
– classes 102
– design 102
– hydroxamate-based 99, 101
– chemical structures 100
– clinical performance 99
– potency of 99

– inhibition 102
– role 98, 102
– succinate-based 114
Moc-NHPro-NHiPr 40
– X-ray structures 40
modifying reagents 412, 414
molecular recognition, proteins 517
monamycins 37
– cyclohexadepsipeptide structure 37
monomeric system 443
mononuclear metal proteins 457
Morita-Baylis-Hillman (MBH) reaction

318–320
– Aza-Morita-Baylis-Hillman Reactions 320
Multi-angle laser light scattering

(MALLS) 513
– Rayleigh scattering 513
– wavelengths 513
multicomponent couplings 11

– Passerini reaction 11
– Ugi reactions 11
multifunctional dimeric proteins 418
multiple peptide synthesis 352
multivalent catalysts 440
musculoskeletal syndrome, see

musculoskeletal toxicity (MST)
musculoskeletal toxicity (MST) 99
– dose-limiting 99
Mycobacterium xenopi DNA gyrase A

(Mxe GyrA) 409
Myelin basic protein 489
myrosinase 486

n
N-acetyl-a-D-glucosamine 1-phosphate 225
– isosteric phosphono analogs 225
N-acetylneuraminic acid 225
– phosphonic acid analogs 225
N-(-haloalkyl)phthalimides 214
nanoparticle 441, 442, 443, 456
– based catalyst 441, 456
– dipeptide functionalized 442
– dodecapeptide-functionalized 443
nanozymes 443
N-(silylmethyl)-phenylalanine synthesis 271
native chemical ligation (NCL) 402, 403, 410
natural enzymes, roles 379
natural proteins 433
– biosynthesis 380–381
– properties 433
natural systems 433
neat hydrophobic solvents 357
– drawback 357
– use 357
Negamycine 36
nervous system 576
– neurosecretory cells 576
neural network 552
– based method 552
– furin-specific 552
neuraminidase 487
neuroactive pain regulator dipeptide 359
neuroendocrine cells 575, 577
– peptide hormones 577
neuroendocrine proteins 562
– 7B2 562
– proSAAS 562
neuropeptide Y (NPY) 533
neurotensin fragment 275
– degradation-resistant neurotensin

analog 275
– silaproline neurotensin analog 275
neutral oxygen nucleophiles 109
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– water 109
nitric oxide 169
– activities 169
– synthase 169
nitrile hydratase 342
nitroacetic esters 10
nitroalkanes 311
– direct organocatalyzed intermolecular

Michael reaction 311
NMR-controlled titration methods 192
NMR spectroscopy 192, 207
noncanonical amino acid 383, 384, 387, 389,

391
– missense incorporation 387
noncanonical amino acids 390, 412
noncanonical base pairs 399–401
nonenolizable ketones 291
– 1-aryl-2,2,2,-trifluoroethanones 291
– a-keto carbonyl compounds 291
non-hydroxamate-based inhibitor 101
nonracemic a-hydrazino acid derivatives 63
– N–N bond cleavage 63
nonracemic b-hydroxy esters 46
nonracemic epoxides 43
– hydrazine derivatives, reaction 43
nonribosomal peptide 631
– synthesis 631
nonsense codons 381
nonsense suppression 390–395
– approach 395
– efficiency 392
– method 392
– strategy 390
nonsteroidal anti-inflammatory drugs 104
– aspirin 104
– treatment 104
– use of 104
novel protease, screening 357
NPY family 535
NRP synthetase 632, 633, 645, 646
– adenylation 648
– domain specificity 649
– genes 645, 647
– identification of 648
– identification of 649
– interaction 648
– isolation 633
– modular organization 632
– sequences 635
NRPS investigations 642
– experimental strategies 642–649
NRPS pathways 636
nuclear magnetic resonance (NMR) 45, 93,

353, 380, 477, 510, 645

– paramagnetic relaxation enhancement
effects 510

– structure-activity relationships 525
nucleophiles 13, 14, 413
– (het)aryl stannanes 13
– acetylide 13
– amines 14, 413
– electron-rich N-heterocycles 14
– stannyl acetate 13
– thiolate 13
– thiols 14, 413
– vinyl aryl stannanes 13
nucleophilic addition 14, 196
– amination 41
– reactions 355
nucleophilic substitution process 288
– C–C bond-forming step 288

o
O�Donnell�s imino glycinates 11
O-protected hydroxylamine reagents 129
– use 129
O-sulfonylhydroxylamines 174
– use of 174
olefins 50
– organometallic catalyzed

hydrohydrazination 50
oligonucleotide recognition element 417
oligonucleotide-substrate complex 417
one-pot three component reactions 194
– diastereoselectivity 194
one-pot reaction sequence 224
opal (UGA) stop codon 391
Oppolzer sultam 51
optically active a-aminophosphonates 202
organic bases 180
– amino acid esters 180
– phosphate 180
– phosphine 180
organic reactions 342
organocatalysis 329, 330
– advantages of 330
organocatalyst 313, 314, 316, 329
– advantages 329
– cysteine-derived 313, 314
– direct organocatalyzed Michael
reaction 314

– hydrophobic 316
– structure-toxicity relationship database 329
organocatalytic reactions 283
organosilanes 261
– stability 261
ornithine a-aminoboronic acids 164
– synthesis 164–167
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orphan receptors 597, 624
orthogonal aaRS variants, libraries 390
orthogonal aaRS/tRNA pair 387–390, 395
– heterologous expression 389
orthogonal base-pair technique 400
orthogonal protection strategy 127
orthogonal ribosome/mRNA pair 396–397
orthogonally N1,N2-diprotected a-hydrazino

acids, synthesis 55
oxaziridines 53, 54
oxazolidinyl-phosphonic acid derivative 209
oxazolinone, ring opening 7
oxocarbenium transition states,

stereoelectronic requirement 486
oxyanion hole 478

p
p-chloromercuribenzoate 414
p-methoxyphenylamine (PMP) 299
P-modified reactions, variant 197
paired amino acid-converting enzyme

(PACE) 548
palladium-catalyzed allylic alkylation 16
pancreatic lipase 492, 493
– crystal structures of 493
papain 348, 480, 481
– carboxypeptidase activity 483
– characteristics of 482
– crystallographic data 482
– cysteine proteinase 481
– hydrophobic residues 483
– L-amino acid residues 482
– P1-P2 amide bond 484
Papaya proteinase 480
partial sequence homology 615
PCR assay 647
Penicillium expansum 644
pentapeptide bradykinin-potentiating peptide

(BPP) 5a 559
PEP mutase 190
peptide aldehydes 350
peptide-based enzyme models, catalysis 433
peptide bond 640
– cleavage 354
– hydrolysis, catalysis 345
peptide boronic acids 164, 171
– derivative, enzyme inhibitory profile 165
– inhibition activity 171
– serine proteases binding 164
peptide-catalyzed ester hydrolysis 441
peptide chain backbone 353
peptide foldamers, catalytically active 435
peptide hormones 533, 534, 535, 540, 623
– biogenesis 623

– biosynthesis 535, 540
– prohormone cleavage 542–552
– prohormones production/
maturation 535
– PTMs 552–555
– schematic overview 540
– secretory pathways 540–542
– precursors, phosphorylation 535

peptides 351, 353, 354
– enzymatic synthesis 354–360
– inhibitors 561
– ligation methods 403
– production 353
– scaffolds 462
– signals 616, 623
– systems 459
peptide-matrix complex 352
peptide nucleic acid (PNA) 454
peptide sequence elongation 129
– by Boc solid-phase peptide synthesis 129
peptidic coupling 74
peptidomimetic phosphinates 233, 235
– synthesis 233, 235
peptidomimetics 353
peptidyl carrier protein (PCP) domains 631
peptidylglycine a-amidating monooxygenase

(PAM) 553
peptidylglycine a-hydroxylating

monooxygenase (PHM) 553
peptidyl-a-hydroxyglycine a-amidating lyase

(PAL) 553
perfluoroalkylvinylphosphonates 212
periostat structure 102
peroxidase activity mechanism 462
PGHS activity 104
– pharmacological control 104
– schematic representation 104
PGHS inhibitors 104
– cyclooxygenase (COX) site 104
– peroxidase (POX) site 104
a-peptidic backbone 416
phage-derived promoters 383
Phe analog 386
– 2-naphthylalanine (Nal) 386
phenethyl containing peptides 171
– preparation 171, 174
phenethyl peptide boronic acids 170
– synthesis 170–172
phenylalanines 270
– derivative 12
– silicon-substituted synthesis 270
phenyldichlorophosphine 238
pheromone biosynthesis-activating

neuropeptide (PBAN) 587
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– amphiphylic pseudomimics of 587
phosphate bond 444
– cleavage 444–456
– DNA models 446–450
– in RNA 445
– RNA models 450–456
phosphate bond, hydrolysis 451
phosphate esters 453, 456
– cleavage 456
– transphosphorylation of 453
phosphinimines 212
phosphinopeptide building block 234
phosphinothricin 242
a-phosphonate carbanions 217
a-phosphorylated imines, synthesis 211
phosphinotripeptides, synthesis 231
phosphates, nucleophilic addition 216
phosphoenolpyruvate (PEP)-

phosphonopyruvate rearrangement 190
phospholipases, digestive function 493
phosphonamidate peptides, transition state

analogs 237
phosphonamidate pseudopeptides 236, 237
phosphonamidopeptides, synthesis 237
phosphonate carbanions reactions 206
phosphonium cation coupling agent 113
– BOP, use 113
phosphono/phosphinopeptides,

definition 227
phosphonoacetates 179, 181
– boron analogs synthesis 179–182
– cytotoxicity 181

phosphonodepsipeptides, synthesis 239
phosphonolipids 190
phosphonomethylaminocyclopentane-1-

carboxylic acid 197
phosphonopeptides 9
– antibiotics 190
– fragments 227
– strategies 229
– structure types 229
– synthesis 230
phosphonoxins 243
phosphorus analogs 189, 240
– aminophosphinic acids 189
– aminophosphonic acid 189
photolysis 18
photoreactive amino acids 392
– p-(3-trifluoromethyl-3H-diazirin-3-yl)-Phe

392
– p-benzoyl-Phe 392
physicochemical environment 515
phytosulfokine 611
– nanomolar quantities 611

– receptor protein (PSKR1) 612
– function 612

– role 611, 612
– synthesis 612
pinacol (iodomethyl)boronate 150
– tertiary amines reaction 150, 152
pinane amidoboronic esters 147
– synthesis 147, 150
pinanediol ester 161
– synthesis 161, 162
ping-pong mechanism 345
piperazic acid 37, 40, 61, 62
– cyclization reaction 75
– derivatives 37, 61, 74, 75
– synthesis method 61–62

– L-enantiomer 40
– preparation 62
– residue 38
Piv-Pro-NHAla-NHiPr 40
– X-ray structures 40
plant bioassay 599
– defense proteinase inhibitors (PIs) 599
plant-derived enzymes 348
– bromelain 348
– papain 348
plant growth regulators 614
plant peptide signals 597
– abscission, inflorescence deficient 614, 615
– 4-kDa peptide 615

– CLAVATA3/endosperm surrounding region
(CLE) 605–609

– high-performance liquid chromatography
(HPLC) 597

– introduction 597
– mass spectrometry (MS) techniques 597
– peptide sequences, conserved motifs, and

receptors 600–601
– plant defense 599
– Arabidopsis 604
– AtPep1 604, 605
– hydroxyproline-rich systemin (HypSys)
glycopeptides 603, 604
– systemin 598–603

– polaris 613–614
– precursor proteins 598
– rapid alkalinization factor (RALF) 609, 610
– rotundifolia4/devil1 610
– self-recognition mechanisms 615
– S-locus cysteine-rich peptide (SCR/SP11)
gene 615, 616

– C-terminally-encoded peptide 1 (CEP1) 611
– tyrosine-sulfated peptides 611, 613
– phytosulfokine 611–613

plant regulatory peptides 597

Index j675



– extracellular signals 597
plant regulatory peptide research

methods 616
– ligand fishing 622
– bait receptors 622, 623

– novel peptide signals identification 618
– cell alkalinization assay 618–622

– peptide signaling 616
– peptidomics, use of 622
– systemin, discovery of 617–618
Plasmodium falciparum 244
plastocyanin-cytochrome f complex 511
polar aprotic solvents, chloroform 316
polar solvents 330
– DMF 330
– DMSO 330
polaris peptide 613
polybromo 520
polyethylene glycol-grafted polystyrene

resin 123, 128
– ArgoGel-OH 123, 128
polygalacturonic acid oligomers 617
polyketide/NRP synthetases 636
– adenylation domain substrate

specificity 636
polyketide sythetase genes 645
polymer-bound esters 128
polymerase chain reaction (PCR) 399
polymeric oxime ester 129
– Boc protecting group, removal 129
polymeric resins 124
polypyrimidine-containing

oligonucleotide 417
polystyrene resin 125
porphyrin ring 458
post-translational chemical modification 412
post-translational modification (PTM)

411–414, 535, 552–555, 632
– acylation 554
– amino acids removal 552
– proteolytic processing 541
– pyroglutamylation 554
– techniques 380
– C-terminal amidation 553
– N-terminal truncation 554
predicting association rate enhancement

(PARE) 523
preproproctolin amino acid sequences 579
– N-terminal, alignment of 579
pretranslational modification techniques 380
prior thiol capture method 402
pro-oxytocin 548
pro-oxytocin/neurophysin 548, 554
– converting enzyme 548

– processing domain 564
process catalysts (biocatalysts) 341
processing pathways 543
prochiral hydrazone function 55
proctolin 578, 579
– insect peptide hormone 578
– N-terminus of 579
– preprohormones 580
prohormone 548, 552
– cleavage sites prediction 552
– thiol protease complex 548
– Cathepsin L subunit 548

prohormone convertase 562, 564
– conformational requirements 564
– pro-domains 562
– usage 562

prohormone processing enzymes, cleavage
by 565

prohormones 543, 544
– cleavage patterns 543
– processing scheme 544–547
proline 289, 290, 293, 294, 295, 296, 311, 329
– bifunctional catalysis structure 284
– catalysis pathway 296
– catalyzed carbohydrate synthesis 295
– catalyzed intermolecular aldol

reaction 293, 290, 294
– via enamine mechanism 289, 293

– derivatives 329
– functions 293
– potential catalysis intermediates 284
– tetrazole catalyst 311
proline a-aminoboronic acids, synthesis 155
proline-containing diketopiper-azines 18
(S)-proline 288, 291, 315, 319, 323
– catalyzed cycloaddition methodology 323
– catalyzed intermolecular Aldol

reactions 291
– catalyzed intermolecular Michael

additions 315
– catalyzed reaction 288
– use 319
promoter trap strategy 614
proprotein convertase 543, 548, 549, 550
– amino acid-specific members 548, 550
– schematic domain structure 550

– maturation 550
– prohormone cleavage involvement 543
– kexin 9 (PCSK9) 480
proprotein convertase inhibitors 561–565
– endogenous protein inhibitors 562
– peptide inhibitors 563
– Ki values 563

prostaglandin G2 (PGG2) 104
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prostaglandin H2 synthases (PGHSs) 97
prosystemin 602
– cauliflower mosaic virus 35S

promoter 602
– importance of 602
– tomato plants 602
protease 233, 345, 356, 357, 360, 530
– automated screening 360
– cleavage 556
– investigation methods 556

– groups 345
– penicillin acylase 233
– phosphodiesterase 233
– role 350
– usage 350
protease biocatalysts 358
protease-producing genes 360
protease recognition sequence 404
protected a-hydrazino esters 53
– synthesis 53
protein 401, 407
– average length 401
– de novo design 433
– functional 457
– semisynthesis 407
– solution structure 462
– structural reorganization 460
protein biosynthesis 491
protein data bank (PDB) 506
protein engineering 342, 349, 379
– directed evolution by tandem

mutagenesis 342
– gene-shuffling 342
– ligase-assisted recombination 342
– site-directed mutagenesis 342
protein expression 384
– vectors series 383
– pET 383
– pQE 383
protein flexibility 526
protein folding 517
– scaffolds 521
protein fragments 446
protein interactions measurment 509, 512
– affinities measurement 514, 515
– binding affinity, modulation of 515
– discovering/establishing 512, 513
– stoichiometry measurement 513, 514
protein kinases 476, 488
– physiological protein substrates 476
– physiological substrate 490
– remote binding sites 476
– RXL/KXL motif 489
– classes of 488

– phosphoryl transfer 488
– mechanism of 488

protein ligation 380
protein molecules see enzyme
protein production technologies 489
protein-DNA interfaces 506
– hydrogen bonds 507
protein-DNA recognition 505
protein–nucleic acid interactions 506
– modularity 507
– water 507
protein-protein interactions 416, 505, 506
– computational algorithms 523
– hotspots 509
– large planar surfaces of 526
protein-protein interfaces 506
– chemical properties of 506
– enzyme active sites 507
– hydrogen bonds 507
protein recognition 505
– coupled folding and binding 515
– disorder, advantages of 516–518
– diversity 518–519
– intrinsically unstructured proteins,
characteristics of 516
– introduction 515

– post-translational modification (PTM) 505
– protein-protein interactions 521
– allosteric Inhibitors 526, 527
– flexibility 526
– optimization 523
– small-molecule inhibitors 524–526

– protein engineering 521
– binding functionality 521–523
– DNA-Binding 523, 524

– protein interactions 509
– introduction 509–510
– irreversible interactions 510
– measurment 512–515
– regulatory interactions 510, 511
– ultra-weak 511, 512

– protein interfaces nature 506
– binding sites, characteristics of 506, 507
– hotspots 508–509
– modularity and promiscuity 507–508

– PTMs 519
– and domains 519
– histone modifications 520, 521
– histones 520
– interactions, regulation of 519
– types of 519

protein-splicing domain 405
protein-splicing mechanism 405, 406
protein-splicing structures 406

Index j677



protein splicing 404
protein substrate, cleavage of 479
protein synthesis 381
protein thioesters 409
proteinase inhibitor-inducing factor (PIIF)

617
proteinase inhibitor (PI), production 617
proteinogenic a-amino acids 52
– electrophilic amination 52
proteinogenic amino acids 385, 397
proteins 510
– CBP/ACTR 518
– gyration, radius of 517
– nonantibody scaffolds 522
– regulatory functions 510
– gene expression 510
– intracellular signaling 510

proteins 457, 459, 513, 554
– iron porphyrin binding model 457
– molecular weight of 513
– N-terminal acetylation 554
– natural 457, 459
proteolytic enzymes 146, 345
– serine proteases 146
– small-molecule inhibitors 146
– characteristics 345–348
– mechanisms 345–348
protic solvents, ethanol 312
protozymes, development 438
pseudopeptide, desiging 233
psychrophilic proteases 348
pyrazole, regioselective synthesis 78
pyridoxal phosphate enzymes 35, 36
– g-aminobutyric acid (GABA)

transaminases 36
– aspartate aminotransferase 36
– histidine decarboxylase 36
– inhibitors 35
– mesodiaminopimalate decarboxylase 36
– ornithine decarboxylase 36
pyroglutamate aminopeptidase 392
pyrrole-2-carbaldehyde Pa 401
pyrrolidine ring 283

r
rabbit reticulocyte cell-free translation

system 392
racemic boraalanine 151
radical additions 15–17
Raney nickel 63, 211
rapid alkalinization factor (RALF) 609
– Arabidopsis/tomato plants treatment 609
– ectopic expression 610
– gene databank 609

– HPLC peak 609
Rayleigh scattering 513
reaction media 315, 330
– ionic liquids 315, 330
reaction medium 413
readout systems 555–557
– cleavage reaction observation 555
receptor-fusion protein 623
receptor-ligand pairs 622
receptors, class 533
recombinant DNA technology 350
recombinant fusion protein, treatment 404
recombinant inteins 409
– Mth RIR1 409
– Mxe GyrA 409
– Ssp DnaB 409
recombinant protein 384
red-shifted fluorescent dyes, rhodamine 556
redox potential 459, 460, 463, 464
reducing agents 414
– borohydride 414
– sodium cyanoborohydride 414
regiospecific hydrolysis 350
release-inhibiting factors, statins 534
release factor 381
renal tubules, see Malpighian tubules
renin-angiotensin system 558
repressed promoter 383
residue-specific modifying reagents 412
resin bound esters, nucleophilic cleavage 121
resins 124
– 2-chlorotrityl chloride polystyrene 126
– chloro-functionalized 124
– HOBt polystyrene, recycling 129
– oxime polystyrene resin, 128. see alsoKaiser

resin
– peptide, deprotection 127
– polyethylene glycol grafted polystyrene 126
– polymeric 124
– rink acid 124
– sasrin 124
– trityl-based 124
– Wang 124
resin-immobilized Fx, see flexiresin
restriction enzymes 446
retro-Michael reaction 213
reverse phase high-performance liquid

chromatography (RP-HPLC) analysis 557,
644

reverse transcription-polymerase chain
reaction (RT-PCR) 644

– analysis 610
reverse turns 416
reverse/retro-hydroxamates synthesis 117
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RF-ribosome interaction 381
Rhodococcus rhodocrous 342
ribo-X 396, 397
ribonuclease 451
– activity 451
– nanoparticle-based 455
– RNase A 451
– catalytic mechanism 451

– RNase S-protein 451
ribozyme 392, 394, 396
– evolution 394
– recognition motif 396
rink acid resin 124
RNA 445, 450, 453, 454, 456, 535
– cleavage 454
– dinucleotides 456
– heterogeneous nuclear 535
– hydrolysis 445
– polyanionic substrate 453
– ribosomal 451
– single-stranded 451
– transactivation responsive (TAR)

model 454
RNA library 395
RNA ligation 401
RNA models 450–456
RNA variants 395
RNAs, hydrolysis mechanism 451
RNase mimic system 452
Robinson-type annulation 285
Robinson annulation sequence 286
– (S)-proline catalyzed 286
Robinson reaction 286
– 6-(enolendo)-exo-trig asymmetric 286
Rosenmund-von Braun reaction 326
Rotundifolia4 (ROT4) gene 610
– overexpression 610
– protein encoded 610
RXPA380 560
– cocrystallization study 560

s
S-adenosylmethionine (SAM) 634
S-alkylation 5
S-butyl-Cys50 mutant 418
S-locus cysteine-rich peptide (SCR/SP11)

gene 615
– proteins 616
S-locus glycoprotein (SLG) gene 616
S-locus receptor kinases (SRKs) 616
Saccharapolyspora erythraea 641
Saccharomyces cerevisiae 387
SAHA synthesis 107, 108
Salmonella typhimurium 153

– D-alanine/D-alanine ligase from 153
Sanglifehrin 38
Sasrin resin 124
scandium triflate 201
Schöllkopf�s reagent 271
– alkylation of 265
Schmitz oxaziridine 53
SDCM method, advantage 417
second-generation library 462
secondary metabolites, see antibiotics
secretory pathway 542
– secretory granules 542
– depot pool 542
– secretory proteins 542

Selenium-containing proteins 380
Seleno amino acids 5
self-aminoacylating RNA 395
self-assembled monolayers (SAMs) 440
– advantage 440
self-recognition mechanisms 615
semisynthetic enzymes 415
– definition 379
– examples 415–418
semisynthetic protein, synthesis

methods 382
sense codons 381
– reassignment 380–385
sequential ligation strategy 411
sequential synthesis 352
Ser/His/Glu catalytic triad 493
serine carboxypeptidase 477
serine protease inhibitors 159
– catalytic site-directed moiety 159
serine proteinases 345, 346, 476
– atomic resolution 477
– catalytic Cys-His-Asn 481
– catalytic mechanism 346
– chymotrypsin 478
– inhibitor-2 562
– structural classes of 477
– chymotrypsin-like 477
– subtilisin-like 477

– substrate recognition 478
Sfp-type enzymes 642
Shine–Dalgarno (SD) sequence 396
shoot-apical meristem (SAM) 605
short peptide inhibitors 564
Si–C bond stability 272
sialic acids, phosphonate acid analogs 225
sialidase inhibitors 225
side-chain selective reagents 412
siderophores 95, 96
– antimicrobial agent 97
– applications 96
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– feature of 96
– iron-containing 96
– transport of 96

– natural/synthetic 97
– solid-phase synthesis 124
signal transduction pathway 613
signaling pathways, intervention 561
signaling/nonsignaling binding

interactions 484
– pH-k profiles 484
silanes 269
silanols 262
silica-supported NH4HCO3 196
silicon 261, 262
– electronegativity 261
– nontoxic nature 261
– substitution 262
– consequences 262
– steric/lipophilic effect 262

– use of 261
silicon-containing amino acids 261, 263,

271
– chemistry 261
– experimental procedures 276–278
– reactions 271
– functional group Protection 272

– sterics/electronics 262
– synthesis 263
– a-silyl amino acids/derivatives
synthesis 263
– amino acids synthesis 269
– b-silylalanine/derivatives synthesis 263
– proline analogs synthesis 269
– silyl-substituted phenylalanines
synthesis 269
– stereoselective method 263
– o-silyl amino acids/derivatives
synthesis 267

silicon-containing renin inhibitor 273
silicon group 271
– lower steric impediment 271
silicon-substituted amino acids 272
– bioactive peptides 272
– b-silylalanine use 272
– N-silylalkyl amino acids use 274
– silaproline use 274

b-silylalanine 266
– Trost/Lee�s umpolung approach 266
o-silyl amino acids, approaches 268
a-silyl amino acid derivatives 272
– instability of 272
a-silyl-a-amino acids synthesis 264
silyl enol ethers 58, 207
silyl methyl-substituted peptides 274

– reactivity, electrochemical/chemically
oxidative conditions 274

Sinapin alba 486
single peptide hormone, functions 535
site-directed mutagenesis 344, 349, 358, 360,

390, 412, 415
– (SDCM) strategy 415
small-molecule synthetic inhibitors 99
– design strategy 99
small-size peptides 359
SN2 reaction 107
solid-phase methods 159
solid-phase peptide synthesis (SPPS) 351
– advantages 351
– program 269
– systems 351
solid-phase reactions 106
– standard analytical techniques 106
solid-phase synthesis 121, 122, 127
– advantages 121
– agitation method 122
– limitations 121
– resins 121
– use 121

– solid-supported reagents 121
– techniques 73, 130
solid-phase synthetic strategies 130
solid-state 31P-NMR cross-polarization magic

angle spinning technique 192
sorting by retention hypothesis 542
sorting for entry hypothesis 542
spectrophotometric assay 555
sperm binding JH synthesis 580
Sphingidae, see Manduca sexta
splicing mechanism 405
split-and-pool protocol 450
SPPS, strategies 352
standard analytical techniques 106
– NMR spectroscopy 106
– thin-layer chromatography 106
stereoselective C–P bond-forming

reaction 200
stereoselective/catalytic enantioselective

Mannich-Type reaction 58
stereoselective/catalytic enantioselective

Strecker reaction 56
Stille couplings 13
stop codon, see nonsense codons
Strecker reaction 227
streptavidin 395
streptavidin-allophycocyanin conjugate 642
Streptomyces coelicolor 634
Streptomyces griseus trypsins 479
Streptomyces hygroscopicus 190
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Streptomyces noursei 649
Streptomyces purpeofuscus 36
Streptomyces verticillus 642
Streptomyces viridochromogenes 227
structure-activity relationships 157
structure-based drug design, pharmacophore

model 561
suberoylanilide hydroxamic acid (SAHA),

structure 103
substrate-binding constant 440
substrate engineering 358
substrate recognition 476
– aaRSs 490–492
– by kinases 488
– catalytic mechanism 478, 483
– chymotrypsin 482
– cysteine proteinases 480–485
– depends on 482
– electrostatic effects 480
– enzyme catalyzes nucleophilic attack 474,

476
– glycosidases 486
– glycoside hydrolases 485–488
– investigation of 479
– key binding interactions 480
– kinetic analysis 479
– lipases 492, 493
– molecular recognition processes 473
– peptide substrates 479
– protein kinases 488–490
– serine proteinases 476–480
b-substituted derivatives 12
subtilisin-inhibitor complexes 478
– crystal structures of 478
subtilisin 350, 358
– inhibitor 478
succinimidyl esters 413
sugar ring 487
sulfhydryl group 345
sulfonamide hydroxamic acids synthesis

108
sulfonium salts 5
sulfonyl chlorides 413
sulfo succinimidyl esters 413
super acid-sensitive linkers, solid supports

124
supercritical fluids 354
suppression techniques 387
surface plasmon resonance 514
syn-1,2-amino alcohols 302
– direct Mannich reaction 302
synthetic catalyst, aspect of 446
synthetic catalytic pores, self-assembly 439
synthetic peptide insert 411

synthetic systems 433
systemin 599
– 18-amino-acid peptide 599
– endoplasmic reticulum 602
– Golgi-dependent post-translational

modifications 602
– JA-Ile 603
– membrane receptor 602
– mitogen-activated protein (MAP)

kinase 603
– palindromic sequence 602
– protein binding 602

t
tBoc/Bzl multiple peptide synthesis 353
T cell activation 244, 526
template dependent T7 RNApolymerase 401
template-mediated ligation method 402
tepoxalin, structure 109
tert-butyl hydroperoxide (TBHP) 5
tethering strategy 525
– schematic illustration of 525
tetraethyl o-aminoalkylidene-1,1-

bisphosphonates 224
tetrahydrofuran 19, 210
tetralkyl ammonium salt 54
tetratricopeptide 522
textile industries 342
thermodynamic analysis 512
thermodynamically controlled synthesis

(TCS) 354
– advantages 354
– drawbacks 354
thermophilic proteases 348
Thermus aquaticus (Taq) DNA 399
– Klenow fragment (KF) 399
Thermus thermophilus 491
thioester-linked intermediate 403
thioesterase domains 631
thiolation domains 635, 638
thiolation domains, see peptidyl carrier protein

(PCP) domains
thiols, dithiothreitol 407
thiol-reactive reagents, alkylating

reagents 414
thiol-subtilisin 380
thionyl chloride 237
three-base codons 399
three-component reaction 195, 232
– condensation 193
– system 197
three segmental fusion proteins 407
thrombin inhibitor 157, 159, 162, 274
– synthesis 159
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tissue-specific processing 551
tissue hormones 533
tissue peptidases 587
– pGlu-Arg-Phe-Ser-Aib-Trp-Gly-NH2 587
TMS-activated H-phosphinic acids 234
tobacco etch virus (TEV) 404
– Cys protease 404
trans-(�) l,2-acetamidocyclohexanol 435
– kinetic resolution 435
– stereoselective acylation 435

trans-Golgi network 535, 540, 542, 553
trans-thioesterification 404
– reaction 403
transferrin-mediated iron uptake 641
transient electron-transfer complexes 511
transition metal-catalyzed modification

415
transition metal ions 95
translation 381
trialkyl phosphites 199, 223
triazine derivatives 110
trifluoroacetic acid 123, 351
triisopropylsilyl 46
triketones, intramolecular aldol

cyclization 287
b-trimethylsilylalanine 265, 266, 273
– asymmetric synthesis 265
– bioactive peptides 273
– enantioselective synthesis methods 266
– racemic 265
trimethylsilyl (TMS)-phosphite 220
tripeptide RGD (Arg-Gly-Asp) amide 360
tris-ethyleneglycol methyl ether (TEG) 441
– units 443
trityl-based resins 126
trityl linker, solid supports 125
tRNA 392, 395
– chemical acylation 392
– identity elements 387
– library 389
– mischarging 395–396
tRNA aminoacylation 490, 491
– enzyme-aminoacyladenylate complex 490
– stages 490
tRNA substrate 491
– electrostatic interactions 491
trojan horse 97
– antimicrobial prodrugs delivery 97
truncated protein 397
trypanosomi cruzi 487
trypsin-like serine proteases 167
– plasma kallikrein 167
– plasmin 167
– thrombin 167

tryptophan-heme interactions 459
tumor necrosis factor 97
tumor suppressor p53 524
Tyr50, mutation 418
tyrosine, binding of 492
tyrosine kinases possess 488
tyrosine residue, sulfation of 577
tyrosine-sulfated peptides 613, 621
tyrosyl-tRNA synthetase 491, 492
– crystallography 492
tyrosylprotein sulfotransferase (TPST) 612
– Golgi-localized 612

u
UDPGalNAc transition state analogs 243
ultra-weak complexes 511
undistorted glycosyl-enzyme 487
– nucleophilic attack 487
unsaturated nitroso ester intermediate 269
– hetero-Diels-Alder reaction 269
US Food and Drug Administration (FDA)

97
a,b-unsaturated carbonyl compounds 51
– stereoselective a-hydrazination 51
a,b-unsaturated ester 324
a,b-unsaturated imides 44
– hydrazines, enantioselective conjugate

addition 44
a,b-unsaturated isocyano acetates 11
uronium coupling reagent 113
– HATU 113
– chemical structures 114

v
valyl-tRNA synthetase 490
– isoleucine, activation of 490
van der Waals contacts 511
vascular endothelial growth factor 522
vinyl phosphonate 213, 214
vinyl phosphorus derivatives 212
– reactivity 212

w
Wang resin 122, 123, 126, 126
– developement strategy 126
water-soluble carbodiimides 412
water-soluble model systems 462
water-tolerant catalysts 196
Watson-Crick base pairs 386
Western blotting 646
Wieland–Miescher ketone 286
Wilkinson�s catalyst 19
Wittig reagents 9
wobble base pair 386
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x
X-linked inhibitor of apoptosis (XIAP) 522
X-ray absorption spectroscopy study 94
X-ray crystallography 477, 482
– oligopeptides 482
– chloromethylketone derivatives of 482

X-ray photoelectron spectroscopy 94

y
yeast nucleus 512
yeast transcription factor 512
yeast two-hybrid (Y2H) 512
ytterbium triflate 201

z
Zimmerman-Traxler-type transition state

293
zinc-binding group (ZBG) 99
– hydroxamic acid 99
zinc finger 446, 447, 451
– applications 451
– peptides 451
– targeter 524
zinc glycoprotein, chloride-dependent 559
zirconium imine complex 263
zirconocene species, synthesis from 172–174
zwitterion 146
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