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This fifth edition of Economics reflects the way in which the discipline is evolving. Academics across the UK 
and Europe are engaged in a lively debate about the future direction of the subject both in the way it is taught 

at the undergraduate level and how research into developing new knowledge should be conducted. This new 
edition seeks to reflect some of this debate whilst retaining a familiar look and structure. Readers should note 
that this edition adapts Greg Mankiw’s best-selling US undergraduate Principles of Economics text to reflect the 
needs of students and instructors in the UK and European market. As each new edition is written, the adaptation 
evolves and develops an identity distinct from the original US edition on which it is based. Responsibility for the 
UK and European edition lies with Cengage EMEA. Comments and feedback on this edition, therefore, should be 
addressed to the editorial team at Cengage EMEA for passing on to the authors via EMEAMankiw@cengage.com

We have aimed to retain the lively, engaging writing style and to continue to have the novice economics 
student in mind. The use of examples and the Case Studies and In the News articles help to provide some 
context to the theory and discussion throughout the text. The In the News articles are accompanied by ques-
tions which have been written to encourage you to think independently, to question, and to be critical of both 
received wisdom and what you read and hear about economic issues.

A complementary digital resource, Maths for Economics: A Companion to Mankiw and Taylor Economics 
has been produced alongside and seeks to develop further some of the mathematical elements of the text. 
MindTap provides a wealth of resources and support for the teaching and learning of economics at the under-
graduate level and includes assignable assessment tasks, videos, case studies and more to provide everything 
needed for undergraduate study in one place. Welcome to the wonderful world of economics – learn to think 
like an economist and a whole new world will open up to you.

PREFACE
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1

The economy and economic SySTemS
Every day, billions of people around the world make decisions. They make decisions about provid-
ing for the fundamentals in life such as food, clothing and shelter and how they use non-work time 
for leisure and domestic tasks. Making these decisions involves interaction with other people, with 
governments and business organizations. At any time, individuals could be mothers, fathers, sons, 
daughters, carers, employers, employees, houseworkers, producers, consumers, savers, taxpayers 
or benefit recipients. Many, but not all, of these interactions are related to some sort of exchange, 
normally with the use of a medium of exchange such as money, and sometimes to a direct exchange 
of services. Individuals purchase goods and services for final consumption and provide the inputs into 
production – land, labour and capital. We refer to these individuals collectively as ‘households’. The 
organizations which buy these factors and use them to produce goods and services are referred to 
collectively as ‘firms’.

The amount of interaction between households and firms – the amount of buying and selling which 
takes place – represents the level of economic activity. The more buying and selling there are, the higher 
the level of economic activity. Households and firms engaging in production and exchange in a particular 
geographic region are together referred to as the economy.

PaRT 1
inTRoducTion  
To economicS

1 WhaT iS economicS?

economic activity how much buying and selling goes on in the economy over a period of time
economy all the production and exchange activities that take place

Economics studies the interactions between households and firms in relation to exchange and the 
many decisions which are made in so doing. It also covers situations where some output is produced 
without the receipt of an income, such as the work done by unpaid carers and homemakers. It explores 
how people make a living; how resources are allocated among the many different uses they could be put 
to; and the way in which our activities influence not only our own well-being but also that of others and 
the environment.
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2   PART 1   IntroductIon to economIcs

The economic Problem
There are three questions that any economy must face:

 ● What goods and services should be produced?
 ● How should these goods and services be produced?
 ● Who should get the goods and services that have been produced?

To satisfy these questions, economies have resources at their disposal which are classified as land, labour 
and capital.

 ● Land – all the natural resources of the earth. This includes mineral deposits such as iron ore, coal, gold 
and copper; oil and gas; fish in the sea; and all the food and raw materials produced from the land.

 ● Labour – the human effort, both mental and physical, that goes into production. A worker in a factory 
producing precision tools, an investment banker, an unpaid carer, a road sweeper, a teacher – these are 
all forms of labour.

 ● Capital – the equipment and structures used to produce goods and services. Capital goods include 
machinery in factories, buildings, tractors, computers, cooking ovens – anything where the good is not 
used for its own sake but for the contribution it makes to production.

land all the natural resources of the earth
labour the human effort, both mental and physical, that goes into production
capital the equipment and structures used to produce goods and services

scarcity the limited nature of society’s resources

economics the study of how society manages its scarce resources

Scarcity and choice
It is often assumed that these resources are ultimately scarce in relation to the demand for them. As 
members of households, we invariably do not have the ability to meet all our wants and needs. Our needs 
are the necessities of life which enable us to survive – food and water, clothing, shelter and proper health 
care – and our wants are the things which we believe make for a more comfortable and enjoyable life – 
holidays, different styles of clothes, smartphones, leisure activities, the furniture and items we have in our 
houses, and so on. Our demand for these wants and needs is generally greater than our ability to satisfy 
them. Scarcity means that society has limited resources and therefore cannot produce all the goods and 
services households demand. Just as a household cannot give every member everything they want, a 
society cannot give every individual the highest standard of living to which they might aspire. Because of 
the tension between our wants and needs and scarcity, decisions must be made by households and firms 
about how to allocate our incomes and resources to meet our wants and needs.

Economics investigates the issues arising due to the decisions that households and firms make as 
a result of this tension. A typical textbook definition of economics is ‘the study of how society makes 
choices in managing its scarce resources and the consequences of this decision-making’. This definition 
can, however, mask the complexity and extent of the reach of economics. We might characterize house-
holds as having unlimited wants, but not everyone in society is materialistic, which the idea of unlimited 
wants might imply. Some people are more content with the simple things in life and their choices are based 
on what they see as being important. These choices are no less valid but reflect the complexity of the sub-
ject. Some people choose to maintain their standard of living through crime. A decision to resort to crime 
has reasons and consequences, and these may be of as much interest to an economist as the reasons why 
firms choose to advertise their products or why central banks make decisions on monetary policy.
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trade-off the loss of the benefits from a decision to forego or sacrifice one option balanced against the benefits incurred 
from the choice made

Some might point out that the very idea of scarcity should be questioned in some instances. In Greece, 
Spain and some other European countries, there are millions of people who want to work but who cannot 
find a job. It could be argued that labour is not scarce in this situation, but job vacancies certainly are. 
 Economists will be interested in how such a situation arises and what might be done to alleviate the 
issues that arise as a result of high levels of unemployment.

The study of economics, therefore, has many facets but there are some central ideas which help define 
the field even though economics draws on related disciplines such as psychology, sociology, law, anthro-
pology, geography, statistics and maths, among others. These central ideas provide themes around which 
this book is based, and which form the basis of many first-year undergraduate degree courses.

hoW PeoPle make deciSionS
The behaviour of an economy reflects the behaviour of the individuals who make up the economy. We will 
now outline some of the core issues which economics explores in relation to individuals making decisions.

People Face Trade-offs
Households and firms must make choices. Making choices involves trade-offs. A trade-off is the loss of 
the benefits from a decision to forego or sacrifice one option, balanced against the benefits incurred from 
the choice made. When choosing between alternatives we must consider the benefits gained from choos-
ing one course of action but recognize that we must forego the benefits that could arise from the alter-
natives. To get one thing we like, we usually must give up another thing that we might also like. Making 
decisions, therefore, requires trading off the benefits of one action against those of another.

To illustrate this important concept, we provide some examples below.

example 1 Consider an economics undergraduate student who must decide how to allocate their time. 
They can spend all of their time studying, which will bring benefits such as a better class of degree; they 
can spend all their time enjoying leisure activities, which yield different benefits; or they can divide their 
time between the two. For every hour they study, they give up the benefits of an hour they could have 
devoted to spending time in the gym, riding a bicycle, watching TV, sleeping or working at a part-time job 
for some extra spending money. The student must trade-off the benefits from studying against the bene-
fits of using their time in other ways.

example 2 A firm might be faced with the decision on whether to invest in a new product or a new 
accounting system. Both bring benefits – the new product might result in improved revenues and profits in 
the future, and the accounting system may make it more effective in controlling its costs, thus helping its 
profits. If scarce investment funds are put into the accounting system, the firm must trade-off the benefits 
that the new product investment would have brought.

example 3 When people are grouped into societies, they face different kinds of trade-offs which can high-
light the interaction of individuals and firms within society in general. An example is the trade-off between 
a clean environment and a high level of income. Laws that require firms to reduce pollution raise the cost 
of producing goods and services. Because of the higher costs, firms can end up earning smaller profits, 
paying lower wages, charging higher prices, or some combination of these three. Thus, while pollution 
regulations give us the benefit of a cleaner environment and the improved levels of health that come with 
it, they can have the cost of reducing the incomes of the firms’ owners, workers and customers.
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Efficiency and Equity An important trade-off that has interested economists for many years is the trade-
off between efficiency and equity. In economics, efficiency deals with ways in which society gets the 
most it can (depending how this is defined) from its scarce resources. An outcome can be identified as 
being efficient by some measure, but not necessarily desirable. Equity looks at the extent to which the 
benefits of outcomes are distributed fairly among society’s members. Often, when government policies 
are being designed, these two goals conflict. Because equity is about ‘fairness’ it inevitably involves value 
judgements. Differences in opinion lead to disagreements among policymakers and economists.

equity the property of distributing economic prosperity fairly among the members of society

SelF TeST You will often hear the adage ‘there is no such thing as a free lunch’. Does this simply refer to the 
fact that someone must have paid for the lunch to be provided and served? Or does the recipient of the ‘free 
lunch’ also incur a cost?

opportunity cost whatever must be given up to obtain some item; the value of the benefits foregone (sacrificed)

There are some economists who dismiss the idea of a trade-off between equity and efficiency as a 
myth in some contexts, because the idea has been generalized to all situations. The historical context and 
origins of many economic ideas are important to understand. The origins of the equity and efficiency trade-
off came from Arthur Okun in the 1970s. There are some economists who argue that improving equality 
can lead to improvements in efficiency – in effect that it is possible to have a bigger cake and to eat it.

Policies aimed at achieving a more equal distribution of economic well-being, such as the social security 
system, involve a trade-off between the effects of a benefits system versus the effects on the efficiency 
of the tax system that pays for it. A government decision to raise the top rate of income tax on what it 
considers ‘the very rich’ but to abolish income tax for those earning the minimum wage is effectively 
a redistribution of income from the rich to the poor. It provides incentive effects for some in society to 
seek work, but may reduce the reward for working hard, so some in society choose to work less or even 
move to another country where the tax system is less onerous. Whether the trade-off is a ‘good’ thing is 
dependent on the philosophy, belief sets and opinions of the decision-makers, and the power which they 
have in society. Recognizing that people face trade-offs does not by itself tell us what decisions they will 
or should make. Acknowledging and understanding the consequences of trade-offs is important, because 
people are likely to make more informed decisions if they understand the options they have available.

opportunity cost
Because people face trade-offs, making decisions requires comparing the costs and benefits of alternative 
courses of action. In many cases, however, the costs of an action are not as obvious as might first appear.

Consider, for example, the decision whether to go to university. The benefits are intellectual enrich-
ment and a lifetime of better job opportunities. In considering the costs, you might be tempted to add 
up the money you spend on tuition fees, resources and living expenses over the period of the degree. 
This approach is intuitive and might be a way in which non-economists would approach the decision. An 
economist would point out that even if you decided to leave full-time education, you would still incur living 
expenses and so these costs would be incurred in any event. Accommodation becomes a cost of higher 
education only if it is more expensive at university than elsewhere.

This calculation of costs ignores the largest cost of a university education – your time. For most stu-
dents, the wages given up attending university are the largest single cost of their higher education. When 
making decisions it is sometimes more helpful to measure the cost in terms of what other options have 
had to be sacrificed rather than in money terms. Opportunity cost is the measure of the options sacri-
ficed in making a decision. The opportunity cost of going to university is the wages from full-time work 
that you have had to sacrifice.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 1   WHAt Is economIcs?   5

calculating opportunity costs Opportunity cost is the cost expressed in terms of the next best alternative 
sacrificed – what must be given up in order to acquire something. As a general principle, we can express 
the opportunity cost as a ratio expressed as the sacrifice in one good in terms of the gain in the other:

Opportunity cost of good y
Sacrifice of good x

Gain in good y
5

Expressing the opportunity cost in terms of good x  would give:

Opportunity cost of good x
Sacrifice of good y

Gain in good x
5

Opportunity cost can be expressed in terms of either good – they are the reciprocal of each other.

Thinking at the margin
Decisions in life are rarely straightforward and usually involve weighing up costs and benefits. Having a 
framework or principle on which to base decision-making can help if we want to maximize benefits or 
minimize costs. Thinking at the margin is one such framework that economists adopt in thinking about 
decision-making. Marginal changes describe small incremental adjustments to an existing plan of action. 
Marginal analysis is based around an assumption that economic agents (an individual, firm or organiza-
tion that has an impact in some way on an economy) are seeking to maximize or minimize outcomes when 
making decisions. Consumers may be assumed to seek to maximize the satisfaction they gain from their 
incomes, and firms to maximize profits and minimize costs. Maximizing and minimizing behaviour is based 
on a further assumption that economic agents behave rationally.

marginal changes small incremental adjustments to a plan of action
economic agents an individual, firm or organization that has an impact in some way on an economy

It is important to stop and consider what we mean by the term ‘rational’ in this context. When some 
economists use the term ‘rational’ in the context of decision-making, it simply means the assumption 
that decision-makers can make consistent choices between alternatives. We will look at this in more detail 
later in the book, but at this stage we will express rationality based on decision-makers’ ability to rank their 
preferences and do the best they can with their existing resources. Thinking at the margin means that 
decision-makers choose a course of action such that the marginal cost is equal to the marginal benefit. If 
a decision results in greater marginal benefits than marginal costs, it is worth making that decision and 
continuing up to the point where the marginal cost of the decision is equal to the marginal benefit.

rational the assumption that decision-makers can make consistent choices between alternatives

The assumption of rational behaviour provides a framework around which decisions can be analyzed 
and has been a basic tenet of economics since the 1870s, with thinkers such as William Stanley Jevons 
and Carl Menger building on work by David Ricardo and Jeremy Bentham, which became part of the 
so-called marginalist school. The assumptions of rational economic behaviour have implications which 
have been subject to criticism. In studying economic models which rely on the assumption of rational 
behaviour, it is important to remember that if these assumptions are relaxed, outcomes might be very 
different. We will cover a number of economic models which are based on this assumption, because it 
provides a view into the way in which economic analysis has developed historically and how it is subject to 
evolution and change. It also provides a way of thinking about issues which can be contrasted with other 
ways of thinking when different assumptions are held.

People Respond to incentives
If we assume the principle of rational behaviour and that people make decisions by comparing costs and 
benefits, it is logical to assume that their behaviour may change when the costs or benefits change. That 
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is, people respond to incentives. The threat of a fine and the removal of a driving licence is designed to 
regulate the way in which people drive and park their cars; putting a price on the provision of plastic bags 
in supermarkets aims to encourage people to re-use bags and reduce the total number used.

There has been an increase in the amount of research conducted on incentives because the intentions 
of policymakers do not always lead to the outcomes expected or desired. A fine imposed on parents who 
are late picking up their children from day care centres might be expected to reduce the number of late 
pickups, but one study in Israel showed that far from reducing the number of late pickups, parents were 
willing to pay the fine and the number arriving late actually increased. Such consequences are referred to 
as ‘unintended consequences’.

SelF TeST What sort of incentives might governments put in place to encourage workers to find work and 
get off welfare benefits? What might be the unintended consequences of the incentives you identify?

hoW PeoPle inTeRacT
Decision-making not only affects ourselves but other economic agents as well. We will now explore some 
issues which arise when economic agents interact with others.

Trade can make everyone Better off
The United States and China are competitors with Europe in the world economy because US and Chinese 
firms produce many of the same goods as European firms. It might be thought that if China increases its 
share of world trade at the expense of Europe this might be bad news for people in Europe. This might 
not be the case.

Trade between Europe and the United States and China is not like a sports contest, where one side 
wins and the other side loses (a zero-sum game). In some circumstances trade between economies can 
make all better off. Households, firms and countries have different resource endowments; individuals 
have talents and skills that allow them to produce some things more efficiently than others; some firms 
have experience and expertise in the production of goods and services; and some countries, like Spain, 
are blessed by plenty of sunshine which allows their farmers to grow high quality soft fruit. Trade allows 
individuals, firms and countries to specialize in the activities they do best. With the income they receive 
from specializing they can trade with others who are also specializing and can improve their standard of 
living as a result.

However, while trade can provide benefits and winners, there are also likely to be costs and losers. The 
economic development of some countries in the last 50 years has meant that many people have access to 
cheap, good quality goods and services as a result of the export of these goods and services. For workers 
and employers in these industries in developed economies, the competition from developing countries 
might mean that they find themselves without work or must close their businesses. In some situations, it 
is difficult for these people to find alternative work, and whole communities can be greatly affected by the 
changes being experienced. They may not agree that ‘trade can benefit everyone’.

The capitalist economic System
The economic problem highlights three questions that any society must answer. What goods and  services 
should be produced, how they are to be produced and who will get what is produced are determined 
by the economic system. An economic system is the way in which resources are organized and allo-
cated to provide for the needs of an economy’s citizens. In many countries of the world, a capitalist 
economic system based on markets is the primary way in which the three questions are addressed. 
A capitalist economic system incorporates the principles of the private ownership of factors of pro-
duction to produce goods and services which are exchanged through a price mechanism. Production is 
operated primarily for profit.
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Capitalist economic systems have proved capable of raising the standard of living of millions of people 
over the last 200 years. We can measure the standard of living in terms of the income that people earn 
which allows them to purchase the goods and services they need to survive and enjoy life. While capitalist 
systems have increased living standards for many, it is not the case that everyone in society benefits equally. 
Capitalism has meant that some people and countries have become very rich whereas others remain poor. 
The existence of the profit motive provides an incentive for entrepreneurs to take risks to organize factors 
of production. This dynamism in capitalist systems not only leads to developments in technology and capital 
efficiency which help generate profits for the individuals and firms concerned but also increases knowledge 
and information in society as a whole, which further contributes to economic development.

Critics of capitalist systems argue that they are inherently unstable and lurch from boom to bust. In 
addition, capitalist systems favour those who have acquired ownership of factor inputs. Ownership of 
factor inputs can result in the exploitation of workers. Owners of factors of production can wield consid-
erable economic and political power which can distort resource allocation. Karl Marx spent a large part 
of his life seeking to understand and analyze the capitalist system and develop theories to explain why it 
exploited workers and was unstable.

markets can Be a Good Way to organize economic activity
The role of markets in capitalist economic systems is central. In a market economy, the three key ques-
tions of the economic problem are addressed through the decentralized decisions of many firms and 
households as they interact in markets for goods and services. Firms decide whom to hire and what to 
make. Households decide which firms to work for and what to buy with their incomes. These firms and 
households interact in the marketplace, where prices and, it is assumed, self-interest guide their decisions.

economic system the way in which resources are organized and allocated to provide for the needs of an economy’s 
citizens
capitalist economic system a system which relies on the private ownership of factors of production to produce goods 
and services which are exchanged through a price mechanism and where production is operated primarily for profit

market economy an economy that addresses the three key questions of the economic problem by allocating resources 
through the decentralized decisions of many firms and households as they interact in markets for goods and services

In a pure market economy (one without any government intervention) no one is considering the eco-
nomic well-being of society as a whole. Free markets contain many buyers and sellers of numerous goods 
and services, and all of them are interested, primarily, in their own well-being. Yet, despite decentralized 
decision-making and self-interested decision-makers, market economies have proven remarkably suc-
cessful in organizing economic activity in a way that can promote overall economic well-being for millions 
of people, even though it is recognized there are inequalities that will arise.

Planned economic Systems The inequitable distribution of wealth in capitalist societies which was wit-
nessed in the countries which benefitted from the Industrial Revolution in the 1700s and 1800s led to 
the development of other economic systems, most notably planned economic systems, sometimes 
referred to as communist systems or command economies. Communist countries worked on the premise 
that central planners could guide economic activity and answer the three key questions of the economic 
problem. The theory behind central planning was that the government could organize economic activity in 
a way that promoted economic well-being for the country as a whole and led to a more equitable outcome.

planned economic systems economic activity organized by central planners who decided on the answers to the 
fundamental economic questions
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Today, most countries that once had centrally planned economies such as Russia, Poland, Angola, 
Mozambique and the Democratic Republic of Congo have abandoned this system and are developing 
more market-based economies.

adam Smith and the invisible hand

Adam Smith published An Inquiry into the Nature and Causes of the Wealth of Nations in 1776 and it is a landmark in 
economics. Smith’s work reflected a point of view that was typical of so-called enlightenment writers at the end of 
the eighteenth century – that individuals are usually best left to their own devices, without government guiding their 
actions. This political philosophy provides the intellectual basis for the market economy.

Here is Adam Smith’s description of how people interact in a market economy:

Man (sic) has almost constant occasion for the help of his brethren, and it is vain for him to expect it from their 
benevolence only. He will be more likely to prevail if he can interest their self-love in his favour, and show them that 
it is for their own advantage to do for him what he requires of them … It is not from the benevolence of the butcher, 
the brewer, or the baker that we expect our dinner, but from their regard to their own interest…

Every individual … neither intends to promote the public interest, nor knows how much he is promoting it … He 
intends only his own gain, and he is in this, as in many other cases, led by an invisible hand to promote an end which 
was no part of his intention. Nor is it always the worse for the society that it was no part of it. By pursuing his own 
interest, he frequently promotes that of the society more effectually than when he really intends to promote it.

Smith suggested that participants in the economy are motivated by self-interest and that the ‘invisible hand’ 
of the marketplace guides this self-interest into promoting general economic well-being. Smith’s use of the term 
‘self-interest’ should not be interpreted as ‘selfishness’. Smith was interested in how humans pursue their own 
self-interest in their own way. As the 2002 Nobel Prize in Economics winner, Vernon L. Smith, put it in his Prize 
Lecture, ‘doing good for others does not require deliberate action to further the perceived interest of others’.

The term ‘invisible hand’ is widely used in economics to describe the way market economies allocate scarce 
resources but interestingly, Adam Smith only used the phrase once in The Wealth of Nations. The phrase was also 
used in an earlier book, The Theory of Moral Sentiments. In both instances, Smith outlined the idea that self- interested 
individuals’ actions could produce socially desirable results.

In the Theory of Moral Sentiments, the phrase is used to show how human desire for luxury can have the effect of 
providing employment for others, and in The Wealth of Nations the phrase is used in relation to investment choices. 
There are similarities in sentiment in both uses, but in the former case, Smith, it seems, was seeking to explore 
the political philosophy of the economic system he was writing about; a system which was very different in many 
respects to that which we witness today.

Fyi

Governments can Sometimes improve market outcomes
An economy can allocate some goods and services through the price mechanism, but markets do not 
always lead to efficient or equitable outcomes. In some cases, goods and services would not be provided 
by a market system because it is not practicable to do so, and in other cases market-based allocations 
might be deemed undesirable, with either too few or too many goods and services consumed. The capi-
talist system and markets rely on laws and regulations to ensure that property rights are enforced.

Governments provide goods and services which might not be provided in sufficient quantities in a 
market system and set the legal and regulatory framework within which firms and households can operate. 
Government intervention in markets may aim to promote efficiency and equity. That is, most policies 
aim either to enlarge the economic cake, or change the way in which the cake is divided, or even try to 
achieve both. Market systems do not always ensure that everyone has sufficient food, decent clothing 
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and adequate health care. Many public policies, such as income tax and the social security system, are 
designed to achieve a more equitable distribution of economic well-being.

When markets do allocate resources, the resulting outcomes might still be deemed inefficient. Econ-
omists use the term ‘market failure’ to refer to a situation in which the market on its own fails to pro-
duce an efficient allocation of resources. One possible cause of market failure is an externality, which 
is the uncompensated impact, both negative and positive, of one person’s actions on the well-being of a 
bystander (a third party). For instance, the classic example of a negative externality is pollution. Another 
possible cause of market failure is market power, which refers to the ability of a single person or business 
(or group of businesses) to unduly influence market prices or output. In the presence of market failure, 
well-designed public policy can enhance economic efficiency.

market failure a situation where scarce resources are not allocated to their most efficient use
externality the cost or benefit of one person’s decision on the well-being of a bystander (a third party) which the decision-
maker does not take into account in making the decision
market power the ability of a single economic agent (or small group of agents) to have a substantial influence on market 
prices or output

To say that the government can improve on market outcomes at times does not mean that it always 
will. Public policy is made by a political process that is also imperfect. Sometimes policies are designed 
simply to reward the politically powerful. Sometimes they are made by well-intentioned leaders who are 
not fully informed. One goal of the study of economics is to help you judge when a government policy is 
justifiable to promote efficiency or equity, and when it is not.

hoW The economy aS a Whole WoRkS
We started by discussing how individuals make decisions and then looked at how people interact with one 
another. We will now look at issues arising that concern the workings of the economy as a whole.

microeconomics and macroeconomics
Since roughly the 1930s, the field of economics has been divided into two broad subfields. Microeconomics 
is the study of how households and firms make decisions and how they interact in specific markets. 
Macroeconomics is the study of economy-wide phenomena. The Nobel Prize winning economist Ragnar 
Frisch is credited with being the first to use the two terms (along with the term ‘econometrics’ incidentally), 
and the Cambridge economist Joan Robinson, an associate of Keynes, was one of the first to define 
macroeconomics, referring to it as ‘the theory of output as a whole’.

microeconomics the study of how households and firms make decisions and how they interact in markets
macroeconomics the study of economy-wide phenomena, including inflation, unemployment and economic growth

Microeconomics might involve the study of the effects of a congestion tax on the use of cars in a city 
centre, the impact of foreign competition on the European car industry, or the effects of attending univer-
sity on a person’s lifetime earnings. A macroeconomist might study the effects of borrowing by national 
governments, the changes over time in an economy’s rate of unemployment or alternative policies to raise 
growth in national living standards.

Microeconomics and macroeconomics are closely intertwined. Because changes in the overall econ-
omy arise from the decisions of millions of individuals, it is impossible to understand macroeconomic 
developments without considering the associated microeconomic decisions. For example, a macroeco-
nomist might study the effect of a cut in income tax on the overall production of goods and services in 
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an  economy. To analyze this issue, they must consider how the tax cut affects the decisions of households 
concerning how much to spend on goods and services.

Despite the inherent link between microeconomics and macroeconomics, the two fields are distinct. 
Because microeconomics and macroeconomics address different questions, they sometimes take quite 
different approaches and are often taught in separate courses.

an economy’s Standard of living is Related to its ability to Produce 
Goods and Services
A key concept in macroeconomics is economic growth – the increase in the number of goods and ser-
vices produced in an economy over a period of time, usually expressed over a quarter and annually. One 
measure of the economic well-being of a nation is given by gross domestic product (GDP) per capita 
(per head) of the population, which can be seen as being the average income per head of the population. 
If you look at GDP per capita figures, it becomes clear that many advanced economies have a relatively 
high income per capita, whereas in countries in sub-Saharan Africa, average incomes are much lower and, 
in some cases, significantly lower. For example, in 2017, the GDP per capita of Benin in West Africa was 
reported by the World Bank as being $860. In comparison, the GDP per capita of Germany was $44,470. 
Put another way, average incomes in Benin are around 1.93 per cent of those in Germany.

economic growth the increase in the amount of goods and services in an economy over a period of time
gross domestic product per capita the market value of all goods and services produced within a country in a given 
period of time divided by the population of a country to give a per capita figure

standard of living refers to the amount of goods and services that can be purchased by the population of a country. 
usually measured by the inflation-adjusted (real) income per head of the population

productivity the quantity of goods and services produced from each hour of a worker or factor of production’s time

Not surprisingly, this large variation in average income is reflected in various other measures of the 
quality of life and standard of living. Citizens of high-income countries typically have better nutrition, 
better health care and longer life expectancy than citizens of low-income countries, as well as more TV 
sets, more gadgets and more cars.

Changes in the standard of living over time are also large. Between 2010 and 2016, economic growth, 
measured as the percentage growth rate of GDP, in Bangladesh averaged around 6.3 per cent per year 
and in China about 8.0 per cent a year, but in Brazil the economy only grew by around 1.35 per cent over 
the same time period, and in the period 2014–16, the economy of Brazil actually shrank in size by around 
3 per cent (source: World Bank).

Variation in living standards is attributable to differences in countries’ productivity – that is, the amount 
of goods and services produced by a worker (or other factor of production) per time period. In nations where 
workers can produce a large quantity of goods and services per unit of time, many people enjoy a high 
standard of living; in nations where workers are less productive, people endure a more meagre  existence. 
Similarly, the growth rate of a nation’s productivity determines the growth rate of its average income.

The relationship between productivity and living standards also has profound implications for public 
policy. When thinking about how any policy will affect living standards, the key question is how it will affect 
our ability to produce goods and services. To boost living standards, policymakers need to raise productiv-
ity by ensuring that workers are well educated, have the tools and infrastructure needed to produce goods 
and services, and have access to the best available technology.
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The standard of living is not the only measure of well-being. In the UK, for example, the Office for 
National Statistics (ONS) publishes data on well-being through 41 different measures which attempt to 
incorporate how people feel about their lives; whether they see what they do as worthwhile; their satis-
faction with family life; how satisfied they are with their jobs and their health; where people live and how 
safe they feel; their involvement in sport, culture and volunteer work; and the extent to which they access 
the natural environment.

Prices Rise When the Government Prints Too much money
In Zimbabwe in March 2007 inflation was reported to be running at 2,200 per cent. That meant that a good 
priced at the equivalent of Z$2.99 in March 2006 would be priced at Z$68.77 just a year later. In February 
2008, inflation was estimated at 165,000 per cent. Five months later it was reported as 2,200,000 per 
cent. In July 2008, the government issued a Z$100 billion note. At that time, it was just about enough to 
buy a loaf of bread. Estimates for inflation in Zimbabwe in July 2008 put the rate of growth of prices at 
231,000,000 per cent. In January 2009, the government issued Z$10, 20, 50 and 100 trillion dollar notes – a 
trillion is 1 followed by 12 zeros. This episode is one of history’s most spectacular examples of inflation, 
an increase in the overall level of prices in the economy. It is not the only example of inflation that is out of 
control, however. Weimar Germany in the early 1920s, the Balkans in the mid-1990s and, more recently, 
Venezuela in 2018, all experienced hyperinflation. In Venezuela, inflation was reported by Steve Hanke of 
Johns Hopkins University in the United States as being over 4,000 per cent.

inflation an increase in the overall level of prices in the economy

High inflation is a problem because it imposes various costs on society; keeping inflation at a low level 
is a goal of economic policymakers around the world. In almost all cases of high or persistent inflation, a 
causal factor is the growth in the quantity of money. When a government creates large quantities of the 
nation’s money, without any corresponding increase in output or productivity, the value of the money falls. 
In the period outlined above, the Zimbabwean government was issuing money in ever higher denomina-
tions. It is generally accepted that there is a relationship between the growth in the quantity of money and 
the rate of growth of prices.

SelF TeST What is the difference between microeconomics and macroeconomics? Write down three 
questions that the study of microeconomics might be concerned with and three questions that might be 
involved in the study of macroeconomics.

SummaRy
 ● Key issues arising in individual decision-making are that people face trade-offs among alternative goals, that the 

cost of any action is measured in terms of foregone opportunities, that rational people make decisions by comparing 
marginal costs and marginal benefits, and that people change their behaviour in response to the incentives they face.

 ● When economic agents interact with each other, the resulting trade can be mutually beneficial.

 ● In capitalist economic systems, the market mechanism is the primary way in which the questions of what to pro-
duce, how much to produce and who should get the resulting output are answered.

 ● Markets do not always give outcomes that are efficient or equitable. In such circumstances, governments can 
potentially improve market outcomes.

 ● The field of economics is divided into two subfields: microeconomics and macroeconomics. Microeconomists 
study decision-making by households and firms, and the interaction among households and firms in the market-
place. Macroeconomists study the forces and trends that affect the economy as a whole.

 ● The fundamental lessons about the economy as a whole are that productivity is a key source of living standards 
and that money growth can be a primary source of inflation.
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incentives
Intuition might tell us that people respond to incentives. Economics deals with human beings, and what might seem to be 
a common sense statement reveals more complex relationships which make outcomes different from those expected.

Research by Gneezy, Meier and Ray-Biel (2011) highlight some of these complexities. Their research suggested 
that incentives may work better in certain circumstances than in others. Policymakers need to consider a wide vari-
ety of issues when deciding on putting incentives in place.

First, they must consider the type of behaviour to be changed. For example, society might want to encourage what 
Gneezy et al. call ‘prosocial’ behaviour. This might include donating blood, sperm or organs; increasing the amount of 
waste put out for recycling; attending school, college or university; working harder in education to improve grades; install-
ing insulation or solar panels in homes to reduce energy waste; or finding ways of encouraging people to stop smoking.

Policymakers then must consider the parties involved. This can be expressed as a principal–agent issue. The 
principal is a person or group for whom another person or group, the agent, is performing some act. In encouraging 
people to stop smoking, the smoker is the agent and society is the principal. Next, the type of incentive offered to 
bring about desired behaviours must be considered – often this will be monetary. Gneezy et al. note that monetary 
incentives have a direct price effect and a psychological effect. Finally, policymakers must think about how the 
incentive is framed.

Providing a monetary incentive to bring about a desired change in behaviour might seem an obvious policy choice 
such as offering a monetary incentive to donate blood or install solar panels. Gneezy et al. point to reasons why the 
outcome might not be as obvious as first hoped. They suggest that in some cases, offering monetary incentives can 
‘crowd out’ the desired behaviour. Offering a monetary incentive can change the perceptions of agents. People have 
intrinsic motivations – personal reasons for particular behaviours. Others have perceptions about the behaviour of 
others, for example, someone who donates blood might be seen by others as being ‘nice’. Social norms may also be 
affected, for example attitudes to smoking or the recycling of waste.

Gneezy et al. suggest that monetizing behaviour changes the psychology, and the psychology effect can be greater 
than the direct price effect. The price effect would suggest that if you pay someone to donate more blood, you should 
get more people donating blood. People who donate blood, however, might do so out of a personal conviction – they 
have intrinsic motivations. By offering monetary incentives, the perception of the donor and others might change so 
that they are not seen as being ‘nice’ any more but as being ‘mercenary’, and not motivated intrinsically but by extrin-
sic reward – greed, in other words. If the psychological effect outweighs the direct money effect, the result could be 
a reduction in the number of donors.

In the case of cutting smoking, the size of the money effect might be a factor. This chapter has raised the idea of 
rational people thinking at the margin. With smoking, the marginal decision to have one more cigarette imposes costs 
and benefits on the smoker – the benefit is the pleasure people get from smoking an additional cigarette, and the cost 
the (estimated) 11 minutes of their life that is cut as a result. The problem is that the marginal cost is not tangible and 
is likely to be outweighed by the marginal benefit (not to mention the addictive qualities of tobacco products). Over 
time, however, the total benefit of stopping smoking becomes much greater than the total cost. The incentive offered, 
therefore, must be such that it takes into account these marginal decisions, and it might be difficult to estimate the 
size of the incentive needed.

Other issues relating to incentives involve the trust between the principal and agent. If an incentive is provided, 
for example, this sends a message that the desired behaviour is not taking place. There may be a reason for this. 
This might be that the desired behaviour is not attractive and/or is difficult to carry out. Incentives also send out a 
message that the principal does not trust the agent’s intrinsic motivation; for example, that people will not voluntarily 
give blood or recycle waste effectively. Some incentives may work to achieve the desired behaviour in the short term, 
but will this lead to the desired behaviour continuing in the long term when the incentive is removed?

Incentives might be affected by the way they are framed – how the wording or the benefits of the incentive are 
presented to the agent by the principal. Gneezy et al. use a very interesting example of this. Imagine a situation, they 

in The neWS
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say, where you meet a person and develop a 
relationship. You want to provide that person 
with the incentive to have sex. The effect of the 
way the incentive is framed might have a con-
siderable effect on the outcome. If, for exam-
ple, you framed your ‘offer’ by saying ‘I would 
like to make love to you and to incentivize you 
to do so I will offer you €50,’ you might get a 
very different response to that if you framed it 
by saying: ‘I would like to make love to you – 
I have bought you a bunch of red roses’ (the 
roses just happened to cost €50).

Finally, the cost effectiveness of incentives 
must be considered. Health authorities spend 
millions of euros across Europe on drugs to 
reduce blood pressure and cholesterol. Getting 
people to take more exercise can also help 
achieve the same result. What would be more cost effective and a more efficient allocation of resources? Providing 
incentives (assuming they work) to encourage people to exercise more by, for example, paying for gym membership, 
or spending that same money on drugs but not dealing with some of the underlying causes?

Reference: Gneezy, U., Meier, S. and Rey-Biel, P. (2011) ‘When and Why Incentives (Don’t) Work to Modify Behaviour’. 
Journal of Economic Perspectives, 25(4): 191–210.

Critical Thinking Questions

1 Why should people need incentives to do ‘good’ things like donating blood or putting out more rubbish for recycling?
2 What is meant by the ‘principal–agent’ issue?
3 What might be the price and psychological effect if students were given a monetary incentive to attain top 

grades in their university exams?
4 Why might the size of a monetary incentive be an important factor in encouraging desired behaviour, and what 

side effects might arise if the size of an incentive were increased?
5 What is ‘framing’ and why might it be important in the way in which an incentive works? Refer to the need to 

increase the number of organ donors in your answer to this question.

QueSTionS FoR RevieW
1 What are the three economic questions which any society must answer?

2 Describe the main features of a capitalist economic system and explain why private property and a strong legal 
system are vital to the success of this system.

3 Give three examples of important trade-offs that you face in your life.

4 What is the opportunity cost of going to a restaurant for a meal?

5 Water is necessary for life. Is the marginal benefit of a glass of water large or small?

6 Why should policymakers think about incentives?

7 Why can specialization and trade help improve standards of living?

8 Explain the two main causes of market failure and give an example of each.

9 Why is productivity important?

10 What do you think are the main costs of inflation that is out of control on the population?

Should incentives be provided to encourage people to exercise 
more by, for example, paying for gym membership, to help reduce 
strokes and heart disease?
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PRoBlemS and aPPlicaTionS
1 Describe some of the trade-offs faced by each of the following:

a. A family deciding whether to buy a new car.
b. A government deciding whether to build a high-speed rail link between two major cities in the north of the country.
c. A company chief executive officer deciding whether to recommend the acquisition of a smaller firm.
d. A university lecturer deciding how much time to devote to preparing for their weekly lecture.

2 In 2019, the youth unemployment rate in Spain was 32.6 per cent. Does this mean that labour is not a scarce resource 
in Spain?

3 You are trying to decide whether to take a holiday. Most of the costs of the holiday (airfare, hotel, foregone wages) are 
measured in euros, but the benefits of the holiday are psychological. How can you compare the benefits to the costs?

4 Many of the countries which had planned economic systems have transitioned to a more market-based economic 
system in the face of numerous problems. What do you think are the disadvantages of planned economic systems? How 
do market economies solve these problems? Can market systems solve all problems?

5 You win €10,000 on the EuroMillions lottery draw. You have a choice between spending the money now or putting it away 
for a year in a bank account that pays 5 per cent interest. What is the opportunity cost of spending the €10,000 now?

6 Three managers of the van Heerven Coach Company are discussing a possible increase in production. Each suggests 
a way to make this decision.
FIRST MANAGER: We need to decide how many additional coaches to produce. Personally, I think we should examine 
whether our company’s productivity – number of coaches produced per worker per hour – would rise or fall if we 
increased output.
SECOND MANAGER: We should examine whether our average cost per worker would rise or fall.
THIRD MANAGER: We should examine whether the extra revenue from selling the additional coaches would be greater 
or smaller than the extra costs.
Who do you think is right? Why?

7 Assume a social security system in a country provides income for people over the age of 65. If a recipient decides to 
work and earn some income, the amount they receive in social security benefits is typically reduced.
a. How does the provision of this grant affect people’s incentive to save while working?
b. How does the reduction in benefits associated with higher earnings affect people’s incentive to work past the age 

of 65?

8 Your flatmate is a better cook than you are, but you can clean more quickly than your flatmate can. If your flatmate did 
all the cooking and you did all the cleaning, would your household chores take you more or less time than if you divided 
each task evenly? Give a similar example of how specialization and trade can make two countries both better off.

9 Explain whether each of the following government activities is motivated by a concern about equity or a concern about 
efficiency. In the case of efficiency, discuss the type of market failure involved:
a. Regulating water prices.
b. Regulating electricity prices.
c. Providing some poor people with vouchers that can be used to buy food.
d. Prohibiting smoking in public places.
e. Imposing higher personal income tax rates on people with higher incomes.
f. Instituting laws against driving while using a mobile phone.

10 In what ways is your standard of living different from that of your parents or grandparents when they were your age? 
Why do you think these changes occurred?
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IntroductIon
A perpetual debate in many economies revolves around the provision of health services. In the UK and 
many European countries, health provision is universal, meaning it is available to all regardless of their 
income or status and is free at the point of use. Of course, health provision is not ‘free’ – it is extremely 
expensive. If a government wants to increase spending on health, it must find a way of funding it. Assume 
that a government announces an increase in spending on its health service of €2.8 billion, to be funded 
by new measures to prevent large corporations avoiding their tax liabilities by tightening the rules on 
 corporate taxes.

How would an economist think about this policy? An economist would want to know what the addi-
tional investment would be spent on, whether this additional spending would result in a more efficient 
health service and, crucially, would want to know how ‘efficient’ was being defined in this context.

Regardless of whether the economist has a personal view about whether the means of raising the 
funds are ‘right’, they would think about whether the amount of money raised through these measures 
would be sufficient, and whether tightening rules on tax avoidance would have consequences on the 
behaviour of economic actors who would be affected. Political parties might not foresee these changes in 
behaviour, and this could compromise the intended outcome.

Ultimately, the economist would want to investigate the costs and benefits of such a policy, try to 
quantify those costs and benefits, and offer an informed view of the consequences. It would not simply 
be a case of looking at the obvious costs and benefits but also the hidden costs and benefits which might 
lead to an outcome or outcomes that are very different from those the policy was designed to achieve.

Economics, like most other fields of study, has its own language, its own processes, its methods of 
discovery and its own way of thinking. As you embark on your study of economics you will have to learn 
lots of terms and concepts. Many of the concepts you will come across in this book are abstract. Abstract 
concepts are ones which are not concrete or real – they have no tangible qualities. We will talk about mar-
kets, efficiency, comparative advantage and equilibrium, for example, but it is not possible to physically 
see these concepts.

As you work through your modules you will find that it is not always easy to think like an economist, 
and there will be times when you are confused and find some of the ideas and concepts being presented 
to you running contrary to common sense (i.e. they are counter-intuitive). What you will be experiencing is 
perfectly normal and a part of the learning journey.

EconomIc mEthodology
How do economists know what they know? What methods do they adopt to find out information and 
arrive at theories? In this chapter we will discuss the methodology of economics. There is considerable 
debate about this methodology and, crucially, about the assumptions which underpin the discipline. There 
has been, and probably will continue to be, a number of books and articles published which are critical 
of economics and economists. This has been exacerbated by the Financial Crisis of 2007–9. If you read 

2 thInkIng lIkE 
an EconomIst
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some of these books and articles, you might be forgiven for wondering what on earth you have done in 
choosing to study such a bankrupt subject which is populated by automatons who ignore everything ‘real’ 
and blindly pursue their own narrow focus because it suits them to do so.

The reality is somewhat different. There have been debates and disagreements in economics for hun-
dreds of years; some of these disagreements are about the assumptions that are made in exploring eco-
nomic phenomena. In other cases, there may be broad agreement on the direction of (for example) cause 
and effect, but the disagreement may be on the extent of the effects.

Economics as a science
One of the debates about economics is the extent to which it is a ‘science’. Science is a process; it is 
related to the discovery and creation of new knowledge and understanding but also relies on existing 
knowledge and understanding. Science is ongoing. The knowledge and understanding associated with 
the process are constantly evolving as new discoveries help improve our knowledge and understanding 
of the world around us.

Of course, we tend to think of science from the perspective of physics, chemistry and biology, which 
many people have studied at school. These subjects are referred to as ‘natural sciences’, because they are 
associated with the study of physical things and the natural world. When studying natural phenomena, 
it is often possible to conduct controlled experiments. This means that researchers can vary an object of 
interest and observe what happens to other variables and objects. The experiment can be repeated, and 
data gathered, which can help in the explanation of events and to establish cause and effect.

Other discipline areas cannot carry out experiments in the same way. Economics is one of those dis-
ciplines. Economics studies decision-making and the effect of decision-making on a wide range of topic 
areas, but central to the study is human beings. Controlled experiments which can be carried out in the 
natural sciences cannot be carried out in the same way in economics. Economics is referred to as a ‘social 
science’ because it deals with human beings as individuals and in groups. The process of knowledge cre-
ation and development in social sciences can take on different nuances compared to the natural sciences, 
but there are processes and methods which are common to both.

sElf tEst Can any discipline which deals with human behaviour truly call itself a ‘science’?

models
Economics uses a lot of models. A model is a representation of reality which facilitates understanding 
of how something works. Models can be used as a means of helping understand the real world and for 
making informed decisions and judgements.

Models are, of necessity, simplifications of reality and not meant to represent every feature, nuance or 
aspect of the real world it is attempting to explain. It is often worth thinking of models which architects use 
to show how a building will look. The model will provide the observer with an image of what the eventual 
building will look like. It shows its key features and helps in understanding the scale of the building, how it 
integrates with its surroundings and its main structures. What the model does not do is incorporate every 
feature and aspect of the building – that is not necessary to develop a broad understanding of the building 
and its environment.

Similarly, economists use models to represent the world around them. We use models to represent 
how markets work, how the economy as a whole works, how consumers behave and how firms behave. 
These models are based on assumptions, some of which might not be fully accurate as a representation 
of how the real world works or how the economic agents which form part of the model behave. This does 
not necessarily detract from the value of the model in describing how the phenomenon under investiga-
tion works.

Economic models have two principal uses: one is for predicting or forecasting what might happen in 
the future as a consequence of a decision or policy, and the other is to simulate an event and provide 
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a comparison with what would have happened if the decision, policy or change had not happened (the 
counterfactual). Economists’ models are most often composed of diagrams and equations. By feeding in 
data, economists can use models to generate outcomes which provide some insight and form the basis 
of decision-making.

counterfactual analysis is based on a premise of what would have occurred if something had not happened

endogenous variable a variable whose value is determined within the model
exogenous variable a variable whose value is determined outside the model

Models are valuable in that they allow economists to manipulate variables which form part of the model 
and explore what might happen. Economics models will always contain a number of variables. Some of 
these variables are determined by the model and some are generated within the model. For example, take 
the market model where the quantity demanded Q( )d  is dependent on the price P( ). Qd is said to be the 
dependent variable. Its value will be dependent on the functional relationships in the model (the factors 
that affect demand) such as incomes, tastes and the prices of other goods. Qd can be described as an 
endogenous variable. Price, on the other hand, is the independent variable – it affects the model (the 
quantity demanded) but is not affected by it. The price is not determined by, or dependent on, the quantity 
demanded. Price would be referred to as an exogenous variable.

Models are inherently unstable the longer the time period being considered and forecast. Shocks occur 
which are impossible to factor into the building of models. These not only have short-term impacts but 
may also change longer-term dynamics. For example, the attacks on the World Trade Centre on 11 Sep-
tember 2001 have had a fundamental impact on the ways in which governments think and behave that 
could not have been envisaged before the event. One of the reasons why models of climate change are 
subject to debate and disagreement is that over time the internal dynamics of models change in ways 
which render future predictions inherently unstable.

The so-called ‘butterfly wing’ effect, as described in chaos theory, highlights the complexity surround-
ing modelling in meteorology. The butterfly effect notes that a butterfly flapping its wings at a particular 
point in time and space creates small changes in conditions which can lead to significant changes in 
faraway places, such that a flap of a butterfly’s wings in New Mexico could be traced as the initial causal 
factor of a hurricane in China sometime in the future. Chaos theory further tells us that minor errors in 
measurements or assumptions can be amplified to such an extent that any predictions made by the model 
are rendered useless, and that the further into the future we are attempting to make forecasts and predic-
tions, the more unstable our models are.

cause and Effect One problem facing economists is separating out cause and effect. Observation and 
experience can lead to the identification of phenomena occurring which intuition would seem to suggest 
are related in some way. Does a change in price, for example, cause a change in the amount bought by 
consumers, or does quantity bought affect price?

To get a clearer picture, economists will utilize an important aspect which is common to other sciences, 
that of holding other variables in the model constant. The Latin term ‘ceteris paribus’ meaning ‘other 
things equal’, is used to note when other factors that might affect outcomes are assumed to be constant. 
Research can lead to a conclusion which provides an answer. The question which must be asked is ‘How 
do we know this “answer” is correct?’

ceteris paribus (other things equal) a term used to describe analysis where one variable in the model is allowed to 
vary while others are held constant
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Take the case of the relationship between crime rates and unemployment. Is a rise in the crime rate, for 
example, always caused by a rise in unemployment, or are there other factors that can also influence the 
crime rate? How significant is the incidence of unemployment in determining crime rates? How do those 
who research such a relationship establish the facts of the case?

human Values in models Models can be developed, predictions made and conclusions drawn, but there 
are then human values to take into consideration. Many economists, for example, will agree that there 
is sufficient evidence to suggest that government stimulus in a period of economic downturn can help 
reduce the number of people unemployed. What might be the subject of more disagreement is the signif-
icance of the effect, or the value of the associated costs and benefits of such a policy.

Models of climate change may suggest that the increase in human-generated carbon emissions will 
contribute to a change in the global climate. There may be some who would disagree with this basic con-
clusion, partly because they dispute the ‘facts’ which form the basis for the model.

Models also allow inferences to be made. This means that conclusions, consequences or explanations 
can be drawn based on the evidence provided by the model. This is not to say that these conclusions are 
full and final; they are simply what may be reasonably and logically derived based on the manipulations of 
the model.

inference a conclusion or explanation derived from evidence and reasoning

sElf tEst Make a list of five benefits of modelling in economics and five limitations.

The climate change model, for example, might infer a policy suggestion that significant measures might 
have to be put in place to cut carbon emissions in the next 10 years to prevent the costs which our children 
and grandchildren will have to bear. There may be people who disagree on whether the cost of the current 
sacrifices required are outweighed by the value of the benefits that will occur between 50 and 100 years 
into the future.

manipulating models Economists will often use models based on mathematical formulae. This can allow 
the modeller the ability to manipulate the numbers in the formula and identify the extent to which out-
comes differ. When a model is manipulated, outcomes can be identified. The model may help to explain 
the mechanism or reasons why the outcomes identified occur. The outcomes from models can then be 
compared to actual data to see the extent to which the model is useful in explaining observed data and 
behaviour.

This is a perfectly normal part of the scientific process. Those critical of a model and its outcomes can 
provide refinements to the model which might better represent the phenomena it is meant to be describ-
ing or explaining. This is how knowledge is built, developed and improved upon. The explanatory power of 
models is dependent on how well they are built. If they are too simplified or the assumptions cannot be 
reasonably observed in the real world, then their explanatory power breaks down.

types of reasoning
One of the ways in which science discovers new knowledge is through asking questions. The conse-
quences which arise from asking these questions can be significant. For example, if Isaac Newton really 
did get hit on the head with an apple and, amidst his pain, asked the question ‘I wonder why apples fall 
to the ground,’ the answers he generated have fundamentally changed the way we look at the world. 
 Newton’s work on gravity spawned many other questions and led Einstein to arrive at the theory of relativ-
ity, and the theory of relativity was used to help in the development of global positioning satellites (GPS) 
which so many people in the world now use and rely upon in their cars, smartphones, watches and other 
gadgets.
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When questions are asked, there are different routes which scientists take to explore those questions 
or, in some cases, arrive at the questions themselves. We can identify different types of reasoning which 
help clarify the process involved. There is no ‘right’ way of reasoning, but there is debate about which 
produces more reliable theories, which in turn have predictive power.

deductive reasoning Deductive reasoning begins with known ‘facts’ or ‘truths’ – things that we know 
to be true (or think to be true). It then works through a process of using these facts or truths to arrive at 
answers to the question we are interested in and, as a consequence, arriving at new facts or truths.

The ‘question’ might take the form of a general statement or hypothesis. The word is derived from 
the Greek (hypotithenai ) meaning ‘a placing under’ or ‘to suppose’. A hypothesis is an assumption, a ten-
tative prediction, explanation, or supposition for something. To discover whether the hypothesis is true or 
correct, it must be tested. If the facts or known truths are applied to the hypothesis, then the conclusions 
drawn allow us to discover whether the hypothesis is ‘true’ or ‘correct’.

hypothesis an assumption, tentative prediction, explanation, or supposition for something

A very simple example can serve to highlight deductive reasoning. You observe an animal you haven’t 
seen before and ask the question ‘I wonder if that animal is a bird?’ The hypothesis or supposition would 
be that this animal is a bird. You observe that the animal has feathers. Based on the known truth that all 
birds have feathers, if this animal has feathers then you can conclude that it is a bird.

The conclusion rests on the assumption that the facts or known truths used to arrive at the conclu-
sion are indeed true, in this case, that all birds have feathers. If the facts or the premise used in our 
example was ‘All birds have feathers and fly,’ we might arrive at a conclusion which is unsound. This is 
because while all birds have feathers, not all birds fly. This simple example serves to highlight one of the 
reasons why there can be disagreement in economics. The ‘truths’ or facts that are used in deductive rea-
soning might be disputed. We will see this highlighted in our discussion on consumer behaviour later in 
the book. The assumptions or ‘truths’ that are used to explain human behaviour and arrive at conclusions 
in this context have been disputed and given rise to alternative conclusions.

Let us look at a simple example in economics. Many countries have put in place legislation to estab-
lish a minimum wage as a means of protecting the lowest paid workers in society. What will be the 
consequences of this legislation? An economist might develop a hypothesis that a minimum wage 
will result in increased unemployment. In analyzing whether this hypothesis is ‘true’ or not, the econ-
omist might use ‘known facts’ that when the price of something is set above equilibrium, the quantity 
demanded will fall and the quantity supplied will rise, resulting in a surplus. In this example, the surplus 
will be a surplus of labour, i.e. more people willing to supply labour services compared to the demand 
by employers of those labour services. Therefore, the conclusion is that a minimum wage will indeed 
result in unemployment.

Economists may use models of the labour market which are based on mathematical equations to help 
quantify the extent of the unemployment which will occur. These models are in turn based on the ‘known 
truths’ about the labour market and how it works. There is extensive debate around minimum wage laws, 
which is a particular source of disagreement among economists. Part of the reason for this is disputes 
over the ‘known truths’ and the parameters of the model, the way the variables are defined and quantified. 
This is one of the reasons that economics differs from the natural sciences, in that the models used are 
based on human behaviour and not on natural forces. Human behaviour tends to be unpredictable and 
not always fully understood, whereas factors in natural science may be more stable and ‘easier’ to define 
and quantify.

Inductive reasoning Inductive reasoning begins with data and observation. The data or observations are 
analyzed. From this analysis, patterns are identified, which may be patterns of behaviour. These patterns 
generate a question, or hypothesis, which explains the observed behaviour or pattern. This explanation or 
conclusion is then applied to all other instances of the phenomena. This is referred to as ‘generalization’. 
In generalizing, the researcher is offering a theory or explanation of events and phenomena. This theory 
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can then be tested and verified, or could be shown to be inaccurate and amended, or a new theory pro-
posed to replace the incorrect one.

generalization the act of formulating general concepts or explanations by inferring from specific instances of an event 
or behaviour

One example of inductive reasoning in economics might be the observation that countries experi-
encing rapid and accelerating inflation (hyperinflation) also seem to have central banks which print large 
sums of money. The ‘pattern’ seems to be that rapid increases in the money supply are associated with 
instances of hyperinflation. If there was only one instance of this ‘pattern’, it may be that the researcher 
could not generalize to all instances, but if this pattern was observed and verified by the data in a number 
of instances, it may be possible to arrive at a general theory which posits that hyperinflation is caused by 
rapid increases in the money supply. Other instances of hyperinflation can then be monitored, the data 
analyzed, and the theory could be confirmed or rejected, depending on the nature of the evidence which 
arises from additional instances of this phenomena.

Inductive reasoning is thus empirical in nature – it refers to evidence to confirm or reject theories. 
For this reason, inductive reasoning is seen as being a benchmark for developing knowledge and under-
standing. One of the challenges facing social sciences like economics in using inductive reasoning is that 
conclusions and generalizations can be made based on partial or incomplete data.

Given the nature of human beings, this is a particular problem for economics. If we observe patterns 
of behaviour for tens of thousands of households in Ireland, for example, and draw a general conclusion 
and theory of this behaviour, can we safely assume that this also explains similar behaviour across Europe 
or indeed the world? Identifying patterns in data means that the data must be collected, be available for 
study and be reliably complete. This is not always possible. Looking at data for gross domestic product for 
different countries online, for example, often highlights differences in results from one source to another. 
This may be explained by the way in which the data is collected, how it is processed, who is gathering and 
analyzing the data, and the statistical processes used.

Experiments in Economics
Although economists use inductive reasoning like other scientists, they do face an obstacle that 
makes their task especially challenging. Physicists, for example, can set up controlled experiments 
such as the Large Hadron Collider, which is seeking to recreate conditions that existed milliseconds 
after the Big Bang. The experiments being conducted are designed to help confirm existing theories 
and/or develop new ones to explain forces and matter and how the universe began. By contrast, econ-
omists studying inflation are not allowed to manipulate a nation’s monetary policy simply to generate 
useful data.

Economists pay close attention to the natural experiments offered by history. When political instability 
interrupts the flow of crude oil, for instance, oil prices rise around the world. For consumers of oil and oil 
products, such an event depresses living standards. For economic policymakers, it poses a difficult choice 
about how best to respond. For economists, it provides an opportunity to study the effects of a key nat-
ural resource on the world’s economies, and this opportunity persists long after the increase in oil prices 
is over.

Throughout this book, therefore, we consider many historical episodes. These episodes are valuable to 
study because they give us insight into the economy of the past and, more importantly, they allow us to 
illustrate and evaluate economic theories of the present.

Despite the challenges faced by economists in conducting experiments, there are two major fields that 
are worthy of note. Experiments in economics can be conducted in a ‘laboratory’, where data can be col-
lected via observations on individual or group behaviour through questionnaires and surveys, interviews 
and so on, or through the collection and analysis of data that exists such as wages, prices, stock prices, 
volumes of trades, unemployment levels, inflation and so on. The data can be analyzed in relation to a 
research question and conclusions drawn which help develop new understanding or refine and improve 
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existing understanding. The conclusions drawn from such experiments may be generalizable; in other 
words, the findings of the experiment can be extended outside the ‘laboratory’ to explain behaviour or 
economic phenomena and provide the basis for prediction.

One example of how such laboratory experiments can help change understanding is the work of people 
such as Daniel Kahneman, Amos Tversky, Richard Thaler and Cass Sunstein, whose research has helped 
to provide insights into judgement and decision-making and has offered a different perspective on the 
assumptions of rational decision-making. Thaler, the 2017 Nobel Prize winner, for example, conducted a 
number of experiments to explore how individuals respond when faced with different questions on losses 
and gains in relation to a reference point. He found that prior ownership of a good, for example a ticket to 
see a football game, altered people’s willingness to sell, even at prices significantly higher than they had 
paid.

Thaler’s observations on the consistency of this behaviour across a number of experiments led him to 
coin the term ‘endowment effect’ to explain the behaviour. It is now widely accepted that the endowment 
effect does exist and that it runs counter to the assumptions of rational behaviour in economics. Thaler 
worked with Kahneman and Tversky and extended the theory to distinguish between goods which are 
held for trade and those which are held for use. The endowment effect, they suggested, was not universal; 
it was more powerful when goods were held for use.

A second type of experiment in economics is natural experiments. A natural experiment is one where 
the study of phenomena is determined by natural conditions which are not in the control of the experi-
menter. Natural experiments can be exploited when some change occurs which allows observation to be 
carried out on the effects of this change in one population, and comparisons made with another population 
that is not affected. Examples of natural experiments include observing the effects of bans on smoking in 
public places on the number of people smoking or the possible health benefits; how far a change in the 
way in which education is financed affects standards; the effect on income of the years spent in education; 
the effects of a rise in a tax on property on the market for housing; and the effects on the female labour 
market of changes in fertility treatment and availability.

Typically, natural experiments make use of the statistical tools of correlation and regression to deter-
mine whether there is any relationship between two or more variables; if any such relationship exists; 
and, if it does, what the nature and strength of the relationship is. From such analysis, a model can be 
developed which can be used to predict.

At the heart of such analysis is the extent to which a relationship between two or more variables can be 
linked to cause and effect. Just because two variables appear to have some relationship does not neces-
sarily imply cause and effect. For example, a researcher might find that an observation of graduates in the 
workforce shows that their incomes are generally higher than those of non-graduates. Can the researcher 
conclude that having a degree will lead to higher income? Possibly, but not necessarily. There might be 
other factors that have an effect on income apart from having a degree. Trying to build a model which takes 
into account these different factors is an important part of the value of natural experiments.

the Basic Income Experiment

It is sometimes said that economists cannot conduct major experiments by intervening in economies, but 
in Finland they have done just that. A two-year pilot was introduced in January 2017 to investigate the 
effect of the introduction of a basic income scheme. Some 2,000 participants were chosen at random to 
take part in the experiment.

The hypothesis being investigated was whether giving the unemployed a guaranteed basic income 
had an impact on their employment prospects. The income amount was the same for every individual 
regardless of their background or position and was paid periodically, for example, every month. Unlike 
many unemployment insurance schemes, receiving basic income was not dependent on the individuals 
having to demonstrate that they were seeking employment. If an individual received a guaranteed basic 
income, would this help alleviate poverty and inequality, and encourage individuals to find work?

casE study

(Continued )
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theories
Theories can be used to explain something and to make predictions. The theory of indifference curves 
and budget lines can be used to explain consumer behaviour. The value of this theory is how reliable it is 
in predicting consumer behaviour. If we observe the way consumers behave and the outcomes predicted 
do not conform to the theory, it may be that new research must be conducted to offer refinements to the 
theory, or even consigning the theory to history.

One of the criticisms of economics is that some theories commonly taught on undergraduate courses 
have been derived through deductive reasoning, but that the premises used as the basis for the con-
clusions drawn are inaccurate, or just wrong, and not supported by data and evidence. For example, 
the neo-classical theory of consumer behaviour makes assumptions that consumers act rationally, prefer 
more to less and make purchasing decisions based on pure self-interest. The premises for the theory were 
developed in the nineteenth century when the economy and society were very different. The historical 
context of many theories in economics should not be ignored.

Critics argue that these assumptions are not supported by evidence and data, and thus any predictions 
arising from such theories are unreliable or wrong. Supporters of such theories argue that they do contain 
useful insights into behaviour that allow valid predictions to be made. While they may not explain human 

A number of similar experiments are in operation related to basic income. In Canada, for example, a 
basic income experiment was introduced in June 2017 in two cities and a town in Ontario. Two groups 
of people were selected. One group received a basic annual income of up to CDN$17,000 (around 
€11,100) and the other group received nothing. In the Canada experiment, the participants must be on 
a low income and, for those getting the basic income, if they find work their basic income is reduced 
by half.

Barcelona launched a basic income experiment in October 2017 which, like the Finland experiment, 
involved 2,000 participants, half of whom received between €400 and €525 per month over a two-year 
period. Unlike the Finland experiment, in Barcelona the money was given to households, not individuals, 
and those receiving the money were required to give something back in the form of attending support 
programmes to help them find work, as well as other community-based programmes.

In Finland, the 2,000 unemployed participants received €560 per month as a basic income. By having 
this guaranteed sum, the hypothesis was that individuals would be likely to be more flexible in seek-
ing work, moving between jobs and taking part in the gig economy with all its potential uncertainties. 
The experiment was due to last 
two years and an evaluation of the 
results of the experiment was con-
sidered along with other welfare 
measures in the country.

The experiment was run from 
the Social Insurance Institution, a 
government agency. The Institution 
applied for an  extension of the 
experiment to include  individuals 
who were employed, but the 
request was turned down by the 
Finnish government in April 2018. 
The experiment on the initial 2,000 
participants continued as planned 
and the results were analyzed and 
published in the latter part of 2019.

If an individual receives a guaranteed basic income, would this 
help alleviate poverty and inequality, and encourage individuals to 
find work?
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behaviour in every instance, they still have some value. Models, they argue, are after all simplifications of 
reality and cannot hope to replicate every aspect of human behaviour.

falsifiability
As hinted at earlier, one of the criticisms of economics in recent years has been that while it claims to be 
a science, it does not follow scientific principles, or at least only does so when it deems it convenient. In 
particular, critics have argued that many of the theories we will present in this book are no longer accu-
rate and should be dismissed. Despite this, and critics would argue that this book is one of many that 
perpetuate the problem, these theories continue to form the basis for many undergraduate economics 
courses. Why do we continue to teach theories which are inaccurate or just wrong? Critics would argue 
that including these theories in an economics course is like physics courses continuing to teach a theory 
of the earth being flat.

In considering these debates, we can refer to the philosophy of science and one of its foremost expo-
nents, Sir Karl Popper. Popper was born in Vienna in 1902 and in 1946 moved to the UK to teach at the 
London School of Economics. He was knighted in 1965, and his contribution to the philosophy of science 
was extensive and highly regarded.

One of Popper’s important contributions was the principle of falsifiability. Popper based the idea on 
the basic assumption that it is not possible to know the truth of everything. Ideas and theories might be 
widely accepted and adopted, but ultimately, we cannot be 100 per cent sure that these ideas and theories 
are correct. Knowledge is always subject to evolution and development, and in the light of new evidence, 
our theories and ideas may change.

falsifiability the possibility of a theory being rejected as a result of the new observations or new data

Popper argued that it is not possible to prove beyond all doubt that a theory is ‘true’, but what is 
possible is that a theory can be proved as false. New evidence can arise, be discovered or produced 
that can prove a theory is false. Popper further argued that inductive reasoning is flawed because we 
cannot claim to know ‘truth’ from what invariably is limited observation. Just because we observe many 
instances of a phenomenon or behaviour does not mean that we can generalize to all instances of that 
phenomenon or behaviour. The famous example cited by Popper to exemplify this is that of the ‘black 
swan’. An observer could record many thousands of instances of white swans and generalize that ‘all 
swans are white’. However, it is not possible to make this conclusion, since not all swans have been 
observed. If one person subsequently observed a black swan, then the theory that all swans are white 
can be declared false.

Popper’s view was that ‘good’ science should be based around the idea of falsifying theories rather 
than attempting to prove theories. The researcher should make it clear in their findings the conditions 
under which the theory being proposed can be falsified. This approach means that researchers who seek 
to defend a theory and find ways of proving it is true, even in the face of evidence to the contrary, are not 
adhering to the fundamentals of scientific method. A general principle behind scientific method, therefore, 
is that it should be possible to falsify a theory, and ‘good science’ should be centred on this and not on 
seeking to prove existing theories.

This debate is particularly relevant to economics because of the criticism that the subject has faced, 
particularly since the Financial Crisis of 2007–9. You may well find that some of your lecturers are fierce 
defendants of particular theories, or at the very least will seek to find ways in which a theory, or elements 
of a theory, can be adjusted or explained in the light of evidence which may suggest the theory is false. As 
you continue your studies, it is important to keep in mind the discussion in this section about the way we 
discover and verify new theories, knowledge and understanding about the subject.

Economics is a dynamic subject and the detailed research that many economists continue to undertake 
might hide the depth to which many take the criticisms of the subject. Popular criticism of the subject 
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can be just that – an attempt to appeal to the masses, many of whom will have little or no understanding 
of exactly what economists do, how they research into the subject or the controls they put in place to 
improve the quality of the research and outcomes. It is worth bearing in mind that the modelling method 
allows economists to approach issues, research them, think about them and attempt to uncover new 
knowledge and understanding. This is not the same thing as saying the models themselves, whatever 
they be, are final truths and are more important than the method.

While this book will include many theories which have been the focus of some criticism, they are impor-
tant in understanding the historical development of economics and how we have come to know what we 
know. However, it is also important to recognize that there is still much we do not know and much to be 
discovered. Every economist knows this.

keeping an open mind Understanding the processes and debates around scientific method, under-
standing the theories and their limitations helps generate more questions and the search for better ways 
in which we can understand the economy and human behaviour. All we ask is that you keep an open 
mind and recognize that there can be some truths hidden in theories, even if they are not the full truths, 
and these theories and the discipline as a whole are subject to ongoing evolution. Economics is a way of 
approaching problems and issues rather than a set of definitive truths. The debate about how economists 
come to know things and present theories and models which claim to be predictive is one which contin-
ues to pervade the discipline.

The Cambridge economist, Joan Robinson, perhaps captured the debate very well when she wrote 
economics ‘limps along with one foot in untested hypotheses and the other in untestable slogans … our 
task is to sort out as best we may, this mixture of ideology and science’ (Robinson, J. (1968) Economic 
Philosophy. Pelican).

As noted earlier, separating out cause and effect can be problematic. Observation and experience 
can lead to the identification of phenomena occurring which intuition would seem to suggest are related 
in some way. Empirical research can help provide a conclusion which provides an answer, for example, 
whether a rise in the money supply does cause a rise in the price level. The question which must be 
asked is, ‘How do we know this “answer” is correct?’ What are the factors that influence the price level? 
How significant is the role of the money supply in determining the price level? How was the research 
conducted, and what ‘facts’ and assumptions were used in building the model? Can these facts and 
assumptions be accepted as an accurate representation of the ‘truth’, or are there interpretations of both 
which might impact on the conclusions drawn?

If facts and assumptions are accepted, then we must presume that those who collected them did 
so in an unbiased and unprejudiced way and that they were professionally competent and had sufficient 
expertise to be able to do so in a way we can trust. Separating out cause and effect can be informed by 
statistical tests but is also subject to interpretation. It is not always easy to establish cause and effect, 
particularly when controlled experiments are not possible, and this characterizes much of economics.

the role of assumptions
If you ask a physicist how long it would take for a cannonball to fall from the top of the Leaning Tower 
of Pisa, they will probably answer the question by assuming that the cannonball falls in a vacuum. This 
assumption is false; the building is surrounded by air, which exerts friction on the falling cannonball and 
slows it down. Yet the physicist will point out that friction on the cannonball is so small in relation to its 
weight that its effect is negligible. Assuming the cannonball falls in a vacuum greatly simplifies the prob-
lem without substantially affecting the answer.

Economists make assumptions for the same reason: assumptions can simplify the complex world and 
make it easier to understand. To study the effects of international trade, for example, we may assume that 
the world consists of only two countries and that each country produces only two goods. The real world 
consists of dozens of countries, each of which produces thousands of different types of goods, but by 
assuming two countries and two goods, we can focus our thinking. Once we understand international 
trade in an imaginary world with two countries and two goods, we are in a better position to understand 
international trade in the more complex world in which we live.
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The art in scientific thinking is deciding which assumptions to make. Suppose, for instance, that we 
were dropping a beach ball rather than a cannonball from the top of the building. Our physicist would 
realize that the assumption of no friction is far less accurate in this case: friction exerts a greater force 
on a beach ball than on a cannonball because a beach ball is much larger and, moreover, the effects of 
air friction may not be negligible relative to the weight of the ball, because it is so light. The assumption 
that gravity works in a vacuum may, therefore, be reasonable for studying a falling cannonball but not for 
studying a falling beach ball.

Similarly, economists use different assumptions to answer different questions. Most economic issues 
will be affected by a number of different factors. If we try to model the issue taking into account all these 
factors, the complexity might lead to outcomes which do not help in developing an understanding of 
economic phenomena. In researching a phenomenon, economists will look at what happens when one 
factor changes, but all other factors assumed to have an effect are held constant. This is a core feature of 
neo-classical economic methodology. It might be assumed that the amount consumers wish to purchase 
is affected by the price of the good concerned, income, tastes and the prices of other related goods. 
Our understanding of consumer behaviour is simplified if we look at the effect on demand of a change in 
income and hold all other factors constant. This can be repeated with the other factors to generate some 
general principles about the demand for goods and services.

Assumptions must be tested to see the extent to which they are accurate and reasonable in the same 
way that it is deemed reasonable by the physicist to drop the assumption of friction when considering the 
effect of dropping a cannonball from the Leaning Tower of Pisa.

schools of thought
Given our preceding discussion on economic methodology, it might come as no surprise that there are 
different approaches to economics, and different perspectives.

These may be informed by assumptions and belief systems which influence the way issues are looked 
at, and the outcomes and policy implications which arise as a result. Perhaps the dominant methodology 
is the neo-classical approach, which is sometimes referred to as ‘mainstream economics’.

neo-classical Economics
The neo-classical approach takes the view that the market is a central feature in generating well-being and 
in answering the three questions all societies have to face, which we looked at in Chapter 1. In analyzing 
markets and outcomes, the neo-classical approach assumes that decisions are based on rationality, that 
economic agents act out of self-interest, and are autonomous. The neo-classical approach models behav-
iour through constrained optimization problems. This means that it is assumed economic agents seek to 
maximize or minimize outcomes but are subject to constraints. Individuals seek to maximize utility subject 
to the constraint of their income; firms seek to minimize costs subject to the constraint of resources avail-
able and the price of those resources.

Critics of this approach argue that the assumptions are flawed, and that what is observed about human 
behaviour does not conform to the neo-classical view. They argue that such is the power of the neo-classical 
hold on economics that other views, so-called heterodox economics (where the term ‘heterodox’ means 
views at odds with the mainstream), find it hard to gain any ground. These differing views include feminist 
economics, Marxist economics and the Austrian school.

feminist Economics
Feminist economics questions many of the assumptions of the neo-classical school. Economic well-being, 
they argue, is not simply provided through market exchange but also includes unpaid work carried out in 
the home. This housework, by both males and females, needs to have the recognition its significance to 
well-being deserves. Economic activity, therefore, needs to include a valuation of this unpaid work.
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Feminist economists also research into other areas where there are gender and social inequalities, and 
they would argue that it is not possible to have value-free analysis and research into economic issues. For 
example, the idea that humans face a trade-off between work and leisure is misleading in that ‘leisure’ is 
associated with pleasurable activities which people choose to take part in. For many women, ‘non-work’ 
activity, i.e. that which is not paid, is not leisure at all and involves considerable work in caring for the home 
and family. To only assume that ‘work’ is valuable betrays a value judgement which relegates analysis of 
unpaid work below that of paid work.

marxist Economics
In later chapters, we will look at the working of markets and firms in more detail. Much of the analysis will 
be derived from the neo-classical approach, but there are other explanations for how markets and firms 
work. Marxist economics presents different explanations for essentially the same phenomena and has 
developed from the work of Karl Marx in the nineteenth century. Marx sought to analyze and understand 
the capitalist system and explain how and why production takes place and the circumstances under which 
different groups in society have economic power.

Marxist economics views firms and markets not as entities but as collections of humans, and it is 
these humans who make decisions. Some humans have control over the means of production and can 
exploit that power in ways which lead to different outcomes and which drive dynamism in economies. This 
dynamism can be self-destructive, however, and the competition between capitalists to attempt to retain 
control over the means of production is partly what generates booms and busts in capitalist economies. 
Neo-classical economists propose different explanations for the swings in the business cycle.

the austrian school
The Austrian school originated in work carried out at the University of Vienna in the latter part of the 
nineteenth century. Academics at Vienna were of the belief that economic well-being is maximized when 
markets are allowed to do their work and that the government should have a minimal role in the economy 
(referred to as ‘laissez-faire’ roughly translated as ‘to leave’, or ‘let it be’). Individual liberty is a fundamental 
principle in Austrian school economics.

The Austrian school is now not based in Vienna but has adherents in different parts of the world. Key 
figures in the Austrian school include Carl Menger, Eugen Böhm-Bawerk, Friedrich Weiser, Ludwig von 
Mises and Friedrich August von Hayek. Other influential economists such as the 1991 Nobel Prize winner 
in Economics, Ronald Coase, were said to have been influenced by the Austrian school (Coase was at the 
London School of Economics when Hayek was on the faculty and acknowledged the impact he made).

Austrian school economists look at the explanation for business cycles in the supply side of the econ-
omy rather than focusing on demand. Excess supply is what drives the economy into recession and this, in 
turn, can be caused by interest rates being too low, leading to too much investment and the availability of 
cheap money. It is this that triggers inflation. For Austrian economists, therefore, inflation is not the main 
problem or focus of policy; inflation is a symptom of imbalances in the financial sector of the economy. 
Economists from the Austrian school had been warning of too low interest rates and too high debt levels 
for many years in the early part of the twenty-first century and there are those who argue that it was these 
economists who correctly predicted the Financial Crisis of 2007–9 and not mainstream economists. Crit-
ics of the Austrian school argue that it relies on narrative analysis rather than mathematical, statistical and 
empirical analysis and so their claims cannot be tested and verified.

thE EconomIst as PolIcy adVIsor
Often economists are asked to explain the causes of economic events and recommend policies to improve 
economic outcomes. Why, for example, is unemployment higher for teenagers than older workers, and 
given this situation what should the government do to improve the economic well-being of teenagers? 
These two roles lead to important distinctions in the way in which we need to view statements and 
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analysis. To answer the first question, the economist might use scientific method to offer an explanation, 
but the second involves a value judgement. This highlights the distinction between what is termed positive 
and normative economics.

Positive versus normative analysis
Suppose that two people are discussing minimum wage laws.

Pascale: Minimum wage laws cause unemployment.

Sophie: The government should raise the minimum wage.

Pascale’s statement is making a claim about how the world works. Sophie is making a value judgement 
about a change she would like to see implemented.

Pascale’s statement is referred to as a positive statement. Positive statements have the property that 
the claims in them can be tested and confirmed, refuted or shown to not be provable either way. It would 
be possible to conduct research to show whether there is any correlation between the imposition of mini-
mum wage laws and a rise in unemployment. A positive statement does not have to be true – it is possible 
that the research might conclude that there is no link between minimum wages and unemployment.

positive statements claims that attempt to describe the world as it is

normative statements claims that attempt to prescribe how the world should be

Sophie’s is said to be normative. Normative statements have the property that they include opinion and 
make a claim about how the world ought to be; it is not possible to test opinions and confirm or reject them.

Positive analysis incorporates the use of scientific methodology to arrive at conclusions which can be 
tested. Normative analysis is the process of making recommendations about particular policies or courses 
of action. It is perfectly possible to conduct both positive and normative analysis. For example, the state-
ment: the government should reduce the deficit as this will benefit the economy, contains a normative 
statement – an opinion that the government ought to reduce the deficit. It also includes a positive state-
ment: A reduction in the government deficit will benefit the economy, which is capable of being tested.

A key difference between positive and normative statements, therefore, is how we judge their validity. 
Deciding what is good or bad policy is not merely a matter of science; it also involves our views on ethics, 
religion and political philosophy.

Of course, positive and normative statements may be related. Our positive views about how the world 
works affect our normative views about what policies are desirable. Pascale’s claim that the minimum 
wage causes unemployment, if true, might lead us to reject Sophie’s conclusion that the government 
should raise the minimum wage.

Why EconomIsts dIsagrEE
If economics is classed as a science and adheres to scientific methods, why does there appear to be 
considerable disagreement among economists surrounding many different policy initiatives? There are 
two basic reasons:

 ● Economists may disagree about the validity of alternative positive theories about how the world works.
 ● Economists may have different values and, therefore, different normative views about what policy 

should try to accomplish.

Let’s discuss each of these reasons.
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differences in scientific Judgements
History shows us that there have always been disagreements between scientists about ‘truth’ and reality. 
In 1964, for example, Peter Higgs at the University of Edinburgh had his original paper on the theoretical 
model predicting what came to be known as the Higgs Boson, rejected by the journal Physics Lectures, 
which saw the theory as having ‘little relevance to physics’. In 2012, the experiments at Cern in Switzerland 
confirmed the existence of the Higgs Boson, and in 2013, Professor Higgs was jointly awarded the Nobel 
Prize for Physics. Science is a search for understanding about the world around us. It is not surprising that 
as the search continues, scientists can disagree about the direction in which truth lies.

Economists often disagree for the same reason. Economics is a young science, and there is still much 
to be learned. Indeed, there are some who argue that economics can never be a true ‘science’ because 
processes that are considered appropriate and necessary in natural sciences cannot be applied to eco-
nomics, because it deals with human behaviour. Humans cannot be subjected to the same controls and 
comparisons that can be used in physics, for example.

Economists sometimes disagree because they have different beliefs about the validity of alternative 
theories or about the size of important parameters. For example, economists disagree about whether the 
government should levy taxes based on a household’s income or based on its consumption (spending). 
Advocates of a switch from an income tax to a consumption tax believe that the change would encourage 
households to save more, because income that is saved would not be taxed. Higher saving, in turn, would 
lead to more rapid growth in productivity and living standards. Advocates of an income tax system believe 
that household saving would not respond much to a change in the tax laws. These two groups of econ-
omists hold different normative views about the tax system because they have different positive views 
about the responsiveness of saving to tax incentives.

sElf tEst ‘Sometimes, theories are worth defending. The experience of Peter Higgs is testament to this 
view.’ Comment on this statement in relation to theories in economics and the principle of falsifiability.

differences in Values
Anneka and Henrik both take water from the town well. To pay for maintaining the well, the town 
imposes a property tax on its residents. Anneka lives in a large house worth €2 million and pays a prop-
erty tax of €10,000 a year. Henrik owns a small cottage worth €20,000 and pays a property tax of €1,000 
a year.

Is this policy fair? If not, who pays too much and who pays too little? Would it be better to replace the 
tax based on the value of the property with a tax that was just a single payment from everyone living in 
the town (a poll tax) in return for using the well – say, €1,000 a year? After all, Anneka lives on her own and 
uses much less water than Henrik and the other four members of his family who live with him and use 
more water as a result. Would that be a fairer policy?

This raises two interesting questions in economics – how do we define words like ‘fair’ and ‘unfair’, and 
who holds the power to influence and make decisions? If the power is in the hands of certain groups in 
government or powerful businesses, policies may be adopted even if they are widely perceived as being 
‘unfair’.

What about replacing the property tax, not with a poll tax but with an income tax? Anneka has an 
income of €100,000 a year so that a 5 per cent income tax would present her with a tax bill of €5,000. 
Henrik, on the other hand, has an income of only €10,000 a year and so would pay only €500 a year in tax, 
and the members of his family who do not work don’t pay any income tax. Does it matter whether Henrik’s 
low income is due to his decision not to go to university, and take a low paid job? Would it matter if it were 
due to a physical disability? Does it matter whether Anneka’s high income is due to a large inheritance 
from her family? What if it were due to her willingness to work long hours at a dreary job?

These are difficult questions on which people are likely to disagree. If the town hired two experts to 
study how the town should tax its residents to pay for the well, we should not be surprised if they offered 
conflicting advice.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 2   tHInKInG LIKe An economIst   29

This simple example shows why economists sometimes disagree about public policy. As we learned 
earlier in our discussion of normative and positive analysis, policies cannot be judged on scientific grounds 
alone. Economists give conflicting advice sometimes because they have different values.

sElf tEst Why might economic advisors to the government disagree about a question of policy such as 
reducing a budget deficit?

decision-making in Economics
It could be said that economics is the science of decision-making. The way that economists go about 
making or recommending decisions involves, first, identifying the problem or issue. For example, green-
house gas emissions are a contributory factor in climate change. Note that this is a premise which is 
assumed to be ‘true’. One answer to this problem is a decision to cut the emissions of greenhouse gases. 
The next stage is to look at the costs and benefits involved in the decision. These costs and benefits are 
not just the private costs and benefits to individuals, firms and organizations; they will also include the 
costs and benefits to third parties who are not directly involved in the actual decision. For example, cutting 
greenhouse gas emissions means that resources will have to be diverted to new ways of production or dif-
ferent ways of producing energy. The private costs will be those borne by the businesses that will have to 
implement measures to adhere to the limits placed upon them. The social costs might include the impact 
on local people of the construction of wind farms or new nuclear power stations.

Having identified the costs and benefits, the economist then seeks to place a value on them to get 
some idea of the relationship between the costs and benefits of making the decision. In some cases, 
valuing costs and benefits can be easy, but many are much more challenging. The loss of visual amenity 
for a resident living near a wind turbine or the value of the possible loss of life from a nuclear catastrophe 
at a power plant, for example, may be very difficult to value. Economists have attempted to devise ways 
in which these values can be estimated, but they are not perfect.

Once the sum of the costs and benefits is calculated, the decision then becomes clearer. If the cost 
outweighs the benefit then making the decision may be unwise, but if the costs are less than the benefits, 
then it may mean the decision can be supported. Policymakers may want to look at the extent to which the 
costs outweigh the benefit, or the benefit outweighs the costs. Every day millions of decisions are made 
by individuals, businesses and governments. While not every one of these decisions will be made using 
the exact processes outlined above, and many of us certainly do not stop to think about how we rational-
ize our decisions, nevertheless our brains do engage in computational processes as we make decisions, 
but they are mostly subconscious. Economists and psychologists are increasingly finding out more about 
how humans make decisions, which is helping improve our understanding of the models which we use to 
analyze consumer behaviour.

summary
 ● Economics is characterized by different methodologies and approaches, including neo-classical, feminist, Marxist 

and Austrian.

 ● There is a debate about whether economics is a ‘science’. It does follow certain scientific methodologies, but it 
must be accepted that economists are working with human behaviour.

 ● Economists make assumptions and build simplified models to understand the world around them. Economists use 
empirical methods to develop and test hypotheses.

 ● Economists must try to distinguish between cause and effect, and this is not always easy to do.

 ● Research can be conducted by using inductive and deductive reasoning – no one way is the ‘right way’.

 ● Economists develop theories which can be used to explain phenomena and make predictions.

 ● The principle of falsifiability is based on the assumption that we cannot know everything for sure and, as a result, 
researchers should clarify the conditions under which a theory can be proved false.
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 ● Using theory and observation is part of scientific method, but economists must always remember that they are 
studying human beings and humans do not always behave in consistent or rational ways.

 ● Economists can conduct experiments in laboratory settings and use ‘natural experiments’ observing outcomes 
from changes in policy or when events occur.

 ● A positive statement is an assertion about how the world is. A normative statement is an assertion about how the 
world ought to be.

 ● Economists who advise policymakers offer conflicting advice either because of differences in scientific judge-
ments or because of differences in values. At other times, economists are united in the advice they offer, but 
policymakers may choose to ignore it.

 ● Decision-making in economics can be made more informed by assessing the costs and benefits of a decision and 
attempting to quantify the costs and benefits to provide the basis for an informed decision.

the state of Economics
You do not have to look too far to find plenty of debate about the state of economics. There are books written which 
are heavily critical of mainstream economics, including ‘a chilling tale’ by John Quiggin called Zombie Economics: 
How Dead Ideas Still Walk Among Us, Ken Blawatt’s Marconomics, and Rod Hill and Tony Myatt’s The Economics 
Anti-Textbook to name but three.

Online there are also plenty of articles and blogs which extend the debate. One such example is Cahal Moran’s 
‘Why the Problem Is Economics Not Economists’, which appeared on the Open Democracy New Thinking for the 
British Economy website. Moran does note that many economists are very frustrated with what seems to be a con-
ventional wisdom that all of economics is rooted in neo-classical methodology, and that they are wedded to free 
markets oblivious to any limitations or weaknesses in the models they use. Economists who do economics know 
better, and Moran cites two of his colleagues at the University of Manchester, Rachel Griffiths and Diane Coyle (who 
is now at the University of Oxford), as two examples of such researchers.

For other economists, the issue about whether economics is a science is ‘sterile and crushingly boring’, as noted 
by Kartik B. Athreya in his book Big Ideas in Macroeconomics: A Nontechnical View. Those like Athreya who spend 
their days doing economics, know of the lim-
itations of the subject and are well versed in 
scientific method and process.

This does not, however, seem to stem the 
flow of criticism of the subject. Hill and Myatt, 
for example, note ‘The typical introductory 
economics textbook teaches that economics 
is a value-free science that economists have 
an agreed upon methodology; and they know 
which models are best to apply to any given 
problem …This Anti-Textbook points out that 
all this is a myth’ (p1). Blawatt’s opening  section 
is titled ‘The Flagging World of Mainstream 
Classical Economics’, and Chapter 1 is titled 
‘Economics of Power: Failure of Classical 
Economics’. The sleeve jacket of Quiggin’s 
book notes: ‘Zombie economics takes the 

In thE nEWs

If you choose to read anything in economics, including criticisms 
of the subject, it is important to do so with a critical eye.
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reader through the origins, consequences and implosion of a system of ideas whose time has come and gone.’ If you 
choose to read anything in economics, including criticisms of the subject, it is important to do so with a critical eye. 
In the examples given above, for example, how many of the statements made are positive and how many normative?

references:

Athreya, K.B. (2015) Big Ideas in Macroeconomics: A Nontechnical View. London, The MIT Press.
Blawatt, K.R. (2016) Marconomics: Defining Economics through Social Science and Consumer Behavior. Bingley, 
Emerald Publishing Limited.
Hill, R. and Myatt, T. (2010) The Economics Anti-Textbook: A Critical Thinkers Guide to Microeconomics. London, Zed 
Books.
Moran, C. (n.d.) www.opendemocracy.net/neweconomics/problem-economics-not-economists/.
Quiggin, J. (2010) Zombie Economics: How Dead Ideas Still Walk among Us. Princeton, NJ, Princeton University 
Press.

Critical Thinking Questions

1 Why do you think that economics has commanded such a barrage of criticism, particularly since 2008?
2 Write a defence of economic models as a methodology for finding out new information about economics.
3 now write a criticism of economic models as a methodology for finding out new information about economics. 

Which of your arguments do you find most convincing and why?
4 choose one of the references cited. If you could ask the author or authors of the book or article two questions 

about their book or article and the argument they are promoting, what would they be and why?
5 look at the quotes provided in the last paragraph of the article. try to identify which of the statements made are 

positive statements and which are normative and give a reason for your judgement in each case.

QuEstIons for rEVIEW
1 How is economics like a science?

2 Why do economists make assumptions?

3 Should an economic model describe reality exactly?

4 What is meant by empirical study in economics?

5 Using an example, explain the difference between inductive and deductive reasoning.

6 Should economic theories be developed as a result of observation or before observation? Explain.

7 What is the difference between a positive and a normative statement? Give an example of each.

8 Why do differences in values lead to disagreements among economists?

9 Using an example, explain the difference between an endogenous and an exogenous variable.

10 Why do economists sometimes offer conflicting advice to policymakers?

ProBlEms and aPPlIcatIons
1 Terms like ‘investment’, ‘capital’, ‘interest’, ‘price’ and ‘cost’ have different meanings in economics than they do in 

normal everyday usage. Find out what the differences are and explain why economists might have developed these 
different meanings.
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2 One common assumption in economics is that the products of different firms in the same industry are indistinguishable. 
For each of the following industries, discuss whether this is a reasonable assumption:
a. steel
b. novels
c. wheat
d. fast food
e. mobile phones (think carefully about this one)
f. hairdressers.

3 A researcher in a university notices that the price of flights to holiday destinations tends to be much higher outside 
semester dates. They formulate a theory to explain this phenomenon. Has the researcher arrived at the theory by 
induction or deduction? What steps might the researcher take to apply scientific method to test the theory?

4 A politician makes a speech which is critical of the government’s immigration policy, saying that it is too loose and 
encourages too many people to enter the country and take jobs away from local people. How might an economist go 
about assessing the validity of the politician’s comments?

5 If models are not capable of representing the real world in any detail and rely too much on assumptions, then what value 
can they be?

6 Does the fact that there are different schools of thought in economics reduce its validity as an academic discipline?

7 Rival political groups argue about the value and effectiveness of speed cameras as a means of influencing driver 
behaviour and improving safety on the roads. An economist is asked to conduct research into the costs and benefits of 
speed cameras to help decision-making. What sort of factors will the economist have to take into consideration in such 
research, and what might be the challenges in identifying and quantifying the full range of costs and benefits?

8 If you were prime minister, would you be more interested in your economic advisors’ positive views or their normative 
views? Why?

9 Would you expect economists to disagree less about public policy as time goes on? Why or why not? Can their differences 
be completely eliminated? Why or why not?

10 Consider a theory which states that an increase in interest rates will lead to an increase in savings. How would the 
principle of ceteris paribus be important in investigating the predictive power of this theory?
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This chapter introduces the theory of supply and demand. It considers how buyers and sellers behave 
and how they interact with one another. It shows how prices act as a signal to both buyers and sell-

ers to help them make decisions, which in turn contributes to the allocation of the economy’s scarce 
resources. The model of the market based on supply and demand, like any other model, is based on a 
series of assumptions. These assumptions have been criticized on the basis that they are not reflective of 
reality, and as a result the predictive power of the model is limited.

Others have argued that the model is sufficiently representative to have value and provides a useful 
benchmark for comparison with how many markets behave. At the very least, the model provides a 
framework to help shape thinking about how economic agents interact. Many undergraduate principles of 
economics modules will include the model of supply and demand as a central part of the microeconom-
ics course and this chapter will cover this area. As we progress through the chapter and the analysis it is 
important to bear in mind the assumptions of the model.

The AssumpTions of The CompeTiTive mArkeT model
The terms supply and demand refer to the behaviour of people as they interact with one another in mar-
kets. A market is a group of buyers and sellers of a particular good or service. The buyers as a group 
determine the demand for the product, and the sellers as a group determine the supply of the product.

pArT 2
The Theory of CompeTiTive 
mArkeTs

3 The mArkeT forCes of 
supply And demAnd

market a group of buyers and sellers of a particular good or service

The market model represents a neo-classical explanation of how resources are allocated. This analysis 
was developed in the nineteenth century and follows on from the work of Adam Smith. One of the funda-
mental outcomes of the market model is that if the assumptions hold, the resulting allocation of resources 
will be ‘efficient’. What this means is that the price buyers pay for goods in the market is a reflection of 
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the value (or utility) they get from acquiring the goods, and that the price producers receive is a reflection 
of the cost of production including an element of profit which is sufficient to keep them in that line of 
production. If consumers and producers are both maximizing benefits and minimizing costs, it is assumed 
that society must be maximizing welfare, because the goods and services produced are those which are 
most desirable and in demand.

The competitive model of supply and demand which leads to this ‘efficient’ outcome is based on the 
following assumptions:

1. There are many buyers and sellers in the market.
2. No individual buyer and seller is big enough or has the power to be able to influence price.
3. There is freedom of entry and exit to and from the market.
4. Goods produced are homogenous (identical).
5. Buyers and sellers act independently and only consider their own position in making decisions.
6. There are clearly defined property rights which mean that producers and consumers consider all costs 

and benefits when making decisions.

You will find there are economists who believe that markets are the most effective way we have yet 
discovered to allocate scarce resources. This further implies that government intervention in markets 
should be kept to a minimum. There are others who say that the model is so flawed that there is a much 
bigger role for government to play in the economy. The diversity of opinion among economists is part of 
what makes the subject so fascinating. Awareness of the difference between positive and normative 
 economics is important in distinguishing the belief systems on which particular views are based and 
whether the outcomes claimed are testable.

Part of thinking as an economist is in teasing out the subtle (and sometimes not so subtle) belief 
systems and value judgements underlying statements and being prepared to subject such statements 
to critique and analysis. The market model has been criticized for just this point because it is based on a 
number of value judgements. Consumers attempting to maximize utility include an assumption that more 
is preferred to less and that this is desirable. Producers seeking to maximize profit will attempt to produce 
an output that minimizes cost and reduces waste to a minimum, and that this is also desirable. Whether 
these are desirable is subject to considerable debate and are essentially normative value judgements.

Competitive markets
Competition exists when two or more firms are rivals for customers. In economics, however, in a 
 competitive market (the terms ‘perfectly competitive market’ or ‘perfect competition’ are synonymous 
with ‘competitive market’) the assumptions outlined above lead to some important conclusions. Because 
there are many buyers and sellers in a perfectly competitive market, neither has any power to influence 
price – they must accept the price the market determines, and they are said to be price-takers. Each seller 
has no control over the price, because other sellers are offering identical products and each seller only 
supplies a very small amount in relation to the total supply of the market.

competitive market a market in which there are many buyers and sellers so that each has a negligible impact on the 
market price

Because products are homogenous, a seller has little reason to charge less than the going price, and 
if they charge more, buyers will make their purchases elsewhere. Similarly, no single buyer can influence 
the price because each buyer purchases only a small amount relative to the size of the market. Buyers 
make their decisions based on the utility (or satisfaction) they gain from consumption, and in doing so are 
independent of the decisions of suppliers. Buyers and sellers make decisions independently and goods 
are homogenous. This implies that there is no need for advertising or branding and that both producers 
and consumers consider all costs and benefits, including the costs and benefits which may affect a third 
party, when making decisions. For example, producers will consider the costs to society of the pollution 
they create in production.
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There are some markets in which the assumption of perfect competition applies to a degree. For example, 
consider the market for rape seed oil, which is part of the market for agricultural products. Production of 
rape seed oil across the European Union (EU) was around 22 million tonnes in 2018. Rape seed is part of a 
global oil seed market which includes the production of soya beans, which account for around 70 per cent 
of total oil seed production. In the EU agriculture market, there are about 14 million farmers who sell 
cereals, fruit, milk, beef, lamb and so on; because no single seller can influence the price of agricultural 
products, each takes the market price as given and can sell all their output at the market price (remember 
that the total output of individual sellers represents only a small fraction of total output).

The products produced in agricultural markets are broadly similar – milk produced by one farmer is 
not that much different from that produced by another, although it is important to remember that even in 
markets where products might be perceived as being homogenous, there are differences in quality and 
use. For example, wheat can be produced at different qualities with some going for animal feed and some 
for bread making.

The characteristics of agricultural markets make them useful for using as examples in describing com-
petitive markets. As we proceed to look in more depth at the market model, let’s keep in mind a particular 
good, milk, to help focus our thinking. The market for milk fulfils many of the characteristics of a perfectly 
competitive market: milk is fairly homogenous, there are about half a million dairy farms and there are 
millions of buyers of milk across the EU.

self TesT What constitutes a market? List the main characteristics of a competitive market.

quantity demanded the amount of a good that buyers are willing and able to purchase at different prices
law of demand the claim that, other things being equal (ceteris paribus), the quantity demanded of a good falls when 
the price of the good rises

demAnd
We begin our study of markets by examining the demand for goods and services.

The demand Curve: The relationship Between price and Quantity demanded
The quantity demanded of any good is the amount of the good that buyers are willing and able to 
purchase at different prices. Many things determine the quantity demanded of any good, but one deter-
minant plays a central role – the price of the good. If the price of milk rose from €0.25 per litre to €0.35 
per litre, less milk would be bought. If the price of milk fell to €0.20 per litre, more milk would be bought. 
Because the quantity demanded falls as the price rises and rises as the price falls, we say that the quan-
tity demanded is negatively or inversely related to the price. This relationship between price and quantity 
demanded is referred to as the law of demand. It is called a ‘law’ because the relationship is observed so 
often in the economy. The label ‘law’ dates from the observations made in the eighteenth and nineteenth 
centuries with Alfred Marshall, in his 1890 work Principles of Economics, noting:

There is then one general law of demand: The greater the amount to be sold, the smaller must be 
the price at which it is offered in order that it may find purchasers; or, in other words, the amount 
demanded increases with a fall in price, and diminishes with a rise in price.

We can represent the relationship between the price and quantity demanded in a table such as the 
one shown in Figure 3.1. The table shows Rachel’s willingness to buy litres of milk each month at differ-
ent prices, holding other factors, such as her income, tastes and the prices of other goods, constant. 
The willingness to pay determines the position of the demand curve and is related to the utility or level 
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of satisfaction Rachel gets from consuming milk. If milk has a zero price, Rachel would be willing to buy 
20 litres per time period. At €0.10 per litre, Rachel would be willing to buy 18 litres. As the price rises fur-
ther, she is willing to buy fewer and fewer litres. When the price reaches €1, Rachel would not be prepared 
to buy any milk at all. This table is a demand schedule, a table that shows the relationship between the 
price of a good and the quantity demanded, holding constant everything else that influences how much 
consumers of the good want to buy.

demand schedule a table that shows the relationship between the price of a good and the quantity demanded

demand curve a graph of the relationship between the price of a good and the quantity demanded

The graph in Figure 3.1 uses the numbers from the table to illustrate the law of demand. By convention, 
price is on the vertical axis, and the quantity demanded is on the horizontal axis. The downwards sloping 
line relating price and quantity demanded is called the demand curve.

rachel’s demand schedule 
and demand Curve
The demand schedule shows the 
quantity demanded at each price. 
The demand curve, which graphs 
the demand schedule, shows how 
the quantity demanded of the 
good changes as its price varies. 
Because a lower price increases 
the quantity demanded, the 
demand curve slopes downwards 
from left to right.

figure 3.1
Price of milk
per litre (€)

Quantity of milk
demanded (litres)
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2. ... increases quantity
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Price of milk per litre (€) Quantity of milk demanded (litres per month)

0.00 20
0.10 18
0.20 16
0.30 14
0.40 12
0.50 10
0.60   8
0.70   6
0.80   4
0.90   2
1.00   0
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movement Along the demand Curve
It is important to be clear about the terminology used when referring to market demand. A change in the 
price of a good, ceteris paribus, which results in a change in quantity demanded, is represented graphically 
as a movement along the demand curve.

If we assume that the price of milk falls, this will lead to an increase in quantity demanded. There are 
two reasons for this increase:

1. The income effect. If we assume that incomes remain constant, then a fall in the price of milk means 
that consumers can now afford to buy more with their income. In other words, their real income, what a 
given amount of money can buy at any point in time, has increased, and part of the increase in quantity 
demanded can be put down to this effect.

2. The substitution effect. Now that milk is lower in price compared to other products such as fruit juice, 
some consumers will choose to substitute the more expensive drinks with the now cheaper milk. This 
switch accounts for the remaining part of the increase in quantity demanded.

market demand versus individual demand
The demand curve in Figure 3.1 shows an individual’s demand for a product. The market demand is the 
sum of all the individual demands for a particular good or service.

The table in Figure 3.2 shows the demand schedules for milk of two individuals – Rachel and Lars. 
Assuming Rachel and Lars are the only two people in the market, the market demand at each price is the 
sum of the two individual demands.

Figure 3.2 shows the demand curves that correspond to these demand schedules. To find the total 
quantity demanded at any price, we add the individual quantities found on the horizontal axis of the individ-
ual demand curves. The market demand curve shows how the total quantity demanded of a good varies 
as the price of the good varies, while all the other factors are held constant.

Remember… A change in quantity demanded refers to the increase or decrease in demand as a 
result of a change in the price, holding all other factors influencing demand constant. A change in quantity 
demanded is shown by a movement along the demand curve.

shifTs versus movemenTs Along The demAnd Curve
The individual and market demand curves shown were drawn under the assumption of ceteris paribus – 
other things being equal with the only variable changing being price. If any of the factors affecting demand 
change, other than a change in price, this will cause a shift in the position of the demand curve, which is 
referred to as a change in demand.

If the price of milk, for example, is €0.30 per litre, a family might buy 5 litres of milk a week. If their 
income rises, they can now afford to buy more milk and so might now buy 7 litres a week. The price of 
milk has not changed – it is still €0.30 per litre but the amount of milk the family buys has increased. If this 
behaviour is reflected elsewhere in the economy by other families whose incomes have changed, then the 
market demand curve will shift to the right.

If any of the factors affecting demand other than price change then the amount consumers wish to 
purchase changes whatever the price.

A shift in the demand Curve
If one or more of the factors influencing demand other than price changes, the demand curve shifts. 
For example, suppose a top European medical school published research that suggested people who 
regularly drank milk lived longer, healthier lives. The discovery would raise the demand for milk because 
consumers’ tastes would be expected to change in favour of drinking more milk. At any given price, 
buyers would now want to purchase a larger quantity of milk and the demand curve for milk would shift 
to the right.
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market demand as the sum of individual demands
The quantity demanded in a market is the sum of the quantities demanded by all buyers at each price. The market demand curve is 
found by adding horizontally the individual demand curves. At a price of €0.50 , Rachel would like to buy 10 litres of milk, but Lars 
would only be prepared to buy 5 litres at that price. The quantity demanded in the market at this price, therefore, is 15 litres.

figure 3.2

Figure 3.3 illustrates shifts in demand. Any change that increases the quantity demanded at every price, 
such as our imaginary research report, shifts the demand curve to the right and is called an increase in 
demand. Any change that reduces the quantity demanded at every price shifts the demand curve to the 
left and is called a decrease in demand.
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0.00 20 10 30
0.10 18   9 27
0.20 16   8 24
0.30 14   7 21
0.40 12   6 18
0.50 10   5 15
0.60   8   4 12
0.70   6   3   9
0.80   4   2   6
0.90   2   1   3
1.00   0   0   0
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Increase
in demand

Decrease
in demand

Price of milk
per litre (€)

0 Quantity of milk
demanded (litres)

Demand curve, D3

Demand
curve, D1

Demand
curve, D2

shifts in the demand Curve
Any change that raises the quantity that 
buyers wish to purchase at a given price 
shifts the demand curve to the right. Any 
change that lowers the quantity that buyers 
wish to purchase at a given price shifts the 
demand curve to the left.

figure 3.3

The following is a short summary of the main factors affecting demand, changes in which cause a shift 
in the demand curve.

prices of other (related) goods Suppose that the price of milk falls. The law of demand says that you 
will buy more milk. At the same time, you will probably buy less fruit juice. Because milk and fruit juice 
are both refreshing drinks, they satisfy similar desires. When a fall in the price of one good reduces the 
demand for another good, the two goods are called substitutes. Substitutes are often pairs of goods that 
are used in place of each other, such as butter and spreads, pullovers and sweatshirts, and cinema tickets 
and film streaming. The more closely related substitute products are the more effect we might see on 
demand if the price of one of the substitutes changes.

substitutes two goods for which an increase in the price of one leads to an increase in the demand for the other (and vice versa)

Now suppose that the price of breakfast cereals falls. According to the law of demand, more packets 
of breakfast cereals will be bought. When this happens, we might expect to see the demand for milk 
increase as well, because breakfast cereals and milk are used together. When a fall in the price of one 
good raises the demand for another good, the two goods are called complements. Complements are 
often pairs of goods that are used together, such as petrol and cars, computers and software, bread and 
cheese, strawberries and cream, and bacon and eggs.

complements two goods for which an increase in the price of one leads to a decrease in the demand for the other

self TesT What type of relationship do apps and smartphones have? If the price of smartphones increases, 
what would you expect to happen to the demand for apps? Sketch a diagram to illustrate your answer.

income Changes in incomes affect demand. A lower income means less to spend in total, so you would 
have to spend less on some – and probably most – goods. Equally, if income rises then it is likely that 
demand for many goods will also rise. If the demand for a good falls when income falls or rises as income 
rises, the good is called a normal good.

normal good a good for which, ceteris paribus, an increase in income leads to an increase in demand (and vice versa)
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If the demand for a good rises when income falls, the good is called an inferior good. An example of 
an inferior good might be bus rides. If your income falls, you are less likely to buy a car or take a taxi and 
more likely to take the bus. As income falls, therefore, demand for bus rides tends to increase.

self TesT Make up an example of a demand schedule for pizza and graph the demand curve. Give an 
example of something that would cause the demand curve for pizza to shift to the right and to the left.

inferior good a good for which, ceteris paribus, an increase in income leads to a decrease in demand (and vice versa)

Tastes A key determinant of demand is tastes. If you like milk, you buy more of it. Understanding the role 
of tastes or preferences in consumer behaviour is taking on more importance as research in the fields of 
psychology and neurology are applied to economics.

The size and structure of the population Because market demand is derived from individual demands, 
it follows that the more buyers there are, the higher the demand is likely to be. The size of the population, 
therefore, is a determinant of demand. A larger population, ceteris paribus, will mean a higher demand for 
all goods and services.

Changes in the way the population is structured also influence demand. Many countries have an ageing 
population, and this leads to a change in demand. If there is an increasing proportion of the population 
aged 65 and over, the demand for goods and services used by the elderly, such as the demand for retire-
ment homes, insurance policies suitable for older people, the demand for smaller cars and for health care 
services, etc. is likely to increase in demand as a result.

Advertising Firms advertise their products in many different ways, and it is likely that if a firm embarks 
on an advertising campaign then the demand for that product will increase.

expectations of Consumers Expectations about the future may affect the demand for a good or service 
today. For example, if it was announced that the price of milk was expected to rise next month, consumers 
may be more willing to buy milk at today’s price.

Remember… A change in any factor affecting demand, other than price, is referred to as a change in 
demand. A change in demand is represented graphically as a shift in the demand curve, either to the right 
(an increase in demand) or to the left (a decrease in demand).

supply
We now turn to the other side of the market and examine the behaviour of sellers. Once again, to focus 
our thinking, we will continue to consider the market for milk.

The supply Curve: The relationship Between price and Quantity supplied
The quantity supplied of any good or service is the amount that sellers are willing and able to sell at 
different prices. When the price of milk is high, selling milk is profitable, and so sellers are willing to supply 
more. Sellers of milk work longer hours, buy more dairy cows and employ extra workers to increase supply 
to the market. By contrast, when the price of milk is low, the business is less profitable, and so sellers are 
willing to produce less milk. At a low price, some sellers may even choose to shut down, and their quantity 
supplied falls to zero. Because the quantity supplied rises as the price rises and falls as the price falls, we 
say that the quantity supplied is positively related to the price of the good. As with demand, the perva-
siveness of this relationship between price and quantity supplied led to it being called the law of supply.
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quantity supplied the amount of a good that sellers are willing and able to sell at different prices
law of supply the claim that, ceteris paribus, the quantity supplied of a good rises when the price of a good rises

supply schedule a table that shows the relationship between the price of a good and the quantity supplied

supply curve a graph of the relationship between the price of a good and the quantity supplied

The table in Figure 3.4 shows the quantity that Richard, a milk producer, is willing to supply at various 
prices. At a price below €0.10 per litre, Richard does not supply any milk at all. As the price rises, he 
is willing to supply a greater and greater quantity. This is the supply schedule, a table that shows the 
relationship between the price of a good and the quantity supplied, holding constant everything else that 
influences how much producers of the good want to sell.

The graph in Figure 3.4 uses the numbers from the table to illustrate the law of supply. The curve relat-
ing price and quantity supplied is called the supply curve. The supply curve slopes upwards from left to 
right because, other things equal, a higher price means a greater quantity supplied.

Price of milk per
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Quantity of milk
supplied (000 litres

per month)
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1. An increase
in price …

2. ... increases quantity
of milk supplied

richard’s supply schedule and 
supply Curve
The supply schedule shows the quantity 
supplied at each price. This supply curve, 
which graphs the supply schedule, shows 
how the quantity supplied of the good 
changes as its price varies. Because a higher 
price increases the quantity supplied, the 
supply curve slopes upwards.

figure 3.4

Price of milk per litre (€) Quantity of milk supplied (000 litres per month)

0.00  0
0.10  0
0.20  2
0.30  4
0.40  6
0.50  8
0.60 10
0.70 12
0.80 14
0.90 16
1.00 18

A movement Along the supply Curve
As with demand, it is important to use the correct terminology and to understand the terminology to avoid 
making mistakes. If the price of a good rises, ceteris paribus, there is a change in quantity supplied. This 
is represented graphically as a movement along the supply curve.
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market supply as the sum of individual supplies
The quantity supplied in a market is the sum of the quantities supplied by all the sellers at each price. Thus, the market supply curve is 
found by adding horizontally the individual supply curves. At a price of €0.50 , Richard is willing to supply 8,000  litres of milk per month, 
and Megan is willing to supply 5,000  litres per month. The quantity supplied in the market at this price is 13,000  litres per month.

figure 3.5

Quantity Supplied (000s litres per month)
Price of milk per litre (€) Richard 1 Megan 5 Market

0.00      0  0      0
0.10      0  1      1
0.20      2  2      4
0.30      4  3       7
0.40      6  4 10
0.50      8  5 13
0.60 10  6 16
0.70 12  7 19
0.80 14  8 22
0.90 16  9 25
1.00 18 10 28

market supply versus individual supply
Just as market demand is the sum of the demands of all buyers, market supply is the sum of the supplies of 
all sellers. The table in Figure 3.5 shows the supply schedules for two milk producers – Richard and Megan. 
At any price, Richard’s supply schedule tells us the quantity of milk Richard is willing to supply, and Megan’s 
supply schedule tells us the quantity of milk Megan is willing to supply. The market supply is the sum of the two 
individual supplies (assuming Richard and Megan are the only suppliers in the market).
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The graph in Figure 3.5 shows the supply curves that correspond to the supply schedules. As with 
demand curves, we find the total quantity supplied at any price by adding the individual quantities found 
on the horizontal axis of the individual supply curves. The market supply curve shows how the total quan-
tity supplied varies as the price of the good varies.

Remember… A change in quantity supplied refers to the increase or decrease in supply as a result 
of a change in the price holding, all other factors influencing supply being constant. A change in quantity 
supplied is shown by a movement along the supply curve.

shifts in the supply Curve
The supply curve will shift if factors affecting producers’ willingness and ability to supply, other than price, 
change. For example, suppose the price of animal feed falls. Because animal feed is an input into produc-
ing milk, the fall in the price of animal feed makes selling milk more profitable. This raises the supply of 
milk: at any given price, sellers are now willing to produce a larger quantity. Thus, the supply curve for milk 
shifts to the right.

Figure 3.6 illustrates shifts in supply. Any change that raises quantity supplied at every price shifts the 
supply curve to the right and is called an increase in supply. Similarly, any change that reduces the quantity 
supplied at every price shifts the supply curve to the left and is called a decrease in supply.

0 Quantity of milk
supplied (litres)

Price of milk
per litre (€) Supply curve, S3

Supply
curve, S1

Supply
curve, S2

Decrease
in supply

Increase
in supply

shifts in the supply Curve
Any change that raises the 
quantity that sellers wish to 
produce at a given price shifts 
the supply curve to the right. Any 
change that lowers the quantity 
that sellers wish to produce at a 
given price shifts the supply curve 
to the left.

figure 3.6

The following provides a brief outline of the factors affecting supply other than price.

profitability of other goods in production and prices of goods in Joint supply Firms have some flexi-
bility in the supply of products and in some cases can switch production to other goods. For example, dairy 
farmers may decide to use some of their land to produce arable crops if the price of those crops rises in 
relation to the price of milk. If one crop becomes more profitable, then it may be that the farmer switches 
to the more profitable product. In other cases, firms may find that products are in joint supply; an increase 
in the supply of lamb, for example, might also lead to an increase in the supply of wool.

Technology Advances in technology increase productivity allowing more to be produced using fewer 
factor inputs. As a result, both total and unit costs may fall and supply increases. The development of 
fertilizers and more efficient milking parlours, for example, have increased milk yields per cow and helped 
reduce costs as a result. By reducing firms’ costs, the advance in technology increases the supply of milk.
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natural/social factors There are often many natural or social factors that affect supply. These include 
such things as the weather affecting crops, natural disasters, pestilence and disease, changing attitudes 
and social expectations (for example, over the production of organic food, the disposal of waste, reducing 
carbon emissions, ethical supply sourcing and so on), all of which can have an influence on production 
decisions. Some or all of these may have an influence on the cost of inputs into production.

input prices: The prices of factors of production To produce any output, sellers use various inputs col-
lectively referred to as land, labour and capital. Dairy farmers, for example, will use fertilizer, feed, silage, 
farm buildings, veterinary services and the labour of workers. When the price of one or more of these 
inputs rises, producing milk is less profitable and firms supply less milk. If input prices rise substantially, 
a firm might shut down and supply no milk at all. If input prices fall for some reason, then production may 
be more profitable and there is an incentive to supply more at each price. Thus, the supply of a good is 
negatively related to the price of the inputs used to make the good.

expectations of producers Output levels can vary according to the expectations of producers about 
the future state of the market. The amount of milk a farm supplies today, for example, may depend on its 
expectations of the future. If it expects the price of milk to rise in the future, the firm might invest in more 
productive capacity or increase the size of the herd.

number of sellers If there are more sellers in the market, then it makes sense that the supply would 
increase. Equally, if a number of dairy farms closed down then it is likely that the amount of milk supplied 
would also fall. The number of sellers in a market will be determined by the profitability of the product in 
question and the ease of entry and exit into and from the market.

self TesT Make up an example of a supply schedule for pizza and graph the implied supply curve. Give an 
example of something that would shift this supply curve. Would a change in price shift the supply curve?

equilibrium or market price the price where the quantity demanded is the same as the quantity supplied
equilibrium quantity the quantity bought and sold at the equilibrium price

Remember… A change in any factor affecting supply, other than price, is referred to as a change in 
supply. A change in supply is represented graphically as a shift in the supply curve, either to the right (an 
increase in supply) or the left (a decrease in supply).

supply And demAnd TogeTher
Having analyzed supply and demand separately, we now combine them to see how they determine the 
quantity of a good sold in a market and its price.

equilibrium
Equilibrium is defined as a state of rest, a point where there is no force acting for change. Economists 
refer to supply and demand as being market forces. Figure 3.7 shows the market supply curve and market 
demand curve together. In the market model, the relationship between supply and demand exerts force 
on price. If supply is greater than demand or vice versa, then there is pressure on price to change. Market 
equilibrium occurs when the amount consumers wish to buy at a particular price is the same as the amount 
sellers are willing to offer for sale at that price. The price at this intersection is called the equilibrium 
or market price, and the quantity is called the equilibrium quantity. In Figure 3.7 the equilibrium price 
is €0.40 per litre, and the equilibrium quantity is 7,000 litres of milk bought and sold per day.
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surplus a situation in which the quantity supplied is greater than the quantity demanded at the going market price
shortage a situation in which quantity demanded is greater than quantity supplied at the going market price

comparative statics the comparison of one initial static equilibrium with another

0.40

0 1 2 3 4 5 6 7 8 9 10 11 12 13

Price of milk
per litre (€)

Quantity of milk bought and
sold (000 litres per day)

Equilibrium
quantity

Equilibrium

Demand

Supply

Equilibrium price

The equilibrium of supply and 
demand
The equilibrium is found where the 
supply and demand curves intersect. 
At the equilibrium price, the quantity 
supplied is the same as the quantity 
demanded. Here the equilibrium price 
is  €0.40  per litre of milk: at this price, 
sellers are willing to offer  7,000  litres of 
milk per day for sale and buyers wish to 
purchase  7,000  litres of milk per day.

figure 3.7

At the equilibrium price, the quantity of the good that buyers are willing and able to buy exactly balances 
the quantity that sellers are willing and able to sell. The equilibrium price is sometimes called the market 
clearing price because, at this price, everyone in the market has been satisfied: buyers have bought all 
they want to buy, and sellers have sold all they want to sell; there is no shortage in the market where 
demand is greater than supply and neither is there any surplus where supply is greater than demand.

The market will remain in equilibrium until something causes either a shift in the demand curve or a 
shift in the supply curve (or both). If one or both curves shift, at the existing equilibrium price, there will 
now be either a surplus or a shortage. The market mechanism takes time to adjust – sometimes it can 
be very quick (which tends to happen in highly organized markets like stock and commodity markets) and 
sometimes it is much slower to react. When the market is in disequilibrium and a shortage or surplus 
exists, the behaviour of buyers and sellers acts as a force on price.

A surplus A surplus exists when the amount sellers wish to sell is greater than the amount consumers 
wish to buy at a price. When there is a surplus or excess supply of a good, for example milk, suppliers are 
unable to sell all they want at the going price. Sellers find stocks of milk increasing, so they respond to the 
surplus by cutting their prices. As the price falls, some consumers are persuaded to buy more milk and so 
there is a movement along the demand curve. Equally, some sellers in the market respond to the falling 
price by reducing the amount they are willing to offer for sale (a movement along the supply curve). Prices 
continue to fall until the market reaches a new equilibrium. The effect on price and the amount bought 
and sold depend on whether the demand curve or supply curve shifted in the first place (or whether both 
shifted). This is why analysis of markets is referred to as comparative statics, because we are comparing 
one initial static equilibrium with another once market forces have worked their way through.
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law of supply and demand the claim that the price of any good adjusts to bring the quantity supplied and the quantity 
demanded for that good into balance

Why do economists put price on the vertical Axis?

In outlining the market model, we have noted that the demand and supply of a product is dependent on the 
price. Demand and supply are said to be the dependent variables and price the independent variable. In 
mathematics the relationship between variables is expressed as a function, such as y f x( )5 . This states 
that the value of y  is dependent on the value of x  as specified by the particular function f . If the function 
is y x 25 , then the value of y  will be equal to whatever value x  takes squared. The dependent variable is y  
and the independent variable is x . In a graphical representation of this function, the dependent variable y  
is shown on the vertical axis and the independent variable, x , shown on the horizontal axis. This is stand-
ard representation in mathematics.

In economics, however, the way that the market model is represented is that price, the independent 
variable, is shown on the vertical axis, and demand and supply, the dependent variables, shown on the 
horizontal axis. Why is this? As with many things in economics, the reason is historical, and it is not 
always easy to pin down exactly when and why the flipping of the axes occurred. One thing is certain – 
the convention has endured.

One initial point worth mentioning is that a sketch of a market (which is what supply and demand 
diagrams are) is just that – a sketch. Sketches are not mathematical representations of equations. It is 
entirely possible that a graph can be drawn which represents specific equations of course. It is important 
to distinguish between the way we sketch and use graphs today and the way that economists and math-
ematicians may have used these tools in the eighteenth and nineteenth centuries. It is also important to 
note that the use of diagrams is a means to describe and apply the basics of a model. Supply and demand 
diagrams are used to demonstrate how equilibrium is reached, for example when factors affecting supply 
and demand change among other things.

It is often reported that Alfred Marshall pioneered the use of diagrams in which price was on the vertical 
axis. Marshall used such diagrams in his Principles of Economics published in 1890, but he was not the first to 
use diagrams. Antoine-Augustin Cournot (1801–77) in his 1838 publication Researches into the Mathematical 
Principles of the Theory of Wealth used diagrams representing the relationship between price and quantity, 
but with price on the horizontal axis. Cournot used these diagrams to show how small changes in price can 
affect total revenue and thus implied the concept of price elasticity. Cournot further introduced supply curves 
to give the ‘cross’ undergraduate economists are all too familiar with to show how the imposition of a tax 
would affect price and quantity. Here, Cournot had price on the vertical axis and quantity on the horizontal.

Karl Henrich Rau (1792–1870) used a supply and demand diagram in his 1841 publication Grundsätze 
der Volkswirtschaftslehre (Principles of Economics) to analyze equilibrium in which price was on the ver-
tical axis. In 1870, Fleeming Jenkin used diagrams to show applications of the ‘law of supply and demand’ 

CAse sTudy

A shortage A shortage occurs if the amount consumers are willing and able to purchase at a price is 
greater than the amount sellers are willing and able to offer for sale. With too many buyers chasing too few 
goods, sellers can respond to the shortage by raising their prices without losing sales. As the price rises, 
some buyers will drop out of the market and quantity demanded falls (a movement along the demand 
curve). Rising prices encourage some farmers to offer more milk for sale as it is now more profitable for 
them to do so and the quantity supplied rises. Once again, this process will continue until the market 
moves towards equilibrium.

The activities of the many buyers and sellers ‘automatically’ push the market price towards the equilib-
rium price. Individual buyers and sellers don’t consciously realize they are acting as forces for change in the 
market when they make their decisions, but the collective act of all the many buyers and sellers tends to 
push markets towards equilibrium. This phenomenon is referred to as the law of supply and demand: the 
price of any good adjusts to bring the quantity supplied and quantity demanded for that good into balance.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 3   The markeT forces of sUppLy aND DemaND   47

which also had price on the vertical 
axis.

It was, however, Alfred Marshall 
who popularized the use of  diagrams 
to model supply and demand with 
price on the vertical axis. In his 
1890 book, many of these diagrams 
appeared as footnotes rather than as 
part of the text, leading historians of 
economic methodology to reason that 
he saw diagrams as an aid to under-
standing the economics rather than 
the primary source of understanding.

Marshall’s text uses models 
as a means of showing what can 
happen in a market if demand and 
supply change. He used the model 
as a means of providing different 
‘experiments’ to address questions. 
In doing so, he showed that the 
market outcome could be the same 
regardless of the way the model 
was manipulated, which would, in 
turn, imply that the model’s predic-
tions were stable.

Other explanations suggest that 
price can be the dependent variable 
in that changes in quantities can 
affect price. For example, if there is 
a drought, the supply of a product is 
affected negatively, which impacts 
its price as a result of a shift in the supply curve. Quantity is not always determined by price, therefore. If 
each time a diagram was drawn, price was on a different axis to match the application being explored, 
it might become too confusing and the power of a diagram to aid understanding would be lost. Better, 
therefore, to be consistent and have price on the vertical axis.

Finally, in response to a question on the subject on his blog, Greg Mankiw notes that his Harvard 
colleague, Robert Barro, refers to an interpretation of demand and supply by the economist John Hicks 
which derives from Marshall’s construction of demand and supply. Hicks refers to ‘demand price’ and 
‘supply price’ as how much an individual is willing to pay to secure additional units of goods and how 
much a supplier must be paid to provide additional output. In this construction, price is the dependent 
variable, hence the logic of putting it on the vertical axis.

priCes As signAls
The main function of price in a competitive market is to act as a signal to both buyers and sellers.

price as a signal to Buyers
For buyers, price tells them something about what they must give up (usually an amount of money) to 
acquire the benefits that having the good will confer on them. These benefits are referred to as the utility 
or satisfaction derived from consumption and reflects the willingness to pay.

Alfred Marshall popularized the use of diagrams in which price 
was on the vertical axis but was not the first to use diagrams.
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If an individual is willing to pay €10 to go and watch a film, then the model assumes that the value of 
the benefits gained from watching the film is worth that amount of money to the individual. But what 
does this mean? How much is €10 worth? Economists would answer this question by saying that if an 
individual is willing to give up €10 to watch a film, then the value of the benefits gained (the utility) must 
be greater than the next best alternative that the €10 could have been spent on. This reflects the trade-offs 
that people face and that the cost of something is what you have to give up in order to acquire it. This is 
fundamental to the law of demand.

At higher prices, the sacrifice being made in terms of the value of the benefits gained from alternatives 
is greater and so we may be less willing to do so as a result. If the price of a ticket for a film was €15, then it 
might have to be a very good film to persuade the individual that giving up what else €15 could buy is worth it.

Price also acts as a signal at the margin. Most consumers will recognize the agony they have experienced 
over making some purchasing decisions. Those ‘to die for’ pair of shoes, for example, may be absolutely 
perfect, but at €120 they might make the buyer think twice. If they were €100 then it might be considered 
a ‘no brainer’. That extra €20 might make all the difference to the decision of whether to buy or not.

Economists and those in other disciplines such as psychology are increasingly investigating the com-
plex nature of purchasing decisions that humans make. The development of magnetic resonance imaging 
(MRI) techniques, for example, has allowed researchers to investigate how the brain responds to different 
stimuli when making purchasing decisions.

price as a signal to sellers
For sellers, price acts as a signal in relation to the profitability of production. For many sellers, increasing 
the amount of a good produced will incur some additional input costs. A higher price is required to com-
pensate for the additional cost and to enable the producer to gain some reward from the risk they are 
taking in production. That reward is termed profit.

rising prices in a Competitive market
If prices are rising in a free market, this acts as a different but related signal to buyers and sellers. Rising 
prices to a seller means that there is a shortage and thus acts as a signal to expand production, because 
the seller knows that they will be able to sell what they produce.

For buyers, a rising price changes the nature of the trade-off they face. Rising prices act as a signal that 
more will have to be given up to acquire the good. They must decide whether the value of the benefits 
they will gain from acquiring the good is worth the extra price they have to pay and the sacrifice of the 
value of the benefits of the next best alternative.

For example, say the price of going to the cinema increases from €10 to €15 per ticket. Some cinema 
goers will happily pay the extra because they really enjoy a night out at the cinema, but some people might 
start to think that €15 is a bit expensive. They might think that they could have a night out at a restaurant 
with friends, a meal and a few drinks for €15 and that would represent more value to them than going 
to the cinema. Some of these people would, therefore, stop going to the cinema and go to a restaurant 
instead – the price signal to these people has changed.

What we do know is that for both buyers and sellers, there are many complex processes that occur 
in decision-making. While we do not fully understand all these processes yet, economists are constantly 
searching for new insights that might help them understand the workings of markets more fully. All of us 
go through these complex processes every time we make a purchasing decision – we may not realize it, 
but we do! Having some appreciation of these processes is fundamental to thinking like an economist.

AnAlyzing ChAnges in eQuiliBrium
So far, we have seen how supply and demand together determine a market’s equilibrium, which in turn 
determines the price of the good and the amount of the good that buyers purchase and sellers produce. 
Of course, the equilibrium price and quantity depend on the position of the supply and demand curves. 
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We use comparative static analysis to look at what happens when some event shifts one of these curves 
and causes the equilibrium in the market to change.

To do this we proceed in three steps:

1. We decide whether the event in question shifts the supply curve, the demand curve or, in some cases, both.
2. We decide whether the curve shifts to the right or to the left.
3. We use the supply and demand diagram to compare the initial and the new equilibrium, which shows 

how the shift affects the equilibrium price and quantity bought and sold.

To see how these three steps work in analyzing market changes, let’s consider various events that 
might affect the market for milk. We begin the analysis by assuming that the market for milk is in equi-
librium with the price of milk at €0.50 per litre and 13,000 litres being bought and sold per day. We then 
follow our three-step approach.

example 1: A Change in demand Suppose that one summer, the weather is very hot. How does this 
event affect the market for milk? To answer this question, let’s follow our three steps:

1. The hot weather affects the demand curve by changing people’s taste for milk. That is, the weather 
changes the amount of milk that people want to buy at any given price.

2. Because hot weather makes people want to drink more milk, make refreshing milk shakes, or produc-
ers of ice cream buy more milk to make ice cream, the demand curve shifts to the right. Figure 3.8 
shows this increase in demand as the shift in the demand curve from D1 to D2. (What you must remem-
ber now is that demand curve D1 does not exist anymore and so we have shown it as a dashed line.) 
This shift indicates that the quantity of milk demanded is higher at every price. At the existing market 
price of €0.50 buyers now want to buy 19,000 litres of milk, but sellers are only offering 13,000 litres per 
day for sale at this price. The shift in demand has led to a shortage of milk in the market of 6,000 litres 
per day, represented by the bracket.

3. The shortage encourages producers to increase the output of milk (a movement along the supply 
curve). There is an increase in quantity supplied. But the additional production incurs extra costs and 
so a higher price is required to compensate sellers. As sellers increase the amount of milk offered for 
sale as price rises, consumers behave differently. Some consumers who were willing to buy milk at 
€0.50 are not willing to pay more and so drop out of the market. As price creeps up, therefore, there 
is a movement along the demand curve representing those consumers who drop out of the market.
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An event that raises quantity 
demanded at any given price 
shifts the demand curve to 
the right. The equilibrium 
price and the equilibrium 
quantity both rise. Here, 
an abnormally hot summer 
causes buyers to demand 
more milk. The demand curve 
shifts from D1 to  D2, which 
causes the equilibrium price 
to rise from €0.50  to €0.60  
and the equilibrium quantity 
bought and sold to rise from 
13,000  litres to 16,000  litres 
per day.

figure 3.8
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The market forces of supply and demand continue to work through until a new equilibrium is reached. 
The new equilibrium price is now €0.60 per litre and the equilibrium quantity bought and sold is now 16,000 
litres per day. To compare our starting and finishing positions, the hot weather which caused the shift in the 
demand curve has led to an increase in the price of milk and the quantity of milk bought and sold.

example 2: A Change in supply Suppose that, during another summer, a drought drives up the price of 
animal feed for dairy cattle. Let us follow our three steps:

1. The change in the price of animal feed, an input into producing milk, affects the supply curve. By raising 
the costs of production, it reduces the amount of milk that firms produce and sell at any given price. Some 
farmers may send cattle for slaughter because they cannot afford to feed them anymore, and some farm-
ers may simply decide to sell up and get out of farming altogether. The demand curve does not change 
because the higher cost of inputs does not directly affect the amount of milk consumers wish to buy.

2. The supply curve shifts to the left because, at every price, the total amount that farmers are willing and 
able to sell is reduced. Figure 3.9 illustrates this decrease in supply as a shift in the supply curve from 
S1 to S2. At a price of €0.50 sellers are now only able to offer 2,000 litres of milk for sale per day, but 
demand is still 13,000 litres per day. The shift in supply to the left has created a shortage in the market 
of 11,000 litres per day. Once again, the shortage will create pressure on price to rise as buyers look to 
purchase milk.

3. As Figure 3.9 shows, the shortage raises the equilibrium price from €0.50 to €0.70 per litre and lowers 
the equilibrium quantity bought and sold from 13,000 to 8,000 litres per day. As a result of the animal 
feed price increase, the price of milk rises, and the quantity of milk bought and sold falls.
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to 8,000  litres per day.

figure 3.9

example 3: A Change in Both supply and demand (i) Now suppose that the hot weather and the rise 
in animal feed occur during the same time period. To analyze this combination of events, we again follow 
our three steps:

1. We determine that both curves must shift. The hot weather affects the demand curve for milk because 
it alters the amount that consumers want to buy at any given price. At the same time, when the rise 
in animal feed drives up input prices, it alters the supply curve for milk because it changes the amount 
that firms want to sell at any given price.

2. The curves shift in the same directions as they did in our previous analysis: the demand curve shifts to 
the right, and the supply curve shifts to the left. Figure 3.10 illustrates these shifts.
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3. As Figure 3.10 shows, there are two possible outcomes that might result, depending on the relative 
size of the demand and supply shifts. In both cases, the equilibrium price rises. In panel (a), where 
demand increases substantially while supply falls just a little, the equilibrium quantity bought and sold 
also rises. By contrast, in panel (b), where supply falls substantially while demand rises just a little, the 
equilibrium quantity bought and sold falls. Thus, these events certainly raise the price of milk, but their 
impact on the amount of milk bought and sold is ambiguous (that is, it could go either way).
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A shift in Both supply and demand (i)
The figure shows a simultaneous increase in demand and decrease in supply. In panel (a), the equilibrium price rises from p1 to  p2 , and 
the equilibrium quantity rises from Q1 to  Q2 . In panel (b), the equilibrium price again rises from p1 to  p2 , but the equilibrium quantity falls 
from Q1 to  Q2 .

figure 3.10

example 4: A Change in Both supply and demand (ii) We are now going to look at a slightly different 
scenario but with both supply and demand changing together. Assume that forecasters have predicted 
a heatwave for some weeks. We know that the hot weather is likely to increase demand for milk and so 
the demand curve will shift to the right. However, sellers’ expectations that sales of milk will increase as 
a result of the forecasts mean that they take steps to expand production of milk. This would lead to a shift 
of the supply curve to the right – more milk is now offered for sale at every price. To analyze this particular 
combination of events, we again follow our three steps:

1. We determine that both curves must shift. The hot weather affects the demand curve because it alters 
the amount of milk that consumers want to buy at any given price. At the same time, the expectations 
of producers alter the supply curve for milk because they change the amount that firms want to sell at 
any given price.

2. Both demand and supply curves shift to the right: Figure 3.11 illustrates these shifts.
3. Figure 3.11 shows three possible outcomes that might result, depending on the relative size of the 

demand and supply shifts. In panel (a), where demand increases substantially while supply rises just a 
little, the equilibrium price and quantity both rise. By contrast, in panel (b), where supply rises substantially 
while demand rises just a little, the equilibrium price falls but the equilibrium quantity rises. In panel (c), 
the increases in demand and supply are identical and so equilibrium price does not change. Equilibrium 
quantity will increase, however. Thus, these events have different effects on the price of milk, although 
the amount bought and sold in each case is higher. In this instance the effect on price is ambiguous.
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A shift in Both supply and demand (ii)
In panel (a) the equilibrium price rises from p1 to  p2  and the equilibrium quantity rises from Q1 to  Q2 . In panel (b), the equilibrium price 
falls from p1 to  p2  but the equilibrium quantity rises from Q1 to  Q2 . In panel (c), there is no change to the equilibrium price, but the 
equilibrium quantity rises from Q1 to  Q2 .

figure 3.11
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summary
We have just seen four examples of how to use the model of the market which uses demand and supply 
curves to analyze a change in equilibrium. Whenever an event shifts the demand curve, the supply curve, 
or perhaps both curves, you can use the model to predict how the event will alter the amount bought 
and sold in equilibrium and the price at which the good is bought and sold. Table 3.1 shows the predicted 
outcome for any combination of shifts in the two curves. To make sure you understand how to use the 
model of the market, pick a few entries in this table and make sure you can explain to yourself why the 
table contains the prediction it does.

As an example, consider the allocation of property on the beach. Because the amount of this property 
is limited, not everyone can enjoy the luxury of living by the beach. Who gets this resource? The answer 
is: whoever is willing and able to pay the price. The price of seafront property adjusts until the quantity of 
property demanded balances the quantity supplied. In market economies, prices can be the mechanism 
for rationing scarce resources.
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One thing to note is that this particular outcome may not be considered ‘fair’ by everyone –  individuals 
who have money are in a more powerful position to occupy these desirable seafront properties and 
the market outcome in economies may be skewed to benefit those who have wealth and power at the 
expense of those who do not. This consideration of power is an important one which economists are also 
concerned with and involves assessing value judgements and a consideration of what is ‘fair’. These are 
challenging questions which we should not shy away from and it is useful to have them in mind as we 
develop the analysis of market systems in subsequent chapters.

elAsTiCiTy
So far, we have noted that changes in price can have effects on demand and supply but have not been 
specific about the extent to which such changes affect demand and supply: how far demand and supply 
change in response to changes in price and other factors. When studying how some event or policy affects 
a market, we discuss not only the direction of the effects but their magnitude as well. Elasticity is a 
measure of how much buyers and sellers respond to changes in market conditions, and knowledge of this 
concept allows us to analyze supply and demand with greater precision.

elasticity a measure of the responsiveness of quantity demanded or quantity supplied to one of its determinants

What happens to price and Quantity When demand or supply shifts?

As a test, make sure you can explain each of the entries in this table using a supply and demand diagram.
No change in supply An increase in supply A decrease in supply

No change in demand P same
Q same

P down
Q up

P up
Q down

An increase in demand P up
Q up

P ambiguous
Q up

P up
Q ambiguous

A decrease in demand P down
Q down

P down
Q ambiguous

P ambiguous
Q down

TABle 3.1

The priCe elAsTiCiTy of demAnd
Businesses cannot directly control demand. They can seek to influence demand (and do) by utilizing a 
variety of strategies and tactics, but ultimately the consumer invariably decides whether to buy a product 
or not. One important way in which consumer behaviour can be influenced is through a firm changing the 
prices of its goods. Many firms do have some control over the price they can charge, although as we have 
seen, in the assumptions of the perfectly competitive market model, this is not the case as the firm is a 
price-taker. An understanding of the price elasticity of demand is important in anticipating and analyzing 
the likely effects of changes in price on demand.

The price elasticity of demand and its determinants
The price elasticity of demand measures how much the quantity demanded responds to a change in 
price. Demand for a good is said to be price elastic or price sensitive if the quantity demanded responds 
substantially to changes in price. Demand is said to be price inelastic or price insensitive if the quantity 
demanded responds only slightly to changes in price.

price elasticity of demand a measure of how much the quantity demanded of a good responds to a change in the price 
of that good, computed as the percentage change in quantity demanded divided by the percentage change in price
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The price elasticity of demand for any good measures how willing consumers are to move away from 
the good as its price rises. Thus, the elasticity reflects the many economic, social and psychological forces 
that influence consumer tastes and preferences. Based on experience, however, we can state some gen-
eral rules about what determines the price elasticity of demand.

Availability of Close substitutes Goods with close substitutes tend to have more elastic demand 
because it is easier for consumers to switch from that good to others. For example, butter and spreads 
are easily substitutable. A relatively small increase in the price of butter, assuming the price of spread is 
held fixed, causes the quantity of butter sold to fall by a relatively large amount. As a general rule, the 
closer the substitute the more price elastic the good is because it is easier for consumers to switch from 
one to the other. By contrast, because eggs are a food without a close substitute, the demand for eggs is 
less price elastic than the demand for butter.

necessities versus luxuries Necessities tend to have relatively price inelastic demands, whereas lux-
uries have relatively price elastic demands. People use gas and electricity to heat their homes and cook 
their food. If the price of gas and electricity rose together, people would not demand dramatically less of 
them. They might try and be more energy efficient and reduce their demand a little, but they would still 
need hot food and warm homes. By contrast, when the price of sailing dinghies rises, the quantity of sail-
ing dinghies demanded falls substantially. The reason is that most people view hot food and warm homes 
as necessities and a sailing dinghy as a luxury.

Of course, whether a good is a necessity or a luxury depends not on the intrinsic properties of the 
good but on the preferences of the buyer. For an avid sailor with little concern over health issues, sailing 
dinghies might be a necessity with inelastic demand, and hot food and a warm place to sleep less of a 
necessity having a more price elastic demand as a result.

definition of the market The elasticity of demand in any market depends on how we draw the bound-
aries of the market. Narrowly defined markets tend to be associated with a more price elastic demand 
than broadly defined markets, because it is easier to find close substitutes for narrowly defined goods. For 
example, food, a broad category, has a fairly price inelastic demand because there are no good substitutes 
for food. Ice cream, a narrower category, has a more price elastic demand because it is easy to substitute 
other desserts for ice cream. Vanilla ice cream, a very narrow category, has a very price elastic demand in 
comparison because other flavours of ice cream are very close substitutes for vanilla.

proportion of income devoted to the product Some products have a relatively high price and take a 
larger proportion of income than others. Buying a new suite of furniture for a lounge, for example, tends 
to take up a large amount of income whereas buying an ice cream might account for only a tiny proportion 
of income. If the price of a three-piece suite rises by 10 per cent, therefore, this is likely to have a greater 
effect on demand for this furniture than a 10 per cent increase in the price of an ice cream. The higher the 
proportion of income devoted to the product the greater the price elasticity is likely to be.

Time horizon Goods tend to have more price elastic demand over longer time horizons. If the price of a 
unit of electricity rises much above an equivalent energy unit of gas, demand may fall only slightly in the 
short run because many people already have electric cookers or electric heating appliances installed in 
their homes and cannot easily switch. If the price difference persists over several years, however, people 
may find it worth their while to replace their old electric heating and cooking appliances with new gas 
appliances and so the demand for electricity will fall.

Computing the price elasticity of demand
Economists compute the price elasticity of demand as the percentage change in the quantity demanded 
divided by the percentage change in the price. That is:

Price elasticity of demand
Percentage change in quantity demanded

Percentage change in price
5
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For example, suppose that a 10 per cent increase in the price of a packet of breakfast cereal causes the 
amount bought to fall by 20 per cent. Because the quantity demanded of a good is negatively related to 
its price, the percentage change in quantity will always have the opposite sign to the percentage change 
in price. In this example, the percentage change in price is a positive 10 per cent (reflecting an increase), 
and the percentage change in quantity demanded is a negative 20 per cent (reflecting a decrease). For 
this reason, price elasticities of demand are sometimes reported as negative numbers. In this book we 
follow the common practice of dropping the minus sign and reporting all price elasticities as positive num-
bers. (Mathematicians call this the absolute value.) With this convention, a larger price elasticity implies a 
greater responsiveness of quantity demanded to price.

In our example, the price elasticity of demand is calculated as:

Price elasticity of demand
20%
10%

25 5

A price elasticity of demand of 2 reflects the fact that the change in the quantity demanded is proportion-
ately twice as large as the change in the price.

Elasticity can have a value which lies between 0 and infinity:

 ● Between 0 and 1, elasticity is said to be price inelastic, that is the percentage change in quantity 
demanded is less than the percentage change in price.

 ● If elasticity is greater than 1 it said to be price elastic – the percentage change in quantity demanded is 
greater than the percentage change in price.

 ● If the percentage change in quantity demanded is the same as the percentage change in price then the 
price elasticity is equal to 1 and is called unit or unitary elasticity.

relative elasticities We have and will use the term ‘relatively’ elastic or inelastic throughout our anal-
ysis. The use of this term is important. We can look at goods, for example, both of which are classed as 
‘inelastic’ but where one is more inelastic than the other. If we are comparing good x , which has a price 
elasticity of 0.2, and good y , which has a price elasticity of 0.5, then both are price inelastic, but good y  is 
more price elastic in comparison. As with so much of economics, careful use of terminology is important 
in conveying a clear understanding.

Calculating price elasticity
In this next section we will describe two methods commonly used to calculate price elasticity, the midpoint 
or arc elasticity of demand, and point elasticity of demand. Some institutions may focus on only one of these 
methods, in which case you can (if you wish) skip the method below which your institution does not cover.

using the midpoint (Arc elasticity of demand) method If you try calculating the price elasticity of 
demand between two points on a demand curve, you will notice that the elasticity from point A to point B 
seems different from the elasticity from point B to point A. For example, consider these numbers:

Point A Price Quantity
Point B Price Quantity

: €4 120
: €6 80

5 5

5 5

The standard way to compute a percentage change is to divide the change by the initial level and 
multiply by 100. Going from point A to point B, the price rises by 50 per cent, and the quantity falls by 
33 per cent, indicating that the price elasticity of demand is 33/50 or 0.66. By contrast, going from point B 
to point A, the price falls by 50 per cent, and the quantity rises by 50 per cent, indicating that the price 
elasticity of demand is 50/33 or 1.5 (to one decimal place).

The midpoint method overcomes this problem by computing a percentage change by dividing the 
change by the midpoint (or average) of the initial and final levels. We can express the midpoint method with 
the following formula for the price elasticity of demand between two points, denoted Q P( , )1 1  and Q P( , )2 2 :

( ) / [( ) / 2]
( ) / [( ) / 2]

2 1 2 1

2 1 2 1

Price elasticity of demand
Q Q Q Q
P P P P

5
2 1

2 1

The numerator and denominator reflect the proportionate change in quantity and price computed using 
the midpoint method.
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Using the example above, €5 is the midpoint of €4 and €6. Therefore, according to the midpoint method, 
a change from €4 to €6 is considered a 40 per cent rise, because (6 4)/5 100 402 3 5 . Similarly, a change 
from €6 to €4 is considered a 40 per cent fall.

The midpoint method gives the same answer regardless of the direction of change and facilitates the 
calculation of the price elasticity of demand between two points. In our example, when going from point A 
to point B, the price rises by 40 per cent, and the quantity falls by 40 per cent. Similarly, when going from 
point B to point A, the price falls by 40 per cent, and the quantity rises by 40 per cent. In both directions, 
the price elasticity of demand equals 1.

using the point elasticity of demand method Rather than measuring elasticity between two points 
on the demand curve, point elasticity of demand measures elasticity at a particular point on the demand 
curve. Let us take our general formula for price elasticity given by:

Price elasticity of demand
Qd
P

%
%

5
D

D

Where the Greek letter delta ( )D  means ‘change’. To calculate the percentage change in quantity demanded 
and the percentage change in price we use the following formulas:

Percentage change in quantity demanded
Qd

Qd
1005

D
3

And:

Percentage change in price
P

P
1005

D
3

We can substitute these two formulas into our elasticity formula to get:

Price elasticity of demand
Qd

Qd
P

P
/5

D D

This can be rearranged to give:

     Price elasticity of demand
P

Qd
Qd
P

5 3
D

D
 (1)

The slope of the demand curve is given by:

Slope
P

Qd
5

D

D

The ratio 
D
Qd

P
 is the reciprocal of the slope of the demand curve, so the formula for the price elasticity of 

demand can also be written as:

     Price elasticity of demand
P

Qd P
Qd

1
5 3

D

D

 (2)

Using either equation 1 or equation 2 will lead to the same answer (the difference will be taking into 
account the negative sign, which as we have seen can be dropped when we are using absolute numbers).

Using calculus, the formula is:

Price elasticity of demand
P

Qd
dQd
dP

5 3

This considers the change in quantity and the change in price as the ratio tends to the limit, in other words 
how quantity demanded responds to an infinitesimally small change in price.

The variety of demand Curves
Because the price elasticity of demand measures how much quantity demanded responds to changes in 
the price, it is closely related to the slope of the demand curve. The following heuristic (rule of thumb) is a 
useful guide when the scales of the axes are the same: the flatter the demand curve that passes through a 
given point, the greater the price elasticity of demand. The steeper the demand curve that passes through 
a given point, the smaller the price elasticity of demand.
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Figure 3.12 shows five cases, each of which uses the same scale on each axis. This is an important 
point to remember, because simply looking at a graph and the shape of the curve without recognizing the 
scale can result in incorrect conclusions about elasticity.

In the extreme case of a zero elasticity shown in panel (a), demand is perfectly inelastic, and the 
demand curve is vertical. In this case, regardless of the price, the quantity demanded stays the same. 

(e) Perfectly elastic demand: Elasticity equals infinity

1. At any price
above €4, quantity
demanded is zero.

2. At exactly €4,
consumers will
buy any quantity.

Price

Demand€4

0 Quantity
3. At a price below €4,
quantity demanded is infinite.

(c) Unit elastic demand: Elasticity equals 1

Price

Demand

€5

4

0 80    100 Quantity

(d) Elastic demand: Elasticity is greater than 1

Price

Demand

€5

4

0 10050 Quantity

1. A 22%
increase
in price ...

2. ... leads to a 22% decrease in quantity demanded. 2. ... leads to a 67% decrease in quantity demanded.

1. A 22%
increase
in price ...

(a) Perfectly inelastic demand: Elasticity equals 0

Price
Demand

€5

4

0 100 Quantity

(b) Inelastic demand: Elasticity is less than 1

Price

Demand

€5

4

0 90    100 Quantity

1. An
increase
in price ...

1. A 22%
increase
in price ...

2. ... leaves the quantity demanded unchanged. 2. ... leads to an 11% decrease in quantity demanded.

The price elasticity of demand
The steepness of the demand curve indicates the price elasticity of demand (assuming the scale used on the axes are the same). 
Note that all percentage changes are calculated using the midpoint method and rounded.

figure 3.12
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Panels (b), (c) and (d) present demand curves that are flatter and flatter, and represent greater degrees of 
elasticity. At the opposite extreme shown in panel (e), demand is perfectly elastic. This occurs as the price 
elasticity of demand approaches infinity and the demand curve becomes horizontal, reflecting the fact that 
very small changes in the price lead to huge changes in the quantity demanded.

Total expenditure, Total revenue and the price elasticity of demand
When studying changes in demand in a market, we are interested in the amount paid by buyers of the 
good which will in turn represent the total revenue that sellers receive. Total expenditure is given by 
the total amount bought multiplied by the price paid. We can show total expenditure graphically, as in 
Figure 3.13. The height of the box under the demand curve is P  and the width is Q. The area of this 
box, P Q3 , equals the total expenditure in this market. In Figure 3.13, where P €45  and Q 1005 , total 
expenditure is €4 1003  or €400.

P × Q = €400
(expenditure)

€4

Demand

Price

Quantity1000

Q

P

Total expenditure
The total amount paid by buyers, and received as 
revenue by sellers, equals the area of the box under 
the demand curve, P Q3 . Here, at a price of € 4, the 
quantity demanded is 100 , and total expenditure is  
€400 .

figure 3.13

total expenditure the amount paid by buyers, computed as the price of the good times the quantity purchased

Business decision-making and price elasticity For businesses that are not price-takers, having some 
understanding of the price elasticity of demand is important in decision-making. If a firm is thinking of 
changing price, how will the demand for its product react? The firm knows that there is an inverse relation-
ship between price and demand, but the effect on its revenue will be dependent on the price elasticity of 
demand. It is entirely possible that a firm could reduce its price and increase total revenue. Equally, a firm 
could raise price and find its total revenue falling. At first glance this might sound counter-intuitive, but it 
all depends on the price elasticity of demand for the product.

If demand is price inelastic, as in Figure 3.14, then an increase in the price causes an increase in total 
expenditure. Here an increase in price from €1 to €3 causes the quantity demanded to fall from 100 to 80, 
and so total expenditure rises from €100 to €240. An increase in price raises P Q3  because the fall in Q  
is proportionately smaller than the rise in P.

If demand is price elastic an increase in the price causes a decrease in total expenditure. In Figure 3.15, 
for instance, when the price rises from €4 to €5, the quantity demanded falls from 50 to 20, and so 
total expenditure falls from €200 to €100. Because demand is price elastic, the reduction in the quantity 
demanded more than offsets the increase in the price. That is, an increase in price reduces P Q3  because 
the fall in Q  is proportionately greater than the rise in P.
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how Total expenditure Changes When price Changes: inelastic demand
With a price inelastic demand curve, an increase in the price leads to a decrease in quantity demanded that is proportionately smaller. 
Therefore, total expenditure (the product of price and quantity) increases. Here, an increase in the price from €1  to € 3 causes the 
quantity demanded to fall from 100  to 80 , and total expenditure rises from €100  to €240 .

figure 3.14

€1 

0

 Expenditure = €100 Demand

Price

Quantity100

€3 

0

 Expenditure = €240

Demand

Price

Quantity80

how Total expenditure Changes When price Changes: elastic demand
With a price elastic demand curve, an increase in the price leads to a decrease in quantity demanded that is proportionately larger. 
Therefore, total expenditure (the product of price and quantity) decreases. Here, an increase in the price from € 4 to €5  causes the 
quantity demanded to fall from 50  to 20 , so total expenditure falls from €200  to  €100 .

figure 3.15

€4

0

Expenditure = €200 
Expenditure = €100

Demand

Price

Quantity50

€5

0

Demand

Price

Quantity20

Although the examples in these two figures are extreme, they illustrate a general rule:

 ● When demand is price inelastic (a price elasticity less than 1), price and total expenditure move in the 
same direction.

 ● When demand is price elastic (a price elasticity greater than 1), price and total expenditure move in 
opposite directions.

 ● If demand is unit price elastic (a price elasticity exactly equal to 1), total expenditure remains constant 
when the price changes.
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elasticity and Total expenditure along a linear demand Curve
Demand curves can be linear (straight) or curvilinear (curved). The elasticity at any point along a demand 
curve will depend on the shape of the demand curve. A linear demand curve has a constant slope. 
Slope is defined as ‘rise over run’, which here is the ratio of the change in price (‘rise’, or the change in 
the y  axis) to the change in quantity (‘run’, or the change in the x  axis). The slope of the demand curve 
in Figure 3.16 is constant because each €1 increase in price causes the same 2-unit decrease in the 
quantity demanded.

Price

Total revenue
(Price × Quantity)Price Quantity

€7
6
5
4
3
2
1
0

€7
6

5

4

3

2

1

0 2 4 6 8 10 12 14

€0
12
20
24
24
20
12
0

15
18
22
29
40
67

200

Elasticity is
larger
than 1.

Elasticity is
smaller
than 1.

200
67
40
29
22
18
15

13.0
3.7
1.8
1.0
0.6
0.3
0.1

Elastic
Elastic
Elastic
Unit elastic
Inelastic
Inelastic
Inelastic

0
2
4
6
8

10
12
14

Per cent change
in quantity

Per cent change
in price

Price
elasticity

Quantity
description

Quantity

elasticity of a linear demand Curve
The slope of a linear demand curve is constant, but its elasticity is not. The demand schedule in the table was used to calculate the 
price elasticity of demand by the midpoint method. At points with a low price and high quantity, the demand curve is inelastic. At 
points with a high price and low quantity, the demand curve is elastic.

figure 3.16

Even though the slope of a linear demand curve is constant, the elasticity is not. The reason is that the 
slope is the ratio of changes in the two variables, whereas the elasticity is the ratio of percentage changes 
in the two variables. The table in Figure 3.16 shows the demand schedule for the linear demand curve in 
the graph. The table uses the midpoint method to calculate the price elasticity of demand. At points with a 
low price and high quantity, the demand curve is price inelastic. At points with a high price and low quan-
tity, the demand curve is price elastic.

The table also presents total expenditure at each point on the demand curve. These numbers illustrate 
the relationship between total expenditure and price elasticity. When the price is €1, for instance, demand 
is inelastic and a price increase to €2 raises total expenditure. When the price is €5, demand is elastic, and 
a price increase to €6 reduces total expenditure. Between €3 and €4, demand is exactly unit price elastic 
and total expenditure is the same at these two prices.
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oTher demAnd elAsTiCiTies
In addition to the price elasticity of demand, economists also use other elasticities to describe the behav-
iour of buyers in a market.

The income elasticity of demand
The income elasticity of demand measures how quantity demanded changes as consumer income 
changes. It is calculated as the percentage change in quantity demanded divided by the percentage 
change in income. That is:

Income elasticity of demand
Percentage change in quantity demanded

Percentage change in income
5

income elasticity of demand a measure of how much quantity demanded of a good responds to a change in 
consumers’ income, computed as the percentage change in quantity demanded divided by the percentage change in income

cross-price elasticity of demand a measure of how much the quantity demanded of one good responds to a change 
in the price of another good, computed as the percentage change in quantity demanded of the first good divided by the 
percentage change in the price of the second good

Many goods are normal goods: higher income raises quantity demanded. Because quantity demanded 
and income change in the same direction, normal goods have positive income elasticities. Inferior goods, 
where higher income lowers the quantity demanded, sees quantity demanded and income move in oppo-
site directions; inferior goods have negative income elasticities.

Even among normal goods, income elasticities vary substantially in size. Necessities, such as food and 
clothing, tend to have small income elasticities because consumers, regardless of how low their incomes, 
choose to buy some of these goods. Luxuries, such as caviar and diamonds, tend to have high income 
elasticities because consumers feel that they can do without these goods altogether if their income is 
too low.

The Cross-price elasticity of demand
The cross-price elasticity of demand measures how the quantity demanded of one good changes as 
the price of another good changes. It is calculated as the percentage change in quantity demanded of 
good 1 divided by the percentage change in the price of good 2. That is:

-Cross price elasticity of demand
Percentage change in quantity demanded of good 1

Percentage change in the price of good 2
5

Whether the cross-price elasticity is a positive or negative number depends on whether the two goods 
are substitutes or complements. Substitutes are goods that are typically used in place of one another, 
such as Pepsi and Coca-Cola. An increase in the price of Pepsi induces some buyers to switch to Coca-Cola 
instead. Because the price of Pepsi and the quantity of Coca-Cola demanded move in the same direction, 
the cross-price elasticity is positive.
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Conversely, complements are goods that are typically used together, such as smartphones and pay-
ment plans. In this case, the cross-price elasticity is negative, indicating that an increase in the price of 
smartphones reduces the quantity of payment plans demanded. As with price elasticity of demand, cross-
price elasticity may increase over time: a change in the price of electricity will have little effect on demand 
for gas in the short run but much stronger effects over several years.

price elasticity of supply a measure of how much the quantity supplied of a good responds to a change in the price of 
that good, computed as the percentage change in quantity supplied divided by the percentage change in price

priCe elAsTiCiTy of supply
The price elasticity of supply measures how much the quantity supplied responds to changes in the 
price. Supply of a good is said to be price elastic (or price sensitive) if the quantity supplied responds 
substantially to changes in the price. Supply is said to be price inelastic (or price insensitive) if the quantity 
supplied responds only slightly to changes in the price.

self TesT Define the price elasticity of demand. Explain the relationship between total expenditure and the 
price elasticity of demand.

The price elasticity of supply and its determinants
The price elasticity of supply depends on the flexibility of sellers to change the amount of the good they 
produce in response to changes in price. For example, seafront property has a price inelastic supply 
because it is very difficult to produce more of it quickly – supply is not very sensitive to changes in price. 
By contrast, manufactured goods, such as books, cars and television sets, have relatively price elastic 
supplies, because the firms that produce them can run their factories longer in response to a higher price 
– supply is sensitive to changes in price.

Elasticity can take any value greater than or equal to 0. The closer to 0 the more price inelastic, and the 
closer to infinity the more price elastic. The following subsections look at the key determinants of the price 
elasticity of supply.

The Time period In most markets, a key determinant of the price elasticity of supply is the time period 
being considered. Supply is usually more price elastic in the long run than in the short run. Over very short 
periods of time, firms may find it impossible to respond to a change in price by changing output. In the 
short run, firms cannot easily change the size of their factories or productive capacity to make more or 
less of a good but may have some flexibility. For example, it might take a month to employ new labour 
and access more supplies of raw materials, and after that time some increase in output can be accommo-
dated. By contrast, over longer periods, firms can build new factories or close old ones, employ new staff 
and buy in more capital and equipment. In addition, new firms can enter a market and old firms can shut 
down. Thus, in the long run, the quantity supplied can respond substantially to price changes.

productive Capacity Most businesses, in the short run, will have a finite capacity – an upper limit to the 
amount that they can produce at any one time determined by the amount of factor inputs they possess. 
How far they are using this capacity depends, in turn, on the state of the economy. In periods of strong 
economic growth, firms may be operating at or near full capacity. If demand is rising for the product they 
produce and prices are rising, it may be difficult for the firm to expand output to meet this new demand 
and so supply may be price inelastic.
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When the economy is growing slowly or is contracting, some firms may find they must cut back output 
and may only be operating at 60 per cent of full capacity, for example. In this situation, if demand later 
increased and prices started to rise, it may be much easier for the firm to expand output relatively quickly 
and so supply would be more elastic.

The size of the firm/industry It is possible that, as a general rule, supply may be more price elastic in 
smaller firms or industries than in larger ones. For example, consider a small independent furniture man-
ufacturer. Demand for its products may rise, and in response the firm may be able to buy in raw materials 
(wood, for example) to meet this increase in demand. While the firm will incur a cost in buying in this 
timber, it is unlikely that the unit cost for the material will increase substantially.

Compare this to a situation where a steel manufacturer increases its purchase of raw materials (iron 
ore, for example). Buying large quantities of iron ore on global commodity markets can drive up unit price 
and, by association, unit costs.

The response of supply to changes in price in large firms/industries, therefore, may be less elastic than 
in smaller firms/industries. This is also related to the number of firms in the industry – the more firms there 
are in the industry the easier it is to increase supply, ceteris paribus.

The mobility of factors of production Consider a farmer whose land is currently devoted to producing 
wheat. A sharp rise in the price of rape seed might encourage the farmer to switch use of land from wheat 
to rape seed in the next planting cycle. The mobility of the factor of production land, in this case, is rela-
tively high and so the supply of rape seed may be relatively price elastic.

A number of multinational firms that have plants in different parts of the world now build each plant to 
be identical. What this means is that if there is disruption to one plant the firm can more easily transfer 
operations to another plant elsewhere and continue production ‘seamlessly’, and equally can expand 
supply by utilizing these plants more swiftly. Car manufacturers provide an example of this interchangea-
bility of parts and operations. The chassis may be identical across a range of branded car models. This is 
the case with some Audi, Volkswagen, Seat and Skoda models. This means that supply may be more price 
elastic as a result.

Compare this to the supply of highly skilled oncology consultants. An increase in the wages of oncology 
consultants (suggesting a shortage exists) will not mean that a renal consultant or other doctors can sud-
denly switch to take advantage of the higher wages and increase the supply of oncology consultants. In 
this example, the mobility of labour to switch between different uses is limited and so the supply of these 
specialist consultants is likely to be relatively price inelastic.

ease of storing stock/inventory In some firms, stocks can be built up to enable the firm to respond 
more flexibly to changes in prices. In industries where inventory build-up is relatively easy and cheap, 
supply is more price elastic than in industries where it is much harder to do this. Consider the fresh fruit 
industry, for example. Storing fresh fruit is not easy because it is perishable, and so the price elasticity of 
supply in this industry may be more inelastic.

Computing the price elasticity of supply
Computing the price elasticity of supply is similar to the process we adopted for calculating the price 
elasticity of demand and the two methods of calculating price elasticity of demand, the midpoint or arc 
method and the point elasticity method, also apply to supply.

The price elasticity of supply is the percentage change in the quantity supplied divided by the percent-
age change in the price. That is:

Price elasticity of supply
Percentage change in quantity supplied

Percentage change in price
5
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For example, suppose that a 10 per cent increase in the price of bicycles causes the amount of bicycles 
supplied to the market to rise by 15 per cent. We calculate the elasticity of supply as:

Price elasticity of supply

Price elasticity of supply

15
10
1.5

5

5

In this example, the price elasticity of 1.5 reflects the fact that the quantity supplied moves proportionately 
one and a half times as much as the price.

The midpoint (Arc) method of Calculating the elasticity of supply As with the price elasticity of 
demand, the midpoint method for the price elasticity of supply between two points, denoted Q P( , )1 1  and 
Q P( , )2 2 , has the following formula:

( ) / [( ) / 2]
( ) / [( ) / 2]

2 1 2 1

2 1 2 1

Price elasticity of supply
Q Q Q Q
P P P P

5
2 1

2 1

The numerator is the percentage change in quantity supplied computed using the midpoint method, and 
the denominator is the percentage change in price computed using the midpoint method.

point elasticity of supply method As with point elasticity of demand, point elasticity of supply meas-
ures elasticity at a particular point on the supply curve. Exactly the same principles apply as with point 
elasticity of demand, so the formula for point elasticity of supply is given by:

Price elasticity of supply
P

Qs P
Qs

1
5 3

D

D

Using calculus, the formula is:

Price elasticity of supply
P

Qs
dQs
dP

5 3

The variety of supply Curves
Because the price elasticity of supply measures the responsiveness of quantity supplied to changes in 
price, it is reflected in the appearance of the supply curve (again, assuming we are using the same scales 
on the axes of diagrams being used). Figure 3.17 shows five cases. In the extreme case of a zero elasticity, 
as shown in panel (a), supply is perfectly inelastic and the supply curve is vertical. In this case, the quantity 
supplied is the same regardless of the price. In panels (b), (c) and (d) the supply curves are increasingly 
flatter, associated with increasing price elasticity, which shows that the quantity supplied responds more 
to changes in the price. At the opposite extreme, shown in panel (e), supply is perfectly elastic. This occurs 
as the price elasticity of supply approaches infinity and the supply curve becomes horizontal, meaning that 
very small changes in the price lead to very large changes in the quantity supplied.

In some markets, the elasticity of supply is not constant but varies over the supply curve. Figure 3.18 
shows a typical case for an industry in which firms have factories with a limited capacity for produc-
tion. For low levels of quantity supplied, the elasticity of supply is high, indicating that firms respond 
substantially to changes in the price. In this region, firms have capacity for production that is not being 
used, such as buildings and machinery sitting idle for all or part of the day. Small increases in price 
make it profitable for firms to begin using this idle capacity. As the quantity supplied rises, firms begin 
to reach capacity. Once capacity is fully used, increasing production further requires the construction of 
new factories. To induce firms to incur this extra expense, the price must rise substantially, so supply 
becomes less elastic.

Figure 3.18 presents a numerical example of this phenomenon. In each case below we have used the 
midpoint method and the numbers have been rounded for convenience. When the price rises from €3 to 
€4 (a 29 per cent increase, according to the midpoint method), the quantity supplied rises from 100 to 200 
(a 67 per cent increase). Because quantity supplied moves proportionately more than the price, the supply 
curve has elasticity greater than 1.
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The price elasticity of supply
The price elasticity of supply determines whether the supply curve is steep or flat (assuming that the scale used for the axes is the 
same). Note that all percentage changes are calculated using the midpoint method and rounded.

figure 3.17

(d) Elastic supply: Elasticity is greater than 1

Price

Supply

0 100 200 Quantity

€5

4

(c) Unit elastic supply: Elasticity equals 1

Price

Supply

0 100 125 Quantity

€5

4

(a) Perfectly inelastic supply: Elasticity equals 0

Price Supply

€5

4

0 100 Quantity

(b) Inelastic supply: Elasticity is less than 1

Price
Supply

0 100 110 Quantity

€5

4

(e) Perfectly elastic supply: Elasticity equals infinity

Price

Supply

0 Quantity

1. At any price
above €4, quantity
supplied is infinite.

2. At exactly €4,
producers will
supply any quantity.

€4

1. A 22%
increase
in price ...

1. A 22%
increase
in price ...

1. An
increase
in price ...

1. A 22%
increase
in price ...

2. ... leads to a 67% increase in quantity supplied.2. ... leads to a 22% increase in quantity supplied.

2. ... leaves the quantity supplied unchanged. 2. ... leads to a 10% increase in quantity supplied.

3. At a price below €4,
quantity supplied is zero.

self TesT Define the price elasticity of supply. Explain why the price elasticity of supply might be different 
in the long run from in the short run.
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total revenue the amount received by sellers of a good, computed as the price of the good times the quantity sold

Quantity

Elasticity is large
(greater than 1).

Elasticity is small
(less than 1).

Price
€15

12

4
3

0 100 200 500 525

how the price elasticity of supply Can vary
Because firms often have a maximum capacity for production, 
the elasticity of supply may be very high at low levels of quantity 
supplied and very low at high levels of quantity supplied. Here, an 
increase in price from € 3 to  € 4 increases the quantity supplied from 
100 to 200. Because the increase in quantity supplied of  67  per cent 
(computed using the midpoint method) is larger than the increase 
in price of 29  per cent, the supply curve is elastic in this range. By 
contrast, when the price rises from €12 to  €15, the quantity supplied 
rises only from 500  to  525 . Because the increase in quantity 
supplied of  5 per cent is smaller than the increase in price of  
22  per cent, the supply curve is inelastic in this range.

figure 3.18

By contrast, when the price rises from €12 to €15 (a 22 per cent increase), the quantity supplied rises 
from 500 to 525 (a 5 per cent increase). In this case, quantity supplied moves proportionately less than the 
price, so the elasticity is less than 1.

Total revenue and the price elasticity of supply
When studying changes in supply in a market we are often interested in the resulting changes in the total 
revenue received by producers. In any market, total revenue received by sellers is P Q3 , the price of 
the good times the quantity of the good sold. This is highlighted in Figure 3.19, which shows an upwards 
sloping supply curve with an assumed price of €5 and a supply of 100 units. The height of the box under 
the supply curve is P  and the width is Q. The area of this box, P Q3 , equals the total revenue received in 
this market. In Figure 3.19, where P €55  and Q 1005 , total revenue is €5 1003  or €500.

Price

Quantity

Supply 

0

€5

100 

P × Q = €500
(Total revenue)

The supply Curve and Total revenue
The total amount received by sellers equals the area of the box 
under the demand curve, P Q3 . Here, at a price of €5, the 
quantity supplied is 100 and the total revenue is €500.

figure 3.19

Total revenue will change as price changes, depending on the price elasticity of supply. If supply is price 
inelastic, as in Figure 3.20, then an increase in price which is proportionately larger causes an increase in 
total revenue. Here, an increase in price from €4 to €5 causes the quantity supplied to rise only from 80 to 
100, and so total revenue rises from €320 to €500 (assuming the firm sells the additional supply).
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how Total revenue Changes When price Changes: inelastic supply
With an inelastic supply curve, an increase in price leads to an increase in quantity supplied that is proportionately smaller. Therefore, 
total revenue (the product of price and quantity) increases. Here, an increase in price from € 4 to €5 causes the quantity supplied to rise 
from 80  to 100, and total revenue rises from € 320  to €500.

figure 3.20

Price

Quantity

Supply 

0

€4

80

Revenue = €320

Price

Quantity

Supply 

0

€5

100

Revenue = €500

If supply is price elastic then a similar increase in price brings about a much larger than proportionate 
increase in supply. In Figure 3.21, we assume a price of €4 and a supply of 80 with total revenue of €320. 
Now a price increase from €4 to €5 leads to a much greater than proportionate increase in supply from 80 
to 150 with total revenue rising to €750 – again, assuming the firm sells the additional supply.

how Total revenue Changes When price Changes: elastic supply
With a price elastic supply curve, an increase in price leads to an increase in quantity supplied that is proportionately larger. Therefore, 
total revenue (the product of price and quantity) increases. Here, an increase in the price from € 4 to €5 causes the quantity supplied to 
rise from 80  to  150, and total revenue rises from € 320  to  €750 .

figure 3.21

Price

Quantity

Supply 

0

€4

80

Revenue = €320

Price

Quantity

Supply 

0

€5

150

Revenue = €750

AppliCATions of supply And demAnd elAsTiCiTy
Why is it the case that travel on the trains at certain times during the day is a different price than at other 
times? Why, despite the increase in productivity in agriculture, have farmers’ incomes gone down, on aver-
age, over recent years? At first, these questions might seem to have little in common. Yet both questions 
are about markets and the forces of supply and demand. An understanding of elasticity is a key part of the 
answer to these and many other questions.
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Why does the price of Train Travel vary at different Times of the day?
In many countries the price of a train journey varies at different times during the day and the week. A ticket for a 
seat on a train from Birmingham to London between 6.00am and 9.00am is around £85 (€96), whereas for the 
same journey leaving at midday the price is between £6 and £32 (€6.80 and €36.50). Train operators know that 
the demand for rail travel between 6.00am and 9.00am is higher than during the day time, but they also know 
that few commuters have choices about when they arrive at work or to meetings, conferences and so on.

An individual can use other forms of transport such as their car or a coach, but the train is often very conven-
ient, so the number of substitutes is considered low. The price elasticity of demand for train travel early in the 
morning, therefore, is relatively low compared to at midday. In the morning, train operators know that seats 
on trains will be mostly taken and there will be very few left empty, whereas during the day it is much more 
likely that trains will be running with empty seats. Knowing that there is a different price elasticity of demand 
means that train operators can maximize revenue at these different times by charging different prices.

Figure 3.22 shows the situation in the market for train travel. Panel (a) shows the demand and supply for 
tickets between Birmingham and London between 6.00am and 9.00am. The demand curve Di is relatively 
steep, indicating that the price elasticity of demand is relatively low. At a price of £80, 1,000 tickets are 
bought and as a result the total revenue for the train operator is £80,000.

Panel (b) shows a demand curve De with a similar supply curve. Ceteris paribus, the train operator has 
the same number of trains available at all times during the day, but notice that the supply curve is relatively 
steep and therefore inelastic because although the operator has some flexibility to increase the number 
of trains available, and thus seats for passengers, there is a limit as to how far the capacity can be varied 
throughout the day.

price sensitivity in the passenger Train market
Panel (a) represents the market for train travel between 6.00am and 9.00am between two major cities. The demand for train travel at 
this time is relatively price inelastic – passengers are insensitive to price at this time because they have few alternatives and have to 
get into work and to meetings. The train operators generate revenue of £80,000 by selling 1,000  tickets at £80  each.

Panel (b) shows the market after 9.00am. Train operators face a different demand curve at this time and passengers are more price 
sensitive. If the train operator continued to charge £80, demand would be just  100 and revenue would be £8,000. If the train operator 
reduces the price to £40, demand would be 800 and the total revenue would be £32,000.

figure 3.22

Quantity of train tickets
bought and sold 

Price of
train 
tickets (£) 

Price of
train 
tickets (£) 

Quantity of train tickets
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Panel (a) Panel (b) 

S 

80 

1,000 100 800 

40 

If the train operator charged a price of £80 after 9.00am, the demand for tickets would be relatively 
low at 100. Total revenue, therefore, would be £8,000 and there would be many seats left empty. This is 
because the train operator effectively faces a different market during the day. Those who travel by train 
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during the day may have a choice – they might be travelling for leisure or to see friends and they do not 
need to travel by train, unlike those in the morning who must get to work at a certain time.

These passengers are price sensitive – charge too high a price and they will not choose to travel by 
train, but offer a price that these passengers see as being attractive, and which to them represents value 
for money, and they may choose to buy a train ticket. If the train operator, therefore, set the price for train 
tickets after 9.00am at £40, the demand for train tickets would be 800 and total revenue would be £32,000. 
If we assume that train operators are acting rationally then they would prefer to generate revenue of 
£32,000 rather than £8,000, and so it would be more sensible for them to charge a lower price to capture 
these more price sensitive passengers.

Why have farmers’ incomes fallen despite increases in productivity?
In many developed countries, agricultural production has increased over the last 100 years. One of the 
reasons is that farmers can use more machinery, and advances in science and technology have meant that 
productivity, the amount of output per acre of land, has increased.

Assume a farmer has 1,000 acres of land and grows wheat, and that 20 years ago each acre of land 
yielded an average of 2 tonnes of wheat. We say ‘an average’ because output can be dependent on 
factors outside the farmer’s control such as the weather, pests, diseases and so on. Assume that 
the price of wheat is €200 per tonne. Twenty years ago, the average income for our farmer would be 
2,000 tonnes €200 €400,0003 5 . Ceteris paribus, if productivity increases meant that average output per 
acre was now 3 tonnes per acre, income would rise to €600,000.

However, this assumes other things are equal. Research suggests that the demand for food is relatively 
price and income inelastic. Over the 20-year period we are assuming in our analysis, the demand for wheat 
may only have risen by a relatively small amount and is price and income inelastic. People may earn more 
money now than they did 20 years ago, but evidence suggests that as people’s incomes increase, they 
spend a smaller proportion of income on food. This is called ‘Engel’s law’.

Figure 3.23 shows a representation of this situation. In the first time period, the supply curve, repre-
senting output per acre of 2 tonnes, intersects the demand curve D1 at a price of €200 per tonne giving 
the farmer an income of €400,000.

Twenty years later, the productivity improvements at the farm see the supply curve shifting to S2 repre-
senting an average output per acre of 3 tonnes. However, over the 20-year period, demand has increased, 
but only by a small amount as people spend a smaller proportion of their income on food as they get richer. 
The fact that food is relatively price inelastic is indicated by the relatively steep demand curve, and the 
result is that the market price has fallen to €100 per tonne, with the farmer now selling 3,000 tonnes. The 
farmer’s income has fallen to €300,000.

The effect of increases in demand and supply of 
Wheat on farm incomes
Twenty years ago, the supply of wheat is represented as supply 
curve s1 with output per acre at 2  tonnes per acre. The demand 
for wheat at that time is represented as demand curve D1. If the 
market price of wheat is € 200  per tonne, the farmer’s income is 
€ 400,000.

The output of wheat per acre rises with increases in 
productivity and, as a result, the supply of wheat today 
increases and is represented by supply curve s2  with output per 
acre now 3 tonnes per acre. However, as demand is both price 
and income inelastic, the demand for food has increased only 
slightly in that 20-year period; the new demand curve is shown 
as D2. The combination of a considerable rise in supply and only 
a small rise in demand means farmers get a lower price per 
tonne and income is actually lower.

figure 3.23
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summAry
 ● Economists use the model of supply and demand to analyze competitive markets. In a competitive market, there 

are many buyers and sellers, each of whom has little or no influence on the market price.
 ● The demand curve shows how the quantity of a good demanded depends on the price. According to the law of 

demand, as the price of a good falls, the quantity demanded rises. Therefore, the demand curve slopes downwards.
 ● In addition to price, other determinants of how much consumers want to buy include income, the prices of sub-

stitutes and complements, tastes, expectations, the size and structure of the population, and advertising. If one of 
these factors changes, the demand curve shifts.

 ● The supply curve shows how the quantity of a good supplied depends on the price. According to the law of supply, 
as the price of a good rises the quantity supplied rises. Therefore, the supply curve slopes upwards.

 ● In addition to price, other determinants of how much producers want to sell include the price and profitability of 
goods in production and joint supply, input prices, technology, expectations, the number of sellers, and natural and 
social factors. If one of these factors changes, the supply curve shifts.

 ● The intersection of the supply and demand curves determines the market equilibrium. At the equilibrium price, the 
quantity demanded equals the quantity supplied.

 ● The behaviour of buyers and sellers drives markets towards their equilibrium. When the market price is above the 
equilibrium price, there is a surplus of the good, which causes the market price to fall. When the market price is 
below the equilibrium price, there is a shortage, which causes the market price to rise.

 ● To analyze how any event influences a market, we use the supply and demand diagram to examine how the event 
affects the equilibrium price and quantity. To do this we follow three steps.
s First, we decide whether the event shifts the supply curve or the demand curve (or both).
s Second, we decide which direction the curve (or curves) shifts.
s Third, we compare the new equilibrium with the initial equilibrium.

 ● In market economies, prices are the signals that guide economic decisions and thereby allocate scarce resources. 
For every good in the economy, the price ensures that supply and demand are in balance. The equilibrium price 
then determines how much of the good buyers choose to purchase and how much sellers choose to produce.

 ● The price elasticity of demand measures how much the quantity demanded responds to changes in the price. 
Demand tends to be more price elastic if close substitutes are available, if the good is a luxury rather than a neces-
sity, if the market is narrowly defined or if buyers have substantial time to react to a price change.

 ● The price elasticity of demand is calculated as the percentage change in quantity demanded divided by the per-
centage change in price. If the price elasticity is less than 1, so that quantity demanded moves proportionately less 
than the price, demand is said to be price inelastic. If the elasticity is greater than 1, so that quantity demanded 
moves proportionately more than the price, demand is said to be price elastic.

 ● The price elasticity of supply measures how much the quantity supplied responds to changes in the price. This 
elasticity often depends on the time horizon under consideration. In most markets, supply is more price elastic in 
the long run than in the short run.

 ● The price elasticity of supply is calculated as the percentage change in quantity supplied divided by the percent-
age change in price. If price elasticity is less than 1, so that quantity supplied moves proportionately less than the 
price, supply is said to be price inelastic. If the elasticity is greater than 1, so that quantity supplied moves propor-
tionately more than the price, supply is said to be price elastic.

 ● Total revenue, the total amount received by sellers for a good, equals the price of the good times the quantity 
sold. For price inelastic demand curves, total revenue rises as price rises. For price elastic demand curves, total 
revenue falls as price rises.

 ● The income elasticity of demand measures how much the quantity demanded responds to changes in consumers’ 
income. The cross-price elasticity of demand measures how much the quantity demanded of one good responds 
to changes in the price of another good.

self TesT What must firms who charge different prices for the same product at different times be able to 
do for the pricing tactic to work? (Hint: can you use off-peak tickets for a train journey during peak hours?)
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The Apple iphone and Bluetooth headphones
In 2016, Apple launched the latest version of its iPhone, the iPhone 7. Unlike previous versions, this new phone came 
without a socket for headphones. Needless to say, Apple had a solution for this with its AirPods product, a pair of wireless 
ear phones which ‘instantly turn on and connect to your iPhone, Apple Watch, iPad, or Mac’, and ‘automatically plays as 
soon as you put them in your ears and pauses when you take them out’. The AirPods work through a Bluetooth connection.

For people who had previously listened to their audio with wired headphones, the new iPhone meant that they 
either had to buy new headphones which would connect with their new iPhone or choose another type of phone 
which retained the headphone socket. Can economics and the market model offer a prediction of what would happen 
in this market? After all, the smartphone market is not at all reflective of the competitive market model; there are only 
a few large suppliers of smartphones, products are differentiated in various ways (for example, through operating 
system), and producers are price-setters, not price-takers. There are millions of small consumers who are effectively 
price-takers, however, and maybe smartphones are more homogenous than might be thought.

The market model might look at the innovation by Apple and consider what the impact would be on substitutes and 
complements to the product. In particular, the removal of the headphone socket might prompt a change in the market 
for Bluetooth headphones. The market model might suggest, given Apple’s popularity, that manufacturers of head-
phones would seek to exploit technology to focus production more on Bluetooth headphones. Competitors to Apple 
might also abandon headphone sockets and go down 
the Bluetooth route with their new models. This would 
imply a shift in the demand curve for Bluetooth head-
sets with prices in the short run rising. Rising prices 
would encourage more producers to switch to produc-
ing Bluetooth headsets and the supply of Bluetooth 
headsets to increase.

It might well be the case that the price elasticity 
of supply for Bluetooth headsets is relatively elastic. 
Equally, our model might also predict a fall in demand 
for wired headphones as more Bluetooth devices 
become available. Prices would begin to fall for these 
headsets and suppliers would gradually abandon pro-
duction as they became less popular.

Critical Thinking Questions

1 The article suggests several predictions about the market for headphones as a result of Apple’s decision with its 
iphone 7. use the market model to sketch what might happen to the market for wired headphones and the market 
for Bluetooth headphones. in sketching your graphs, try to take into account the price elasticity of demand and 
supply as this might affect the outcome of your analysis and predictions.

2 Any model and theory has to be subject to empirical rigour. do some research around the price and sales of 
wired and Bluetooth headphones to see if there is any evidence to support the predictions made by your analysis 
in Question 1. does the evidence give weight to the market model or not? explain.

3 What is the relationship between Bluetooth headphones and smartphones which do not have headphone sock-
ets? What effect has this relationship on the price elasticity of demand, income elasticity of demand and cross-
price elasticity of demand for wired and Bluetooth headphones?

4 What would you suggest was the price elasticity of supply for manufacturers of Bluetooth headphones? in think-
ing about your answer, take into consideration the fact that existing producers of wired headphones will proba-
bly also be the manufacturers of Bluetooth headphones. What would the price elasticity of supply depend upon?

5 how closely do you think the market for wired and Bluetooth headphones matches the assumptions of the com-
petitive market model? in your answer, ensure that you justify your judgements and give your reasoning.

in The neWs

The market model can help us look at innovation by 
companies like Apple and consider what the impact would 
be on substitutes and complements to the product.
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QuesTions for revieW
1 a.  What are the demand schedule and the demand curve, and how are they related? Why does the demand curve slope 

downwards from left to right?
b. What are the supply schedule and the supply curve, and how are they related? Why does the supply curve slope 

upwards?

2 a.  Does a change in consumers’ tastes lead to a movement along the demand curve or a shift in the demand curve?
b. Does a change in price lead to a movement along the demand curve or a shift in the demand curve?
c. Does a change in producers’ technology lead to a movement along the supply curve or a shift in the supply curve?
d. Does a change in price lead to a movement along the supply curve or a shift in the supply curve?

3 Francine’s income declines and, as a result, she buys more cabbage. Are cabbages an inferior or a normal good? What 
happens to Francine’s demand curve for cabbages?

4 Define the equilibrium of a market. Describe the forces that move a market towards its equilibrium. Describe the role of 
prices in market economies.

5 Define the price elasticity of demand and the income elasticity of demand. How is the price elasticity of supply 
calculated? Explain what this measures.

6 a.  List and explain some of the determinants of the price elasticity of demand. Think of some examples to use to illustrate 
the factors you cover.

b. What are the main factors that affect the price elasticity of supply? Think of some examples to use to illustrate the 
factors you cover.

7 If the price elasticity is greater than 1, is demand elastic or inelastic? If the price elasticity equals 0, is demand perfectly 
elastic or perfectly inelastic?

8 Is the price elasticity of supply usually larger in the short run or in the long run? Why?

9 A business person reads that the price elasticity of demand for the product they sell is 1.25. If the person wishes to 
increase revenue, should they increase or reduce price? Explain.

10 What factors might affect the price elasticity of supply for a commodity such as rubber in the short run and the long run? 
Explain.

proBlems And AppliCATions
1 Explain each of the following statements using supply and demand diagrams.

a. When there is a drought in southern Europe, the price of soft fruit rises in supermarkets throughout Europe.
b. When a report is published linking a product with an increased risk of cancer, the price of the product concerned 

tends to fall.
c. The United States announces that it intends to impose new sanctions on the Islamic Republic of Iran. The price of 

petrol in Europe rises and the price of a used Mercedes falls.

2 Using supply and demand diagrams, show the effect of the following events on the market for sweatshirts.
a. A drought in Egypt damages the cotton crop.
b. The price of leather jackets falls.
c. All universities require students to attend morning exercise classes in appropriate attire.
d. New knitting machines are invented.

3 Think about the market for cigars.
a. Are cigars substitutes or complements for cigarettes?
b. Using a supply and demand diagram, show what happens in the markets for cigars if the tax on cigarettes is increased.
c. If policymakers wanted to reduce total tobacco consumption, what policies could they combine with the cigarette 

tax?

4 Consider the following events: Scientists reveal that eating oranges decreases the risk of diabetes, and at the same 
time, farmers in Spain use a new fertilizer which increases the yield of oranges per tree. Illustrate and explain what 
effect these changes have on the equilibrium price and quantity of oranges. Remember to note the relative size of the 
changes you describe and how these could affect outcomes.
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5 Suppose that the price of tickets to see your local football team play at home is determined by market forces. Currently, 
the demand and supply schedules are as follows:

Price (€) Quantity demanded Quantity supplied

10 50,000 30,000
20 40,000 30,000
30 30,000 30,000
40 20,000 30,000
50 10,000 30,000

a. Draw the demand and supply curves. What is unusual about this supply curve? Why might this be true?
b. What are the equilibrium price and quantity of tickets?
c. Your team plans to increase total capacity in its stadium by 5,000 seats next season. What admission price should it 

charge if it wants to maximize total revenue?
d. What is the price elasticity of demand and supply for an increase in price from €30 to €40? (Use whatever method you 

think is most appropriate for this example.)
e. As a result of the calculation made in 5d. above, what would you recommend the owners of the club do if there are 

consistently empty seats in the stadium and they want to maximize revenue?

6 Market research has revealed the following information about the market for chocolate bars: Qd P1,600 3005 2 , and 
the supply schedule is Q Ps 1,400 7005 1 . Calculate the equilibrium price and quantity in the market for chocolate bars.

7 Seafront properties along the south coast of France have a price inelastic supply, and cars have a price elastic supply. 
Suppose that a rise in population doubles the demand for both products (that is, the quantity demanded at each price is 
twice what it was).
a. What happens to the equilibrium price and quantity in each market?
b. Which product experiences a larger change in price?
c. Which product experiences a larger change in quantity?
d. What happens to total consumer spending on each product?

8 Suppose that business travellers and holidaymakers have the following demand for airline tickets from Munich to Naples:

Price (€)
Quantity demanded  
(business travellers)

Quantity demanded  
(holidaymakers)

150 2,100 1,000
200 2,000   800
250 1,900   600
300 1,800   400

a. As the price of tickets rises from €200 to €250, what is the price elasticity of demand for (i) business travellers and  
(ii) holidaymakers? (Use either the midpoint or point method in your calculations.)

b. Why might holidaymakers have a different price elasticity to business travellers?

9 Consider public policy aimed at smoking.
a. Studies indicate that the price elasticity of demand for cigarettes is about 0.4. If a packet of cigarettes is currently 

priced at €6 and the government wants to reduce smoking by 20 per cent, by how much should it increase the price 
through levying a tax?

b. If the government permanently increases the price of cigarettes, will the policy have a larger effect on smoking one 
year from now or five years from now? Explain.

c. Studies also find that teenagers have a higher price elasticity of demand for cigarettes than do adults. Why might 
this be true?

10 Explain why the following might be true: a drought around the world raises the total revenue that farmers receive from 
the sale of grain, but a drought only in France reduces the total revenue that French farmers receive.
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In this chapter we look in more detail at the behaviour of consumers. The standard theory of  consumer 
choice is based on a series of assumptions about how humans behave. As with other theories, it 

provides some predictions about the outcomes of behaviour which enables us to derive the demand 
curve and analyze the role of price and other factors in both the position and shifts in the demand 
curve.

The standard theory has been the subject of criticism that its assumptions are unrealistic and not 
reflective of the way in which humans make choices. Research, originally by psychologists, has highlighted 
different approaches to looking at consumer behaviour. We will begin by looking at the standard theory of 
consumer choice.

The STandard economIc model
When you walk into a shop or look to make a purchase online, you are confronted with a range of goods 
that you might buy. Of course, because your financial resources are limited, you cannot buy everything 
you want. The assumption is that you consider the prices of the various goods being offered for sale and 
buy a bundle of goods that, given your resources, best suits your needs and desires. In other words, you 
are behaving rationally. In economic terminology, you are seeking to maximize your utility subject to the 
constraint of a limited income.

This model is called the classical theory of consumer behaviour or the standard economic model (SEM) 
and is fundamentally based on an assumption that humans behave rationally when making consumption 
choices.

The SEM provides a theory of consumer choice which provides a more complete understanding of 
demand. It examines the trade-offs that people face in their role as consumers. When a consumer buys 
more of one good, they can afford less of other goods. When they spend more time enjoying leisure and 
less time working, they have lower income and can afford less consumption. When they spend more 
of their income in the present and thus save less, they must accept a lower level of consumption in the 
future.

The theory of consumer choice examines how consumers facing these trade-offs make decisions and 
how they respond to changes in their environment. These trade-offs involve a consideration of opportu-
nity cost. When making a consumption choice with the constraint of limited incomes, consumers make 
sacrifices and, in doing so, provide information about the relative value they put on their choices. If a con-
sumer chooses good (I) above good (II), it suggests that good (I) provides more utility than the next best 
alternative sacrificed.

When making trade-offs, there are assumptions that are made about consumers. These include:

 ● Buyers (or economic agents) are rational (they do the best they can, given their circumstances).
 ● More is preferred to less (this is termed monotonicity).
 ● Buyers seek to maximize their utility.
 ● Consumers act in self-interest and do not consider the utility of others.

4 Background To demand: 
conSumer choIceS
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Value
A key concept in consumer behaviour and across many other areas of economics is value. Value is a 
 subjective term – what one individual thinks represents value is often different from that of another 
 individual. Value can be seen as the worth to an individual of owning an item represented by the satisfaction 
derived from its consumption and their willingness to pay to own it. In broad terms, consumption in this 
case does not just mean the final consumer. Value can be related to the purchase of a product which is a 
gift, or something used by a business for production.

value the worth to an individual of owning an item represented by the satisfaction derived from its consumption and their 
willingness to pay to own it

The Water–diamond Paradox What makes a good valuable? Do companies mine for gold because it 
is valuable or is the value of gold determined by the work done by mining companies in extracting and 
refining gold? This type of question occupied the minds of early classical economists and is encapsulated 
in the so-called water–diamond paradox. Adam Smith noted that water is an extremely important product, 
but the price of water is relatively low, whereas diamonds have little practical worth but command very 
high prices in comparison.

Smith distinguished between value in use, reflecting the situation with water which is vital to life, and 
value in exchange, linked to diamonds which have limited value in use but have a high exchange value. 
Smith ascribed the value of a product to the labour which went into producing it. The value of gold, for 
example, is therefore determined by the factor inputs in production.

Around 100 years later, William Stanley Jevons proposed that products like gold have value because of 
the utility that gold gives to buyers. Classical economists used the term ‘utility’ to refer to the satisfaction 
derived from consumption.

utility the satisfaction derived from the consumption of a certain quantity of a product

This implies that companies will mine for gold because of this value. Jevons developed a theory of 
marginal utility which was capable of providing an answer to the water–diamond paradox.

Utility is an ordinal concept; what this means is that it can be used as a means of ranking consumer 
choices but cannot have any meaningful arithmetic operations performed on it. For example, if a group of 
five people were asked to rank different films in order of preference using a 10-point scale (with each point 
referred to as a util) we might be able to conclude that film 5 was the most popular, followed by film 3 
and film 8. If, however, person 1 ranked film 5 at 10 utils, while person 2 ranked the same film at 5 utils, 
we cannot say that person 1 values film 5 twice as much as person 2, only that they place it higher in their 
preferences. Value can be measured by ranking but there are limitations to such ranking.

Willingness to Pay One way in which we can overcome this limitation is to look at value in terms of the 
amount consumers are prepared to pay to secure the benefits of consuming the product. This is called the 
willingness to pay (WTP) principle. How much of our limited income we are prepared to pay is a reflection 
of the value we put on acquiring a good. It might not tell us much about the satisfaction from consuming 
the good (the buyer, as we have seen, might not be the final consumer), but it does give some idea of value.

For example, two friends, Alexa and Monique, are in a store looking at a pair of shoes. Alexa picks up 
a pair of leopard print, high heeled shoes priced at €75. Monique looks at her friend and frowns – why on 
earth is she thinking of buying those? No way would Monique pay that sort of money for such an awful 
pair of shoes. A discussion ensues about the shoes; clearly there is a difference of opinion about them.

It is here we can distinguish between ‘price’ and ‘value’. If Alexa buys the shoes, they must have some 
value to her. We could surmise that this value must be at least €75 because that is what she must give 
up in money terms in order to acquire them. We also must consider the opportunity cost of the purchase 
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in that Alexa has also given up the opportunity of buying whatever else €75 would buy. We could make a 
reasonable assumption that Alexa’s friend, Monique, believed there was a way in which she could allocate 
€75 to get more value – in other words, the alternative that €75 could buy (whatever that might be) repre-
sented greater value than purchasing those shoes.

It is possible that Alexa would have been prepared to pay much more for the shoes, in which case she 
is getting some additional benefit which she is not paying for. Economists call this consumer surplus and 
we will look in more detail at this later in the book. Alexa sticks to her guns and buys the shoes; Monique 
leaves the store baffled at her friend’s purchasing decision. Monique clearly feels that giving up €75 to buy 
those shoes was a ‘waste of money’. Monique’s willingness to pay for this particular pair of shoes is much 
less than her friend and might even be zero.

The amount buyers are prepared to pay for a good, therefore, tells us something about the value they 
place on it.

Self TeST Think about your purchasing decisions. Sometimes you will think you have got a ‘bargain’, and 
other times you turn away from a purchase because you think it will be a ‘waste of money’. In economics, what 
do you think is the difference and why?

The BudgeT conSTraInT: WhaT The conSumer can afford
One of the assumptions the SEM makes is that more is preferred to less (called monotonicity). Most 
people would like to increase the quantity or quality of the goods they consume – to take longer holidays, 
drive fancier cars or buy a bigger house. People consume less than they desire because their spending is 
constrained, or limited, by their income.

We will use a simple model which examines the decisions facing a consumer who buys only two 
goods, cola and pizza, to derive some insights about consumer choice in the SEM. Assume that the con-
sumer has an income of €1,000 per month and that they spend the entire income each month on cola and 
pizza. The price of a litre of cola is €2 and the price of a pizza is €10.

The table in Figure 4.1 shows some of the many combinations of cola and pizza that the consumer can 
buy with their income. The first row in the table shows that if the consumer spends all their income on 
pizza, they can eat 100 pizzas during the month, but would not be able to buy any cola at all. The second 
row shows another possible consumption bundle: 90 pizzas and 50 litres of cola. And so on. Each con-
sumption bundle in the table uses up the consumer’s income – exactly €1,000.

The graph of this data is given in Figure 4.1. The line connecting points A to B is called the budget 
 constraint and shows the consumption bundles that the consumer can afford given a specified income. 
Five points are marked on this figure. At point A, the consumer buys no cola and consumes 100 pizzas. 
At point B, the consumer buys no pizza and consumes 500 litres of cola. At point C, the consumer buys 
50 pizzas and 250 litres of cola. At point C, the consumer spends an equal amount (€500) on cola and pizza.

budget constraint the limit on the consumption bundles that a consumer can afford

Point D is inside the budget constraint. The consumer can afford to buy any combination inside the 
budget constraint. In this example, point D shows a combination of 270 litres of cola and 15 pizzas; and if 
the consumer chose to purchase this combination, they would not be using all their income, only spending 
€690 on this combination. The assumption of the SEM is that the consumer would wish to maximize their 
utility and could do so by spending all their income.

Point E is outside the budget constraint. No points outside the budget constraint are possible – the 
consumer does not have the income to be able to afford any combination of pizza and cola to the right 
of the budget constraint. Of course, these are only four of the many combinations of cola and pizza that 
the consumer can choose given a specified income. All the points on and inside the line from A to B are 
possible. In this case, it shows the trade-off between cola and pizza that the consumer faces.
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For example, assume the consumer is at point A, consuming 100 pizzas and zero cola. If the consumer 
wants to purchase a drink to go with their pizza, they must give up some pizza to buy some cola – they 
must trade-off the benefits of consuming cola against the benefits foregone of reducing their consump-
tion of pizza. We can quantify this trade-off. If the consumer moves to point C, then they must forego the 
benefits that 50 pizzas would provide to gain the benefits that 250 litres of cola would bring. The consumer 
would have to decide about whether it is worth giving up those 50 pizzas to get the benefits of the cola. In 
making these decisions, the consumer must consider opportunity cost. The opportunity cost is the slope 
of the budget constraint measuring the rate at which the consumer can trade one good for the other.

Remember, the slope between two points is calculated as the change in the vertical distance divided 
by the change in the horizontal distance (‘rise over run’). From point A to point B, the vertical distance is 
500 litres, and the horizontal distance is 100 pizzas. Because the budget constraint slopes downwards, the 
slope is a negative number – this reflects the fact that to get one extra pizza, the consumer must reduce 
their consumption of cola by 5 litres. In fact, the slope of the budget constraint (ignoring the minus sign) 
equals the relative price of the two goods – the price of one good compared to the price of the other. A 
pizza costs five times as much as a litre of cola, so the opportunity cost of a pizza is 5 litres of cola. The 
budget constraint’s slope of 5 reflects the trade-off the market is offering the consumer: 1 pizza for 5 litres 
of cola. It is useful to use a rule of thumb (a heuristic) here; the opportunity cost of a good on the horizontal 
axis (pizza in our example) is the slope of the budget constraint (5 in this example). What is the opportu-
nity cost of 1 extra litre of cola in our example? The opportunity cost of the good on the vertical axis is the 
inverse of the slope of the budget constraint, which in this case is 1

5 or 0.2. To acquire 1 extra litre of cola 
the consumer must sacrifice one-fifth of a pizza.

It is also useful to think of opportunity cost by using the formula introduced in Chapter 1:

5Opportunity cost of cola
Sacrifice of pizza

Gain in cola

In moving from point A to point C, the consumer would have to sacrifice 50 pizzas to gain 250 units of 
cola. The opportunity cost of additional units of cola consumed is the amount of pizza sacrificed. Substi-
tuting the figures into the formula, the opportunity cost is 0.2, which indicates that the opportunity cost 
of 1 additional unit of cola is 0.2 units of pizza sacrificed. Notice that throughout this analysis we are not 
referring to money costs here – the cost is expressed in terms of the sacrifice of the next best alternative 
(pizza in this example).
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The consumer’s Budget constraint
The budget constraint shows the various bundles of goods that the consumer can afford for a given income. Here the consumer buys 
bundles of cola and pizza. The table and graph show what the consumer can afford if their income is €1,000, the price of cola is € 2  and 
the price of pizza is €10.

Litres 
of cola

Spending 
on cola (€)

Number 
of pizzas

Spending 
on pizza (€)

Total 
spending (€)

0 0 100 1,000 1,000
50 100 90 900 1,000

100 200 80 800 1,000
150 300 70 700 1,000
200 400 60 600 1,000
250 500 50 500 1,000
300 600 40 400 1,000
350 700 30 300 1,000
400 800 20 200 1,000
450 900 10 100 1,000
500 1,000 0 0 1,000

fIgure 4.1

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



78   PART 2   THE THEORy Of COMpETITIvE MARKETS

In some examples of budget constraints, you might find the opportunity cost calculation does not make 
much sense. If the two goods being considered were cola and tins of soup you could not ask the shop to 
chop up the tin of soup into five! What is important to remember is that the slope is related to the ratio 

of prices of the goods being considered (the relative prices), 
P
P

x

y
 where Py  is the price of the good on the 

vertical axis and Px  is the price of the good on the horizontal axis. This may seem counter-intuitive as the 
slope is given by ‘rise over run’, but note that the budget line in Figure 4.1 shows quantities on the y  and 
x  axis. Price and quantity have an inverse relationship and so the slope of the budget line expressed as 
relative prices of our two goods is the price of the good on the x  axis to the price of the good on the y  

axis. In our example the ratio of the prices is 
10
2

, which is equal to 5.

Self TeST Draw a budget constraint for a person with income of €5,000 if the price of food is €10 per unit 
and the price of leisure is €15 per hour. What is the slope of this budget constraint? What is the opportunity cost 
of an extra hour of leisure in terms of food?

a change in Income
Over time people’s incomes change – sometimes they earn more but sometimes they earn less, such as 
if they are made redundant, for example. If our consumer gets a pay rise and now earns €1,500 per month, 
they can now afford to buy more of both pizza and cola assuming the prices of these two goods do not 
change. The effect on the budget constraint is to cause it to shift to the right, as shown in Figure 4.2. If 
the consumer devoted all their income to buying cola, they could now buy 750 litres of cola compared to 
500 litres when their income was €1,000 per month. If the consumer devoted all their income to buying 
pizza, they could now afford to buy 150 pizzas a month. Any point along the new budget constraint shows 
that the consumer can now buy more of both goods. If the consumer’s income were to fall to €500 per 
month because they lost their job, for example, then the budget constraint would shift to the left, indicat-
ing that the consumer could now afford to buy less of both goods with their income.

The effect on the Budget constraint of a change in Income
An increase in income from €1,000 per month to €1,500 per month means the 
consumer can now buy more of both goods assuming the price of cola and pizza 
remain the same. The result is a shift in the budget constraint to the right.

fIgure 4.2
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Notice, however, that while the budget constraint in Figure 4.2 has shifted to the right, the slope is still 
the same. This is because the prices of the two goods have not changed. What happens to the budget 
constraint if one or more of the prices of cola and pizza changes?
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a change in Prices
a change in the Price of cola Assume the consumer’s income is €1,000 per month, the price of cola is 
€2 per litre and the price of pizza is €10. The budget constraint would look like that shown in Figure 4.1. 
Now assume that the price of cola rises to €5 per litre. The consumer would now only be able to afford to 
buy 200 litres of cola if they devoted all their income to cola. The budget constraint would, therefore, pivot 
inwards as shown in Figure 4.3.

The slope of the budget constraint has now changed. The ratio of the price of cola to the price of pizza 
is now 510 so the slope of the budget constraint is 22. For every 1 litre of cola the consumer acquires they 
must give up half a pizza, and for every 1 extra pizza bought the consumer now must sacrifice 2 litres of 
cola. Notice that as the price of cola has risen, the consumer must now sacrifice fewer litres of cola to 
purchase every additional pizza, but if the consumer is switching from cola to pizza they must give up more 
pizza to buy an additional litre of cola.

If the price of cola were to fall but the price of pizza stayed the same, the budget constraint would pivot 
outwards as shown in Figure 4.3. If the price of cola fell to €1.60, the consumer would now be able to 
afford to buy more cola with their income. If all income was devoted to buying cola, the consumer would 
now be able to purchase 625 litres of cola.

a change in the Price of cola
If the price of cola rises from € 2  per litre to €5 per litre, the consumer could 
now afford to buy less cola with their income. The budget constraint pivots 
inwards, and if the consumer devoted all their income to cola, they would only 
be able to buy 200  litres compared to 500  litres before the price changed. If the 
price of cola falls from € 2  per litre to €1.60  per litre, the consumer could afford 
to buy more cola with their income. The budget constraint pivots outwards, 
and the consumer could now buy 625  litres of cola per month if they devoted 
all their income to cola.

fIgure 4.3
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a change in the Price of Pizza The opposite happens if the price of pizza were to change but the price of 
cola stayed the same. Assume the price of cola is €2 but the price of pizza rises to €12.50. If the consumer 
devotes all their income to pizza, they can now afford to buy only 80 pizzas with their €1,000 income. The 
budget constraint would pivot inwards and its slope would change. The ratio of the price of cola to the 

price of pizza is now 
2

12.5
 and the slope is 6.25. The inverse of the slope is 0.16. For every 1 litre of cola 

the consumer acquires they must give up 0.16 of a pizza, and for every 1 extra pizza bought the consumer 
now has to sacrifice 6.25 litres of cola. If the price of pizza falls to €8 then the consumer would be able to 
purchase more pizza (125) with their income and so the budget constraint would pivot outwards as shown 
in Figure 4.4.

a change in the Price of Both goods If the price of both goods changes then the shape of the budget 
constraint would depend on the relative change in the prices of the two goods. The slope would still be 
the ratio of the price of cola to the price of pizza. Figure 4.5 shows a rise in the price of cola from €2 to €4 
and a fall in the price of pizza from €10 to €8. If the consumer devoted all their €1,000 per month income 
to cola, they could now afford to buy 250 litres of cola, and if they devoted all their income to pizza, they 
could now buy 125 pizzas per month. The ratio of the price of cola to the price of pizza would be 4 8, and so 
the slope of the budget constraint would now be 2.
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a change in the Price of Pizza
A change in the price of pizza, ceteris paribus, would cause a pivot in the 
budget constraint. If the price of pizza fell, the budget constraint would pivot 
outwards, and if the price of pizza rose, the budget constraint would pivot 
inwards.

fIgure 4.4
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a change in the Price of Both cola and Pizza
The effect of a change in the price of both goods on the budget constraint 
depends on the relative change in the prices of the two goods. In this example 
the price of cola has risen and the price of pizza has fallen, causing the budget 
constraint to change shape. The slope is now 2 .

fIgure 4.5
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PreferenceS: WhaT The conSumer WanTS
The budget constraint shows what combination of goods the consumer can afford given their income and 
the prices of goods, but a consumer’s choices also depend on their preferences. We will continue our anal-
ysis using cola and pizza as the consumer’s choice set – the set of alternatives available to the consumer.

choice set the set of alternatives available to the consumer

representing Preferences with Indifference curves
The consumer’s preferences allow them to choose between different bundles of cola and pizza. The SEM 
assumes that consumers behave rationally and that, if you offer two different bundles, they chose the 
bundle that best suits their tastes. Remember, we measure the level of satisfaction in terms of the utility 
it yields. We can represent consumer preferences in relation to the utility that different bundles of goods 
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provide. If a consumer prefers one bundle of goods to another, the assumption of the SEM is that the first 
provides more utility than the second. If two bundles yield the same utility then the consumer is said to 
be indifferent between them. We can represent these preferences as indifference curves. An indifference 
curve shows the bundles of consumption that yield the same utility, i.e. makes the consumer equally 
happy. You can think of an indifference curve as an ‘equal-utility’ curve.

indifference curve a curve that shows consumption bundles that give the consumer the same level of satisfaction

In our example we are going to use indifference curves that show the combination of cola and pizza 
with which the consumer is equally satisfied.

This model of preferences includes particular assumptions based on two axioms (points of reference 
or starting points).

 ● The Axiom of Comparison Given any two bundles of goods, A and B, representing consumption 
choices, a consumer can compare these bundles such that A is preferred to B, B is preferred to A or the 
consumer is indifferent between A and B.

 ● The Axiom of Transitivity Given any three bundles of goods, A, B and C, if the consumer prefers A to 
B and prefers B to C then they must prefer A to C. Equally, if the consumer is indifferent between A and 
B and is also indifferent between B and C then they must be indifferent between A and C.

representing Indifference curves graphically
We can represent indifference curves graphically. The quantity of cola is on the vertical axis and the quan-
tity of pizza is on the horizontal axis. The graph is sometimes called an indifference map. The map contains 
an infinite number of indifference curves. Figure 4.6 shows two of the consumer’s many indifference 
curves.

The points A, B and C on indifference curve I1 in Figure 4.6 all represent different combinations of 
cola and pizza. The consumer is indifferent between these combinations. However, indifference curve 
I2 is further to the right than curve I1 and, given the monotonicity assumption (that more is preferred 
to less), the consumer would prefer to be on the highest indifference curve possible. Any point on I2,  
therefore, is preferred to any point on I1 because any combination of goods on I2 gives higher utility than 
any point on I1.

The consumer’s Preferences
The consumer’s preferences are represented with indifference curves 
which show the combinations of cola and pizza that make the consumer 
equally satisfied. Because of the assumption that more is preferred 
to less, points on a higher indifference curve (I2  here) are preferred to 
points on a lower indifference curve ( I )1 . A point along an indifference 
curve such as point B on indifference curve I1, represents a bundle or 
combination of goods, cola and pizza in this case. The consumer is 
indifferent between any point along an indifference curve such as A, 
B or C along indifference curve I1. Points D and E on indifference curve 
I2  also represent combinations of goods between which the consumer 
is indifferent, but any point on indifference curve l2  is preferred to any 
point on indifference curve l1.
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We can use indifference curves to rank any two bundles of goods. For example, the indifference curves 
tell us that point D is preferred to point B because point D is on a higher indifference curve than point B. 
This conclusion may be obvious, given that point D offers the consumer both more pizza and more cola. 
However, point D is also preferred to point A because even though point D has less cola than point A, it 
has more than enough extra pizza to make the consumer prefer it. By seeing which point is on the higher 
indifference curve, we can use the set of indifference curves to rank any combinations of cola and pizza.

four Properties of Indifference curves
Because indifference curves represent a consumer’s preferences, they have certain properties that reflect 
those preferences.

Property 1: higher Indifference curves (further to the upper right) are Preferred to lower ones This 
is because of the monotonicity assumption that consumers prefer more of something to less of it. Higher 
indifference curves represent larger quantities of goods than lower indifference curves. Thus the con-
sumer prefers being on higher indifference curves.

Property 2: Indifference curves are downwards Sloping The slope of an indifference curve reflects the 
rate at which the consumer is willing to substitute one good for the other. In most cases, the consumer 
likes both goods. Therefore if the quantity of one good is reduced, the quantity of the other good must 
increase for the consumer to be equally happy. For this reason, most indifference curves slope downwards.

Property 3: Indifference curves do not cross To see why this is true, suppose that two indifference 
curves did cross, as in Figure 4.7. Notice that point A is on the same indifference curve as point B; the two 
points would make the consumer equally happy. In addition, because point B is on the same indifference 
curve as point C, these two points would make the consumer equally happy. These conclusions imply 
that points A and C would also make the consumer equally happy, even though point C has more of both 
goods. This contradicts the axiom of transitivity and thus indifference curves cannot cross.

Intersecting Indifference curves
Intersecting indifference curves would violate the axiom of 
transitivity and under the assumptions of the model could not occur. 
According to these indifference curves, the consumer would be 
equally satisfied at points A, B and C, even though point C has more 
of both goods than point A.
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Property 4: Indifference curves are Bowed Inwards (convex) The slope of an indifference curve is the 
marginal rate of substitution (MRS), which we will cover in more detail later. The marginal rate of substi-
tution usually depends on the amount of each good the consumer is currently consuming. In particular, 
because people are more willing to trade away goods that they have in abundance and less willing to trade 
away goods of which they have little, indifference curves are bowed inwards, or are convex. The assump-
tion is, therefore, that consumers would prefer averages to extremes. As an example, consider Figure 4.8. 
At point A, because the consumer has a lot of cola and only a little pizza, they are very hungry but not very 
thirsty. To induce the consumer to give up 1 pizza, the consumer must be given 6 litres of cola: the marginal 
rate of substitution is 6 litres of cola per pizza. By contrast, at point B, the consumer has little cola and a lot 
of pizza, so they are very thirsty but not very hungry. At this point, they would be willing to give up 1 pizza 
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to get 1 litre of cola: the marginal rate of substitution is 1 litre of cola per pizza. Thus the bowed or convex 
shape of the indifference curve reflects the consumer’s greater willingness to give up a good that they 
already have in a large quantity.

Bowed or convex Indifference curves
Indifference curves are usually bowed inwards 
(convex). This shape occurs because at point A, the 
consumer has little pizza and much cola, so they 
require a lot of extra cola to induce them to give 
up one of the pizzas: 6 litres of cola per pizza, to be 
precise. At point B, the consumer has much pizza 
and little cola, so they require only a little extra 
cola to induce them to give up one of the pizzas, 
1 litre of cola in this example.
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Total and marginal utility
Remember the assumption of monotonicity, that consumers prefer more to less. This does not mean 
that if a consumer eats more and more pizza or drinks more and more cola that the utility on an additional 
unit consumed is always the same. We need to distinguish between total utility and marginal utility. 
Total  utility is the satisfaction consumers’ gain from consuming a product. The marginal utility of con-
sumption is the increase in utility the consumer gains from an additional (marginal) unit of that good.

total utility the satisfaction gained from the consumption of a good
marginal utility the addition to total utility as a result of consuming one extra unit of a good

Imagine that you have been working hard and now realize that you are very hungry. You head to the 
university canteen and buy a pizza. You eat the first slice of pizza very quickly because you are so hungry. 
If you were asked to rate the satisfaction (out of 10) from consuming that first slice, you might rate it as 
10 out of 10. You then turn to the second slice, that too is good, but when you come to rate it you don’t 
give it quite as many out of 10 as the first slice – say you give the second slice 9 out of 10. The total utility 
of the two slices of pizza is 19 but the additional utility of the first slice was 10 and of the second slice, 9. 
You now consume the third slice. By now your immediate hunger has been satisfied, and you find the third 
slice is not as satisfying, and you rate this as 7 out of 10. Total utility has risen to 26, but the marginal utility 
of the third slice is 7. As you finish off the remaining three slices, you find you did not really enjoy the last 
slice – you might even have decided to leave part of it, as you are now full. If someone now offered to buy 
you a second pizza you might refuse – eating one extra slice might just result in you being sick – and in this 
case, you might even rate this next slice as having negative utility.

The tendency for the total utility from consumption to rise but at a slower rate with additional units of 
consumption is called diminishing marginal utility. Diminishing marginal utility refers to the tendency 
for the additional satisfaction from consuming extra units of a good to fall. Most goods are assumed to 
exhibit diminishing marginal utility; the more of the good the consumer already has, the lower the marginal 
utility provided by an extra unit of that good.

diminishing marginal utility the tendency for the additional satisfaction from consuming extra units of a good to fall
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The marginal rate of Substitution
Figure 4.9 shows an indifference curve and three combinations of cola and pizza represented by points A, 
B and C. We know that the consumer is indifferent between these combinations. Assume the consumer 
starts at the combination of cola and pizza represented by point A with a combination of 20 pizzas and 
5 litres of cola. If the consumer’s consumption of pizza is reduced from point A to point B, the consumer 
is willing to give up 10 pizzas to increase consumption of cola from 5 litres to 12 litres. We know, however, 
that the additional consumption of cola will be subject to diminishing marginal utility. Moving from point B 
to point C, the consumer is willing to give up only 5 pizzas to gain an additional 8 litres of cola such that 
the bundle 5 pizzas and 20 litres of cola yields the same utility as at points B and A.

The marginal rate of Substitution
The slope of an indifference curve is not constant throughout 
its length, but changes at every point. The marginal rate of 
substitution measures the rate at which a consumer is prepared 
to substitute one good for another.
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In our example, the consumer starts off with a relatively large amount of pizza and a relatively small 
amount of cola. It is logical to assume that the consumer would be willing to give up relatively large 
amounts of pizza to acquire some additional cola. However, moving from point B to point C is a slightly 
different matter. The situation is almost reversed – to gain additional litres of cola the consumer is now 
willing to sacrifice fewer pizzas.

The rate at which consumers are willing to substitute one good for another is called the marginal rate of 
substitution. The slope at any point on an indifference curve equals the rate at which the consumer is will-
ing to substitute one good for the other. The marginal rate of substitution (MRS) between two goods 
depends on their marginal utilities. In this case, the marginal rate of substitution measures how much cola 
the consumer requires to be compensated for a one unit reduction in pizza consumption. For example, 
if the marginal utility of cola is twice the marginal utility of pizza, then a person would need 2 units of pizza 
to compensate for losing 1 unit of cola, and the marginal rate of substitution equals 22. More generally, 
the marginal rate of substitution is the slope of the indifference curve.

marginal rate of substitution the rate at which a consumer is willing to trade one good for another

Notice that because the indifference curves are not straight lines, the marginal rate of substitution is 
not the same at all points on a given indifference curve.

Two extreme examples of Indifference curves
The shape of an indifference curve tells us about the consumer’s willingness to trade one good for the 
other. When the goods are easy to substitute for each other, the indifference curves are less bowed; when 
the goods are hard to substitute, the indifference curves are very bowed. To see why this is true, let’s 
consider the extreme cases.
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Perfect Substitutes Suppose that someone offered you bundles of 50 cent coins and 10 cent coins. How 
would you rank the different bundles?

Most probably, you would care only about the total monetary value of each bundle. If so, you would 
judge a bundle based on the number of 50 cent coins plus five times the number of 10 cent coins. In 
other words, you would always be willing to trade one 50 cent coin for five 10 cent coins, regardless of 
the number of coins in either bundle. Your marginal rate of substitution between 10 cent coins and 50 cent 
coins would be a fixed number: 5.

We can represent your preferences over 50 cent coins and 10 cent coins with the indifference curves in 
panel (a) of Figure 4.10. Because the marginal rate of substitution is constant, the indifference curves are 
straight lines. In this extreme case of straight indifference curves, we say that the two goods are perfect 
substitutes.

perfect substitutes two goods with straight line indifference curves

Perfect complements Suppose now that someone offered you bundles of shoes. Some of the shoes fit 
your left foot, others your right foot. How would you rank these different bundles?

In this case, you might care only about the number of pairs of shoes. In other words, you would judge a 
bundle based on the number of pairs you could assemble from it. A bundle of five left shoes and seven right 
shoes yields only five pairs. Getting one more right shoe has no value if there is no left shoe to go with it.

We can represent your preferences for right and left shoes with the indifference curves in panel (b) of 
Figure 4.10. In this case, a bundle with five left shoes and five right shoes is just as good as a bundle with 
five left shoes and seven right shoes. It is also just as good as a bundle with seven left shoes and five right 
shoes. The indifference curves, therefore, are right angles. In this extreme case of right angle indifference 
curves, we say that the two goods are perfect complements.

perfect complements two goods with right angle indifference curves

Perfect Substitutes and Perfect complements
When two goods are easily substitutable, such as 50 cent and 10 cent coins, the indifference curves are straight lines, as shown in 
panel (a). When two goods are strongly complementary, such as left shoes and right shoes, the indifference curves are right angles, as 
shown in panel (b).
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In the real world, of course, most goods are neither perfect substitutes nor perfect complements. More 
typically, the indifference curves are bowed inwards, but not so bowed as to become right angles.
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Self TeST Why is the amount of a good a person is consuming at a given point in time an important factor in 
determining the marginal rate of substitution? What happens to the total and marginal utility of two goods, y  and x , 
if a consumer has a large quantity of good x  but hardly any of good y  and then opts to consume more of good x?

oPTImIzaTIon: WhaT The conSumer chooSeS
One of the working assumptions of the SEM is that the consumer will seek to maximize utility subject to 
the constraint of a limited income. This is an example of a constrained optimization problem. How is this 
constrained optimization problem solved?

The consumer’s optimal choices
Using our cola and pizza example, taking into account the constraint of income as shown by the budget 
constraint, the consumer would like to end up with a combination of cola and pizza on the highest possible 
indifference curve.

Figure 4.11 shows the consumer’s budget constraint (BC )1  and four of their many indifference curves. 
The highest indifference curve that the consumer can reach ( I3 in the figure) is the one that just barely 
touches the budget constraint. The point at which this indifference curve and the budget constraint touch 
is called the optimum. The consumer would prefer point A, but they cannot afford that point because it 
lies above their budget constraint. The consumer can afford point B, but that point is on a lower indiffer-
ence curve and, therefore, provides the consumer less satisfaction. Taking into account the assumptions 
of the model, there is an alternative consumption choice, given their income, which would be preferable. 
The combination of cola and pizza at point C is affordable, being just on the budget constraint, but the 
consumer is not in equilibrium because there is an incentive for them to change their consumption choice 
and reach a higher indifference curve. What this means is that the consumer can reallocate their spending 
decisions and get more utility from their limited income. There is an incentive for them to reduce con-
sumption of pizza and increase consumption of cola at point D on indifference curve I2. By doing this the 
consumer is getting more utility from an additional euro spent on more cola compared to the marginal 
utility spent on another pizza. This is entirely logical. If you could spend one euro on more cola and get an 
extra 7 utils of utility compared to an extra 5 utils you would get from more pizza with the same euro, it 
makes sense to buy more cola (assuming rational behaviour).

The consumer’s optimum
The consumer chooses the point on their budget constraint 
that lies on the highest achievable indifference curve. 
At this point, called the optimum, the marginal rate of 
substitution equals the relative price of the two goods. Here 
the highest indifference curve the consumer can reach is l3 .
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However, this is still not the optimum because the consumer can continue to reallocate their 
spending decisions reaching ever higher indifference curves (remember there are an infinite amount 
on the map) until the marginal utility of the last euro spent on cola is equal to the marginal utility of 
the last euro spent on pizza. The optimum represents the best combination of consumption of cola 
and pizza available to the consumer given their income and the assumptions of consumer behaviour 
in the model.

At the point of consumer equilibrium (the optimum), the slope of the indifference curve equals the 
slope of the budget constraint. We say that the indifference curve is tangential to the budget constraint. 
The slope of the indifference curve is the marginal rate of substitution between cola and pizza, and the 
slope of the budget constraint is the relative price of cola and pizza. Thus the consumer chooses con-
sumption of the two goods at the optimum so that the marginal rate of substitution equals the relative 
price.

That is:

5MRS
P
P

x

y

Because the marginal rate of substitution equals the ratio of marginal utilities, we can write this condi-
tion for optimization as:

5
MU
MU

P
P
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y

This expression can be rearranged to become:
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At the optimum, the marginal utility per euro spent on good x  equals the marginal utility per euro 
spent on good y . At any other point, the consumer is not in equilibrium. Why? As we saw above, this 
is because the consumer could increase utility by changing behaviour, switching spending from the 
good that provided lower marginal utility per euro to the good that provided higher marginal utility per 
euro.

At the consumer’s optimum, the consumer’s valuation of the two goods (as measured by the marginal 
rate of substitution) equals the market’s valuation (as measured by the relative price). As a result of this 
consumer optimization, market prices of different goods reflect the value that consumers place on those 
goods.

how changes in Income affect the consumer’s choices
When income increases, there is a parallel shift of the budget constraint with the same slope as the 
initial budget constraint because the relative price of the two goods has not changed. The increase 
in income means there is an incentive for the consumer to reallocate their spending decisions to 
increase utility and choose a better combination of cola and pizza. The consumer reallocates income 
until they reach a new optimum labelled ‘new optimum’ on a higher indifference curve, as shown in 
Figure 4.12.

Notice that in Figure 4.12 the consumer chooses to consume more cola and more pizza, although 
the logic of the model does not require increased consumption of both goods in response to increased 
income. Remember, if a consumer wants more of a good when their income rises, economists call it a 
normal good. The indifference curves in Figure 4.12 are drawn under the assumption that both cola and 
pizza are normal goods.

Figure 4.13 shows an example in which an increase in income induces the consumer to buy more pizza 
but less cola.

If a consumer buys less of a good when their income rises, economists call it an inferior good. Figure 4.13 
is drawn under the assumption that pizza is a normal good and cola is an inferior good.
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how changes in Prices affect the consumer’s choices
Suppose that the price of cola falls from €2 to €1 a litre. We have seen how a change in the price of any 
good causes the budget constraint to pivot. With their available income of €1,000 the consumer can now 
buy twice as many litres of cola than before, but the same amount of pizza. Figure 4.14 shows that point 
A stays the same (100 pizzas). Yet if the consumer spends their entire income of €1,000 on cola, they can 
now buy 1,000 rather than only 500 litres. Thus the end point of the budget constraint pivots outwards from 
point B to point C.

an Increase in Income
When the consumer’s income rises, the 
budget constraint shifts out to the right. If 
both goods are normal goods, the consumer 
responds to the increase in income by buying 
more pizza and more cola.
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an Inferior good
A good is an inferior good if the consumer 
buys less of it when their income rises. 
Here cola is an inferior good: when 
the consumer’s income increases and the 
budget constraint shifts outwards, the 
consumer buys more pizza but less cola.
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The pivoting of the budget constraint changes its slope. Because the price of cola has fallen to €1 from 
€2, while the price of pizza has remained €10, the consumer can now trade a pizza for 10 rather than 5 litres 
of cola. As a result, the new budget constraint is more steeply sloped. How such a change in the budget 
constraint alters the consumption of both goods depends on the consumer’s preferences. For the indiffer-
ence curves drawn in Figure 4.14, the consumer buys more cola and less pizza.

Income and Substitution effects
In Chapter 3 we took a brief look at the income effect and the substitution effect as reasons why a fall in 
price leads to a rise in quantity demanded.

a change in Price
When the price of cola 
falls, the consumer’s budget 
constraint pivots outwards and 
changes slope. The consumer 
moves from the initial optimum 
to the new optimum, which 
changes their purchases of both 
cola and pizza. In this case, 
the quantity of cola consumed 
rises and the quantity of pizza 
consumed falls.
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income effect the change in consumption that results when a price change moves the consumer to a higher or lower 
indifference curve
substitution effect the change in consumption that results when a price change moves the consumer along a given 
indifference curve to a point with a new marginal rate of substitution

Consider this thought experiment. If the price of cola falls, you are now able to purchase more cola with 
your income – you are in effect richer and can buy both more cola and more pizza. For example, assume 
your income is €1,000 and the initial price of cola is €2 and pizza is €10. You currently buy 250 litres of cola 
and 50 pizzas. If the price of cola falls to €1 per litre you can adjust your spending and now buy 300 litres 
of cola (spending €300) and use the remaining €700 to buy more pizza than before (70 pizzas). This is the 
income effect.

Second, note that now the price of cola has fallen, you get more litres of cola for every pizza you give 
up. Because pizza is now relatively more expensive, you might decide to buy less pizza and more cola. 
This is the substitution effect.

Both of these effects occur when prices change. The decrease in the price of cola makes the consumer 
better off. If cola and pizza are both normal goods, the consumer will want to spread this improvement in 
their purchasing power over both goods. This income effect tends to make the consumer buy more pizza 
and more cola. Yet, at the same time, consumption of cola has become less expensive relative to con-
sumption of pizza. This substitution effect tends to make the consumer choose more cola and less pizza.
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The end result of these two effects is that the consumer certainly buys more cola, because the income 
and substitution effects both act to raise purchases of cola. But it is ambiguous whether the consumer 
buys more pizza, because the income and substitution effects work in opposite directions. This conclusion 
is summarized in Table 4.1.

Income and Substitution effects When the Price of cola falls

Good Income effect Substitution effect Total effect

Cola Consumer is richer,  
so they buy more cola.

Cola is relatively cheaper, so 
consumer buys more cola.

Income and substitution effects act in same 
direction, so consumer buys more cola.

Pizza Consumer is richer,  
so they buy more pizza.

Pizza is relatively more 
expensive, so consumer  
buys less pizza.

Income and substitution effects act in 
opposite directions, so the total effect on 
pizza consumption is ambiguous.

TaBle 4.1

We can interpret the income and substitution effects using indifference curves:

 ● The income effect is the change in consumption that results from the movement to a new indifference curve.
 ● The substitution effect is the change in consumption that results from moving to a new point on the 

same indifference curve with a different marginal rate of substitution.

decomposing the Income and Substitution effect Figure 4.15 shows graphically how to decompose the 
change in the consumer’s decision into the income effect and the substitution effect.

When the price of cola falls, the consumer moves from the initial optimum, point A, to the new opti-
mum, point C. We can view this change as occurring in two steps:

 ● First, the consumer moves along the initial indifference curve I1 from point A to point B – this is the 
substitution effect. The consumer is equally happy at these two points, but at point B the marginal rate 
of substitution reflects the new relative price. (The dashed line through point B reflects the new relative 
price by being parallel to the new budget constraint.)

 ● Next, the consumer shifts to the higher indifference curve I2 by moving from point B to point C – this is 
the income effect. Even though point B and point C are on different indifference curves, they have the 
same marginal rate of substitution. That is, the slope of the indifference curve I1 at point B equals the 
slope of the indifference curve I2 at point C.

Income and Substitution effects
The effect of a change in price can be broken 
down into an income effect and a substitution 
effect. The substitution effect – the movement 
along an indifference curve to a point with 
a different marginal rate of substitution – is 
shown here as the change from point A to 
point B along indifference curve I1. The income 
effect – the shift to a higher indifference 
curve – is shown here as the change from 
point B on indifference curve I1 to point C on 
indifference curve I2 .

fIgure 4.15
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Although the consumer never actually chooses point B, this hypothetical point is useful to clarify the 
two effects that determine the consumer’s decision. Notice that the change from point A to point B rep-
resents a pure change in the marginal rate of substitution without any change in the consumer’s welfare. 
Similarly, the change from point B to point C represents a pure change in welfare without any change in 
the marginal rate of substitution. Thus the movement from A to B shows the substitution effect, and the 
movement from B to C shows the income effect.

Income and Substitution effects: a numerical example In the March 2016 Budget, the UK Chancellor 
of the Exchequer introduced a tax on sugary drinks. The tax added around 24p to a litre of these drinks, 
and we can use this to estimate the income and substitution effect of the change in price. Assume that 
the individual demand function for sugary drinks is given by:

10
10( )1 5 1D

Y
Px

Further assume that the individual’s income is £500 per week and the initial price of sugary drinks per 
litre is £3. Substituting these figures into the demand function gives:
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Now assume that the after-tax price of sugary drinks rises to £3.25 per litre but income stays the same 
at £500 per week. The new demand for sugary drinks will now be:

5 1

5 1

5

D

D

D litres per week

10
500
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10
500
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25.38 (2dp).

2

2
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The overall effect of the tax is to reduce the demand for sugary drinks by this individual by 1.29 litres per week.
To find how much of this reduction in demand was due to the income effect and how much to the substitu-

tion effect, we find what demand would be if income was adjusted to keep purchasing power constant. Taking 
D1 and multiplying it by the difference in the price as a result of the tax gives us 2 526.67(3.25 3.00) 6.67. 
To keep purchasing power constant, therefore, income would need to be £506.67. We can find the substi-
tution effect by substituting the equivalized income and new price into the demand function:

D

D

D

10
506.67

10(3.25)
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506.67
32.5

25.6

3

3

3

5 1

5 1

5

The substitution effect is 2 5 225.6 26.67 1.07.
The income effect will be 2 51.29 1.07 0.22.

Self TeST Draw a budget constraint line and indifference curves for cola and pizza. Show what happens to 
the budget constraint and the consumer’s optimum when the price of pizza rises. In your diagram, decompose 
the change into an income effect and a substitution effect.

deriving the demand curve
Using the logic we have developed so far, we can now look at how the demand curve is derived. The demand 
curve shows the quantity demanded of a good for any given price. We can view a consumer’s demand curve 
as a summary of the optimal decisions that arise from their budget constraint and indifference curves.
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Figure 4.16 considers the demand for pizza. Assume the price of pizza is €10 indicated by the budget 
constraint BC1 and a consumer optimum with indifference curve I1 giving a quantity of pizza bought as Q1. 
A series of other budget constraints labelled BC2 to BC5 indicate successive lower prices of pizza and 
the different consumer optimums indicated by the varying quantities of pizza purchased. The consumer 
optimums associated with each price of pizza are shown as the price–consumption curve. The price– 
consumption curve shows the consumer optimum for two goods as the price of one of the goods changes 
ceteris paribus.
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deriving the demand curve
The upper graph shows that when the price 
of pizza falls, the consumer’s optimum 
changes. These changes are shown as the 
price–consumption curve. The demand 
curve in the lower graph reflects the 
relationship between the price of pizza and 
the quantity demanded.

fIgure 4.16

price–consumption curve a line showing the consumer optimum for two goods as the price of one of the goods 
changes, assuming incomes and the price of the good are held constant

Figure 4.16 represents the relationship between the change in the price of pizza and the quantity 
demanded. The price–quantity relationship is plotted on the lower graph to give the familiar demand curve. 
As the price of pizza falls the quantity demanded rises – the reasons being partly due to the income effect 
and partly to the substitution effect. The theory of consumer choice, therefore, provides the theoretical 
foundation for the consumer’s demand curve, which we first introduced in Chapter 3.
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do all demand curves Slope downwards? The law of demand implies that when the price of a good rises, 
people buy less of it. This law is reflected in the downwards slope of the demand curve. As a matter of eco-
nomic theory, however, demand curves can sometimes slope upwards, violating the law of demand where 
consumers buy more of a good when the price rises. To see how this can happen, consider Figure 4.17.

In this example, the consumer buys two goods – meat and potatoes. Initially, the consumer’s budget 
constraint is the line from point A to point B. The optimum is point C. When the price of potatoes rises, the 
budget constraint shifts inwards and is now the line from point A to point D. The optimum is now point E. 
Notice that a rise in the price of potatoes has led the consumer to buy a larger quantity of potatoes.

The consumer might respond in this seemingly perverse way if the good in question, potatoes in 
this example, are a strongly inferior good. When the price of potatoes rises, the consumer is poorer. The 
income effect makes the consumer want to buy less meat and more potatoes. At the same time, because 
potatoes have become more expensive relative to meat, the substitution effect makes the consumer want 
to buy more meat and less potatoes. In this particular case, however, the income effect is so strong that 
it exceeds the substitution effect. In the end, the consumer responds to the higher price of potatoes by 
buying less meat and more potatoes.

Economists use the term ‘Giffen good’ to describe a good that violates the law of demand. (The term 
is named after the British economist Robert Giffen, who noted this possibility.) In our example, potatoes 
are a Giffen good. Giffen goods are inferior goods for which the income effect dominates the substitution 
effect. Therefore, they have demand curves that slope upwards.

Giffen good a good for which an increase in the price raises the quantity demanded
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a giffen good
In this example, when the price of 
potatoes rises, the consumer’s optimum 
shifts from point C to point E; the 
consumer responds to a higher price of 
potatoes by buying less meat and more 
potatoes.

fIgure 4.17

Economists disagree about whether any Giffen good has ever been discovered. Some historians sug-
gest that potatoes were in fact a Giffen good during the Irish potato famine of the nineteenth century. 
Potatoes were such a large part of people’s diet (historians estimate that the average working man might 
have eaten up to 14 pounds (6.3 kg) of potatoes a day) that when the price of potatoes rose, it had a large 
income effect. People responded to their reduced living standard by cutting back on the luxury of meat 
and buying more of the staple food of potatoes. Thus it is argued that a higher price of potatoes raised the 
quantity of potatoes demanded.

Whether or not this historical account is true, it is safe to say that Giffen goods are very rare. Some 
economists (for example, Dwyer and Lindsey (1984) and Rosen (1999)) have claimed that a legend has 
built up around Robert Giffen and that the evidence does not support his idea. Jensen and Miller (2008) 
suggested that rice and wheat in parts of China might exhibit Giffen qualities.
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References: Dwyer, G.P. and Lindsay, C.M. (1984) ‘Robert Giffen and the Irish Potato’. The American Economic 
Review, 74: 188–92.
Jensen, R. and Miller, N. (2008) ‘Giffen Behavior and Subsistence Consumption’. American Economic Review, 97: 
1553–77.
Rosen, S. (1999) ‘Potato Paradoxes’. The Journal of Political Economy, 107: 294–313.

The Income expansion Path
Having looked at conclusions that can be drawn from assuming a change in price (holding all other things 
constant), we now turn our attention to what happens if we change income (ceteris paribus).

How does the rational consumer respond to a change in income? We have noted that, for a normal 
good, a rise in income is associated with a rise in demand but, for an inferior good, a rise in income means 
a fall in demand. We now have the analytical tools to understand why this is the case.

normal goods Figure 4.18 shows a series of increases in income represented by three budget con-
straints BC1, BC2 and BC3 for cola and pizza. The consumer optimums in each case are indicated by points 
A, B and C.

If we connect these points we get the income expansion path which reflects the response of a rational 
consumer to a change in income. In this example, the increase in income has led to an increase in the 
consumption of both pizza and cola, and as a result we can conclude that both goods are normal goods. 
In both goods, the income effect outweighs the substitution effect.
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BC3BC2BC1

The Income expansion Path
As income increases, shown by the shifts in the budget constraint 
from BC1 to BC3 , the consumer optimum changes as shown by the 
income expansion path. In this example, both cola and pizza are 
normal goods – as income rises the demand for cola and pizza rises.

fIgure 4.18

Where Pizza Is an Inferior good Figure 4.19 shows a situation where as a result of the increase in 
income, represented by a shift of the budget constraint from BC1 to BC2, there is a change in the consumer 
optimum from point A to point B. The income expansion path indicates that as income rises, demand for 
cola increases (it is a normal good) but the demand for pizza has decreased indicating that it is an inferior 
good. In this case the substitution effect on pizza of the rise in income has outweighed the income effect.

Where cola Is an Inferior good Figure 4.20 shows a situation again where, as a result of the increase in 
income, the budget constraint shifts from BC1 to BC2, and the consumer optimum is represented by points 
A and B. In this case the income expansion path shows that as income rises, demand for cola decreases, 
showing that it is an inferior good. The demand for pizza has increased as a result of the increase in income 
indicating that it is a normal good. In this case the substitution effect of the rise in income on cola is greater 
than the income effect.
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The Income expansion Path Where Pizza Is an 
Inferior good
The increase in income has caused the consumer optimum to 
change from point A to point B. The demand for cola has risen, 
but the demand for pizza has fallen indicating that pizza is an 
inferior good in this example.

fIgure 4.19
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The Income expansion Path Where cola Is an 
Inferior good
The increase in income has caused the consumer optimum 
to change from point A to point B. The demand for cola 
has fallen, but the demand for pizza has risen indicating 
that cola is an inferior good in this example.

fIgure 4.20
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The engel curve
The income expansion path allows us to see an interesting discovery made by German statistician, Ernst 
Engel (1821–96). Engel spent some time investigating the relationship between changes in income and 
spending on broad categories of goods such as food. In 1857, Engel proposed a theory referred to as 
‘Engel’s law’. Engel observed that as income rises the proportion of income spent on food decreases, 
whereas the proportion of income devoted to other goods, such as leisure, increases.

For example, imagine a family of four has a combined annual income of €45,000 and spends €15,000 of 
that income on food. This represents a third of the family’s income spent on food. If the combined income 
then doubled to €90,000 it is unlikely that spending on food will rise to €30,000; it might rise to €20,000 
and if it did then the proportion spent on food would now be just over 22 per cent.

Engel’s findings have been observed and supported many times since his discovery and have important 
implications for government policy and for businesses. For example, if incomes are rising, firms selling 
food will not see their revenues rising in proportion to the change in incomes. In economies where per 
capita income is very low, any increase in incomes may see higher proportions initially spent on food, 
but then start to decline as these economies change to become emerging economies. Equally, in many 
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countries the poor will spend a higher proportion of their income on food than will those on middle and 
high incomes. Businesses selling other goods, such as those in the leisure industry, may find that as 
incomes rise expenditure on their goods and services increases.

Note that as incomes increase, families may spend a small proportion of their income on food, but 
that does not mean to say that food is not a normal good. At low levels of income, spending on food is 
important – families must live. As income increases spending on food increases, but the rate at which 
it increases starts to fall. The income elasticity of demand for food is likely to become more inelastic 
as income increases. Conversely, the income elasticity of demand for other goods (which we shall call 
 luxuries) increases as income increases and at a faster rate – the income elasticity of demand for luxuries 
becomes more elastic as income rises.

The upper graph in Figure 4.21 shows two goods: food on the vertical axis and luxuries on the horizontal 
axis. As income increases, as shown by the three budget constraints BC1 to BC3, the change in consumer 
optimum is shown by the three points A, B and C. As income increases, the demand for food and luxuries 
both increase – both are normal goods. However, the amount of food demanded is increasing at a diminish-
ing rate, whereas the increase in demand for luxuries is greater as income increases. The implication, there-
fore, is that the demand for food is income inelastic whereas the demand for luxuries is income elastic.

The engel curve
The upper graph shows the income–consumption curve for two 
goods, food and luxuries, which are both normal goods. The lower 
graph plots the change in demand for luxuries against changes in 
income.
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The relationship between income and the demand for luxuries is plotted on the lower graph in Figure 4.21 
showing how the demand for luxuries increases as income increases. The line joining points A, B and C 
is the Engel curve. The Engel curve is a line showing the relationship between demand and levels of 
income.

Engel curve a line showing the relationship between demand and levels of income

In this example the increase in demand for luxuries is greater between income levels Y2 and Y3 than it 
was between Y1 and Y2, suggesting that the income elasticity of demand is getting greater as income rises. 
However, we can see that the proportionate increase in quantity demanded of luxuries between Y1 and Y2 
is less than the proportionate increase in income, which suggests that the demand for luxuries is income 
inelastic between these income levels.

environmental engel curves

The widespread concern about the extent to which human behaviour is affecting the climate has led some 
economists to apply the principle behind ‘Engel’s law’ to the relationship between incomes and pollution. 
An environmental Engel curve (EEC) plots the relationship between changes in household income and the 
goods consumed and the pollution that results from the production of those goods.

Research has shown that EECs are upwards sloping, suggesting that as incomes increase, con-
sumption patterns change such that the goods consumed are associated with higher levels of pollution. 
A simple example is that as household income increases, there is a tendency to substitute travel on public 
transport (seen as the inferior good) with travel by car. The more people acquire and use cars, the higher 
the level of pollution associated with the use of those cars. People with higher incomes tend to consume 
more electricity, and if this electricity is generated by using fossil fuels then the indirect impact on pollu-
tion is greater.

If the EEC is upwards sloping, then 
policymakers aiming to reduce pollu-
tion must take this into account and 
implement other policies to offset the 
effects of rising incomes on pollution. 
This might include a more diversified 
mix of energy supply, not simply relying 
on fossil fuel generated electricity, for 
example, and applying technologies 
to the  production process to reduce 
the pollution effects of production. 
A study by Arik Levinson and James 
O’Brien in the United States suggested 
that assuming upwards sloping EECs, 
the increase in income in the United 
States between 1984 and 2002 (the 
period studied) would have also led 
to an increase in pollution. However, 
Levinson and O’Brien showed that overall pollution in the United States had declined, and that other factors 
had more than compensated for the increase in income. They concluded that these other effects had led to 
a shift inwards in the EEC and also a movement around the EEC.

reference: Levinson, A. and O’Brien, J. (2015) Environmental Engel Curves. National Bureau of Economic Research Working 
Paper 20914. www.nber.org/papers/w20914, accessed 18 May 2019.

caSe STudy

The widespread concern about the extent to which human behaviour 
is affecting the climate has led some economists to apply the 
principle behind ‘Engel’s law’ to the relationship between incomes 
and pollution.
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concluSIon: do PeoPle really BehaVe ThIS Way?
The SEM describes how people make decisions based on certain assumptions. It has broad applicability 
and can explain how a person chooses between cola and pizza, food and leisure, and so on.

At this point, however, you might be tempted to treat the theory of consumer choice with some 
scepticism. After all, you are a consumer. You decide what to buy every time you walk into a shop. And you 
know that you do not decide by writing down budget constraints and indifference curves.

It is important to remember that the SEM does not try to present a literal account of how people make 
decisions. It is a model, and, as we have discussed, models are not intended to be completely realistic. 
The model does have some merits; consumers are aware that their choices are constrained by their 
financial resources. Many, given those constraints, will do the best they can to achieve the highest level 
of satisfaction.

There is, however, considerable evidence that the SEM has limitations in explaining how consumers 
actually behave. We might like to think we behave rationally, but research has shown that our ability 
to make judgements and decisions in doing the best we can are subject to systematic and consistent 
flaws – biases – that mean consumer behaviour as represented by the SEM is, at the very best, a limited 
model of consumer behaviour.

Much of the research on this area has been inspired by the work of two psychologists, Daniel  Kahneman 
and Amos Tversky. Indeed, such has been their impact that Kahneman was awarded the Nobel Prize for 
Economics in 2002 (Tversky sadly died at the relatively young age of 59 in 1996). We now present a brief 
overview of behavioural approaches to consumer behaviour.

BehaVIoural aPProacheS To conSumer BehaVIour
Many of the things we do in life and the decisions we make cannot be explained as those of rational 
beings – individuals doing the best they can, given their circumstances. Rational beings are sometimes 
referred to by economists as homo economicus. Humans can, however, be forgetful, impulsive, confused, 
emotional and short-sighted. Economists have suggested that humans are only ‘near rational’ or that 
they exhibit ‘bounded rationality’. Bounded rationality is the idea that humans make decisions under 
the constraints of limited, and sometimes unreliable, information, that they face limits to the amount of 
information they can process and that they face time constraints in making decisions.

bounded rationality the idea that humans make decisions under the constraints of limited, and sometimes unreliable, 
information

The SEM has an implied assumption that to make a rational decision which maximizes utility, con-
sumers can know everything about the consumption decision that they make and can process all this 
information very quickly. Research has suggested that this is far from the case. Humans make systematic 
and consistent mistakes in decision-making. We will now outline some of the main errors in judgement 
and decision-making.

People are overconfident
Imagine that you were asked some numerical questions, such as the number of African countries in the 
United Nations, the height of the tallest mountain in Europe and so on. Instead of being asked for a single 
estimate, however, you were asked to give a 90 per cent confidence interval – a range such that you were 
90 per cent confident the true number falls within it. When psychologists run experiments like this, they 
find that most people give ranges that are too small: the true number falls within their intervals far less 
than 90 per cent of the time. That is, most people are too sure of their own abilities.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 4   BACKGROUND TO DEMAND: CONSUMER CHOICES   99

People give Too much Weight to a Small number of Vivid observations
Imagine that you are thinking about buying a new smartphone from company X. To learn about its  reliability, 
you read Consumer Reports, which has surveyed 1,000 owners of the particular smartphone that you are 
looking at. Then you run into a friend who owns such a phone and they tell you that they are really unhappy 
with it. How do you treat your friend’s observation? If you think rationally, you will realize that they have only 
increased your sample size from 1,000 to 1,001, which does not provide much new information. In addition, 
a process called the reticular activation system (RAS) works to bring your attention to instances of this 
smartphone – you will suddenly start to notice more of them. The RAS is an automatic mechanism in the 
brain that brings relevant information to our attention. Both these effects – your friend’s story and noticing 
more of these smartphones around – mean that you may be tempted to attach a disproportionate weight 
to them in decision-making.

People are reluctant to change Their minds
People tend to interpret evidence to confirm beliefs they already hold. In one study, subjects were asked 
to read and evaluate a research report on whether capital punishment deters crime. After reading the 
report, those who initially favoured the death penalty said they were surer in their view, and those who 
initially opposed the death penalty also said they were surer in their view. The two groups interpreted the 
same evidence in exactly opposite ways.

People have a natural Tendency to look for examples  
Which confirm Their existing View or hypothesis
People identify, select or observe past instances and quote them as evidence for a viewpoint or  hypothesis. 
Nassim Nicholas Taleb, author of the book The Black Swan, calls this ‘naïve empiricism’. For example, 
every extreme weather event that is reported is selected as evidence of climate change, or a rise in the 
price of petrol of 10 per cent is symptomatic of a broader increase in prices of all goods.

People use rules of Thumb: heuristics
The SEM implies that to act rationally buyers will consider all available information in making purchasing 
decisions and weigh up this information to arrive at a decision which maximizes utility subject to the 
budget constraint. In reality it is likely that many consumers will: (a) not have access to sufficient informa-
tion to be able to make a fully rational choice; and (b), even if they did they would not be able to process 
this information fully partly due to a lack of mental facility (not everyone can do arithmetic quickly in their 
head or make statistical calculations on which to base their choices). Instead, when making decisions, 
many people will use short cuts that help simplify the decision-making process. These short cuts are 
referred to as heuristics or rules of thumb. Some of these heuristics can be deep seated and firms can 
take advantage of them to influence consumer behaviour.

heuristics short cuts or rules of thumb that people use in decision-making

There are a number of different types of heuristics.

anchoring This refers to the tendency for people to start with something they are familiar with or know 
and make decisions or adjustments based on this anchor. For example, a consumer may base the price 
they expect to pay for a restaurant meal on the last two prices they paid when eating out. If the price at 
the next restaurant is higher than this anchor price it may be that the consumer thinks the restaurant is 
‘expensive’ or ‘not good value for money’, and may choose not to go again, whereas if the price they pay 
is lower than the anchor price they might see the restaurant as being good value for money and choose 
to return again. Often these anchors are biased and so the adjustment or decision is flawed in some way.
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The availability heuristic Cases where decisions are made based on an assessment of the risks of 
the likelihood of something happening are referred to as availability heuristics. If examples readily come 
to mind as a result of excessive media coverage, for example, decisions may be taken with a skewed 
assessment of the risks. If a consumer brings to mind the idea that the last couple of winters have been 
particularly bad, then they might be more likely to buy equipment to help them combat adverse weather 
for the next winter. Consumers who use commuter trains are more likely to give negative feedback about 
the service they have received if their recent experience has been of some delays or cancellations, even 
if the overall level of punctuality of the train operator has been very high.

The representativeness heuristic In this instance people tend to make judgements by comparing how 
representative something is to an image or stereotype that they hold. For example, people may be more 
prepared to pay money to buy a lottery ticket if a close friend has just won a reasonable amount of money 
on the lottery, or make an association that if Bose headphones, for example, are good quality then its 
Bluetooth portable speakers are also going to be good quality.

Persuasion heuristics These are linked to various attributes that a consumer attaches to a product or a 
brand. For example, it has been shown that size does matter to consumers, and so marketers can exploit 
this by making more exaggerated claims in adverts or using facts and figures to make the product more 
compelling in the mind of the consumer. The more that the marketers can highlight the positive attributes 
of their product (and the negative ones of their rivals) the more likely consumers are to make choices in 
favour of their product.

In addition, consumers are also persuaded by people they like and respect. This may be utilized by firms 
through the people they use in adverts and celebrity endorsements, but may also be important in terms 
of the people a firm employs to represent them in a sales or marketing capacity. It may also be relevant 
in cases where friends or colleagues talk about products, and is one of the reasons why firms are keen to 
build a better understanding of how social media can be exploited.

Persuasion heuristics can also manifest themselves in the ‘bandwagon’ effect – if a large number of 
people go and see a film and rave about it, then there is even more incentive for others to go and see it as 
well. Firms may look to try to create a bandwagon effect to utilize this persuasion heuristic in their marketing.

Simulation heuristics These occur where people use mental processes to establish the likely outcome 
of something. The easier it is to simulate or visualize that outcome the more likely the individual is to make 
decisions based on it. For example, if it is easy to imagine a product which makes you look good, then 
you are more likely to buy it. Pharmaceutical firms know that consumers are more likely to buy and take 
medicines that deal with known and experienced symptoms (things like headaches, strained muscles, 
sore throats and runny noses) than for something like high cholesterol – because it is hard to build a mental 
process for the effects of high cholesterol.

expected utility Theory and framing effects In our analysis of the SEM we noted that indifference 
curves implied that consumers can rank preferences from best to worst (or vice versa). This is referred to 
as expected utility theory.

expected utility theory the idea that preferences can and will be ranked by buyers

Expected utility theory is important because consumers must make decisions based on ranking pref-
erences on a regular basis. Imagine you are faced with the choice between two types of surgery in a 
hospital. The surgeon is discussing your treatment with you and presents you with the following:

 ● Surgery type 1: 90 per cent of patients survive the surgery and live more than one year.
 ● Surgery type 2: 10 per cent of patients die within the first year.

Which surgery type would you choose?
Expected utility theory says that consumers can consistently rank the preference between these two 

options. Work done by Kahneman and Tversky suggest that the majority of people would choose surgery 
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type 1, but the two surgery types offer essentially the same chance of a successful outcome. Expected 
utility theory implies that a rational economic agent would be indifferent between the two surgery types, 
but Kahneman and Tversky’s work suggests that the way in which such choices are presented can affect 
our judgements and the rational decision is violated.

Firms are careful to frame the way they present products and information to consumers to try to influence 
purchasing decisions and exploit these differences in perception. This is referred to as the framing effect 
whereby people respond to choices in differing ways depending on how such choices are presented to 
them. For example, firms selling insurance know that people make judgements about the extent to which 
they are exposed to risk in deciding whether to take out insurance and how much cover they need. Adverts 
and marketing, therefore, may be framed to give the impression to consumers that they face increased risk.

framing effect the differing response to choices depending on the way in which choices are presented

Summary
 ● The analysis of consumer choice looks at how consumers make decisions. There are a number of assumptions 

underpinning the model which include that people behave rationally to maximize utility from their given resources.

 ● A consumer’s budget constraint shows the possible combinations of different goods they can buy given their 
income and the prices of goods. The slope of the budget constraint equals the relative price of the goods.

 ● The consumer’s indifference curve represents their preferences. An indifference curve shows the various  bundles 
of goods that make the consumer equally happy. Points on higher indifference curves are preferred to points 
on lower indifference curves. The slope of an indifference curve at any point is the consumer’s marginal rate of 
 substitution – the rate at which the consumer is willing to trade one good for the other.

 ● The consumer optimizes by choosing the point on their budget constraint that lies on the highest indifference 
curve. At this point, the slope of the indifference curve (the marginal rate of substitution between the goods) equals 
the slope of the budget constraint (the relative price of the goods).

 ● When the price of a good falls, the impact on the consumer’s choices can be broken down into an income effect 
and a substitution effect. The income effect is the change in consumption that arises because a lower price makes 
the consumer better off. The substitution effect is the change in consumption that arises because a price change 
encourages greater consumption of the good that has become relatively cheaper. The income effect is reflected in 
the movement from a lower to a higher indifference curve, whereas the substitution effect is reflected by a move-
ment along an indifference curve to a point with a different slope.

 ● The theory of consumer choice can be applied in many situations. It can explain why demand curves can poten-
tially slope upwards, why higher wages could either increase or decrease the quantity of labour supplied, and why 
higher interest rates could either increase or decrease saving.

nonsense economics
There is no shortage of people, both economists and non-economists, who are keen to highlight how the standard 
theory as outlined in the first part of this chapter is ‘dead’ and should be consigned to history. Some quotes on the 
subject include the following.

Nicholas Hanley, Professor of Environmental Economics at the University of St Andrews introduces an article in 
The Conversation thus: ‘For years, economists and psychologists have argued about whether the standard model that 
economists use to explain how people make decisions is correct.’ Also in The Conversation, Brendan Markey-Towler, 

In The neWS

(Continued )
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Industry Research Fellow at the Australian Institute for Business and Economics and School of Economics, The 
University of Queensland, comments on the high price that Apple charges for its latest iPhone and notes that ‘The 
answer comes down to behavioural economics.’ Derek Thompson writing in The Atlantic runs the headline: ‘Richard 
Thaler wins the Nobel Prize for Economics for Killing Homo Economicus.’ He goes on to note: ‘Renowned for his use 
of data to observe and predict how people behave in the real world, Thaler’s career has been a lifelong war on Homo 
economicus, that mythical species of purely rational hominids who dwell exclusively in the models of classical eco-
nomic theory.’ Richard Partington writing in The Guardian on Thaler winning the Nobel Prize notes: ‘Unlike the field 
of classical economics, in which decision-making is entirely based on cold-headed logic, behavioural economics 
allows for irrational behaviour and attempts to understand why this may be the case.’

However, there are some who note that the standard model can provide some illumination on human 
 decision-making. Dean Pearson, National Australia Bank’s head of behavioural economics, writes in the Sydney 
Morning Herald that many people who complain of being short of time could benefit themselves by releasing valuable 
time spent on tasks which other people could do by paying for mundane household tasks to be done for them, such as 
mowing lawns and cleaning the house. Doing so would release time to spend doing things we really enjoy and value. 
This could be interpreted as a classic case of a consumer changing their decision-making to improve utility and doing 
the best they can, given their circumstances.

Consider how you chose your university. 
You were no doubt constrained by a number of 
factors, money, qualifications, ability to travel, 
accommodation and so on. You might also have 
considered several different course types and 
universities before arriving at your choice. To 
what extent did your decisions reflect the idea 
of a rational human doing the best they can, 
given their circumstances, and to what extent 
was your decision based on behavioural traits 
alone? You may not have used the terminology 
we have introduced in this chapter in your deci-
sion-making, but is there any part of the model 
of consumer behaviour we have presented 
which reflects your behaviour in choosing your 
university?

Critical Thinking Questions

1 Would you consider this article to be a defence of the standard economic model or a balanced view on the 
merits of both the standard model and behavioural theories of consumer behaviour?

2 consider the quote by nicholas hanley. comment on the use of the word ‘correct’ in the context of the quote.
3 When a company like apple releases a product and charges a very high price for it, the suggestion by Brendan 

markey-Towler is that this can be explained by behavioural economics. Present an argument that the high price 
for a product like a smartphone could equally be explained by the standard economic model.

4 richard Thaler, the 2017 nobel Prize winner for economics, has been referred to as ‘one of the fathers of behav-
ioural economics’. In the quotes presented in the article, he is presented as spending his life being ‘at war’ with 
homoeconomicus, and by implication with economists who subscribe to the standard economic model. What 
role does the language used by the writers in their quotes play in framing the arguments being presented? (you 
might want to get hold of a copy of Thaler’s book Misbehaving and judge for yourself whether he has spent his 
entire career ‘at war’ with the economics profession.)

5 consider the comment regarding outsourcing mundane domestic chores to someone else and releasing time, 
and your own decision-making process in choosing a university (in choosing a university you are a consumer of 
higher education). comment on the extent to which these two examples reflect elements of the standard eco-
nomic model or whether they both reflect behavioural economic explanations of consumer behaviour. Is your 
answer an ‘either/or’? What light do you think your analysis sheds on the debate between the standard model 
and other explanations of consumer behaviour?

Consider how you chose your university. You were no doubt 
constrained by a number of factors, money, qualifications, ability 
to travel, accommodation and so on.
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QueSTIonS for reVIeW
1 What are the main assumptions of the standard economic model?

2 A consumer has income of €3,000. Wine is priced at €3 a glass and cheese is priced at €6 a kilo. Draw the consumer’s 
budget constraint. What is the slope of this budget constraint?

3 Draw a consumer’s indifference curves for wine and cheese. Describe and explain four properties of these indifference 
curves.

4 Pick a point on an indifference curve for wine and cheese and show the marginal rate of substitution. What does the 
marginal rate of substitution tell us?

5 Show a consumer’s budget constraint and indifference curves for wine and cheese. Show the optimal consumption 
choice. If the price of wine is €3 a glass and the price of cheese is €6 a kilo, what is the marginal rate of substitution at 
this optimum?

6 A person who consumes wine and cheese gets a rise, so their income increases from €3,000 to €4,000. Use diagrams to 
show what happens if both wine and cheese are normal goods. Now show what happens if cheese is an inferior good.

7 The price of cheese rises from €6 to €10 a kilo, while the price of wine remains at €3 a glass. For a consumer with 
a constant income of €3,000, show what happens to consumption of wine and cheese. Decompose the change into 
income and substitution effects.

8 Can an increase in the price of cheese possibly induce a consumer to buy more cheese? Explain.

9 Explain why the assumptions of the standard economic model might not hold.

10 What are heuristics and how might they affect consumer decision-making?

ProBlemS and aPPlIcaTIonS
1 Jacqueline divides her income between coffee and croissants (both of which are normal goods). An early frost in Brazil 

causes a large increase in the price of coffee in France.
a. Show how this early frost might affect Jacqueline’s budget constraint.
b. Show how this early frost might affect Jacqueline’s optimal consumption bundle, assuming that the substitution 

effect outweighs the income effect for croissants.
c. Show how this early frost might affect Jacqueline’s optimal consumption bundle, assuming that the income effect 

outweighs the substitution effect for croissants.

2 Compare the following two pairs of goods:
a. Coke and Pepsi
b. Skis and ski bindings
c. In which case do you expect the indifference curves to be fairly straight, and in which case do you expect the 

indifference curves to be very bowed? In which case will the consumer respond more to a change in the relative 
price of the two goods?

3 Surette buys only orange juice and yoghurt.
a. In 2019, Surette earns €20,000, orange juice is priced at €2 a carton and yoghurt is priced at €4 a tub. Draw Surette’s 

budget constraint.
b. Now suppose that all prices increase by 10 per cent in 2020 and that Surette’s salary increases by 10 per cent as well. 

Draw Surette’s new budget constraint. How would Surette’s optimal combination of orange juice and yoghurt in 2020 
compare to her optimal combination in 2019?

4 Economist George Stigler once wrote that, according to consumer theory, ‘if consumers do not buy less of a commodity 
when their incomes rise, they will surely buy less when the price of the commodity rises’. Explain this statement using 
the concepts of income and substitution effects.

5 A consumer has an income of €30,000 a year and divides this income between buying food and spending on leisure. 
The average price of a unit of food is €15 and the average price of a unit of leisure is €10. Draw the consumer’s budget 
constraint and draw an indifference curve to show the consumer’s optimum.
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 Assume that the price of food rises in three stages over the year in €10 increments but that the price of leisure stays the 
same. Draw the consumer’s new budget constraints, identify the new optimum and show the price–consumption path. 
Use the price–consumption path to derive the demand curve for food.

6 Indifference curves are convex to the origin (i.e. bow inwards). Using your knowledge of the properties of indifference 
curves, explain why indifference curves cannot be concave to the origin (i.e. bow outwards).

7 Using an example, explain why the consumer optimum occurs where the ratio of the prices of two goods is equal to the 
marginal rate of substitution.

8 Sketch a diagram to show the effect on demand of a change in income on a good which has an income elastic demand.

9 Choose three products you purchased recently. Think about the reasons that you made the particular purchase decision 
in each case. To what extent do you think you made the purchase decision in each case in line with the assumptions of 
the SEM? If you deviated from the SEM, think about why you did so.

10 Look at the following two statements:
a. Which would you prefer: a 50 per cent chance of winning €150 or a 50 per cent chance of winning €100?
b. Would you prefer a decision that guarantees a €100 loss, or would you rather take a gamble where the chance of 

winning €50 was rated at 50 per cent but the chance of losing €200 was rated also at 50 per cent?
 What would your choice be in a?
 What would your choice be in b?
 What is the difference between these two sets of statements and how do they illustrate the concept of framing?
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In this chapter we examine the behaviour of firms based on the assumptions of the competitive market 
where each buyer and seller is small compared to the size of the market and, therefore, has little ability 

to influence market prices. Under the assumptions of a competitive market, a firm’s various costs – fixed, 
variable, average and marginal – all play important and interrelated roles. We will be using the term ‘firm’ 
as representative of the economic actor making up the supply side of the market. However, it is important 
to keep in mind that firms are made up of people and that the behaviour of people who make up these 
firms can lead to outcomes which are different from those we analyze in this section.

The analysis in this chapter forms the basis for further discussion in later chapters about market struc-
tures and how the behaviour of firms invariably differs from that described under the assumptions of a 
competitive market.

The CosTs of ProduCTIon
All firms, regardless of size, incur costs as they make the goods and services that they sell. Costs are 
incurred because a firm uses factor inputs in production, and these must be paid for.

To provide some context we will use a fictional example of Paolo’s Pizza Factory. Paolo, the owner of 
the firm, buys flour, tomatoes, mozzarella cheese, salami and other pizza ingredients. He also buys capital 
equipment in the form of mixers and ovens, and hires workers to help produce the final output. He then 
sells the resulting pizzas to consumers.

Costs as opportunity Costs
Recall that the opportunity cost of an item refers to all those things that must be forgone to acquire that 
item. When economists speak of a firm’s cost of production, they include the opportunity costs of making 
its output of goods and services. A firm’s opportunity costs of production are sometimes obvious and 
sometimes less so. When Paolo pays €1,000 for flour, Paolo can no longer use that €1,000 to buy some-
thing else; he must sacrifice what else that €1,000 could have purchased.

When Paolo hires labour, the wages he pays are part of the firm’s costs. The cost of ingredients and 
labour require that the firm pay out some money, and such costs are referred to as explicit costs. By 
contrast, some of a firm’s opportunity costs, called implicit costs, do not require a cash outlay. Imagine 
that Paolo is skilled with computers and could earn €100 per hour working as a programmer. For every 
hour Paolo works in his factory, he gives up €100 in income, and this forgone income is also classed as 
part of his costs by an economist.

BaCkground To suPPly: 
fIrms In ComPeTITIve 
markeTs5

explicit costs input costs that require an outlay of money by the firm
implicit costs input costs that do not require an outlay of money by the firm
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This distinction between explicit and implicit costs highlights an important difference between how 
economists and accountants analyze a business. Economists are interested in studying firms’ behaviour in 
making production and pricing decisions, and include both explicit and implicit costs. By contrast, account-
ants have the job of keeping track of the money that flows into and out of firms. As a result, they measure 
the explicit costs but often ignore the implicit costs.

The difference between economists and accountants can be seen in the case of Paolo. When Paolo 
gives up the opportunity to earn money as a computer programmer, his accountant will not count this as a 
cost of his pizza business. Because no money flows out of the business to pay for this cost, it never shows 
up on the accountant’s financial statements. An economist, however, will count the foregone income as 
a cost, because it may influence the decisions that Paolo makes in his pizza business. For example, if the 
wage of computer programmers rose from €100 to €500 per hour, the opportunity cost to Paolo of running 
his pizza business might now change his decision-making. Paolo might decide he could earn more by 
closing his business and switching to working as a computer programmer.

The Cost of Capital as an opportunity Cost
Assume that Paolo uses €300,000 of his savings to buy the pizza factory from the previous owner. If Paolo 
had instead left this money deposited in a savings account that pays an interest rate of 5 per cent, he 
would have earned €15,000 per year (assuming simple interest). To own his pizza factory, therefore, Paolo 
has given up the implicit opportunity cost of €15,000 a year in interest income. An economist views the 
€15,000 in interest income that Paolo gives up every year as a cost of his business, even though it is an 
implicit cost. Paolo’s accountant, however, will not show this €15,000 as a cost because no money flows 
out of the business to pay for it.

To explore further the difference between economists and accountants, let’s change the example slightly. 
Suppose now that Paolo did not have the entire €300,000 to buy the factory but, instead, used €100,000 of 
his own savings and borrowed €200,000 from a bank at an interest rate of 5 per cent. Paolo’s accountant, who 
only measures explicit costs, will now count the €10,000 (simple) interest paid on the bank loan every year as 
a cost because this amount of money now flows out of the firm. By contrast, according to an economist, the 
opportunity cost of owning the business is still €15,000. The opportunity cost equals the interest on the bank 
loan (an explicit cost of €10,000) plus the forgone interest on savings (an implicit cost of €5,000).

self TesT Richard Collishaw is a farmer who is also a skilled metal worker. He makes unique garden 
sculptures that could earn him €40 an hour. One day, he spends 10 hours planting €500 worth of seeds on his 
farm. What opportunity cost has he incurred? What cost would his accountant measure? If these seeds will 
yield €1,000 worth of crops, does Richard earn an accounting profit? Does he earn an economic profit? Would 
you advise Richard to continue as a farmer or switch to metal working?

short run the period of time in which some factors of production cannot be changed
long run the period of time in which all factors of production can be altered

ProduCTIon and CosTs
Firms incur costs when they buy inputs to produce the goods and services they plan to sell. In the analysis 
that follows, we make an important simplifying assumption: we assume that the size of Paolo’s factory 
is fixed so that Paolo can vary the quantity of pizzas produced only by changing the number of workers. 
This assumption is realistic in the short run, but not in the long run. That is, Paolo cannot build a larger 
factory overnight, but he may be able to within a year or so. This initial analysis, therefore, should be 
viewed as describing the production decisions that Paolo faces in the short run.
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The Production function
Table 5.1 shows how the quantity of pizzas Paolo’s factory produces per hour depends on the number of 
workers, assuming other factors are fixed. In the first two columns, if there are no workers in the factory, 
Paolo produces no pizzas. When there is 1 worker, he produces 50 pizzas. When there are 2 workers, he 
produces 90 pizzas, and so on.

Number of 
workers

Output (quantity of 
pizzas produced per 

hour) or total product

Marginal 
product of 

labour
Cost of 

factory (€)
Cost of 

workers (€)

Total cost of inputs 
(cost of factory 1  

cost of workers) (€)

0  0 30 0 30
50

1  50 30 10 40
40

2  90 30 20 50
30

3 120 30 30 60
20

4 140 30 40 70
10

5 150 30 50 80

a Production function and Total Cost: Paolo’s Pizza factoryTaBle 5.1

The production function can be represented as a mathematical function where output Q( ) is dependent 
on the factor inputs capital K( ) and labour L( ):

Q f K L( , )5

The third column in Table 5.1 gives the marginal product of a worker. This is presented midway between 
the increase in output to demonstrate that it is the addition to total output from the employment of an 
extra worker. The marginal product of any factor input MPF( ) in the production process is the increase in 
the quantity of output obtained from one additional unit of that factor input, represented as:

MP change in total product
change in quantity of the factorF 5

The marginal product of labour, therefore, would be represented as:

MP Q
LL 5

D

D

where the Greek letter delta ( )D  means change in.

marginal product the increase in output that arises from an additional unit of input

Panel (a) of Figure 5.1 presents a graph of the number of workers hired on the horizontal axis and the 
quantity of pizzas produced per hour on the vertical axis. This relationship between the quantity of inputs 
(workers) and quantity of output (pizzas) is called the production function.

production function the relationship between the quantity of inputs used to make a good and the quantity of output of 
that good
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Hiring the first worker increases output by 50 units per hour. Hiring the second worker increases output 
from 50 to 90, so the marginal product of the second worker is 40 pizzas. The third worker hired increases 
total product from 90 to 120, so the marginal product of the third worker is 30 pizzas.

Notice that as the number of workers increases when we assume other factors are fixed, the marginal 
product (MP) declines. This property of the production function is called diminishing marginal product. 
Why does this happen? At first, when only a few workers are hired, they have easy access to Paolo’s 
kitchen equipment. As the number of workers increases, additional workers must share equipment and 
work in more crowded conditions, and if the number of workers continued to be increased the workers 
would start to get in each other’s way and efficiency would be significantly impaired. Hence as more and 
more workers are hired, each additional worker contributes less to the production of pizzas.

diminishing marginal product the property whereby the marginal product of an input declines as the quantity of the 
input increases

Quantity
of output

(pizzas
per hour)

Quantity of
output (pizzas

per hour)

150

140
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(a) (b)

4 5 Number of
workers hired

Production
function Total cost

curve
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cost
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Paolo’s Production function
The production function in panel (a) shows the relationship between the number of workers hired and the quantity of output produced. 
Here the number of workers hired (on the horizontal axis) is from the first column in Table 5.1, and the quantity of output produced (on 
the vertical axis) is from the second column. The production function (total product) gets flatter as the number of workers increases, 
which reflects diminishing marginal product. The total cost curve in panel (b) shows the relationship between the quantity of output 
produced and total cost of production.

Here the quantity of output produced (on the horizontal axis) is from the second column in Table 5.1, and the total cost (on the 
vertical axis) is from the sixth column. The total cost curve gets steeper as the quantity of output increases because of diminishing 
marginal product.

fIgure 5.1

Diminishing marginal product can be discerned from panel (a) of Figure 5.1. The production function’s 
slope (‘rise over run’) tells us the change in Paolo’s output of pizzas (‘rise’) for each additional input of 
labour (‘run’). That is, the slope of the production function measures the marginal product of a worker. 
As the number of workers increases, the marginal product declines, and the production function becomes 
flatter.
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from the Production function to the Total Cost Curve
The last column of Table 5.1 is reproduced as a graph in panel (b) of Figure 5.1 to show Paolo’s cost of 
producing pizzas. In this example, the cost of operating the factory is €30 per hour, which remains fixed; 
we assume labour is the only factor of production which can be varied in the short run, and the cost of a 
worker is €10 per hour. If Paolo hires one worker, his total cost is €40. If he hires two workers, his total 
cost is €50 and so on. With this information, the table now shows how the number of workers Paolo hires 
is related to the quantity of pizzas he produces and to his total cost of production.

An important relationship in Table 5.1 is between quantity produced (in the second column) and total 
costs (in the sixth column). Panel (b) of Figure 5.1 graphs these two columns of data with the quantity 
produced on the horizontal axis and total cost on the vertical axis. This graph is called the total cost curve.

Now compare the total cost curve in panel (b) of Figure 5.1 with the production function in panel (a). The 
total cost of producing the quantity Q  is the sum of all production factors where PL  is the price of labour per 
hour and PK is the price of hiring capital. C Q P L Q P K QL K( ) ( ) ( )5 3 1 3 . Here L Q( ) and K Q( ) are the labour 
hours and the amount of capital employed to produce Q  units of output.

These two curves are opposite sides of the same coin. The total cost curve gets steeper as the amount 
produced rises, whereas the production function gets flatter as production rises. These changes in slope 
occur for the same reason. High production of pizzas means that Paolo’s kitchen is crowded with many 
workers. Because the kitchen is crowded, each additional worker adds less to production, reflecting dimin-
ishing marginal product. Therefore the production function is relatively flat. If we turn this logic around, 
when the kitchen is crowded, producing an additional pizza has used a lot of additional labour and is thus 
very costly. Therefore, when the quantity produced is large, the total cost curve is relatively steep.

self TesT If a farmer plants no seeds on their farm, they get no harvest. If they plant one bag of seeds they 
get 5 tonnes of wheat. If they plant two bags they get 7 tonnes. If they plant three bags they get 8 tonnes. A 
bag of seeds is priced at €100, and seeds are their only cost. Use these data to graph the farmer’s production 
function and total cost curve. Explain their shapes.

The varIous measures of CosT
Our analysis of Paolo’s Pizza Factory demonstrates how a firm’s total cost reflects its production function. 
From data on a firm’s total cost we can derive several related measures of cost to help in analyzing pro-
duction and pricing decisions. Consider the example in Table 5.2. This table presents cost data on Paolo’s 
neighbour: Luciano’s Lemonade Stand.

The first column of the table shows the number of glasses of lemonade that Luciano might produce, 
ranging from 0 to 10 glasses per hour. The second column shows Luciano’s total cost of producing glasses 
of lemonade. Figure 5.2 plots Luciano’s total cost curve. The quantity of lemonade (from the first column) 
is on the horizontal axis, and total cost (from the second column) is on the vertical axis. Luciano’s total 
cost curve has a shape similar to Paolo’s. In particular, it becomes steeper as the quantity produced rises, 
which (as we have discussed) reflects diminishing marginal product.

fixed and variable Costs
Luciano’s total cost can be divided into two types. Some costs, called fixed costs, are not determined by 
the amount of output produced; they can change but not as a result of changes in the amount produced. 
Luciano’s fixed costs include any rent he pays because this cost must be paid regardless of how much 
lemonade Luciano produces. Similarly, if Luciano needs to hire a bar person to serve the drinks, regard-
less of the quantity of lemonade sold, the bar person’s salary is a fixed cost. The third column in Table 5.2 
shows Luciano’s fixed cost (FC), which, in this example, is €3.00.

fixed costs costs that are not determined by the quantity of output produced
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The various measures of Cost: luciano’s lemonade stand

Quantity of 
lemonade glasses 
(per hour)

Total 
cost (€)

Fixed 
cost (€)

Variable 
cost (€)

Average fixed 
cost (€)

Average 
Variable cost 

(€)

Average 
total cost 

(€)
Marginal 
cost (€)

 0  3.00 3.00  0.00 — — —
0.30

 1  3.30 3.00  0.30 3.00 0.30 3.30
0.50

 2  3.80 3.00  0.80 1.50 0.40 1.90
0.70

 3  4.50 3.00  1.50 1.00 0.50 1.50
0.90

 4  5.40 3.00  2.40 0.75 0.60 1.35
1.10

 5  6.50 3.00  3.50 0.60 0.70 1.30
1.30

 6  7.80 3.00  4.80 0.50 0.80 1.30
1.50

 7  9.30 3.00  6.30 0.43 0.90 1.33
1.70

 8 11.00 3.00  8.00 0.38 1.00 1.38
1.90

 9 12.90 3.00  9.90 0.33 1.10 1.43
2.10

10 15.00 3.00 12.00 0.30 1.20 1.50

TaBle 5.2

Total cost
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fIgure 5.2

luciano’s Total Cost Curve
Here the quantity of output produced 
(on the horizontal axis) is from the 
first column in Table 5.2, and the total 
cost (on the vertical axis) is from the 
second column. As in Figure 5.1, the 
total cost curve gets steeper as the 
quantity of output increases because 
of diminishing marginal product.

Variable costs change as the firm alters the quantity of output produced. Luciano’s variable costs 
include the cost of lemons, sugar, glasses and straws: the more lemonade Luciano makes, the more of 
these items he needs to buy. Similarly, if Luciano pays his workers overtime to make more lemonade, the 
wages of these workers are variable costs. The fourth column of the table shows Luciano’s variable cost. 
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The variable cost is 0 if he produces nothing, €0.30 if he produces one glass of lemonade, €0.80 if he 
produces two glasses and so on.

variable costs costs that are dependent on the quantity of output produced

average total cost total cost divided by the quantity of output
average fixed cost fixed costs divided by the quantity of output
average variable cost variable costs divided by the quantity of output

The last column in Table 5.2 shows the amount by which total cost rises when the firm increases pro-
duction by 1 unit of output – the marginal cost. For example, if Luciano increases production from two to 
three glasses, total cost rises from €3.80 to €4.50, so the marginal cost of the third glass of lemonade is 
€4.50 minus €3.80, or €0.70.

MC TC
Q

5
D

D

Using calculus:

MC dTC
dQ

5

A firm’s total cost is the sum of fixed and variable costs. In Table 5.2 total cost in the second column 
equals fixed cost in the third column plus variable cost in the fourth column:

TC Q VC Q FC( ) ( )5 1

average and marginal Cost
As the owner of his firm, Luciano must decide how much lemonade to produce. A key part of this decision 
is how his costs will vary as he changes the level of production. In making this decision, Luciano might ask 
two questions about the cost of producing lemonade:

●● How much does it cost to make the typical glass of lemonade?
●● How much does it cost to increase production of lemonade by one glass?

To find the cost of the typical unit produced, we divide the firm’s total costs by the quantity of output it 
produces. For example, if Luciano produces two glasses per hour, his total cost is €3.80, and the cost of 
the typical glass is €3.80/2, or €1.90. Total cost divided by the quantity of output is called average total 
cost (ATC).

ATC TC
Q

5

Because total cost is just the sum of fixed and variable costs, average total cost can be expressed as 
the sum of average fixed cost and average variable cost. Average fixed cost is the fixed costs (FC) divided 
by the quantity of output:

AFC FC
Q

5

and average variable cost is the variable cost divided by the quantity of output:

AVC VC
Q

5

marginal cost the increase in total cost that arises from an extra unit of production
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We can derive various average cost measures and marginal cost from the total cost function of the 
type TC f (Q)5 .

For example, if the total cost function is given as TC 7Q 5Q 1,50025 1 1  we can see that the fixed 
costs are 1,500. If Q 05 , then TC would be 1,500. The terms 7Q 5Q2 1  are the variable costs.

1 1

1

5 1

Q Q
Q

Q Q
Q

Q
dTC
dQ

Q

AC would be:
7 5 1,500

AVC would be:
7 5

and

AFC would be:
1,500

Marginal cost would be: 14 5.

2

2

Cost Curves and Their shapes
Graphs of average and marginal cost are useful when analyzing the behaviour of firms. Figure 5.3 graphs 
Luciano’s costs using the data from Table 5.2. The horizontal axis measures the quantity the firm produces, 
and the vertical axis measures marginal and average costs. The graph shows four curves: average total 
cost ATC( ), average fixed cost AFC( ), average variable cost AVC( ) and marginal cost MC( ).
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luciano’s average Cost and 
marginal Cost Curves
This figure shows the average total cost 
(ATC), average fixed cost (AFC)  average 
variable cost (AVC)  and marginal cost 
(MC) for Luciano’s Lemonade Bar. These 
curves are obtained by graphing the 
data in Table 5.2. These cost curves 
show (1) marginal cost rises with the 
quantity of output; (2) the average total 
cost curve is U-shaped; and (3) the 
marginal cost curve crosses the average 
total cost curve at the minimum of 
average total cost.

fIgure 5.3

The cost curves shown here for Luciano’s Lemonade Bar have three particular features. We will examine: 
the shape of marginal cost, the shape of average total cost, and the relationship between marginal and aver-
age total cost.

rising marginal Cost Luciano’s marginal cost rises with the quantity of output produced. This reflects 
the property of diminishing marginal product. When Luciano is producing a small quantity of lemonade, 
he has spare capacity and can easily put these idle resources to use, the marginal product of an extra 
worker is large, and the marginal cost of an extra glass of lemonade is small. By contrast, when Luciano 
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employs a larger number of workers and is producing a large quantity of lemonade, his stand is crowded 
with workers and most of his equipment is fully utilized. In this situation, the marginal product of an extra 
worker is low, and the marginal cost of an extra glass of lemonade is large.

u-shaped average Total Cost Luciano’s average total cost curve takes on a U-shape. To understand why this 
is so, remember that average total cost is the sum of average fixed cost and average variable cost. Average 
fixed cost always declines as output rises because the fixed cost does not change as output rises and so 
gets spread over a larger number of units. Average variable cost typically rises as output increases because 
of diminishing marginal product. The average total cost curve reflects the shapes of both average fixed cost 
curve and the average variable cost curve. As shown in Figure 5.3, at very low levels of output, such as one or 
two glasses per hour, average total cost is high because the fixed cost is spread over only a few units. Average 
total cost then declines as output increases until the firm’s output reaches five glasses of lemonade per hour, 
when average total cost falls to €1.30 per glass. When Luciano produces more than six glasses, average total 
cost starts rising again because average variable cost rises substantially. If further units of output were pro-
duced the average total cost curve would continue to slope upwards giving the typical U-shape referred to.

The bottom of the U-shape occurs at the quantity that minimizes average total cost. This quantity is 
sometimes called the efficient scale of the firm or minimum efficient scale. For Luciano, the efficient 
scale is five or six glasses of lemonade. If he produces more or less than this amount, his average total 
cost rises above the minimum of €1.30.

efficient scale the quantity of output that minimizes average total cost

The relationship between marginal Cost and average Total Cost Whenever marginal cost is less than 
average total cost, average total cost is falling. Whenever marginal cost is greater than average total cost, 
average total cost is rising.

To see why, refer to your understanding of averages and consider what happens to average cost as 
output goes up by one unit. If the average cost of producing 10 units is (say) €5 and the cost of the next 
unit produced is €3, the average cost will fall to €4.80. If the cost of the additional unit was €8, then 
average cost would increase to €5.27. The cost of an extra unit is the marginal cost, so it follows that if 
marginal cost is less than average cost, average cost will be falling; and if marginal cost is above average 
cost, average cost will be rising.

This relationship between average total cost and marginal cost has an important corollary: the marginal 
cost curve crosses the average total cost curve at its minimum. At low levels of output, marginal cost is 
below average total cost, so average total cost is falling. After the two curves cross, marginal cost rises 
above average total cost. For the reason we have just discussed, average total cost must start to rise at 
this level of output. Hence at this point of intersection, the cost of an additional unit is the same as the 
average cost and so the average does not change and the point is the minimum of average total cost.

Typical Cost Curves
In the examples we have studied so far, firms exhibit diminishing marginal product and, therefore, rising 
marginal cost at all levels of output. Yet actual firms are often more complicated than this. In many firms, 
diminishing marginal product does not start to occur immediately after the first worker is hired. Depending 
on the production process, the second or third worker might have higher marginal product than the first 
because a team of workers can divide tasks and work more productively than a single worker. Such firms 
would first experience increasing marginal product for a while before diminishing marginal product sets in.

The table in Figure 5.4 shows the cost data for such a firm, called Bella’s Bagels. These data are used 
in the graphs. Panel (a) shows how total cost TC( ) depends on the quantity produced, and panel (b) shows 
average total cost ATC( ), average fixed cost AFC( ), average variable cost AVC( ) and marginal cost MC( ). In 
the range of output from zero to four bagels per hour, the firm experiences increasing marginal product, 
and the marginal cost curve falls. After five bagels per hour, the firm starts to experience diminishing mar-
ginal product, and the marginal cost curve starts to rise. This combination of increasing then diminishing 
marginal product also makes the average variable cost curve U-shaped.
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Bella’s Cost Curves
Many firms, like Bella’s Bagels, experience increasing marginal product before diminishing marginal product and, therefore, have 
cost curves shaped like those in this figure. Panel (a) shows how total cost ( )TC  depends on the quantity produced. Panel (b) shows 
how average total cost ( )ATC , average fixed cost ( )AFC , average variable cost ( )AVC  and marginal cost ( )MC  depend on the quantity 
produced. These curves are derived by graphing the data from the table. Notice that marginal cost and average variable cost fall for a 
while before starting to rise.
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55 11TC FC VC
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cost (€) 

FC
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55 /AFC FC Q

Average 
variable cost (€) 

55 /AVC VC Q

Average 
total cost (€) 

55 /ATC TC Q

Marginal cost  
(€) 

55 D D/MC TC Q

 0  2.00 2.00  0.00 — — —
1.00

 1  3.00 2.00  1.00 2.00 1.00 3.00
0.80

 2  3.80 2.00  1.80 1.00 0.90 1.90
0.60

 3  4.40 2.00  2.40 0.67 0.80 1.47
0.40

 4  4.80 2.00  2.80 0.50 0.70 1.20
0.40

 5  5.20 2.00  3.20 0.40 0.64 1.04
0.60

 6  5.80 2.00  3.80 0.33 0.63 0.96
0.80

 7  6.60 2.00  4.60 0.29 0.66 0.95
1.00

 8  7.60 2.00  5.60 0.25 0.70 0.95
1.20

 9  8.80 2.00  6.80 0.22 0.76 0.98
1.40

10 10.20 2.00  8.20 0.20 0.82 1.02
1.60

11 11.80 2.00  9.80 0.18 0.89 1.07
1.80

12 13.60 2.00 11.60 0.17 0.97 1.14
2.00

13 15.60 2.00 13.60 0.15 1.05 1.20
2.20

14 17.80 2.00 15.80 0.14 1.13 1.27

fIgure 5.4
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Despite these differences from our previous example, Bella’s cost curves share the three properties 
that are most important to remember:

●● Marginal cost eventually rises with the quantity of output.
●● The average total cost curve is U-shaped.
●● The marginal cost curve crosses the average total cost curve at the minimum of average total cost.

self TesT A firm’s total cost function is 0.000002 0.006 83 25 2 1TC q q q. Find the total cost if output is 1,000 
units. What is the average total cost at 1,000 units? What are the average fixed costs of 1,000 units? What is the 
marginal cost of the 1,000th unit?

CosTs In The shorT run and In The long run
So far, we have analyzed costs in the short run under the assumption that some factors of production, 
such as the size of Paolo’s factory, cannot be changed. We are now going to look at what happens when 
this assumption is relaxed.

The relationship Between short-run and long-run average Total Cost
For many firms, the division of total costs between fixed and variable costs depends on the time horizon. 
Over a period of a few months, for example, Paolo cannot expand the size of his factory. The only way he can 
produce additional pizzas is to hire more workers at the factory he already has. The cost of Paolo’s factory is, 
therefore, a fixed cost in the short run. By contrast, over a period of several years, Paolo can expand the size 
of his factory, build or buy new factories. Thus the cost of Paolo’s factories is a variable cost in the long run.

Because many decisions are fixed in the short run but variable in the long run, a firm’s long-run cost 
curves differ from its short-run cost curves. Figure 5.5 shows an example.

average Total Cost in the short and long runs
Because fixed costs are variable in the long run, the average total cost curve in the short run differs from the average total cost curve in 
the long run.

fIgure 5.5
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The figure presents three short-run average total cost curves representing the cost structures for three 
factories. It also presents the long-run average total cost curve. As Paolo adjusts the size of his capacity 
to the quantity of production, he moves along the long-run curve, and he adjusts capacity to the quantity 
of production.

This graph shows how short-run and long-run costs are related. The long-run average total cost curve 
is a much flatter U-shape than the short-run average total cost curve. In addition, all the short-run curves 
lie on or above the long-run curve. These properties arise because firms have greater flexibility in the long 
run. In essence, in the long run, the firm chooses which short-run curve it wants to use. In the short run, 
it must use whatever short-run curve it chose in the past.

The figure shows an example of how a change in production alters costs over different time horizons. 
When Paolo wants to increase production from 150 to 200 pizzas per day, he has no choice in the short run 
but to hire more workers with only two factories. Because of diminishing marginal product, average total 
cost rises from €6 to €10 per pizza. In the long run, however, Paolo can expand both his capacity and his 
workforce by building or acquiring a third factory, and average total cost returns to €6 per pizza.

How long does it take for a firm to get to the long run? The answer depends on the firm. It can take 
several years for a major manufacturing firm, such as a car company, to build a larger factory. By contrast, 
Paolo might be able to find new premises and expand sales in a matter of months. There is, therefore, no 
single answer about how long it takes a firm to adjust its production facilities.

Why Is the long-run average Total Cost Curve often u-shaped? At low levels of production, the firm bene-
fits from increased size, because it can take advantage of certain benefits such as greater specialization. Being 
larger, it might suffer from coordination problems, but these may not yet be acute. By contrast, at high levels of 
production, the benefits of specialization have already been realized, and coordination problems become more 
severe as the firm grows larger. Thus long-run average total cost is falling at low levels of production because 
of increasing specialization and rising at high levels of production because of increasing coordination problems.

self TesT Why is the short-run average cost curve U-shaped? Why is the long-run average cost curve also 
U-shaped?

summary
Table 5.3 summarizes some of the definitions we have encountered so far in this chapter.

The many Types of Cost: a summary

Term Definition Mathematical description

Explicit costs Costs that require an outlay of 
money by the firm

—

Implicit costs Costs that do not require an outlay 
of money by the firm

—

Fixed costs Costs that do not vary with the 
quantity of output produced

FC

Variable costs Costs that vary with the quantity of 
output produced

VC

Total cost The market value of all the inputs 
that a firm uses in production

5 1TC FC VC

Average fixed cost Fixed costs divided by the quantity 
of output

/5AFC FC Q

Average variable cost Variable costs divided by the 
quantity of output

/5AVC VC Q

Average total cost Total cost divided by the quantity 
of output

/5ATC TC Q

Marginal cost The increase in total cost that arises 
from an extra unit of production

/5 D DMC TC Q

TaBle 5.3
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reTurns To sCale
Our analysis has shown that in the short run the firm has some options for increasing output by varying 
some factors of production. In the long run, the firm can increase all factors of production and change 
capacity.

Assume that business has been good for our pizza factory owner. Paolo has utilized his existing 
resources efficiently but finds that he is not able to supply the market with all that he could because of 
the constraints of the capacity of the factory. He knows that increasing the number of worker hours and 
machine hours will generate increased output up to a point, but that diminishing marginal productivity is a 
likelihood if factory space is held constant.

In the long run, the firm can expand all the factors of production. Our factory owner could search for 
a new site on which to build a new factory, or could purchase an existing factory and equip it to produce 
pizzas. If all the factors of production are changed, then the firm will be able to operate at a different scale.

economies and diseconomies of scale
When a firm increases the scale of production there are three outcomes that can occur, as highlighted in 
Figure 5.5. Assume our pizza factory owner currently employs 50 workers and 10 machines in a factory 
with a floor space of 1,000 m2 and currently produces 2,000 pizzas per day. The total cost of producing these 
2,000 pizzas per day is €4,000. The average cost of each pizza is, therefore, €4,000 / 2,000 €25  each.

Paolo doubles the input of all the factors of production and as a result now employs 100 workers, 
20 machines and has 2,000 m2 of capacity. The cost of expanding the scale of production is clearly going 
to be higher, but what happens to the average cost depends on how far total cost increases in relation to 
the increase in output. If the total cost of production doubled to €8,000 and output also doubled to 4,000,  
the average cost of each pizza would still be €2. The firm is said to be experiencing constant returns to 
scale. This occurs when long-run average total cost does not vary with the level of output.

If, however, the total cost of production at the new scale of production increased to €6,000 and output 
doubled to 4,000, the average cost of each pizza would now fall to €1.50 each. The firm will experience 
increasing returns to scale, because the proportionate increase in output is greater than the proportionate 
increase in total cost. This is also referred to as economies of scale, which occur when long-run aver-
age total cost declines as output increases.

constant returns to scale the property whereby long-run average total cost stays the same as the quantity of output 
changes
economies of scale the property whereby long-run average total cost falls as the quantity of output increases

If the doubling of factor inputs (to 100 workers and 20 machines) leads to an increase in total costs (to 
€10,000, for example) that is greater than the increase in output (assume this is 4,000), the firm is said to 
experience decreasing returns to scale and the average cost per pizza would now be €2.50 each. When 
the long-run average total cost rises as output increases, there are said to be diseconomies of scale.

diseconomies of scale the property whereby long-run average total cost rises as the quantity of output increases

Note that when we talk about economies of scale we are referring to unit costs (or average costs). 
Clearly if a firm increases its capacity by building a new factory and then hiring more capital and labour to 
work in the factory, total costs are going to rise, but if the relative increase in output is greater than the 
relative increase in total costs as a result, then the unit or average cost will fall. We are referring to the 
concept of scale as the proportionate increase of all factor inputs and the resultant relative increase in 
output. Consideration must be given to the price of factor inputs. In our example, the price of labour is €60 
per unit and the price of capital €100 per unit. If these prices remain constant, then a 50 per cent increase 
in all factor inputs would increase total cost by 50 per cent. If this 50 per cent increase in inputs leads to a 
75 per cent increase in output then average costs will fall.
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Returns to scale can be found by using the formula:

Returns to scale in quantity of output
in quantity of all factor inputs
%

%
5

D

D

Types of economies of scale
There are essentially two types of economies of scale. Internal economies of scale arise from the 
growth of the firm. They are the cost advantages a firm can gain as it expands and finds more efficient and 
effective ways of producing. There are a number of sources of internal economies of scale.

internal economies of scale the advantages of large-scale production that arise through the growth of the firm

Technical economies of scale The basis of technical economies of scale is that machinery and other 
factor inputs can be utilized at bigger scales to bring down the unit cost of production. They can arise 
through different ways:

The Principle of Increased Dimensions The growth in carrying capacity of road, rail, sea and air freight has 
largely been driven by what is called the principle of increased dimensions. Assume that the dimensions 
of the trailer on a lorry are 10 metres in length, 2 metres wide and 4 metres high and that the trailer carries 
packages one metre cubed. The carrying capacity of the trailer is 80 m3 and so can carry 80 packages. If the 
dimensions of the trailer were doubled, the carrying capacity would now be 20 4 8 640 m33 3 5 . The 
carrying capacity has increased by eight times and 640 packages could now be carried on each journey. 
The cost of producing the larger trailer would be higher as a result of doubling its dimensions, but it is 
unlikely that the cost would double. It is also unlikely that the cost of operating the lorry would double. 
Provided total costs increase by a smaller proportion than the increase in the carrying capacity, the unit cost 
will fall. The principle of increased dimensions is relevant to transport, freight, distribution and warehousing.

The Principle of Multiples The principle of multiples is based on the idea that firms operating at larger 
scales can make use of capital equipment more efficiently than small firms and reduce the unit cost as 
a result. For example, assume two firms are in the business of producing up-market soft drinks and that 
there are four core processes, each driven by capital equipment which operates at different capacities, as 
shown in Table 5.4.

The Principle of multiples

Machine A
Bottling of drink

Machine B
Capping of bottles

Machine C
Labelling bottles

Machine D
Packing bottles

5Capacity 1,000perhour Capacity 2,000perhour5 Capacity 1,500perhour5 Capacity 3,000perhour5

Cost £1,000permachine5 Cost £500permachine5 Cost £1,500permachine5 Cost £2,000permachine5

TaBle 5.4

Firm A is a small firm and is only able to afford to purchase one of each machine needed for the process. 
The maximum capacity it can operate at is 1,000 units per hour because it is constrained by the capacity 
of Machine A. To produce 1,000 units per hour incurs a total cost of €5,000. Its average cost per unit is 
therefore €5. Firm B is a much larger firm and it can afford to employ multiple quantities of each machine 
to maximize efficiency. It can employ six of Machine A, three of Machine B, four of Machine C and two of 
Machine D. As a result, its capacity is 6,000 units per hour. Notice that in this example, Firm A is using the 
lowest common multiple to maximize efficiency. In operating multiple machines, its total cost is €17,500, 
but as it produces 6,000 units, its average cost per unit is €2.92< . Because Firm B can operate on a much 
larger scale, it can secure advantages in competing with Firm A in the market.
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Indivisibility of Plant Many industries will see a mix of large-scale operators and small-scale ones, and it is 
possible for each to be efficient. For example, in the manufacture of kitchens, there are some large-scale, 
mass producers who make standardized units which can be mixed and matched for customers to create 
individual kitchens, and these mass producers can operate efficiently. There is also space in the market 
for bespoke manufacturers who design kitchens for individual customers and focus on quality and the ele-
ment of individualism as their competitive strategy. These smaller firms can also operate efficiently. There 
are some industries, however, which can only operate efficiently at large scale. One of the reasons is due 
to the indivisibility of plant. In the chemical industry, for example, the processes necessary for producing 
products on a commercial basis require large investment in capital equipment, and it is not possible to 
produce commercially on a small scale. The capital equipment necessary for production cannot be broken 
down into smaller units.

Specialization Firms can gain unit cost advantages by employing specialists, which leads to increased 
efficiency. In many industries, few workers are responsible for the complete production process, and 
many workers never see the end product to which their skills and effort have contributed. The production 
process is typically broken down into smaller processes with specialists employed at each stage. Such 
processes lend themselves to mass production and the spreading of costs across a large range of output. 
The proportionate increase in output from this division of labour is greater than the increase in costs and 
so unit costs decrease.

Commercial economies of scale Commercial economies of scale refers to the ability of firms operating 
at scale to be able to negotiate lower prices for supplies and other factor inputs. This is sometimes referred 
to as ‘buying in bulk’. Supermarkets, for example, enter into agreements with farmers to purchase almost 
all of their output. For the farmer, the guarantee of selling all their product can be beneficial, even if each 
unit sells for a lower price. If left entirely to the market, some farmers could be left with unsold output. 
If the output is perishable, then this would not only represent lost revenue but also some cost for disposal. 
Many firms operating at large scale will enter agreements with suppliers to provide raw materials, com-
ponent parts and so on, again providing benefits for both the supplier and the buyer. Car manufacturers, 
for example, might agree to buy sound systems from another firm for installation in its vehicles in large 
quantities. The individual price for each unit can be lower because of the volume of purchase, and of better 
quality than the car firm could design and manufacture itself because of the specialism of the supplier.

financial economies of scale Acquiring finance is a key element of most firms’ operations. Typically, the 
smaller the firm the more risk associated with it from the lender’s perspective. Firms operating at scale 
tend to be more secure. As a result, firms operating at scale may be in a position to negotiate cheaper 
finance deals and also have access to a wider range of finance options. For example, larger firms can issue 
bonds which can be bought and sold on the fixed income market, but issuing bonds is not something that 
small firms such as sole proprietorships (which outnumber large firms many times in most economies) 
can do. Large firms are also able to make use of specialists in corporate finance and employ specialist 
accountants in their finance teams who can optimize the access to and use of finance to improve the 
efficiency of the firm and reduce its unit costs.

managerial economies of scale As an extension of the idea of division of labour, large firms can employ 
specialists in different areas of the business with expertise that can help the business become more 
efficient. This might include specialists in human resources management, finance and accounting, market-
ing, sales, operations management and so on. While larger firms clearly spend more on recruiting these 
specialists compared to smaller firms, if the proportionate increase in output that results is greater than 
the additional cost, unit costs will fall. In many smaller firms, by contrast, some individuals might have 
to devote attention to many aspects of the business, ensuring the business pays the correct amount of 
tax, complies with the law and regulations, carrying out recruitment and so on, and this might not be as 
efficient as having specialists employed for each role.

risk-Bearing economies of scale Smaller firms tend be associated with a greater risk of failure. Larger 
firms can mitigate against these risks through being in a position to diversify into different product areas 
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so that they are not reliant on one product for their survival. If demand for one product fell, the firm could 
rely on other products to maintain their profitability and efficiency. Larger firms will also have operations 
across regions, countries and continents, and this can also help in managing swings in business activity. 
A downturn in the Latin American market, for example, might be offset by an upturn in a firm’s Asian 
markets. Firms operating at scale can also invest in research and development (R&D) and on extending 
product ranges, which help reduce risk further.

external economies of scale
External economies of scale are the advantages of large-scale production that arise because of the 
growth of the industry as a whole. External economies of scale might be accessible to firms because 
of the concentration of firms in an industry in a particular area or region. For example, the City of 
London has a concentration of financial firms in banking, accounting, insurance and finance. This con-
centration of firms provides benefits through the supply of skilled labour, the access to expertise, the 
benefits which derive from reputation, training facilities, infrastructure, and local knowledge and skills. 
The growth of certain ports has brought with it considerable investment in infrastructure in roads and 
rail which help improve the efficiency with which goods can be transported across countries. Infor-
mation exchange across some industries can be highly developed with trade journals, R&D, market 
information and forecasting being shared across different firms. In agriculture, for example, farmers 
can access high quality information about prices, market supply forecasts and scientific developments 
which can help them to plan more efficiently and to maximize output and minimize inputs. In the north 
of England, there is a concentration of chemical plants around the River Tees. Chemical firms on Tees-
side can benefit from expertise in the emergency services who have been specifically trained to deal 
with fires or safety incidents involving chemicals. Firms may also be able to take advantage of local 
infrastructure or expertise in waste disposal which makes it cheaper per unit compared to having to 
pay for these costs individually.

external economies of scale the advantages of large-scale production that arise through the growth and 
concentration of the industry

The Causes of diseconomies of scale Diseconomies of scale can arise because of coordination 
 problems that are inherent in any large organization. As the scale of operations increases, the manage-
ment within the organization becomes more challenging and management teams can becomes less effec-
tive at keeping costs down. Communication between workers and management and between different 
functional areas become more difficult. This can result in decisions taking longer to implement, reduced 
flexibility in responding to customer and market changes, and rising unit costs.

In larger firms, worker motivation may be affected as they are more removed from the ‘big picture’ 
than may be the case in smaller firms. Some workers only ever see a small part of the whole production 
process, and it becomes more difficult for them to feel part of the business and have any influence in the 
way the business develops and operates. This can result in lower productivity and alienation and again, in 
rising unit costs.

Larger firms may also suffer from the problems of asymmetric information. When operations are on 
a large scale and scattered across many different countries, the actions of individuals employed by the 
firm become more difficult to control and monitor. Firms may have to put in place systems to monitor 
activity to try to encourage efficiency and effective decision-making, but this can be expensive. Even 
with such monitoring systems, firms may still not be sure that individuals in key positions in the busi-
ness will make decisions based on what is best for the business. Some individuals may make decisions 
based on their own self-interest or make decisions which are misguided and not beneficial to the busi-
ness. For example, how do firms know that the recruitment processes across all a business’s global 
operations are carried out fairly and with improving productivity in mind rather than the personal reasons 
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of individuals involved? Is it necessary, for example, to increase the number of workers employed to 
improve productivity and efficiency, or is it more a case of some individuals seeking to boost their own 
status and power base?

X-efficiency In 1966, Harvey Leibenstein coined the term ‘X-efficiency’ in a paper published in the 
American Economic Review. X-efficiency occurs where output is at its maximum from a given set of 
factor inputs. Leibenstein posited that some large firms may not be able to, or have the incentive to, 
control costs as closely as traditional theory might suggest, which in turn results in higher unit cost and 
firms not operating at x-efficiency. He used the term ‘X-inefficiency’ to refer to this lack of incentives. 
The lack of incentive to control costs might be particularly prevalent in firms where competitive pres-
sures are not so high and where firms might have a considerable degree of market power. X-inefficiency 
might result, for example, from firms having excess labour which lowers productivity; marketing, enter-
tainment, and travel and expenses costs which are not subject to close control; a failure to seek out 
cheaper or better quality supplies; poorer customer service and a lack of innovation and dynamism in 
a business in product development. If firms could operate at more efficient levels they are said to be 
experiencing x-inefficiency.

x-inefficiency the failure of a firm to operate at maximum efficiency due to a lack of competitive pressure and reduced 
incentives to control costs

The Implications of economies of scale
Imagine a firm which makes bricks. The firm’s existing plant has a maximum capacity of 100,000 bricks 
per week and the total costs are €30,000 per week. The average cost for each brick, assuming the plant 
operates at full capacity, is €0.30. The firm sets a price of €0.40 per brick giving it a profit margin of 
€0.10 per brick. If it sells all 100,000 bricks it produces each week, the total revenue per week will be 
€40,000.

Now imagine that in the long run the firm expands. It doubles the size of its plant. The total costs, 
obviously, increase – they are now using more land and putting up more buildings, as well as hiring extra 
labour and buying more equipment and raw materials. All this expansion will increase the total cost, but 
this doubling of capacity will not lead to a doubling of the cost.

Following this expansion, assume TC is now €50,000 per week. The expansion of the plant means 
that the firm can double its output so its capacity is now 200,000 bricks per week. The percentage 
increase in the total costs is less than the percentage increase in output. Total costs have risen by 
€20,000 or 66 per cent and total output by 100 per cent, which means that the average cost per brick 
is now €0.25.

The firm now faces two scenarios. In scenario 1, the firm could maintain its price at €0.40 and increase 
its profit margin on each brick sold from €0.10 to €0.15. Assuming it sells all the bricks it produces, its 
revenue would increase to €80,000 per week. In scenario 2, the firm might choose to reduce its price 
to improve its competitiveness against its rivals. It could maintain its former profit margin of €0.10 and 
reduce the price to €0.35 improving the chances of increasing its competitiveness. In this case, if it sells 
all it produces, its revenue would be €70,000 per week.

What the firm chooses to do would be dependent on its competitive position. If it played a dom-
inant role in the market, it might be able to increase its price and still sell all it produces. If it was 
in a more competitive market it might not have sold all its capacity in the first place, so being able 
to reduce its price might mean that it can now increase sales against its rivals and increase its total 
revenue.

Economies of scale, therefore, occur where the proportionate rise in output as a result of the expansion 
or growth of the firm, as defined by a rise in all the factor inputs, is greater that the proportionate rise in 
costs as a result of the expansion.
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economies of scale in shipping

Over the years, cargo ships have got bigger and bigger and one of the reasons is that bigger ships yield 
economies of scale. Assume a ship with the cargo capacity given by the dimensions 137m 17m 9m3 3  
(which was typical of container ship capacity in the 1950s). This ship has a total carrying capacity of 
20,961m3. Assume the total cost of shipping the cargo from port A to port B is €100,000. This means 
each cubic metre carried has an average cost of €4.77. Now assume that the dimensions of the ship 
are increased to 400m 59m 15.5m3 3 , which is the sort of size of container ships being built after 2013. 
The total carrying capacity of this ship is now 365,800m3. That is over 17 times the carrying capacity of the 
smaller ship. The cost of building and operating this larger ship will clearly be higher, but it is unlikely that 
the cost will be 17 times higher. Assume that total costs for the journey are now €900,000. The average cost 
of each unit carried is now €2.46 per unit.

The economies of scale of building bigger ships in this example is clear. However, if this is the case, 
why not continue to build ever bigger ships to exploit economies of scale further? In some respects, this 
is what has been happening since the 1950s, with container ships becoming ever bigger as shipping firms 
seek to drive down average costs and become more competitive. Lower shipping costs have resulting 
benefits on the supply chain in that it gets goods to market in a global economy much more cheaply and 
therefore prices to consumers can be lowered.

Studies by shipping consultants Drewry Ltd have shown that it may be getting to the stage where the 
economies of scale of larger ships are starting to run out and diseconomies of scale are beginning to 
set in. There may still be economies of scale to exploit in the actual transfer of goods across the seas, 
but any scale benefits can be eroded 
once the ship reaches port. As ships 
become bigger, the ability and capac-
ity of freight terminals to handle the 
size of ship and extent of the cargo 
are becoming strained, and as a result 
unit costs are beginning to increase – 
diseconomies of scale. Investment is 
likely to be needed to ensure that ter-
minals are equipped to handle the size 
of ship coming into port if productivity 
improvements are to be maintained. 
This investment is likely to be con-
siderable, and careful analysis would 
have to be conducted to ensure that 
there are indeed economies of scale 
to be exploited and that diseconomies 
do not outweigh the average cost 
benefits of ever larger vessels.

Case sTudy

Cargo ships have got bigger and bigger and yield economies of 
scale but there are limitations to how far economies of scale can 
be exploited.
reference: www.drewry.co.uk/news, accessed 18 May 2019.

self TesT If Airbus produces nine jets per month, its long-run total cost is €9.0 million per month. If it 
produces 10 jets per month, its long-run total cost is €9.5 million per month. Does Airbus exhibit economies 
or diseconomies of scale?
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WhaT Is a ComPeTITIve markeT?
Having looked at a firm’s costs we now turn our attention to a firm’s revenue. In Chapter 3 we looked at 
the assumptions of the competitive market and used milk as an example.

The revenue of a Competitive firm
To keep matters concrete, we will consider a specific firm: the Grundy Family Dairy Farm. The Grundy 
Farm produces a quantity of milk Q  and sells each unit at the market price P . The farm’s total revenue is 
P Q3 . For example, if a litre of milk sells for €0.40 and the farm sells 10,000 litres per day, its total revenue 
is €4,000 per day.

Because the Grundy Farm is small compared with the world market for milk, it takes the price as given 
by market conditions. This means, in particular, that the price of milk does not depend on the quantity of 
output that the Grundy Farm produces and sells. If the Grundys double the amount of milk they produce, 
the price of milk remains the same and their total revenue doubles. As a result, total revenue is propor-
tional to the amount of output.

Table 5.5 shows the revenue for the Grundy Family Dairy Farm. The first two columns show the amount 
of output the farm produces and the price at which it sells its output. The third column is the farm’s total 
revenue. The table assumes that the price of milk is €0.40 a litre, so total revenue is €0.40 times the 
number of litres.

Total, average and marginal revenue for a Competitive firm

Quantity (Q) 
Litres Price (€) (P)

Total revenue (€) 
(TR P Q)5 3

Average revenue (€) 
(AR TR/Q)5

Marginal revenue (€) 
(MR TR/ Q)D D5

1,000 0.40   400 0.40
0.40

2,000 0.40   800 0.40
0.40

3,000 0.40 1,200 0.40
0.40

4,000 0.40 1,600 0.40
0.40

5,000 0.40 2,000 0.40
0.40

6,000 0.40 2,400 0.40
0.40

7,000 0.40 2,800 0.40
0.40

8,000 0.40 3,200 0.40

TaBle 5.5

As we did when looking at a firm’s costs, consider these two questions:

●● How much revenue does the farm receive for the typical litre of milk?
●● How much additional revenue does the farm receive if it increases production of milk by 1 litre?

The last two columns in Table 5.5 answer these questions.
The fourth column in the table shows average revenue, which is total revenue (from the third column) 

divided by the amount of output (from the first column).

AR TR
Q

5
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Average revenue tells us how much revenue a firm receives for the typical unit sold. In Table 5.5, you 
can see that average revenue equals €0.40, the price of a litre of milk. This illustrates a general lesson 
that applies not only to competitive firms but to other firms as well. Total revenue is the price times the 
quantity TR P Q( . )5  and average revenue is total revenue (TR) divided by the quantity (Q). Therefore, for all 
firms, average revenue equals the price of the good.

average revenue total revenue divided by the quantity sold

marginal revenue the change in total revenue from an additional unit sold

self TesT When a competitive firm doubles the amount it sells, what happens to the price of its output and 
its total revenue?

The fifth column shows marginal revenue, which is the change in total revenue from the sale of each 
additional unit of output.

MR TR
Q

5
D

D

The sale of one more litre of milk adds €0.40 to total revenue, therefore the marginal revenue is also 
€0.40. In Table 5.5, marginal revenue equals €0.40, the price of a litre of milk. This result illustrates a lesson 
that applies only to competitive firms. Total revenue is 3P Q and P  is fixed for a competitive firm. There-
fore, when Q  rises by one unit, total revenue rises by P  euros. For competitive firms, marginal revenue 
equals the price of the good.

Total revenue, Total Cost and Profit
It is conceivable that Paolo or the Grundy family started in business because of a desire to provide the 
world with pizza or milk or, perhaps, out of love for the pizza business or farming. Most firms, however, 
also must make a profit. Economists often use the assumption that the goal of a firm is to maximize profit. 
While the extent to which this assumption holds in the real world has been questioned, it is a useful start-
ing point for our analysis.

What is a firm’s profit? Profit is the difference between total revenue and total cost.

Profit Total revenue Total cost5 2

We can express this in the formula:

TR TCp 5 2

where p represents profit.

economic Profit versus accounting Profit We have seen that economists and accountants measure 
costs differently, and they also measure profit differently. An economist measures a firm’s economic 
profit as the firm’s total revenue minus all the opportunity costs (explicit and implicit) of producing the 
goods and services sold. An accountant measures the firm’s accounting profit as the firm’s total revenue 
minus only the firm’s explicit costs.

economic profit total revenue minus total cost, including both explicit and implicit costs
accounting profit total revenue minus total explicit cost
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Figure 5.6 summarizes this difference. Notice that because the accountant ignores the implicit costs, 
accounting profit is usually larger than economic profit. For a business to be profitable from an econo-
mist’s standpoint, total revenue must cover all the opportunity costs, both explicit and implicit.

economists versus accountants
Economists include all opportunity 
costs when analyzing a firm, whereas 
accountants measure only explicit 
costs. Therefore economic profit is 
smaller than accounting profit.

fIgure 5.6

Revenue Revenue

Total
opportunity
costs

How an economist
views a firm

Economic
profit

Accounting
profit

Implicit
costs

Explicit
costs

Explicit
costs

How an accountant
views a firm

ProfIT maXImIzaTIon and The ComPeTITIve  
fIrm’s suPPly Curve

a simple example of Profit maximization
Let’s begin our analysis of the firm’s supply decision with the example in Table 5.6 using the Grundy Family 
Dairy Farm. In the first column of the table is the number of litres of milk the farm produces. The second 
column shows the farm’s total revenue, which is €0.40 times the number of litres. The third column shows 
the farm’s total cost. Total cost includes fixed costs, which are €200 in this example, and variable costs, 
which depend on the quantity produced.

The fourth column shows the farm’s profit, which is computed by subtracting total cost from total rev-
enue. If the farm produces nothing, it has a loss of €200. If it produces 1,000 litres, it has a profit of €100. 
If it produces 2,000 litres, it has a profit of €300 and so on. To maximize profit, the Grundy Farm chooses 
the quantity that makes profit as large as possible. In this example, profit is maximized when the farm 
produces 3,000 or 4,000 litres of milk, when the profit is €400.

There is another way to look at the Grundy Farm’s decision: the Grundy’s can find the profit-maximizing 
quantity by comparing the marginal revenue and marginal cost from each unit produced. The fifth and sixth 
columns in Table 5.6 compute marginal revenue and marginal cost from the changes in total revenue and 
total cost, and the last column shows the change in profit for each additional litre produced. If the farm 
does not produce any milk, the fixed costs of €200 must be paid and so profit is 2€200. The first 1,000 litres 
of milk the farm produces have a marginal revenue of €0.40 per litre and a marginal cost of €0.10 per litre; 
hence producing the additional 1,000 litres adds €0.30 per litre produced to profit, which means the farm 
now earns €100 in profit (from 2€200 to €100). The second 1,000 litres produced has a marginal revenue 
of €0.40 per litre and a marginal cost of €0.20 per litre, so these additional 1,000 litres add €0.20 per litre 
to profit, which now totals €300.
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As long as marginal revenue exceeds marginal cost, increasing the quantity produced adds to profit. 
Since additional production of milk adds to profit it is worth the Grundy Farm producing this extra milk. 
Once the Grundy Farm has reached 4,000 litres of milk, however, the situation is very different. Producing 
an additional 1,000 litres has a marginal revenue of €0.40 per litre and a marginal cost of €0.50 per litre, 
so producing it would reduce profit by €100 (from €400 to €300). It does not make sense for the Grundy 
Farm to produce this additional 1,000 litres and so, as a result, there is little incentive for the Grundy’s to 
produce beyond 4,000 litres.

This is another example of thinking at the margin. If marginal revenue is greater than marginal cost, 
it is worth the Grundy’s increasing the production of milk. If marginal revenue is less than marginal cost, 
the Grundy’s should decrease production. If the Grundy’s think at the margin and make incremental 
adjustments to the level of production, they are led to produce the profit-maximizing quantity. The profit- 
maximizing output occurs, therefore, at the output where 5MR MC.

normal and abnormal Profit
In the analysis that follows we make an important assumption related to our earlier discussion of the 
meaning of economic profit. We know that profit equals total revenue minus total cost, and that total cost 
includes the opportunity cost of the time and money that the firm owners devote to the business. A firm’s 
revenue must compensate the owners for the time and money that they expend to keep their business 
going, which is sometimes referred to as normal profit or zero profit equilibrium.

Consider an example. Suppose that a farmer had to invest €1 million to open their farm, which other-
wise they could have deposited in a bank to earn €50,000 a year in interest. In addition, they had to give up 
another job that would have paid them €30,000 a year. The farmer’s opportunity cost of farming includes 
both the interest they could have earned and the forgone wages – a total of €80,000. This sum must be 
calculated as part of the farmer’s total costs referred to as normal profit – the minimum amount required 
to keep factor inputs in their current use. Even if profit is driven to zero, their revenue from farming com-
pensates them for these opportunity costs.

Profit maximization: a numerical example

Quantity (Q) 
Litres

Total 
revenue (€) 

(TR)
Total cost (€) 

(TC)
Profit (€) 
(TR 2TC)

Marginal 
revenue (€) 

( / )5 D DMR TR Q

Marginal 
cost (€) 

( / )5 D DMC TC Q
Change in profit (€) 

(MR 2 MC)

   0    0   200 2200
0.4 0.1   0.3

1,000   400   300   100
0.4 0.2   0.2

2,000   800   500   300
0.4 0.3   0.1

3,000 1,200   800   400
0.4 0.4     0

4,000 1,600 1,200   400
0.4 0.5 20.1

5,000 2,000 1,700   300
0.4 0.6 20.2

6,000 2,400 2,300   100
0.4 0.7 20.3

7,000 2,800 3,000 2200
0.4 0.8 20.4

8,000 3,200 3,800 2600

TaBle 5.6

normal profit the minimum amount required to keep factors of production in their current use

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 5   BackGroUND To sUppLy: firms iN compeTiTive markeTs   127

Because of the different way accountants and economists measure profit, at the zero profit equilibrium, 
economic profit is zero, but accounting profit is positive. Our farmer’s accountant, for instance, would 
conclude that the farmer earned an accounting profit of €80,000, which is enough to keep the farmer in 
business. In the short run, as we shall see, profit can be above zero or normal profit, which is referred to 
as abnormal profit.

abnormal profit  the profit over and above normal profit

If firms are making abnormal profit then there is an incentive for other firms to enter the market to take 
advantage of the profits that exist and this creates a dynamic which moves the market to equilibrium.

The marginal Cost Curve and the firm’s supply decision
To extend this analysis of profit maximization, consider the cost curves in Figure 5.7.

The figure shows a horizontal line at the market price (P). The price line is horizontal because the firm is 
a price-taker: the price received is the same, regardless of the quantity that the firm decides to produce. 
Keep in mind that, for a competitive firm, the firm’s price equals both its average revenue (AR) and its 
marginal revenue (MR).

Profit maximization for a Competitive firm
This figure shows the marginal cost curve 
(MC ) , the average total cost curve ( ATC ) and 
the average variable cost curve ( AVC ) .  
It also shows the market price ( P ) , which 
equals marginal revenue (MR )  and average 
revenue ( AR ). At the quantity Q1, marginal 
revenue mr1 exceeds marginal cost mc1, so 
raising production increases profit. At the 
quantity Q2  marginal cost mc2  is above 
marginal revenue mr2 , so reducing production 
increases profit. The profit-maximizing quantity 
QMAX  is found where the horizontal price line 
intersects the marginal cost curve.

fIgure 5.7
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We can use Figure 5.7 to find the quantity of output that maximizes profit. Imagine that the firm is 
producing at 1Q . At this level of output, marginal revenue is greater than marginal cost. That is, if the firm 
raised its level of production and sales by 1 unit, the additional revenue ( )1MR  would exceed the additional 
costs ( )1MC . Profit, which equals total revenue minus total cost, would increase. Hence if marginal reve-
nue is greater than marginal cost, as it is at Q1, it is worth the firm producing this output because it can 
increase profit.

When output is at 2Q , marginal cost is greater than marginal revenue. If the firm reduced production 
by 1 unit, the costs saved ( )2MC  would exceed the revenue lost ( )2MR . Therefore, if marginal revenue is 
less than marginal cost, as it is at 2Q , it is worth the firm cutting back production because the firm can 
increase profit.
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Where do these marginal adjustments to the level of production end? Regardless of whether the firm 
begins with production at a low level (such as 1Q ) or at a high level (such as 2Q ), there is an incentive for 
the firm to adjust its output decisions until the quantity produced reaches MAXQ . At any other output level, 
there is an incentive for the firm to either increase or cut back output and increase profit. This analysis 
shows a general rule for profit maximization: at the profit-maximizing level of output, marginal revenue and 
marginal cost are exactly equal.

We can now see how the supply curve is derived. Because a competitive firm is a price-taker, its 
 marginal revenue equals the market price. For any given price, the competitive firm’s profit-maximizing 
quantity of output is found by looking at the intersection of the price with the marginal cost curve. In 
Figure 5.7, that quantity of output is MAXQ .

Figure 5.8 shows how a competitive firm responds to an increase in the price which may have been 
caused by a change in global market conditions. Remember that competitive firms are price-takers and 
must accept the market price for their product. Prices of commodities such as grain, metals, sugar, cotton, 
coffee, pork bellies, and so on are set by organized international markets and so the individual firm has 
no power to influence price. When the price is 1P , the firm produces quantity 1Q , the quantity that equates 
marginal cost to the price. Assume that an outbreak of bovine spongiform encephalopathy (BSE) results 
in the need to slaughter a large proportion of dairy cattle and as a result there is a shortage of milk on the 
market. When the price rises to 2P , the firm finds that marginal revenue is now higher than marginal cost 
at the previous level of output, so existing farmers look to increase production. The new profit-maximizing 
quantity is 2Q , at which marginal cost equals the new higher price. In essence, because the firm’s marginal 
cost curve determines the quantity of the good the firm is willing to supply at any price – it is the compet-
itive firm’s supply curve.

marginal Cost as the Competitive firm’s 
supply Curve
An increase in the price from p1 to p2  leads to an 
increase in the firm’s profit-maximizing quantity from 
Q1 to Q2 . Because the marginal cost curve shows the 
quantity supplied by the firm at any given price, it is 
the firm’s supply curve.

fIgure 5.8
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The firm’s short-run decision to shut down
So far, we have been analyzing the question of how much a competitive firm will produce. In some circum-
stances, however, the firm will decide to shut down and not produce anything at all.

Here we should distinguish between a temporary shutdown of a firm and the permanent exit of a 
firm from the market. A shutdown refers to a short-run decision not to produce anything during a specific 
period of time because of current market conditions. Exit refers to a long-run decision to leave the market. 
The short-run and long-run decisions differ because most firms cannot avoid their fixed costs in the short 
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run but can do so in the long run. That is, a firm that shuts down temporarily still must pay its fixed costs, 
whereas a firm that exits the market saves both its fixed and its variable costs.

For example, consider the production decision that a farmer faces. The cost of a milking parlour is one 
of the farmer’s fixed costs. If the farmer decides not to milk their herd for some period of time, the parlour 
still represents a cost they cannot recover. When making the short-run decision whether to shut down 
for this period, the fixed cost of the parlour is said to be a sunk cost. By contrast, if the farmer decides to 
leave dairy farming altogether, they can sell the parlour along with the rest of the farm. When making the 
long-run decision whether to exit the market, the cost of the parlour is not sunk. We return to the issue of 
sunk costs shortly.

Now let’s consider what determines a firm’s shutdown decision. If the firm shuts down, it loses all rev-
enue from the sale of its product. At the same time, it saves the variable costs of making its product, (but 
must still pay the fixed costs). Thus the firm shuts down if the revenue that it would get from producing is 
less than its variable costs of production; it is simply not worth producing a product which costs more to 
produce than the revenue generated by its sale. Doing so would reduce profit or make any existing losses 
even greater.

If TR  stands for total revenue and VC  stands for variable costs, then the firm’s decision can be 
 written as:

Shut down if TR VC,

The firm shuts down if total revenue is less than variable cost. By dividing both sides of this inequality 
by the quantity Q , we can write it as:

Shut down if TR
Q

VC
Q

,

Notice that this can be further simplified. 
TR
Q

 is average revenue. As we discussed previously, average 

revenue for any firm is the good’s price P . Similarly, 
VC
Q

 is average variable cost ( )AVC . Therefore the firm’s 
shutdown criterion is:

Shut down if P AVC,

That is, a firm chooses to shut down if the price of the good is less than the average variable cost of 
production. This criterion is intuitive: when choosing to produce, the firm compares the price it receives 
for the typical unit to the average variable cost that it must incur to produce the typical unit. If the price 
doesn’t cover the average variable cost, the firm is better off stopping production altogether. The firm can 
re-open in the future if conditions change so that price exceeds average variable cost.

We now have a full description of a competitive firm’s profit-maximizing strategy. If the firm produces 
anything, it produces the quantity at which marginal cost equals the price of the good. Yet if the price is 
less than average variable cost at that quantity, the firm is better off shutting down and not producing 
anything. These results are illustrated in Figure 5.9. The competitive firm’s short-run supply curve is the 
portion of its marginal cost curve that lies above average variable cost.

sunk Costs
Economists say that a cost is a sunk cost when it has already been committed and cannot be recovered. 
In a sense, a sunk cost is the opposite of an opportunity cost: an opportunity cost is what you must give 
up if you choose to do one thing instead of another, whereas a sunk cost cannot be avoided, regardless of 
the choices you make. Because nothing can be done about sunk costs, you can ignore them when making 
decisions about various aspects of life, including business strategy.

sunk cost a cost that has already been committed and cannot be recovered
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Our analysis of the firm’s shutdown decision is one example of the importance of recognizing sunk 
costs. We assume that the firm cannot recover its fixed costs by temporarily stopping production. As a 
result, the firm’s fixed costs are sunk in the short run, and the firm can safely ignore these costs when 
deciding how much to produce. The firm’s short-run supply curve is the part of the marginal cost curve that 
lies above average variable cost, and the size of the fixed cost does not matter for this supply decision.

The firm’s long-run decision to exit or enter a market
The firm’s long-run decision to exit the market is similar to its shutdown decision. If the firm exits, it again 
will lose all revenue from the sale of its product, but now it saves on both fixed and variable costs of 
production. Thus the firm exits the market if the revenue it would get from producing is less than its total 
costs.

We can again make this criterion more useful by writing it as:

Exit if TR TC,

The firm exits if total revenue is less than total cost. By dividing both sides of this inequality by quantity 
Q , we can write it as:

Exit if TR
Q

TC
Q

,

We can simplify this further by noting that 
TR
Q

 is average revenue, which equals the price P , and that 
TC
Q

 

is average total cost ATC . Therefore the firm’s exit criterion is:

Exit if P ATC,

That is, a firm chooses to exit if the price of the good is less than the average total cost of production.
A parallel analysis applies to an entrepreneur who is considering starting a firm. The firm will enter the 

market if such an action would be profitable, which occurs if the price of the good exceeds the average 
total cost of production. The entry criterion is:

Enter if P ATC.

The criterion for entry is exactly the opposite of the criterion for exit.
We can now describe a competitive firm’s long-run profit-maximizing strategy. If the firm is in the 

market, it produces the quantity at which marginal cost equals the price of the good. Yet if the price is less 
than average total cost at that quantity, the firm chooses to exit (or not enter) the market. These results 
are illustrated in Figure 5.10. The competitive firm’s long-run supply curve is the portion of its marginal cost 
curve that lies above average total cost.

The Competitive firm’s short-run supply Curve
In the short run, the competitive firm’s supply curve 
is its marginal cost curve (MC )  above average 
variable cost ( AVC ) . If the price falls below average 
variable cost, the firm is better off shutting down.

fIgure 5.9
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measuring Profit in our graph for the Competitive firm
As we consider exit and entry, it is useful to be able to analyze the firm’s profit in more detail. Recall that 
profit equals total revenue ( )TR  minus total cost ( )TC :

Profit TR TC5 2

We can rewrite this definition by multiplying and dividing the right hand side by Q :







Profit TR

Q
TC
Q

Q5 2 3

But note that 
TR
Q

 is average revenue, which is the price P, and 
TC
Q

 is average total cost ( )ATC . Therefore:

Profit P ATC Q( )5 2 3

This way of expressing the firm’s profit allows us to measure profit in our graphs.
Panel (a) of Figure 5.11 shows a firm earning abnormal profit. As we have already discussed, the firm 

maximizes profit by producing the quantity at which price equals marginal cost. The height of the shaded 
rectangle is 2P ATC , the difference between price and average total cost. The width of the rectangle 
is Q , the quantity produced. Therefore, the area of the rectangle is 2 3( )P ATC Q, which is the firm’s 
profit.

Similarly, panel (b) of this figure shows a firm with losses (negative profit). In this case, maximizing 
profit means minimizing losses, a task accomplished once again by producing the quantity at which 
price equals marginal cost. Now consider the shaded rectangle. The height of the rectangle is 2ATC P ,  
and the width is Q. The area is 2 3( )ATC P Q, which is the firm’s loss. Because a firm in this situation 
is not making enough revenue to cover its average total cost, the firm would choose to exit the market.

The Competitive firm’s long-run supply 
Curve
In the long run, the competitive firm’s supply 
curve is its marginal cost curve (MC )  above 
average total cost ( ATC ). If the price falls below 
average total cost, the firm is better off exiting 
the market.

fIgure 5.10
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self TesT How does the price faced by a profit-maximizing competitive firm compare to its marginal cost? 
Explain.
When does a profit-maximizing competitive firm decide to shut down? When does a profit-maximizing 
competitive firm decide to exit a market?
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The suPPly Curve In a ComPeTITIve markeT
Now that we have examined the supply decision of a single firm, we can discuss the supply curve for a 
market. There are two cases to consider. First, we examine a market with a fixed number of firms. Second, 
we examine a market in which the number of firms can change as old firms exit the market and new firms 
enter. Both cases are important, for each applies over a specific time horizon. Over short periods of time 
it is often difficult for firms to enter and exit, so the assumption of a fixed number of firms is appropriate. 
Over long periods of time, the number of firms can adjust to changing market conditions.

The short run: market supply with a fixed number of firms
Consider first a market with 1,000 identical firms. For any given price, each firm supplies a quantity of 
output so that its marginal cost equals the price, as shown in panel (a) of Figure 5.12. That is, as long as 
price is above average variable cost, each firm’s marginal cost curve is its supply curve. The quantity of 
output supplied to the market equals the sum of the quantities supplied by each of the 1,000 individual 
firms. Thus to derive the market supply curve, we add the quantity supplied by each firm in the market. As 
panel (b) of Figure 5.12 shows, because the firms are identical, the quantity supplied to the market is 1,000 
times the quantity supplied by each firm.

The long run: market supply with entry and exit
Now consider what happens if firms can enter or exit the market. Let’s suppose that everyone has access 
to the same technology for producing the good and access to the same markets to buy the inputs for 
production. Therefore all firms and all potential firms have the same cost curves.

Profit as the area between Price and average Total Cost
The area of the shaded box between price and average total cost represents the firm’s profit. The height of this box is price minus 
average total cost 2( P ATC ), and the width of the box is the quantity of output (Q ) . In panel (a), price is above average total cost, so 
the firm has positive profit. In panel (b), price is less than average total cost, so the firm has losses.

fIgure 5.11
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Decisions about entry and exit in a market of this type depend on the incentives facing the owners 
of existing firms and the entrepreneurs who could start new firms. If firms already in the market are 
making abnormal profit, then new firms will have an incentive to enter the market. This entry will expand 
the number of firms, increase the quantity of the good supplied, and drive down prices and profits back 
to a point where firms are making normal profit. Conversely, if firms in the market are making losses 
(subnormal profit), then some existing firms will exit the market. Their exit will reduce the number of 
firms, decrease the quantity of the good supplied, and drive up prices back to a point where normal 
profit is made. At the end of this process of entry and exit, firms that remain in the market must be at 
the level of production that is making zero economic or normal profit. Recall that we can write a firm’s 
profits as:

Profit P ATC Q( )5 2 3

This equation shows that an operating firm has zero profit if, and only if, the price of the good equals 
the average total cost of producing that good. If price is above average total cost, profit is positive, which 
encourages new firms to enter. If price is less than average total cost, profit is negative, which encourages 
some firms to exit. The process of entry and exit ends only when price and average total cost are driven 
to equality.

This analysis has an important implication. We noted earlier in the chapter that competitive firms 
 produce so that price equals marginal cost. We just noted that free entry and exit forces price to equal 
average total cost. If price is to equal both marginal cost and average total cost, these two measures 
of cost must equal each other. Marginal cost and average total cost are equal, however, only when the 
firm is operating at the minimum of average total cost. Recall from earlier in this chapter that the level 
of production with lowest average total cost is called the firm’s efficient scale. Therefore, the long-run 
equilibrium of a competitive market with free entry and exit must have firms operating at their efficient 
scale.

market supply with a fixed number of firms
When the number of firms in the market is fixed, the market supply curve, shown in panel (b), reflects the individual firms’ marginal 
cost curves, shown in panel (a). Here, in a market of 1,000  firms, the quantity of output supplied to the market is 1,000  times the 
quantity supplied by each firm.

fIgure 5.12
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Panel (a) of Figure 5.13 shows a firm in such a long-run equilibrium. In this figure, price P equals mar-
ginal cost MC, so the firm is profit maximizing. Price also equals average total cost, so profits are zero or 
normal. New firms have no incentive to enter the market, and existing firms have no incentive to leave 
the market.

From this analysis of firm behaviour, we can determine the long-run supply curve for the market. In a 
market with free entry and exit, there is only one price consistent with zero profit – the minimum of aver-
age total cost. As a result, the long-run market supply curve must be horizontal at this price, as in panel (b) 
of Figure 5.13. Any price above this level would generate profit, leading to entry and an increase in the 
total quantity supplied. Any price below this level would generate losses, leading to exit and a decrease in 
the total quantity supplied. Eventually, the number of firms in the market adjusts so that price equals the 
minimum of average total cost, and there are enough firms to satisfy all the demand at this price.

market supply with entry and exit
Firms will enter or exit the market until profit is driven to zero. Thus in the long run, price equals the minimum of average total cost, as 
shown in panel (a). The number of firms adjusts to ensure that all demand is satisfied at this price. The long-run market supply curve is 
horizontal at this price, as shown in panel (b).
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a shift in demand in the short run and long run
Because firms can enter and exit a market in the long run but not in the short run, the response of a 
market to a change in demand depends on the time horizon. To see this, let’s trace the effects of a shift 
in demand. This analysis will show how a market responds over time, and it will show how entry and exit 
drive a market to its long-run equilibrium.

Suppose the market for milk begins in long-run equilibrium. Firms are earning zero profit, so price 
equals the minimum of average total cost. Panel (a) of Figure 5.14 shows the situation. The long-run 
equilibrium in the market shown by the graph on the right of the panel is point A, the quantity sold in the 
market is 1Q  and the price is 1P .

Now suppose scientists discover that milk has significant health benefits. As a result, the demand 
curve for milk shifts outwards from 1D  to 2D , as in panel (b). The short-run equilibrium moves from point A to 
point B; as a result, the quantity rises from 1Q  to 2Q  and the price rises from 1P  to 2P . All of the existing firms 
respond to the higher price by raising the amount produced. Because each firm’s supply curve reflects its 
marginal cost curve, how much they each increase production is determined by the marginal cost curve. 
In the new short-run equilibrium, the price of milk exceeds average total cost, so the firms are making 
positive or abnormal profit.
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an Increase in demand in the short run and long run
The market starts in a long-run equilibrium, shown as point A in panel (a). In this equilibrium, each firm makes zero profit, and the 
price equals the minimum average total cost. Panel (b) shows what happens in the short run when demand rises from D1 to D2. The 
equilibrium goes from point A to point B, price rises from p1 to p2 , and the quantity sold in the market rises from Q1 to Q2 . Because price 
now exceeds average total cost, firms make abnormal profits, which over time encourage new firms to enter the market. This entry 
shifts the short-run supply curve to the right from s1 to s2  as shown in panel (c). In the new long-run equilibrium, point C, price has 
returned to p1 but the quantity sold has increased to Q3 . Profits are again zero, price is back to the minimum of average total cost, but 
the market has more firms to satisfy the greater demand.
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The abnormal profit in this market encourages new firms to enter. Some farmers may switch to milk 
from other farm products, for example. As the number of firms grows, the short-run supply curve shifts to 
the right from 1S  to 2S , as in panel (c), and this shift causes the price of milk to fall. Eventually, the price is 
driven back down to the minimum of average total cost, profits are zero and firms stop entering. Thus, the 
market reaches a new long-run equilibrium, point C. The price of milk has returned to 1P , but the quantity 
produced has risen to 3Q . Each firm is again producing at its efficient scale, but, because more firms are 
in the dairy business, the quantity of milk produced and sold is greater.

Why the long-run supply Curve might slope upwards
So far, we have seen that entry and exit can cause the long-run market supply curve to be horizontal. The 
essence of our analysis is that there are a large number of potential entrants, each of which faces the 
same costs. As a result, the long-run market supply curve is horizontal at the minimum of average total 
cost. When the demand for the good increases, the long-run result is an increase in the number of firms 
and in the total quantity supplied, without any change in the price.

There are, however, two reasons why the long-run market supply curve might slope upwards.

some resources used in Production may Be available only in limited Quantities For example, 
consider the market for farm products. Anyone can choose to buy land and start a farm, but the quantity 
and quality of land is limited. As more people become farmers, the price of farm land is bid up, which 
raises the costs of all farmers in the market. Thus an increase in demand for farm products cannot 
induce an increase in quantity supplied without also inducing a rise in farmers’ costs, which in turn 
means a rise in price. The result is a long-run market supply curve that is upwards sloping, even with 
free entry into farming.

firms may have different Costs Consider the market for painters. Anyone can enter the market for 
painting services, but not everyone has the same costs. Costs vary in part because some people work 
faster than others, use different materials and equipment, and because some people have better alter-
native uses of their time than others. For any given price, those with lower costs are more likely to enter 
than those with higher costs. To increase the quantity of painting services supplied, additional entrants 
must be encouraged to enter the market. Because these new entrants have higher costs, the price 
must rise to make entry profitable for them. Thus the market supply curve for painting services slopes 
upwards even with free entry into the market.

Notice that if firms have different costs, some of the firms can earn profit even in the long run. In this 
case, the price in the market reflects the average total cost of the marginal firm – the firm that would 
exit the market if the price were any lower. This firm earns zero profit, but firms with lower costs earn 
positive profit. Entry does not eliminate this profit because would-be entrants have higher costs than 
firms already in the market. Higher cost firms will enter only if the price rises, making the market prof-
itable for them.

Thus, for these two reasons, the long-run supply curve in a market may be upwards sloping rather 
than horizontal, indicating that a higher price is necessary to induce a larger quantity supplied. Neverthe-
less, the basic lesson about entry and exit remains true. Because firms can enter and exit more easily in 
the long run than in the short run, the long-run supply curve is typically more elastic than the short-run 
supply curve.

self TesT In the long run with free entry and exit, is the price in a market equal to marginal cost, average 
total cost, both, or neither? Explain with a diagram.
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ConClusIon: BehInd The suPPly Curve
We have been discussing the behaviour of competitive profit-maximizing firms. Marginal analysis has 
given us a theory of the supply curve in a competitive market.

We have learned that when you buy a good from a firm in a competitive market, the price you pay is 
close to the cost of producing that good. In particular, if firms are competitive and profit maximizing, the 
price of a good equals the marginal cost of making that good. In addition, if firms can freely enter and exit 
the market, the price also equals the lowest possible average total cost of production.

In later chapters we will examine the behaviour of firms with market power. Marginal analysis will again 
be useful in analyzing these firms, but it will have quite different implications.

summary
●● When analyzing a firm’s behaviour, it is important to include all the opportunity costs of production. Some, such as 

the wages a firm pays its workers, are explicit. Others, such as the wages the firm owner gives up by working in 
the firm rather than taking another job, are implicit.

●● A firm’s costs reflect its production process. A typical firm’s production function gets flatter as the quantity of an 
input increases, displaying the property of diminishing marginal product. As a result, a firm’s total cost curve gets 
steeper as the quantity produced rises.

●● A firm’s total costs can be divided between fixed costs and variable costs. Fixed costs are costs that are not deter-
mined by the quantity of output produced. Variable costs are costs that directly relate to the amount produced and 
so change when the firm alters the quantity of output produced.

●● Average total cost is total cost divided by the quantity of output. Marginal cost is the amount by which total cost 
changes if output increases (or decreases) by one unit.

●● For a typical firm, marginal cost rises with the quantity of output. Average total cost first falls as output increases 
and then rises as output increases further. The marginal cost curve always crosses the average total cost curve 
at the minimum of average total cost.

●● Many costs are fixed in the short run but variable in the long run. As a result, when the firm changes its level of 
production, average total cost may rise more in the short run than in the long run.

●● Because a competitive firm is a price-taker, its revenue is proportional to the amount of output it produces. The 
price of the good equals both the firm’s average revenue and its marginal revenue.

●● One goal of firms is to maximize profit, which equals total revenue minus total cost.

●● To maximize profit, a firm chooses a quantity of output such that marginal revenue equals marginal cost. Because 
marginal revenue for a competitive firm equals the market price, the firm chooses quantity so that price equals 
marginal cost. Thus, the firm’s marginal cost curve is its supply curve.

●● In the short run when a firm cannot recover its fixed costs, the firm will choose to shut down temporarily if the price 
of the good is less than average variable cost. In the long run when the firm can recover both fixed and variable 
costs, it will choose to exit if the price is less than average total cost.

●● In a market with free entry and exit, profits are driven to zero in the long run. In this long-run equilibrium, all firms 
produce at the efficient scale, price equals the minimum of average total cost, and the number of firms adjusts to 
satisfy the quantity demanded at this price.

●● Changes in demand have different effects over different time horizons. In the short run, an increase in demand 
raises prices and leads to profits, and a decrease in demand lowers prices and leads to losses. If firms can freely 
enter and exit the market, then in the long run the number of firms adjusts to drive the market back to the zero profit 
equilibrium.
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Perfectly Competitive markets
The European Dairy Industry

In discussing the idea of perfectly competitive markets we have used the dairy industry as an example. Looking at the 
dairy industry in Europe provides some interesting background to the theories and models we have considered so 
far. In a report by the European Commission on Dairy Products published in June 2018 (see ec.europa.eu/agriculture 
/sites/agriculture/files/markets-and-prices/price-monitoring/market-prices-dairy-products_en.pdf), the price of raw 
milk hovered between €25 and €40 per 100 kg between 1990 and 2018. Prices fluctuated more after 2007 but the aver-
age price was around €30 per 100 kg throughout most of the period shown. Prices in individual countries appeared to 
fluctuate more, but figures are only given after the first quarter of 2004.

One factor which has changed the dairy industry across the EU has been the phasing out of milk quotas, which was 
completed in 2015. Milk output rose after the quotas disappeared and Eurostat, the EU official statistics agency, notes that 
there has been a growth in the most productive 
herds and a contraction in the less productive 
ones. Overall, however, the number of cows has 
been decreasing. Across the EU in 2016, around 
168 million tonnes of milk were produced, almost 
all from cows. Milk yields per cow varied across 
the EU states with parts of Bulgaria, Romania 
and Hungary being the lowest and parts of Italy, 
Denmark and Finland having the highest.

Across the EU, the size of dairy farms and 
herds varies considerably. Variations in out-
put are often due to technical reasons. Most 
dairy farmers across the EU sell their milk to 
dairy processors with a relatively small number 
selling direct to consumers. If the latter does 
occur, it tends to be through farmer-owned 
cooperatives.

Reference: ec.europa.eu/agriculture/milk_en, accessed 18 February 2019.

Critical Thinking Questions

1 from the information provided in the article, would you characterize the eu dairy industry as a good example of 
a perfectly competitive market? give reasons for your judgement.

2 Why do you think that the average revenue in the milk industry across the eu is relatively stable?
3 Why do you think quotas were introduced in the dairy industry? Were quotas designed to protect producers, 

consumers, or both? explain.
4 differences in milk yields are largely due to technical factors and dairy farms and herds vary in their size. use 

the concepts of returns to scale to explain this.
5 If you conducted an interview with a number of dairy farmers, do you think that the profit maximization explana-

tion given in this chapter would be something they would recognize? explain your reasoning.

In The neWs

The dairy industry in Europe provides some interesting background 
to the theories and models we have considered so far.
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QuesTIons for revIeW
1 What is marginal product, and what does it mean if it is diminishing?

2 Draw a production function that exhibits diminishing marginal product of labour. Draw the associated total cost curve. 
(In both cases, be sure to label the axes.) Explain the shapes of the two curves you have drawn.

3 Give an example of an opportunity cost that an accountant might not count as a cost. Why would the accountant ignore 
this cost?

4 Define economies of scale and diseconomies of scale and explain why they might arise.

5 Draw the marginal cost and average total cost curves for a typical firm. Explain why the curves have the shapes that 
they do and why they cross where they do.

6 Under what conditions will a firm shut down temporarily? Under what conditions will a firm exit a market? Explain each.

7 Why is the point of profit maximization where marginal cost equals marginal revenue?

8 Does a firm’s price equal marginal cost and the minimum of average total cost in the short run, in the long run, or both? 
Explain.

9 Explain the difference between increasing, constant and decreasing returns to scale.

10 Are market supply curves typically more elastic in the short run or in the long run? Explain.

ProBlems and aPPlICaTIons
1 Manton Bakery is a company that bakes bread. Here is the relationship between the number of workers at the bakery 

and Manton’s output in a given day:

Workers Output of loaves Marginal product Total cost Average total cost Marginal cost

0   0
1  20
2  50
3  90
4 120
5 140
6 150
7 155

a. Fill in the column of marginal product. What pattern do you see? How might you explain it?
b. A skilled baker costs €100 a day, and the firm has fixed costs of €200. Use this information to fill in the column for  

total cost.

c. Fill in the column for average total cost. (Recall that ATC
TC
Q

5 .) What pattern do you see?

d. Now fill in the column for marginal cost. (Recall that MC
TC
Q

5
D

D
.) What pattern do you see?

e. Compare the column for marginal product and the column for marginal cost. Explain the relationship.
f. Compare the column for average total cost and the column for marginal cost. Explain the relationship.

2 Your aunt announces that she is thinking about opening a restaurant. She estimates that it would cost €500,000 per year 
to rent the premises, buy a licence to serve alcohol and to buy in food. In addition, she would have to leave her €50,000 
per year job as an accountant.
a. Define opportunity cost.
b. What is your aunt’s opportunity cost of running the restaurant for a year? If your aunt thought she could sell €510,000 

worth of food in a year, should she open the restaurant? Explain.
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3 Your cousin Mark owns a painting company with fixed costs of €200 and the following schedule for variable costs:

Quantity of houses 
painted per month

1 2 3 4 5 6 7

Variable costs €10 €20 €40 €80 €160 €320 €640

Calculate average fixed cost, average variable cost and average total cost for each quantity. What is the efficient scale 
of Mark’s company?

4 What are the characteristics of a competitive market? Which of the following drinks do you think is best described by 
these characteristics? Why aren’t the others?
a. tap water
b. bottled water
c. cola
d. beer

5 A commercial fisherman charts the following relationship between hours spent and the quantity of fish caught per trip.

Hours Quantity of fish caught (kilos)

0  0
1 20
2 36
3 48
4 56
5 60

a. What is the marginal product of each hour spent fishing?
b. Using these data, graph the fisherman’s production function. Explain the shape of the production function.
c. Assume the fisherman has a fixed cost of €500 for their boat and the opportunity cost of their time is €10 per hour. 

Graph the fisherman’s total cost curve and explain its shape.

6 You go out to the best restaurant in town and order a steak dinner for €40. After eating half of the steak, you realize that 
you are quite full. Your partner wants you to finish your dinner, because you can’t take it home and because ‘you’ve 
already paid for it’. What should you do? Relate your answer to the material in this chapter.

7 Alejandro’s lawn mowing service is a profit-maximizing, competitive firm. Alejandro mows lawns for €27 each. His total 
cost each day is €280, of which €30 is a fixed cost. He mows 10 lawns a day. What can you say about Alejandro’s short-
run decision regarding shutdown and his long-run decision regarding exit?

8 Consider total cost and total revenue given in the table below:

Quantity 0 1 2 3 4 5 6 7

Total cost €8 9 10 11 13 19 27 37
Total revenue €0 8 16 24 32 40 48 56

a. Calculate profit for each quantity. How much should the firm produce to maximize profit?
b. Calculate marginal revenue and marginal cost for each quantity. Graph them. (Hint: put the points between whole 

numbers. For example, the marginal cost between 2 and 3 should be graphed at 2 1
2 .) At what quantity do these 

curves cross? How does this relate to your answer to part (a)?
c. Can you tell whether this firm is in a competitive industry? If so, can you tell whether the industry is in long-run equilibrium?

9 A profit-maximizing firm in a competitive market is currently producing 100 units of output. It has average revenue of €10,  
average total costs of €8 and fixed costs of €200. What is the firm’s:
a. profit?
b. marginal cost?
c. average variable cost?
d. Is the efficient scale of the firm more than, less than, or exactly 100 units?

10 Suppose the book printing industry is competitive and begins in long-run equilibrium.
a. Draw a diagram describing the typical firm in the industry.
b. Hi-Tech Printing Company invents a new process that sharply reduces the cost of printing books. What happens to 

Hi-Tech’s profits and the price of books in the short run when Hi-Tech’s patent prevents other firms from using the 
new technology?

c. What happens in the long run when the patent expires and other firms are free to use the technology?
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In the previous chapters in this part of the book,we have described models which explain the way markets 
allocate scarce resources. We now address the question of whether these market allocations are desir-

able. We have seen that the price of a good adjusts to ensure that the quantity of a good supplied equals 
the quantity demanded. At this equilibrium, is the quantity of the good produced and consumed too small, 
too large, or just right, and is the allocation fair?

In this chapter we take up the topic of welfare economics, the study of how the allocation of resources 
affects economic well-being. Economists use the term well-being a good deal and have taken steps to 
define the term. A UK Treasury Economic Working Paper published in 2008 (Lepper, L. and McAndrew, S. 
(2008) Developments in the Economics of Well-being. Treasury Working Paper Number 4) highlights two 
main definitions of economic well-being – subjective and objective well-being. Subjective well-being  
refers to the way in which people evaluate their own happiness. This includes how they feel about work, 
leisure and their response to the events which occur in their lives. Objective well-being refers to meas-
ures of the quality of life and uses indicators such as educational attainment, measures of the standard of 
living, life expectancy, and so on.

6 Consumers, ProduCers 
and The effICIenCy 
of markeTs

welfare economics the study of how the allocation of resources affects economic well-being
subjective well-being the way in which people evaluate their own happiness
objective well-being measures of the quality of life using specified indicators

Welfare economics uses some of the microeconomic techniques we have already looked at to 
estimate allocative efficiency – a measure of the utility (satisfaction) derived from the allocation of 
resources. We have seen how buyers place a value on consumption, and reflected on their willingness 
to pay. Allocative efficiency occurs when the value of the output that firms produce (the benefits to 
sellers) matches the value placed on that output by consumers (the benefit to buyers). This analysis is 
based on the assumptions that buyers prefer more to less (monotonicity) and that they can rank their 
preferences. The model assumes that consumers’ well-being is improved if they have more goods and 
their total utility increases.

allocative efficiency a resource allocation where the value of the output by sellers matches the value placed on that 
output by buyers

Consumer surPlus
We begin our study of welfare economics by looking at the benefits buyers receive from participating in 
a market.
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Willingness to Pay
Imagine that you own an extremely rare, signed vintage electric guitar which you decide to sell. One way 
to do so is to hold an auction.

Four guitar collectors show up for your auction: Lisa, Paul, Claire and Leon. Each of them would like 
to own the guitar, but there is a limit to the amount that each is willing to pay for it. Table 6.1 shows the 
maximum price that each of the four possible buyers would pay. Each buyer’s maximum is called their 
willingness to pay, and it measures how much that buyer values the good. Each buyer has their own 
value assigned to the guitar, which is expressed as the price they are willing to pay to own it. Each will 
have some upper limit above which they will not be prepared to pay (possibly because they don’t feel the 
guitar is worth it above that upper limit or because they know they cannot afford to pay any more). If the 
price were below this upper limit, then each would be eager to buy the guitar.

willingness to pay the maximum amount that a buyer will pay for a good

consumer surplus a buyer’s willingness to pay minus the amount the buyer actually pays

four Possible Buyers’ Willingness to Pay

Buyer Willingness to pay (€)

Lisa 1,000
Paul 800
Claire 700
Leon 500

TaBle 6.1 

To sell your guitar, you begin the bidding at a low price, say €100. Because all four buyers are willing to 
pay much more, the price rises quickly. The bidding stops when Lisa bids €801. At this point, Paul, Claire 
and Leon have dropped out of the bidding because they are unwilling to bid any more than €800. Lisa pays 
you €801 and gets the guitar. Note that the guitar has gone to the buyer who values it most highly.

What benefit does Lisa receive from buying the guitar? Lisa might argue that she has ‘found a real 
bargain’: she was willing to pay €1,000 for the guitar but paid only €801 for it. Lisa valued the benefits from 
owning the guitar more highly than the money she has had to give up to own it. One way to express the 
value of these benefits is in monetary terms. We say that Lisa receives consumer surplus. Consumer 
surplus is the amount a buyer is willing to pay for a good minus the amount the buyer actually pays for it. 
We refer to ‘getting a bargain’ regularly in everyday language. In economics, a bargain means paying much 
less for something than we expected or anticipated, and as a result we get a greater degree of consumer 
surplus than we expected.

Consumer surplus measures the benefit to buyers of participating in a market. In this example, Lisa 
receives a €199 benefit from participating in the auction, because she pays only €801 for a good she values 
at €1,000. Paul, Claire and Leon get no consumer surplus from participating in the auction, because they 
left without the guitar and without paying anything.

Now consider a different example. Suppose that you had two identical guitars to sell. Again, you auction 
them off to the four possible buyers. To keep things simple, we assume that both guitars are to be sold for 
the same price and that no buyer is interested in buying more than one guitar. Therefore, the price rises 
until two buyers are left.

In this case, the bidding stops when Lisa and Paul bid €701. At this price, Lisa and Paul are each happy 
to buy a guitar and Claire and Leon are not willing to bid any higher. Lisa and Paul each receive consumer 
surplus equal to their willingness to pay minus the price. Lisa’s consumer surplus is €299 and Paul’s is €99.  
Lisa’s consumer surplus is higher now than it was previously, because she gets the same guitar but pays 
less for it. The total consumer surplus in the market is €398.
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using the demand Curve to measure Consumer surplus
Consumer surplus is closely related to the demand curve for a product. To see how they are related, let’s 
continue our example and consider the demand curve for guitars.

We begin by using the willingness to pay of the four possible buyers to find the demand schedule for 
the guitar. The graph in Figure 6.1 shows the demand schedule that corresponds to Table 6.1. If the price 
is above €1,000, the quantity demanded in the market is 0, because no buyer is willing to pay that much. If 
the price is between €801 and €1,000, the quantity demanded is 1, because only Lisa is willing to pay such 
a high price. If the price is between €701 and €801, the quantity demanded is 2, because both Lisa and Paul 
are willing to pay the price. We can continue this analysis for other prices as well. In this way, the demand 
schedule is derived from the willingness to pay of the four possible buyers.

The demand schedule and the demand Curve
The table shows the demand schedule for the buyers in 
Table 6.1. The graph shows the corresponding demand 
curve. Note that the height of the demand curve reflects 
buyers’ willingness to pay.

Price Buyers
Quantity 
Demanded

More than €1,000 None 0
€801 – €1,000 Lisa 1
€701 – €801 Lisa, Paul 2
€501 – €701 Lisa, Paul, Claire 3
€500 or less Lisa, Paul, Claire, Leon 4

fIgure 6.1
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The graph in Figure 6.1 shows the demand curve that corresponds to this demand schedule. Note the 
relationship between the height of the demand curve and the buyers’ willingness to pay. At any quantity, 
the price given by the demand curve shows the willingness to pay of the marginal buyer, the buyer who 
would leave the market first if the price were any higher. At a quantity of four guitars, for instance, the 
demand curve has a height of €500, the price that Leon (the marginal buyer) is willing to pay for a guitar. 
At a quantity of three guitars, the demand curve has a height of €700, the price that Claire (who is now 
the marginal buyer) is willing to pay.

Because the demand curve reflects buyers’ willingness to pay, we can also use it to measure consumer 
surplus. Figure 6.2 uses the demand curve to compute consumer surplus in our example. In panel (a), the 
price is €801 and the quantity demanded is 1. Note that the area above the price and below the demand 
curve equals 2 3€199 (€1,000 801 1). This amount is exactly the consumer surplus we computed earlier 
when only one guitar was sold.

Panel (b) of Figure 6.2 shows consumer surplus when the price is €701. In this case, the area above the 
price and below the demand curve equals the total area of the two rectangles: Lisa’s consumer surplus 
at this price is €299 and Paul’s is €99. This area equals a total of €398. Once again, this amount is the 
consumer surplus we computed earlier.

The area below the demand curve and above the price measures the consumer surplus in a market. 
The height of the demand curve multiplied by the quantity measures the value buyers place on the good, 
as represented by their willingness to pay for it. The difference between this willingness to pay and the 
market price is each buyer’s consumer surplus. Thus, the total area below the demand curve and above 
the price is the sum of the consumer surplus of all buyers in the market for a good or service.
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how a lower Price raises Consumer surplus
The model we are using assumes buyers always want to pay less for the goods they buy and that a lower 
price makes them better off and improves their well-being. Figure 6.3 shows a typical downwards slop-
ing demand curve. Although this demand curve appears somewhat different in shape from the step-like 
demand curves in our previous two figures, the ideas we have just developed apply nevertheless: con-
sumer surplus is the area above the price and below the demand curve. In panel (a), consumer surplus at 
a price of 1P  is the area of triangle ABC.

Now suppose that the price falls from 1P  to 2P , as shown in panel (b). The consumer surplus now equals 
area ADF. The increase in consumer surplus attributable to the lower price is the area BCFD.

This increase in consumer surplus is composed of two parts. First, those buyers who were already 
buying 1Q  of the good at the higher price 1P  are better off because they now pay less. The increase in con-
sumer surplus of existing buyers is the reduction in the amount they pay; it equals the area of the rectan-
gle BCED. Second, some new buyers enter the market because they are now willing to buy the good at 
the lower price. As a result, the quantity demanded in the market increases from 1Q  to 2Q . The consumer 
surplus these newcomers receive is the area of the triangle CEF.

What does Consumer surplus measure?
Our goal in developing the concept of consumer surplus is to make normative judgements about the 
desirability of market outcomes. Imagine that you are a policymaker trying to design a good economic 
system. Given the assumptions made in our model, consumer surplus would be important to consider 
as it measures the net economic benefit in terms of surplus value that buyers receive from a good as the 
buyers themselves perceive it. The demand curve is a representation of the value of the economic benefit 
consumers get from consumption as measured by the price they must pay to acquire the good; it assumes 
that they can accurately determine their preferences themselves, the opportunity cost of the price they 
must pay, and that their well-being is improved by more consumption; in other words, that they are rational. 
We assume that consumers (mostly unconsciously) weigh up the value to them of buying a good.

measuring Consumer surplus with the demand Curve
In panel (a) the price of the good is €801 and the consumer surplus is €199 . In panel (b) the price of the good is €701 and the consumer 
surplus is €398 .

fIgure 6.2
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Psychologists have shown that there are lots of different things going on when we make such choices 
apart from simply a rational weighing up of the costs and benefits as we saw in our discussion of heuristics. 
As a consumer yourself, you will almost certainly be able to bring to mind instances where you have ago-
nized over whether to buy something and if you were asked at that moment to describe your thinking you 
would no doubt be weighing up a variety of factors. If you are agonizing, then you are operating right at 
this marginal value – the maximum amount you are prepared to pay. For some reason, if the price you are 
being asked to pay is slightly higher you decide not to buy – what you are being asked to give up is not 
offset by the value of the benefit you perceive you will get from purchasing the good.

You might also recall times when you have seen a good and snapped it up – you think to yourself you 
have a bargain. You now have the tools to understand why you experience that feeling of getting a bargain – 
it is because of the amount of consumer surplus you have gained from the purchase. Thus, consumer sur-
plus provides one way in which we can measure the value of the benefits to consumers of consumption.

Conceiving of Price as a Bargaining model Our discussion of markets so far has noted that price acts 
as a signal to buyers and sellers. The actual purchasing decision by a consumer can be seen from the 
perspective of a bargaining model. Suppliers are offering goods to consumers at different prices, and con-
sumers must make decisions about whether the prices they are offered represent a net economic benefit 
to them. This interaction between suppliers and consumers can be seen as a bargaining process, an 
agreed outcome between two interested and competing economic agents.
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how the Price affects Consumer surplus
In panel (a) the price is P1, the quantity demanded is Q1  and consumer surplus equals the area of the triangle ABC. When the price falls 
from P1 to P2 , as in panel (b), the quantity demanded rises from Q1  to Q2 , and the consumer surplus rises to the area of the triangle ADF. 
The increase in consumer surplus (area BCFD) occurs in part because existing consumers now pay less (area BCED) and in part because 
new consumers enter the market at the lower price (area CEF).

fIgure 6.3

bargaining process an interaction resulting in an agreed outcome between two interested and competing economic agents

Think of the times when you have looked at a price comparison website or been around almost every 
shop in a mall only to return to the item you saw first and bought that item. In these cases, you as a 
consumer are responding to the prices being offered by suppliers and making decisions based on the 
competing prices available. Suppliers respond to the decisions made by consumers – if too few people 
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buy their product then they will be forced to take action to improve the product offering. If consumers 
buy the product in sufficient numbers to make it worthwhile for producers, then this implies that the 
supplier has some understanding of the net benefit to consumers and can continue to work on finding 
ways to maximize this benefit at prices consumers are willing to pay and at a cost which benefits the 
supplier.

Is Consumer surplus always a good measure of economic Well-Being?
In some circumstances, policymakers might choose not to care about consumer surplus because they do 
not respect the preferences that drive buyer behaviour. For example, drug addicts are willing to pay a high 
price for heroin. Yet we would not say that addicts get a large benefit from being able to buy heroin at a 
low price (even though addicts might say they do). From the standpoint of society, willingness to pay, in 
this instance, is not a good measure of the buyers’ benefit. Consumer surplus is not a good measure of 
economic well-being, because addicts are not looking after their long-term welfare.

The use of the word ‘good’ to describe products has not just arisen as a result of chance. A product 
described as a ‘good’ implies that consumption of it confers positive benefits on consumers. Products like 
non-medicinal drugs, tobacco and alcohol might be better described as ‘bads’ rather than ‘goods’ because 
they confer negative benefits to the consumer such as a deterioration in long-term physical and mental 
health – even though many consumers of these goods would claim that they enjoy and therefore benefit 
from consuming them.

In many markets, however, consumer surplus does reflect economic well-being. The underlying 
assumption to this is that we are presuming buyers are rational when they make decisions and that their 
preferences should be respected. In this case, consumers are the best judges of how much benefit they 
receive from the goods they buy. As we have seen, this assumption is open to some debate. In addition, 
it must be noted that an assumption made in the analysis so far is that one person’s value of an extra unit 
of a euro is the same as someone else’s. For example, if the price of a guitar in an auction rose by €1 from 
€750 to €751, do Paul and Lisa place the same value on that extra euro? In this analysis we are assuming 
they are, but in reality this may not be the case; an additional euro to a very wealthy person may not be 
valued the same as an additional euro to a very poor person.

As with many things in economics, we are attempting to introduce some basic principles of the sub-
ject, but, as you progress through your studies to intermediate and advanced levels, you will find that the 
simplified assumptions that are made can be challenged and new, more sophisticated understandings 
begin to emerge.

self TesT Think about an occasion when you have used an auction website such as eBay. If you won the 
auction, how much consumer surplus did you gain? If you dropped out of an auction, what were the factors 
which determined your decision? If you just missed out on a bid, would you have been prepared to pay a little 
more in hindsight? What does this tell you about your willingness to pay?

ProduCer surPlus
We now consider the benefits sellers receive from participating in a market. As you will see, our analysis 
of sellers’ welfare is similar to our analysis of buyers’ welfare.

Cost and the Willingness to sell
Imagine that you own a house and need to get it painted externally. Four sellers of house painting ser-
vices, Millie, Georgia, Julie and Nana are each willing to do the work for you if the price is right. You decide 
to take bids from the four painters and auction off the job to the painter who will do the work for the lowest 
price (assuming the quality each painter provides is the same).
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Each painter is willing to take the job if the price she would receive exceeds her cost  of doing the work. 
Here the term cost should be interpreted as the painter’s opportunity cost: it includes the painter’s out 
of pocket expenses (for paint, brushes and so on) as well as the value that the painter places on her own 
time. Table 6.2 shows each painter’s cost. Because a painter’s cost is the lowest price she would accept 
for her work, cost is a measure of her willingness to sell her services. Each painter would be eager to sell 
her services at a price greater than her cost, would refuse to sell her services at a price less than her cost, 
and would be indifferent about selling her services at a price exactly equal to her cost.

cost the value of everything a seller must give up to produce a good

The Costs of four Possible sellers

Seller Cost (€)

Millie 900
Julie 800
Georgia 600
Nana 500

TaBle 6.2

When you take bids from the painters, the price might start off high, but it quickly falls as the painters 
compete for the job. Once Nana has bid slightly less than €600, she is the sole remaining bidder. Nana is 
willing to do the job for this price, because her cost is only €500. Millie, Georgia and Julie are unwilling to 
do the job for less than €600. What benefit does Nana receive from getting the job? Because she is willing 
to do the work for €500 but gets €599.99 for doing it, we say that she receives producer surplus of €99.99. 
Producer surplus  is the amount a seller is paid minus the cost of production. Producer surplus measures 
the benefit to sellers of participating in a market.

producer surplus the amount a seller is paid for a good minus the seller’s cost

Now suppose that you have two houses that need painting. Again, you auction off the jobs to the four 
painters. To keep things simple, let’s assume that no painter is able to paint both houses and that you will 
pay the same amount to paint each house. Therefore, the price falls until two painters are left.

In this case, the bidding stops when Georgia and Nana each offer to do the job for a price slightly less 
than €800 (€799.99). At this price, Georgia and Nana are willing to do the work, and Millie and Julie are not 
willing to bid a lower price. At a price of €799.99, Nana receives producer surplus of €299.99, and Georgia 
receives producer surplus of €199.99. The total producer surplus in the market is €499.98.

using the supply Curve to measure Producer surplus
We begin by using the costs of the four painters to find the supply schedule for painting services. The 
table in Figure 6.4 shows the supply schedule that corresponds to the costs in Table 6.2. If the price is 
below €500, none of the four painters is willing to do the job, so the quantity supplied is zero. If the price 
is between €500 and €599.99, only Nana is willing to do the job, so the quantity supplied is 1. If the price is 
between €600 and €799.99, Nana and Georgia are willing to do the job, so the quantity supplied is 2, and 
so on. Thus, the supply schedule is derived from the costs of the four painters.

The graph in Figure 6.4 shows the supply curve that corresponds to this supply schedule. Note that the 
height of the supply curve is related to the sellers’ costs. At any quantity, the price given by the supply 
curve shows the cost of the marginal seller, the seller who would leave the market first if the price were 
any lower. At a quantity of 4 houses, for instance, the supply curve has a height of €900, the cost that 
Millie (the marginal seller) incurs to provide her painting services. At a quantity of 3 houses, the supply 
curve has a height of €800, the cost that Julie (who is now the marginal seller) incurs.
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Because the supply curve reflects sellers’ costs, we can use it to measure producer surplus. Figure 6.5 
uses the supply curve to compute producer surplus in our example. In panel (a) we assume that the price 
is €599.99. In this case, the quantity supplied is 1. Note that the area below the price and above the supply 
curve equals €99.99. This is Nana’s producer surplus.

Panel (b) of Figure 6.5 shows producer surplus at a price of €799.99. In this case, the area below the 
price and above the supply curve equals the total area of the two rectangles. This area equals €499.98, the 
producer surplus we computed earlier for Georgia and Nana when two houses needed painting.
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The supply schedule and the supply Curve
The table shows the supply schedule for the sellers in 
Table 6.2. The graph shows the corresponding supply 
curve. Note that the height of the supply curve reflects 
sellers’ costs.

Price Buyers
Quantity 
supplied

€901 or more Millie, Julie, Georgia, 
Nana

4

€801 – €900 Julie, Georgia, Nana 3
€601 – €800 Georgia, Nana 2
€500 – €600 Nana 1
Less than €500 None 0

fIgure 6.4
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measuring Producer surplus with the supply Curve
In panel (a) the price of the good is €599.99  and the producer surplus is €99.99 . In panel (b) the price of the good is €799.99  and the 
producer surplus is € 499.98 .

fIgure 6.5

The lesson from this example applies to all supply curves: the area below the price and above the supply 
curve measures the producer surplus in a market. The logic is straightforward: the height of the supply curve 
measures sellers’ costs, and the difference between the price and the cost of production is each seller’s pro-
ducer surplus. When multiplied by the quantity, the total area is the sum of the producer surplus of all sellers.

how a higher Price raises Producer surplus
The concept of producer surplus offers an insight into the increase in well-being of a producer in response 
to a higher price.
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Figure 6.6 shows a typical upwards sloping supply curve. Even though this supply curve differs in shape 
from the step-like supply curves in the previous figure, we measure producer surplus in the same way: 
producer surplus is the area below the price and above the supply curve. In panel (a), the price is P1 and 
producer surplus is the area of triangle ABC.
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how the Price affects Producer surplus
In panel (a) the price is P1, the quantity supplied is Q1  and producer surplus equals the area of the triangle ABC. When the price rises 
from P1 to P2 , as in panel (b), the quantity supplied rises from Q1  to Q2  and the producer surplus rises to the area of the triangle ADF. The 
increase in producer surplus (area BCFD) occurs in part because existing producers now receive more (area BCED ) and in part because 
new producers enter the market at the higher price (area CEF).

fIgure 6.6

Panel (b) shows what happens when the price rises from 1P  to P2. Producer surplus now equals area 
ADF. This increase in producer surplus has two parts. First, those sellers who were already selling 1Q  of 
the good at the lower price 1P  are better off because they now get more producer surplus for what they 
sell. The increase in producer surplus for existing sellers equals the area of the rectangle BCED. Second, 
some new sellers enter the market because they are now willing to produce the good at the higher price, 
resulting in an increase in the quantity supplied from 1Q  to 2Q . The producer surplus of these newcomers 
is the area of the triangle CEF.

self TesT Is producer surplus the same as profit? Explain.

Internet Bandwidth in India

With a population of around 1.34 billion and a growing appetite for technology, India is looking at the 
necessity of increasing bandwidth in the country. Two options are available to the authorities in India, 
both of which are part of the microwave spectrum, called V band and E band. To make these additional 
bands available, the government is considering different options, but one of the key aims is to maximize 
the net benefit to the country’s citizens, in other words, to maximize the producer and consumer surplus 
from making the new bandwidths available.

Case sTudy

(Continued )
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markeT effICIenCy
In economies throughout the world, there are trades made every day – millions of them. As part of our 
analysis of free markets we make many assumptions. For example, we assume that if an individual gives up 
€25 to buy a pair of jeans, the value of the economic benefit that individual gains is at the very least equal to 
the price paid, but may include some consumer surplus if they were prepared to pay more than €25 to buy 
those jeans. Equally, we are assuming that the seller must value the sale to the consumer at the very least at 
€25 or they would not have sold the jeans and indeed may be getting some producer surplus from the sale.

Can we conclude, therefore, that the allocative outcome in a free market is efficient? To do this we must 
define efficiency in this context.

Consumer and producer surplus provide a way in which we can measure the benefits to consumers 
and producers of trading. Recall that the consumer optimum is defined as the point where the marginal 
rate of substitution of an extra euro spent equalled the marginal utility of that extra euro. The optimum 
for a profit-maximizing producer is defined as the point where the marginal cost of an extra unit produced 
equals the marginal revenue of an extra unit. In both cases we have noted that there will be incentives 
for firms and consumers to change their behaviour if they are at any point other than their respective 
equilibriums.

Adam Smith’s theory of the invisible hand suggests that millions of independent decision-makers, both 
consumers and producers, all go about their business, but market forces lead to a degree of coherence 
between these decisions. In theory, free market economies will not tend to have instances where there 
are vast shortages and surpluses for long periods of time, because there will be incentives for producers 
and consumers to change their behaviour, which moves the market to equilibrium.

There is likely to be a high fixed cost of the installation of these new bandwidths, but the marginal cost 
of making additional units available to customers is likely to be relatively small. This implies that there 
could be opportunities to make wi-fi and internet access available at relatively low prices. In addition, the 
availability of V and E bands would mean the supply of wi-fi and internet availability would increase, and 
this could further add to the downwards pressure on prices.

It is possible, therefore, that producer surplus would increase for firms who are providers of internet 
services partly because of downwards pressure on costs once the initial fixed costs have been incurred. 
For consumers, the increased availability of wi-fi and internet services, both in more rural areas and for 
those in densely populated urban areas, would also lead to a possible increase in consumer surplus. 
Indeed, it is likely that consumer surplus will be greater than producer surplus but, together, generate net 
benefits for the country and its population.

With a population of around 1.34 billion and a growing appetite 
for technology, India is looking at the necessity of increasing 
bandwidth in the country. 

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 6   coNsUmers, proDUcers aND The efficieNcy of markeTs   151

This analysis is the basis for what is called general equilibrium. General equilibrium is the notion that the 
decisions and choices of economic agents are coordinated across markets. General equilibrium encapsu-
lates the idea that the market mechanism leads to outcomes that are efficient. Consumers are maximizing 
utility and producers are maximizing profits and producing at minimum average cost.

economic efficiency and Waste
If we were to look at efficiency as a general concept, we would be likely to introduce the word ‘waste’; if 
something is inefficient it is wasteful. To the consumer, spending money on a good which does not pro-
vide value can be considered a waste. Equally, if a producer spends money on producing a good which 
consumers do not want to buy, or could reorganize a combination of factors differently to reduce costs, 
then that also represents waste.

We can ask the question, therefore, are free markets wasteful? If waste existed then there would be 
a way to reallocate resources to reduce that waste – consumers would adjust their buying habits and pro-
ducers their production methods. Consumer surplus is the benefit that buyers receive from participating 
in a market, and producer surplus is the benefit that sellers receive. At any point on the demand curve, 
therefore, the price represents the value placed on the good by consumers on the last unit consumed, 
whereas any point on the supply curve represents the additional cost to a producer in the market of pro-
ducing one more unit. At any point we can also measure the consumer and producer surplus that exists. If 
at this particular price the quantity demanded is higher than the quantity supplied, it tells us that the value 
placed on the additional unit by consumers is higher than the additional cost to the producer. In market 
equilibrium, therefore, the value of the additional unit to buyers is the same as the additional cost to pro-
ducers. We can look at the consumer and producer surplus at equilibrium and add these together to get 
a measure of the total surplus. If the consumer surplus is a measure of the consumer’s well-being and 
producer surplus is a measure of the seller’s well-being, then total surplus can be used as a measure of 
society’s economic well-being. We can summarize this as:

5 2Total surplus Value to buyers Cost to sellers

total surplus the total value to buyers of the goods, as measured by their willingness to pay, minus the cost to sellers of 
providing those goods

If an allocation of resources maximizes total surplus, we say that the allocation exhibits efficiency. If 
an allocation is not efficient, then some of the gains from trade among buyers and sellers are not being 
realized. For example, an allocation is inefficient if a good is not being produced by the sellers with lowest 
cost. In this case, moving production from a high-cost producer to a low-cost producer will lower the total 
cost to sellers and raise total surplus. Similarly, an allocation is inefficient if a good is not being consumed 
by the buyers who value it most highly. In this case, moving consumption of the good from a buyer with 
a low valuation to a buyer with a high valuation will raise total surplus. In both these cases there are 
exchanges which can be made which will increase total surplus. Given the assumptions of the model we 
have looked at, there will be incentives for economic agents to continue those exchanges until there are 
no further benefits to be gained.

efficiency the property of a resource allocation of maximizing the total surplus received by all members of society

We have defined efficiency as ‘the property of society getting the most it can from its scarce resources’. 
Now that we have the concept of total surplus, we can be more precise about what we mean by ‘getting 
the most it can’. In this context, society will be getting the most it can from its scarce resources if it allo-
cates them so as to maximize total surplus.
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Figure 6.7 shows consumer and producer surplus when a market reaches the equilibrium of supply and 
demand. Recall that consumer surplus equals the area above the price and under the demand curve, and 
producer surplus equals the area below the price and above the supply curve. Thus, the total area between 
the supply and demand curves up to the point of equilibrium represents the total surplus in this market.
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producer surplus – is the area between 
the supply and demand curves up to the 
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fIgure 6.7

Pareto efficiency At this point we introduce the concept of Pareto efficiency. The idea was developed 
by an Italian economist, Wilfredo Pareto (1848–1923). Pareto efficiency occurs if it is not possible to 
reallocate resources in such a way as to make one person better off without making anyone else worse 
off. Markets are all about trading and, as we have seen, the demand curve tells us something about the 
benefit consumers receive from allocating their income in a particular way, and the supply curve tells us 
something about the benefit to suppliers of offering goods for sale. When trades take place, the con-
sumer gains some benefit and so does the producer and this is referred to as a Pareto improvement.  
A Pareto improvement occurs when an action makes at least one economic agent better off without 
harming another economic agent. Consumers and producers, therefore, will continue to readjust their 
 decision-making with the resulting reallocation of resources until there are no further Pareto improve-
ments. We can view economic efficiency, therefore, in terms of the point where all possible Pareto 
improvements have been exhausted.

Pareto improvement when an action makes at least one economic agent better off without harming another economic 
agent

evaluating the market equilibrium
We have noted that total surplus is maximized at the point where the market is in equilibrium – an alloca-
tion of resources where consumers are maximizing utility and producers maximizing profits and producing 
at minimum average cost. Is it possible to reallocate resources in any other way to increase the well-being 
of consumers and producers, in other words, are there Pareto improvements that would result from any 
such resource allocations?

The price determines which buyers and sellers participate in the market. Those buyers who value the 
good more than the price (represented by the segment AE on the demand curve in Figure 6.7) choose 
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to buy the good; those buyers who value it less than the price (represented by the segment EB) do not. 
Similarly, those sellers whose costs are less than the price (represented by the segment CE on the supply 
curve) choose to produce and sell the good; those sellers whose costs are greater than the price (repre-
sented by the segment ED) do not.

These observations lead to two insights about market outcomes based on the assumptions of the model:

1. Free markets allocate the supply of goods to the buyers who value them most highly, as measured by 
their willingness to pay.

2. Free markets allocate the demand for goods to the sellers who can produce them at least cost.

Thus, given the quantity produced and sold in market equilibrium, economic well-being cannot be 
increased by consumers or producers changing their respective allocations.

We can also identify a third insight about market outcomes:

3. Free markets produce the quantity of goods that maximizes the sum of consumer and producer surplus.

To see why this is true, consider Figure 6.8. Recall that the demand curve reflects the value to buyers 
and that the supply curve reflects the cost to sellers. At quantities below the equilibrium level, the value 
to buyers exceeds the cost to sellers. In this region, increasing the quantity raises total surplus, and it con-
tinues to do so until the quantity reaches the equilibrium level. Beyond the equilibrium quantity, however, 
the value to buyers is less than the cost to sellers. Producing more than the equilibrium quantity would, 
therefore, lower total surplus.

The efficiency of the equilibrium Quantity
At quantities less than the equilibrium quantity, the value to 
buyers exceeds the cost to sellers. At quantities greater than 
the equilibrium quantity, the cost to sellers exceeds the value 
to buyers. Therefore, the market equilibrium maximizes the 
sum of producer and consumer surplus.

fIgure 6.8
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These three insights about market outcomes tell us that the equilibrium outcome is an efficient allo-
cation of resources given the assumptions of the model. This conclusion explains why some economists 
advocate free markets as a preferred way to organize economic activity.

self TesT Recall the conditions for consumer optimum and the producer’s profit-maximizing output. 
How might you explain the relationship between these equilibrium points and market equilibrium in terms of 
economic efficiency?
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efficiency and equity
Much of this chapter has focused on efficiency. It is not surprising that there is a great deal of focus on 
efficiency in economics because it is something that can be measured and is quantifiable. Efficiency is a 
positive concept in that we can state what is an efficient allocation. This does not, however, tell us any-
thing about whether the efficient allocation is desirable or not.

We also must consider whether an allocation is fair, and this is a normative concept. One way of looking 
at fairness in economic allocations is to consider equity – the property of distributing economic prosperity 
fairly among the members of society. In essence, the gains from trade in a market are like a cake to be dis-
tributed among the market participants. The question of efficiency is whether the cake is as big as possible. 
The question of equity is whether the cake is divided fairly and can involve trade-offs in decision-making. 
Evaluating the equity of a market outcome is more difficult than evaluating the efficiency. Whereas effi-
ciency is an objective goal that can be judged on strictly positive grounds, equity involves normative judge-
ments that go beyond economics and enter into the realm of political philosophy.

One of the problems with the analysis we have presented is an assumption that economic agents are 
all similar – that consumers and producers are a heterogeneous group. Clearly this is not the case. One of 
the most important things economists must consider is the different way that people with different income 
endowments and economic power behave. The marginal utility gained from spending an extra unit of income 
for a very poor person is likely to be very different from that of a rich person, for example. Looking at well-being 
simply from the perspective of adding up the consumer and producer surpluses masks more complex issues.

Some economists point to the collective utility of society which is reflected by consumer and producer 
surplus in terms of a social welfare function. Social welfare functions attempt to take into account the fact 
that the marginal utilities of individual households are not all the same, and indeed that their preferences 
are also different. This is based on the assumption that welfare is an ordinal function, i.e. that consumers 
can rank preferences. However, it is also assumed that households operate with imperfect knowledge. 
Decisions in the market may be made by those who have some power which can distort market outcomes. 
For example, the spending power of the rich or those with political influence can mean that market out-
comes are disproportionately skewed. The outcome may be efficient, but it is not necessarily fair.

social welfare function the collective utility of society which is reflected by consumer and producer surplus

We must take into account, therefore, that different stakeholders will have different perspectives based 
on personal and shared belief systems on what is ‘good’ for society as a whole. One example of these 
different perspectives, which are referred to as social states, is in relation to income – would you rather 
have a society that focused on raising total income regardless of how it was distributed, i.e. that a small 
number of people owned a considerable portion of this income, or a social state where income was more 
evenly distributed among its citizens?

In the next chapters we begin to look at how these issues take on more relevance when governments 
get involved in free markets by affecting market outcomes to improve them. Clearly, if a government says 
it is adopting policies to try to improve market outcomes we are in the realm of normative economics and 
looking at what should be a market outcome rather than what is.

This chapter has introduced the basic tools of welfare economics – consumer and producer surplus – 
and used them to evaluate the meaning of efficiency in the free market model based on all its assump-
tions. We showed that in this model, market equilibrium maximizes the total benefits to buyers and sellers. 
A market outcome may be identified as efficient, but it does not follow that this particular outcome is fair.

summary
 ● Consumer surplus equals buyers’ willingness to pay for a good minus the amount they actually pay for it, and it 

measures the benefit buyers get from participating in a market. Consumer surplus can be computed by finding the 
area below the demand curve and above the price.

 ● Producer surplus equals the amount sellers receive for their goods minus their costs of production, and it meas-
ures the benefit sellers get from participating in a market. Producer surplus can be computed by finding the area 
below the price and above the supply curve.
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 ● An allocation of resources that maximizes the sum of consumer and producer surplus is said to be efficient. 
Policymakers are often concerned with the efficiency, as well as the equity, of economic outcomes.

 ● Under the assumptions of the model, the equilibrium of supply and demand maximizes the sum of consumer and pro-
ducer surplus. That is, the ‘invisible hand’ of the marketplace leads buyers and sellers to allocate resources efficiently.

Consumer surplus and uber
The ride hailing app, Uber, has had its challenges in recent years. In some countries, accusations that the company 
did not take its responsibilities seriously in looking after the welfare of passengers meant Uber losing its licence 
pending changes to its working practices. There have also been complaints from workers that they are not self- 
employed but have a relationship with Uber which makes it more like an employer.

For many customers, however, the app and the service provided by Uber supply many benefits. In cases where 
customers need to get from point A to point B quickly, Uber provides a value proposition which users are prepared 
to pay for. Uber is a good example of the willingness to pay principle. The app tells the customer how long the car 
will be and what price they will have to pay. In cases where demand for rides is high, the price rises. In such cases, 
customers must decide whether the price they are facing is worth paying or whether it is too high. Customers will 
often be in a situation where they are subconsciously calculating their consumer surplus. Just how much are they 
prepared to pay and to what extent does the price they are being offered represent their willingness to pay?

In fact, Uber has some advantages in this respect. As it is a technology focused business, it can collect large 
amounts of data on its customers and of patterns of demand. It can match these patterns of demand to its available 
supply and set prices accordingly. In many respects, it is exploiting the willingness to pay of consumers and pushing 
the exploitation of consumer surplus to a maximum.

In a paper written by Peter Cohen, Robert 
Hahn, Jonathan Hall, Steven Levitt and Robert 
Metcalf in September 2016 for the National 
Bureau of Economic Research (NBER), the 
authors investigated the extent of the consumer 
surplus for Uber users in the United States. They 
looked at around 50 million observations and used 
statistical methods to estimate that in 2015, Uber 
generated around $2.9 billion in consumer sur-
plus in the four cities which formed the basis of its 
investigation. They estimated that each consumer 
gained $1.60 in consumer surplus for every $1 they 
spent on the service. The authors then extrapo-
lated their calculations to estimate that the overall 
consumer surplus across the United States as a 
whole was some $6.8 billion in 2015.

references: Cohen, P., Hahn, R., Hall, J., Levitt, S. and Metcalf, R. (2016) ‘Using Big Data to Estimate Consumer 
Surplus in the Case of Uber’. NBER Working Paper 22627, www.nber.org/papers/w22627, accessed 4 July 2018. www 
.citylab.com/transportation/2016/09/uber-consumer-surplus/500135/, accessed 4 February 2019.

Critical Thinking Questions

1 Two of the authors of the report cited above are from uber, two are from the university of Chicago and the other 
is from the university of oxford. does this knowledge influence your views on the research and its conclusions?

In The neWs

Do users of Uber gain large amounts of consumer surplus? 

(Continued )
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QuesTIons for revIeW
1 What is meant by the term ‘allocative efficiency’?

2 What is welfare economics?

3 Explain how buyers’ willingness to pay, consumer surplus and the demand curve are related.

4 Explain how sellers’ costs, producer surplus and the supply curve are related.

5 Prepare a supply and demand diagram, showing producer and consumer surplus at the market equilibrium.

6 What is efficiency and how might we measure it?

7 Using the supply and demand diagram you drew for Question 5, assume that the demand shifts to the right as a result of 
an increase in incomes. On the diagram, show how consumer surplus and producer surplus change as a result of the 
shift in demand. Is total surplus increased, decreased, or does it stay the same? What would the outcome depend on?

8 What is meant by a Pareto efficient outcome?

9 Why are issues relating to efficiency classed as positive? What are the normative issues we might want to be concerned 
with?

10 When the tickets for the Glastonbury Festival go on sale, the demand exceeds supply by a considerable margin. Many 
people who are willing to pay the price for tickets are excluded from the market. Explain how charging a higher price 
for tickets for the Glastonbury Festival would lead to a more efficient market allocation. Would this also be an equitable 
market allocation? Explain.

ProBlems and aPPlICaTIons
1 How would you define the concept of welfare? If well-being is about happiness and satisfaction with life, how would 

you, as an economist, go about trying to define and quantify happiness and satisfaction with life? Is it possible to do so?

2 An early freeze in Normandy ruins half of the apple harvest. What happens to consumer surplus in the market for 
apples? What happens to consumer surplus in the market for cider? Illustrate your answers with diagrams.

3 Suppose the demand for French bread rises. What happens to producer surplus in the market for French bread? What 
happens to producer surplus in the market for flour? Illustrate your answers with diagrams.

2 as part of their analysis and estimation of consumer surplus, the authors note that they make a number of ‘sim-
plifying assumptions’. What questions might you ask of the authors about the way they arrived at these assump-
tions and what limitations these present on their conclusions?

3 Is the consumer surplus of a user of uber likely to be higher when it is late, dark and raining, or when it is in the 
middle of the day and sunny? What factors might affect your answer to this question?

4 uber uses the data generated by its users to help calculate the prices it charges. When demand is high, price 
rises. use a diagram to show what happens to consumer surplus as demand rises. What does the size of the 
consumer surplus in your analysis depend upon?

5 If the size of the consumer surplus estimated by the authors of the report is accurate, and if this magnitude of 
consumer surplus is replicated in other countries that have this service, would this strengthen the argument for 
uber to retain its licences in countries in which it operates? give reasons for the judgements you make in your 
answer.
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4 It is a hot day, and Günter is thirsty. Here is the value, in money terms, he places on a bottle of water:

Value of first bottle €7
Value of second bottle €5
Value of third bottle €3
Value of fourth bottle €1

a. From this information, derive Günter’s demand schedule. Graph his demand curve for bottled water.
b. If the price of a bottle of water is €4, how many bottles does Günter buy? How much consumer surplus does Günter 

get from his purchases? Show Günter’s consumer surplus on your graph.
c. If the price falls to €2, how does quantity demanded change? How does Günter’s consumer surplus change? Show 

these changes on your graph.

5 Maria owns a water pump. Because pumping large amounts of water is harder than pumping small amounts, the cost 
of producing a bottle of water rises as she pumps more. Here is the cost she incurs to produce each bottle of water:

Cost of first bottle €1
Cost of second bottle €3
Cost of third bottle €5
Cost of fourth bottle €7

a. From this information, derive Maria’s supply schedule. Graph her supply curve for bottled water.
b. If the price of a bottle of water is €4, how many bottles does Maria produce and sell? How much producer surplus 

does Maria get from these sales? Show Maria’s producer surplus on your graph.
c. If the price rises to €6, how does quantity supplied change? How does Maria’s producer surplus change? Show these 

changes in your graph.

6 Consider a market in which Günter from Problem 4 is the buyer and Maria from Problem 5 is the seller.
a. Use Maria’s supply schedule and Günter’s demand schedule to find the quantity supplied and quantity demanded at 

prices of €2, €4 and €6. Which of these prices brings supply and demand into equilibrium?
b. What are consumer surplus, producer surplus and total surplus in this equilibrium?
c. If Maria produced and Günter consumed one fewer bottles of water, what would happen to total surplus?
d. If Maria produced and Günter consumed one additional bottle of water, what would happen to total surplus?

7 Why might we want to think about market price as the outcome of a bargaining model?

8 The cost of producing smartphones has fallen over the past few years.
a. Use a supply and demand diagram to show the effect of falling production costs on the price and quantity of 

smartphones sold.
b. In your diagram, show what happens to consumer surplus and producer surplus.
c. Suppose the supply of smartphones is very price elastic. Who benefits most from falling production costs – consumers 

or producers of smartphones?

9 Four consumers are willing to pay the following amounts for haircuts:
Hans Juan Peter Marcel

€7 €2 €8 €5

There are four haircutting businesses with the following costs:
Firm A Firm B Firm C Firm D

€3 €6 €4 €2

Each firm has the capacity to produce only one haircut. For efficiency, how many haircuts should be given? Which businesses 
should cut hair, and which consumers should have their hair cut? How large is the maximum possible total surplus?

10 Suppose a technological advance reduces the cost of making tablet devices.
a. Use a supply and demand diagram to show what happens to price, quantity, consumer surplus and producer surplus 

in the market for tablet devices.
b. Tablet devices and laptops are substitutes. Use a supply and demand diagram to show what happens to price, 

quantity, consumer surplus and producer surplus in the market for laptops. Should laptop producers be happy or sad 
about the technological advance in tablet devices?

c. Tablet devices and apps are complements. Use a supply and demand diagram to show what happens to price, 
quantity, consumer surplus and producer surplus in the market for apps. Should app producers be happy or sad 
about the technological advance in tablet devices?
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In the last chapter we introduced the idea that while market outcomes can be efficient, they are not 
always fair. For this reason, and based on political belief systems and political influence, governments will 

seek to influence market outcomes.
We begin by considering policies that directly control prices which are usually enacted when policy-

makers believe that the market price of a good or service is unfair in some way to buyers or sellers. We 
will then consider the impact of taxes and subsidies. Policymakers use taxes and subsidies to influence 
market outcomes and, in the case of taxes, to raise revenue for public purposes.

Controls on PrICes
We will look at two policies to control prices – price ceilings and price floors. These policies may be 
introduced by a government or a regulatory body, but in some cases might also be set by a business. For 
example, prices are often set by sports and entertainment bodies which have similar results to legal price 
controls.

A price ceiling or a price cap is a legal maximum on the price at which a good can be sold. A price floor 
is the exact opposite – a minimum price that producers can charge for a good; producers are not allowed 
to charge a price any lower than this legal minimum.

PArt 3
InterventIons In MArkets

7 suPPly, DeMAnD AnD 
GovernMent PolICIes

price ceiling a legal maximum on the price at which a good can be sold
price floor a legal minimum on the price at which a good can be sold

To see how price controls affect market outcomes, we will look at an example which has interested 
economists for many years – rent control. If rental space for residential occupation (we will define this 
in terms of square metres) is sold in a competitive market free of government regulation, it is assumed 
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that the price of housing adjusts to balance supply and demand: at the equilibrium price, the quantity of 
housing that buyers want to buy exactly equals the quantity that sellers want to sell.

To be concrete, suppose the equilibrium price is €30 per m2. Not everyone may be happy with the 
outcome of this free market process. People looking for homes might complain that the €30 per m2 is 
too expensive. Landlords, on the other hand, might complain that €30 per m2 is too low and is depressing 
their incomes. House-seekers and landlords lobby the government to pass laws that alter the market out-
come by directly controlling the price of rental accommodation. If those seeking rental accommodation 
are successful in their lobbying, the government imposes a legal maximum on the price at which rental 
accommodation can be sold. Our model of the market allows us to make some predictions about what 
the effects of such a policy might be.

How Price Ceilings Affect Market outcomes
When a price ceiling is imposed, two outcomes are possible. In panel (a) of Figure 7.1, the government 
imposes a price ceiling of €40 per m2. In this case, because the price that balances supply and demand 
(€30 per m )2  is below the ceiling, the price ceiling is not binding. The price in the market will level out at the 
equilibrium price of €30 per m2, and the price ceiling has no long-term effect on the price or the quantity sold.

Supply
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A Market with a Price Ceiling
In panel (a), the government imposes a price ceiling of  €40 per m2. Because the price ceiling is above the equilibrium price of 
€30 per m2, the price ceiling has no effect, and market forces push price to the equilibrium of supply and demand. In this equilibrium, 
quantity supplied and quantity demanded both equal  5  million square metres. In panel (b), the government imposes a price ceiling of 
€20 per m2. Because the price ceiling is below the equilibrium price of €30 per m2, the market price equals €20 per m2. At this price, 
6  million square metres are demanded and only  4 million square metres are supplied, so there is a shortage of  2  million square metres.

FIGure 7.1

In panel (b) of Figure 7.1, the government imposes a price ceiling of €20 per m2. Because the equilibrium 
price of €30 per m2 is above the price ceiling, the ceiling is a binding constraint on the market. Given this 
binding limit on price, incentives change. Some landlords will not find it profitable to rent out property at 
this price and remove the property from the market. For buyers, the lower price of rental accommoda-
tion means the sacrifice they must make is less in terms of alternatives foregone and so the demand for 
rental accommodation increases at the binding price. At €20 per m2, the quantity of rental accommodation 
demanded (6 million square metres in Figure 7.1) exceeds the quantity supplied (4 million square metres). 
There is a shortage of rental accommodation, so some people who want to rent accommodation at the 
going price are unable to.
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When a shortage of rental accommodation develops because of this price ceiling, some mechanism 
for rationing accommodation will develop. The mechanism could simply be long queues, or it is possible 
that an underground economy (sometimes referred to as a black market) can develop where those that are 
prepared to pay above the price ceiling rent find a way of securing accommodation. This outcome is pos-
sible but also illegal, although there are often ways to ‘dress up’ a black market solution to make it harder 
for the authorities to catch and prosecute those taking part in the practice. Sellers could decide to ration 
accommodation according to their own personal biases, selling it only to friends, relatives, or members of 
their own racial or ethnic group.

The imposition of a price ceiling may have been motivated by a desire to help those seeking to rent 
homes, but the predicted outcome means not all buyers benefit from the policy. Those who secure accom-
modation do get to pay a lower price, but other buyers cannot get any accommodation at all.

The price ceiling will also affect sellers, and some may not feel it is worth their while continuing in the 
market and leave, thus depressing market supply. Because the revenue landlords receive is lower, there 
may also be less work carried out on maintenance and repair, and as a result the quality of rental accommo-
dation might fall. Workers involved with repair and maintenance of rental property, and letting agents, may 
find their services are no longer required and they may be made redundant or go out of business. To society 
as a whole there is an opportunity cost of these redundant factor inputs.

This example in the market for rental accommodation allows us to make a general prediction: when the 
government imposes a binding price ceiling on a competitive market, a shortage of the good arises, and 
sellers must ration the scarce goods among the large number of potential buyers. The desirability of such 
an outcome will depend on the relative value of the costs and benefits incurred, but also on the belief 
systems of the policymakers. Whether the outcome in a market with a price ceiling is ‘better’ than that 
in a free market is a normative issue. In using our model, we can present the contrasting outcomes and 
attempt to quantify the relative costs and benefits as a means of aiding decision-making, but ultimately 
the decision is likely to be one influenced by political considerations.

How Price Floors Affect Market outcomes
To examine the effects of another kind of government price control, let’s look at the market for alcohol. The 
Scottish government introduced minimum prices for alcohol on 1 May 2018 as part of a policy to try to curb 
the damaging effects of excess alcohol consumption on its citizens’ health and on social behaviour. We can 
use our model to predict two possible outcomes of this policy. If the government imposes a price floor of 
€0.25 per unit when the equilibrium price is €0.35, we obtain the outcome in panel (a) of Figure 7.2. In this 
case, because the equilibrium price is above the floor, the price floor is not binding. Market forces move 
the economy to the equilibrium, and the price floor has no effect.

Panel (b) of Figure 7.2 shows what happens when the government imposes a price floor of €0.45 per unit. 
In this case, because the equilibrium price of €0.35 per unit is below the floor, the price floor is a binding 
constraint on the market. At this floor, the quantity of alcohol supplied, 6 million units, exceeds the quantity 
demanded (3 million units), thus, a binding price floor causes a surplus. Notice, however, that the price floor 
has reduced the quantity demanded by 2 million units, from the original equilibrium quantity demanded of 
5 million units to 3 million units, thus achieving the goal of the policy.

It has been argued that people on low incomes might be disproportionately affected by such a policy 
because they pay a higher price for alcohol, which represents a higher proportion of their income; mean-
while, those people who would see themselves as responsible drinkers must pay a higher price because 
of the proportion of drinkers who do abuse alcohol in some way and impose costs on society.

summary
Price controls are used when governments or other agencies believe that the market is not allocating 
resources equitably (even if it is allocating resources efficiently). Just as there is an argument that an 
efficient allocation of resources is not an equitable one, there are costs and benefits of imposing price 
controls and there is considerable debate as to whether price controls are desirable or not.

There are other options available to governments for achieving what might be seen as equitable out-
comes and we shall look at these in more detail in the next section when we look at taxes and subsidies.
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selF test How might price ceilings like rent controls lead to those whom the policy is designed to help 
being negatively affected? What might be the costs to individuals of price floors?

the Accuracy of Predictions

In this section we have looked at two ways in which governments and other agencies might seek to 
intervene in the market to adjust outcomes. Our model of the market enables us to make predictions 
about the effects of such policies, and we have looked at two examples, a price ceiling in the context 
of rent control and a price floor in the context of alcohol. The value of any model is its predictive power, 
and in this Case Study we look at some issues that need to be considered in assessing the predictive 
power of our model.

In comparing outcomes with and without any government intervention, we are assuming that the 
competitive market model is a useful approximation to the real world. In the first instance, we need to 
be clear on what we mean by the ‘equilibrium rent’ and ‘equilibrium price of alcohol’. To predict that 
price ceilings or price floors lead to ‘worse’ outcomes than the free market equivalent would mean 
that it must be possible to clearly identify the equilibrium price in the free market. This is not always 
the case.

For example, the market for alcohol consists of a wide variety of different types of products from rel-
atively low alcohol content beers to very high alcohol content wines and spirits. Are all products in this 
range equally as damaging and consumed in the same way by all drinkers? Equally, the types of property 

CAse stuDy

Supply

Surplus

Demand

Price
floor

Supply

Demand

Price
floor

(a) A price floor that is not binding (b) A price floor that is binding

0.35

0.45

Price of
alcohol per

unit (€)

Price of
alcohol per

unit (€)

Quantity of
alcohol per

unit (millions)

Quantity of
alcohol per

unit (millions)

6
Quantity
supplied

3
Quantity

demanded

Equilibrium
price

5

0.35

0.25

Equilibrium
price

Equilibrium
quantity

A Market with a Price Floor
In panel (a), the government imposes a price floor of €0.25  per unit. Because this is below the equilibrium price of €0.35  per unit, 
the price floor has no effect. The market price adjusts to balance supply and demand. At the equilibrium, quantity supplied and 
quantity demanded both equal 5  million units. In panel (b), the government imposes a price floor of €0.45  per unit, which is above the 
equilibrium price of €0.35  per unit. Therefore, the market price equals €0.45  per unit. Because 6  million units are supplied at this price 
and only 3 million are demanded, there is a surplus of 3 million units.

FIGure 7.2

(Continued )
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direct taxes a tax levied on income and wealth

available for rental vary widely from high end luxury apartments through to relatively low  standard 
accommodation for students and those on low incomes. In other words, the market for rental accom-
modation and alcohol are not characterized by being homogenous and there are not a large number of 
sellers who are price-takers.

To consider the effect on market outcomes we also need to consider the way in which policies 
are designed and implemented. In our analysis, we assumed a relatively simple rent freeze and fixed 
price on alcohol. Price ceiling and price floor policies are a great deal more complex, and designers 
have learned from mistakes made in the past. Evidence from studies of the effects of rent controls, 
for example, have shown that the outcomes have been damaging but these were of so-called ‘first 
generation’ rent controls. Subsequent policies have been better designed and as a result may not have 
the same outcomes.

Richard Arnott, in an article in the Journal of Economic Perspectives in 1995, argued that early rent 
control policies had been superseded by far better designed ones. Rather than simply regurgitating the 
standard arguments against rent controls, they needed to be revised and treated more on a case by case 
basis. In an article published in 1997 (Boston College Working Paper 391), Arnott made it clear that early 
attempts at rent control had been largely damaging, noting that:

[t]he cumulative evidence – both quantitative and qualitative – strongly supports the predictions of 
the textbook model in virtually all respects. The decay and shrinkage of the rental housing markets in 
Britain and Israel caused by long-term rent control are persuasively documented in Coleman (1988) 
and Werczberger (1988), respectively; Friedrich v. Hayek (Fraser Institute, 1975) provides evidence 
of the harmful effects of hard rent controls in interwar Vienna, including their adverse effects on 
labour mobility; and Bertrand de Jouvenel (Fraser Institute, 1975) and Milton Friedman and George 
Stigler (Fraser Institute, 1975) argue strongly that the retention of controls immediately after World 
War II adversely affected the Paris and U.S. housing markets, respectively. (Arnott, 1997: 8)

Just because a policy has negative 
outcomes does not mean it is a bad 
policy per se but can provide the 
basis for improvement in design. 
Looking at the market in more detail, 
understanding the limitations of 
policies as well as on the various 
factors that influence the decisions 
of buyers and sellers in the market 
can lead to beneficial market out-
comes as Arnott (1995: 108) notes: ‘a 
well-designed rent control program 
can improve on the unrestricted 
equilibrium of an imperfect market’.

reference: www.aeaweb.org/articles 
.php?doi=10.1257/jep.9.1.99, accessed 
7 February 2019.

Are the effects of rent controls necessarily a sign of bad policy or 
a bad policy design?

tAxes
Most governments, whether national or local, impose taxes to raise revenue and influence behaviour in 
some way. There are many different taxes in most countries, but we can generally divide them into two 
categories: taxes on income and taxes on spending. Taxes on income are called direct taxes because the 
individual is ultimately responsible for paying the correct amount of tax.
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For many people, an amount is subtracted from gross income and passed to the tax authorities. If an 
individual owns shares and sells the shares making a profit, they are liable to pay income tax on the sur-
plus. Companies making a profit must pay income tax (but the name of the tax might be corporation or 
corporate tax); it is a tax on a company’s income.

Taxes on expenditure are referred to as indirect taxes. An indirect tax might be levied on a business 
that is responsible to the tax authorities to pay the tax, but the business might pass on the tax to the con-
sumer in the form of a higher price. Hence, the individual shares the burden of the tax and so contributes 
indirectly to the tax.

indirect tax a tax levied on the sale of goods and services

specific tax a fixed rate tax levied on goods and services expressed as a sum per unit
ad valorem tax a tax levied as a percentage of the price of a good
tax incidence the way in which the burden of a tax is shared among participants in a market

We can further identify two types of tax on expenditure – a specific tax and an ad valorem tax. 
A specific tax is a set amount per unit of expenditure, for example, €0.75 per litre of petrol or €2.50 on 
a bottle of whisky. An ad valorem tax is expressed as a percentage, for example a 10 per cent tax or a 
20 per cent tax. There is a difference in the way in which these types of taxes affect market outcomes. 
In analyzing these outcomes, we will look at who taxes initially affect and how the burden of the tax is 
shared – in other words, who actually pays the tax? Economists use the term tax incidence to refer to 
the distribution of a tax burden.

How taxes on sellers Affect Market outcomes
We are first going to analyze the market outcomes of a government imposing a specific tax and an 
ad valorem tax on sellers.

A specific tax Suppose the government imposes a tax on sellers of petrol of €0.50 for each litre of fuel 
they sell. We analyze the effects of this tax by applying our three-steps approach.

Step One In this case, the immediate impact of the tax is on the sellers of petrol. The quantity of petrol 
demanded at any given price is the same; thus the demand curve does not change. By contrast, the tax 
on sellers makes the petrol business less profitable at any given price – whatever the seller receives per 
litre, they now must give €0.50 to the government. The seller is effectively facing an increase in the cost 
of production of €0.50 per litre.

Step Two Because the tax on sellers raises the cost of producing and selling petrol, it reduces the quantity 
supplied at every price. The supply curve shifts to the left (or, equivalently, upwards) and the shift is parallel 
to the original supply curve. The shift in the supply curve is a parallel one because regardless of the quan-
tity supplied the seller must pay the same amount per litre and so at every price the distance between the 
original and the new supply curve is the amount of the tax – €0.50.

For any market price of petrol, the effective price to sellers – the amount they get to keep after paying 
the tax – is €0.50 lower. For example, if the market price of petrol happened to be €2.00 per litre, the effec-
tive price received by sellers would be €1.50. Whatever the market price, sellers will supply a quantity of 
petrol as if the price were €0.50 lower than it is. To induce sellers to supply any given quantity, the market 
price must now be €0.50 higher to compensate for the effect of the tax. Thus, as shown in Figure 7.3, the 
supply curve shifts upwards from 1S  to 2S  by exactly the size of the tax (€0.50).

Step Three Having determined how the supply curve shifts, we can now compare the initial and the 
new equilibrium. Figure 7.3 shows that the equilibrium price of petrol rises from €1.00 to €1.30, and the 
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equilibrium quantity falls from 100 to 90 million litres per time period. The tax reduces the size of the petrol 
market, and buyers and sellers share the burden of the tax. Because the market price rises, buyers pay 
€0.30 more for each litre of petrol than they did before the tax was imposed. Sellers receive a higher price 
than they did without the tax, but the effective price (after paying the tax) falls from €1.00 to €0.80 per litre.

The total amount of tax paid by buyers and sellers can also be determined from Figure 7.3. Buyers pay 
an additional €0.30 per litre times the amount of petrol purchased (90 million litres) and so the total tax paid 
by buyers is €27 million. The burden of the tax on sellers is €0.20 per litre and they sell 90 million litres, so 
sellers contribute €18 million to the tax authorities. The total tax revenue is the vertical distance between 
the two supply curves multiplied by the amount bought and sold. In this example, the total tax raised is 

3 5€0.50 90 million €45 million.

Price of 
petrol per

litre (€)

Price
buyers

pay

Price
sellers
receive

Price
without

tax

1.30
1.00
0.80

900 100 Quantity of petrol 
(millions litres)

Demand, D1

S1

S2

Equilibrium without tax

Equilibrium
with tax

Tax (€0.50)

A tax on sellers
shifts the supply
curve upward
by the amount of
the tax (€0.50).

A specific tax on sellers
When a tax of €0.50  is levied on sellers, the supply curve shifts to the left by €0.50  at every price from S1 to S2 . The equilibrium 
quantity falls from 100  to  90  million litres. The price that buyers pay rises from €1.00  to €1.30  per litre. The price that sellers receive 
(after paying the tax) falls from €1.00  to €0.80 . Even though the tax is levied on sellers, buyers and sellers share the burden of the tax.

FIGure 7.3

This illustrates a general principle highlighted in Figure 7.4. The original equilibrium price before 
the tax is Pe  and the original equilibrium quantity is Qe . The levying of a tax (in this case a specific tax) 
shifts the supply curve to the left to 1 taxS . The new equilibrium price is 1Pe  and the new equilibrium 
quantity is 1Qe . The amount of the tax is the vertical distance between the two supply curves at the 
new equilibrium (AC). Buyers now pay a price of 1Pe  compared to Pe  and so pay 31 1P P Qe e e  in tax, shown 
by the shaded rectangle P Pe eAB1 . Sellers now receive D whereas they received Pe  before the tax was 
levied. As a result, the burden of the tax for sellers is the amount 3D 1P Qe e . The total amount paid by 
sellers, therefore, is given by the shaded area BCDPe . The total tax revenue due to the tax authorities 
is the area ACD1Pe .

Implications A tax on sellers places a wedge between the price that buyers pay and the price that sellers 
receive. The wedge between the buyers’ price and the sellers’ price is the same and would be the same 
regardless of whether the tax is levied on buyers or sellers. In reality, most governments levy taxes on 
sellers rather than on buyers. The wedge shifts the relative position of the supply and demand curves. In 
the new equilibrium, buyers and sellers share the burden of the tax.
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D1

Quantity

Price (€)
S

S + tax

Qe1 Qe

Pe

C

A

D

Pe1

BAmount
of tax

Tax burden on
consumers

Tax burden on
sellers

Determining the Incidence (Burden) of taxation
A specific tax of AC  per unit shifts the supply curve from S to S tax1 . Consumers now pay a higher price given by  Pe1 and buy  Qe1. 
The tax burden on the consumer is shown by the value of the shaded area  P ABPe1 e . Sellers now receive the amount D for each unit sold 
compared to  Pe before the tax was levied. The burden of the tax on sellers, therefore, is given by the value of the shaded area  P BCDe . 
The total tax revenue raised and due to the authorities is the area  P ACDe1 .

FIGure 7.4

An Ad Valorem tax on sellers Many readers of this text will be familiar with VAT, which is a tax levied as 
a percentage. The basic principle of the buyer and seller both sharing the burden of the tax is the same as 
that for a specific tax, but there is a subtle difference in the way the supply curve shifts. Imagine the market 
for training shoes where the government announces that it is going to impose a sales tax of 20 per cent. 
Again, we use our three-step method to analyze the effect.

Step One The initial impact of the tax is again on the sellers. The quantity of training shoes demanded at 
any given price is the same; thus the demand curve does not change. The seller again faces an increase 
in the cost of production but this time the effective increase in cost varies at each price. If the tax was 
20 per cent and training shoes cost €20 to produce, the seller would have to give €4 to the government in 
tax (20 per cent of €20); if training shoes cost €50 to produce, the seller would have to give €10 to the gov-
ernment; and if training shoes cost €75 to produce the seller would have to give €15 to the government. 
The supply curve shifts to the left but it is not a parallel shift.

Step Two The tax on sellers raises the cost of producing and selling trainers as for a specific tax, but the 
amount that sellers must give to the government is lower at low prices than at high prices because 20 per cent 
of a small amount is a different value than 20 per cent of a higher amount. The supply curve shifts to the left 
(or, equivalently, upwards) and the curve pivots upwards and to the left of the original supply curve as shown in 
Figure 7.5. At lower prices the seller must pay a smaller amount of tax per pair of shoes than at higher prices. 
The vertical distance between the supply curves at every price is 20 per cent of the price without the tax.

For any market price of training shoes, the effective price to sellers – the amount they get to keep 
after paying the tax – is 20 per cent lower. For example, if the market price of trainers happened to be 
€20 per pair, the effective price received by sellers would be €16. Whatever the market price, sellers 
will supply a quantity of trainers as if the price were 20 per cent lower than it is. To induce sellers 
to supply any given quantity, the market price must now be 20 per cent higher to compensate for 
the effect of the tax. Thus, as shown in Figure 7.5, the supply curve shifts upwards from 1S  to 2S  by 
20 per cent at each price.
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Step Three Having determined how the supply curve shifts, we can now compare the initial and the new 
equilibrium. In panel (a) the figure shows that the equilibrium price of training shoes rises from €20 to 
€23, and the equilibrium quantity falls from 100,000 pairs to 85,000 pairs. The tax reduces the size of the 
training shoe market and buyers and sellers share the burden of the tax. Because the market price rises, 
buyers pay €3 more for each pair of trainers than they did before the tax was imposed. Sellers receive a 
higher price than they did without the tax, but the effective price (after paying the tax) falls from €20 to 
€19 per pair.

(b)(a)

23
20
19

85 100

S2

S1

D

Price of
training

shoes per
pair (€)

Quantity of
training shoes

(000s pairs)

50

45

130 150

55

D

S2

S1

Price of
training

shoes per
pair (€)

Quantity of
training shoes

(000s pairs)

An Ad Valorem tax on sellers
When a tax of 20  per cent is levied on sellers, the supply curve shifts to the left from S1 to S2 . At low prices, the amount of the tax paid 
is relatively low but 20  per cent of higher prices means the seller must give more to the government. The shift in the supply curve is, 
therefore, not parallel. The market outcome will vary depending on the demand for trainers and the original market price. If market 
price were €20 , as shown in panel (a), the equilibrium quantity falls from 100,000  to 85,000  pairs. The price that buyers pay rises from 
€20  to €23  per pair. The price that sellers receive (after paying the tax) falls from €20  to €19 . Even though the tax is levied on sellers, 
buyers and sellers share the burden of the tax. In panel (b) the equilibrium price before the tax is €50  per pair and the equilibrium 
quantity bought and sold is  150,000  pairs of trainers. The tax of 20  per cent means that the vertical distance between the two supply 
curves is now €10 , which is how much the supplier must give to the tax authorities for every pair sold. The buyer now faces a price of 
€55  per pair and the price the seller receives (after paying the tax) falls from €50  to €45 .

FIGure 7.5

In panel (b) the initial equilibrium price before the tax is €50 and the amount of training shoes bought 
and sold is 150,000 pairs. A 20 per cent tax will mean that sellers must pay the tax authorities €10 on each 
pair sold. The figure shows the equilibrium price has risen to €55 so buyers must pay €5 more per pair of 
trainers and the price that sellers actually receive falls from €50 before the tax to €45 afterwards. In this 
example, the burden of the tax is shared approximately equally between the buyer and seller.

the Algebra of a specific tax Assume that the demand function is given by the equation:

5 230 1.5P QD

and the supply equation by:

5 16 0.5P QS

A specific tax levied on the seller of t would make the supply function:

5 1 16 0.5P Q tS
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In equilibrium, therefore:
5 1 1 5 2

1 5 2 2

5 2

5 2

P Q t Q

Q Q t

Q t

Q t

S D

S D

6 0.5 30 1.5

0.5 1.5 30 6

2 24

12 0.5

If no tax was levied, then the quantity would be 12. If the tax t  was levied at a rate of €6 per unit then the 
quantity would be 9 and if the tax was levied at a rate of €8 per unit, the quantity would be 8.

We can also substitute 5 212 0.5Q t  into the demand equation and determine the effect on price of 
the tax. The demand equation would thus be:

5 2 230 1.5(12 0.5 )P t

If 5 5t  then the price would be:

5 2 2

5 2

5

30 1.5(12 0.5(5))
30 14.25
15.75

P
P
P

If 5 8t  then the price would be:

5 2 2

5 2

5

30 1.5(12 4)
30 12
18

P
P
P

elasticity and tax Incidence
When a good is taxed, buyers and sellers of the good share the burden of the tax. But how exactly is the 
tax burden divided? Only rarely will it be shared equally. To see how the burden is divided, consider the 
impact of taxation in the two markets in Figure 7.6. In both cases, the figure shows the initial demand 
curve and the initial supply curve.

Panel (a) of Figure 7.6 shows a tax levied in a market with very elastic supply and relatively inelastic 
demand. That is, sellers are very responsive to changes in the price of the good (so the supply curve is 
relatively flat), whereas buyers are not very responsive (so the demand curve is relatively steep). When a 
tax is imposed on a market with these price elasticities, the price received by sellers does not fall much, 
so sellers bear only a small burden. By contrast, the price paid by buyers rises substantially, indicating that 
buyers bear most of the burden of the tax. Our analysis of elasticity should make this something that is 
not at all surprising. If the price elasticity of demand is low then demand will fall proportionately less in 
response to a rise in price – buyers are not very price sensitive. The seller can shift the burden of the tax 
onto the buyer safe in the knowledge that demand will only fall by a relatively small amount.

Panel (b) of Figure 7.6 shows a tax in a market with relatively inelastic supply and relatively price elastic 
demand. In this case, sellers are not very responsive to changes in the price, while buyers are very respon-
sive. The figure shows that when a tax is imposed, the price paid by buyers does not rise much, while the 
price received by sellers falls substantially. Thus sellers bear most of the burden of the tax. In this case, 
sellers know that if they try to pass on the tax to buyers that demand will fall by a relatively large amount.

The two panels of Figure 7.6 show a general lesson about how the burden of a tax is divided: a tax 
burden falls more heavily on the side of the market that is less elastic. Why is this true? In essence, the 
elasticity measures the willingness of buyers or sellers to leave the market when conditions become unfa-
vourable. A small elasticity of demand means that buyers do not have good alternatives to consuming this 
particular good. A low elasticity of supply means that sellers do not have many alternatives to producing 
this particular good. When the good is taxed, the side of the market with fewer alternatives cannot easily 
leave the market and must, therefore, bear more of the burden of the tax.

selF test In some countries, governments levy both a specific tax (such as duties) and a sales tax such as 
VAT on products. Show the market outcome for cars if the government imposes a specific tax of €500 per car 
and VAT at a rate of 15 per cent.
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How the Burden of a tax Is Divided
In panel (a), the supply curve is relatively elastic and the demand curve is relatively inelastic. In this case, the price received by 
sellers falls only slightly, while the price paid by buyers rises substantially. Thus buyers bear most of the burden of the tax. In panel 
(b) the supply curve is relatively inelastic and the demand curve is relatively elastic. In this case, the price received by sellers falls 
substantially, while the price paid by buyers rises only slightly. Thus sellers bear most of the burden of the tax.

FIGure 7.6
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suBsIDIes
A subsidy is the opposite of a tax. A subsidy is a payment to buyers and sellers to supplement income 
or reduce costs of production to provide an advantage to the recipient of the subsidy. Subsidies are 
levied when governments want to encourage the consumption of a ‘good’ which they deem is currently 
under-produced. Taxes, on the other hand, may be levied on a ‘bad’ which the government believes is 
over-consumed. Subsidies are generally given to sellers and have the effect of reducing the cost of produc-
tion, as opposed to a tax which increases the cost of production. Subsidies exist in a variety of different 
areas including education, transport, agriculture, regional development, housing and employment.

subsidy payment to buyers and sellers to supplement income or lower costs and which thus encourages consumption or 
provides an advantage to the recipient

How subsidies Affect Market outcomes
Many European countries provide subsidies for transport systems and the Common Agricultural Policy 
oversees subsidies to farmers in the EU amounting to around €60 billion a year. In Switzerland, some 
€2.5 billion is spent on subsidies for rail transport, in Germany the figure is nearer to €9 billion, in France 
€6.8 billion, and in the UK around €3 billion.

Figure 7.7 shows how a subsidy works using the rail system as an example and utilizing our three-steps 
approach. In the absence of a subsidy the equilibrium number of journeys bought and sold is eQ  and the 
equilibrium price for the average train ticket for each journey is €75.

Quantity of tickets
bought and sold

S

D

A

75

60

B

C

S + subsidy

Average ticket
price (€)

‘Subsidy
wedge’
(€30 per ticket)

Qe Q1

A subsidy on rail transport
When a subsidy of €30  per ticket is given to sellers, 
the supply curve shifts to the right from S  to 

1S subsidy . The equilibrium quantity rises from Qe  
to Q1  journeys per year. The price that buyers pay for 
a journey falls from €75  to €60 . The subsidy results 
in lower prices for passengers and an increased 
number of journeys available. Even though the 
subsidy is given to sellers, buyers and sellers share 
the benefits of the subsidy.

FIGure 7.7

Step One If the government gives a subsidy of €30 per (average) ticket to train operators, it is the supply 
curve for journeys which is affected; the demand curve is not affected because the number of train jour-
neys demanded at each price stays the same. The subsidy to train operators reduces the cost of providing 
a train journey by €30 and so the supply curve will shift.

Step Two Because the subsidy reduces the cost to the train operators, the supply curve shifts to the right by 
the amount of the subsidy from S  to 1 subsidyS . To provide the number of train journeys shown by  1Q , the 
actual cost to operators is A, but they get a subsidy shown by the distance BC , which is €30 per ticket sold.
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Step Three Comparing the initial and the new equilibrium we can see that the equilibrium price of each 
train journey is now lower at €60 and the equilibrium number of journeys travelled increases to 1Q .

The total cost of providing the subsidy is the amount of the subsidy (€30 per ticket in this case) 
multiplied by the number of tickets bought and sold ( )eQ  shown by the shaded area A,B,C, 60.

Implications
There is a considerable debate surrounding the value of subsidies. We have seen from the example how 
price and quantity can be affected following the imposition of a subsidy. In the case of transport, it may 
have the effect of altering the incentives for people to travel on the train rather than on the roads and so 
have the benefit of reducing congestion on the roads as well as reducing possible pollution that is associ-
ated with road use. There are also costs associated with subsidies; for one thing, someone must finance 
the subsidy and it is often the taxpayer. Subsidies may also encourage firms to overproduce, which has 
a wider effect on the market. Subsidies on commodities such as cotton, bananas and sugar distort the 
workings of the market and change global comparative advantage. Overproduction leads to excess supply 
on world markets and drives down prices, as well as diverting trade to rich countries who can support 
producers through subsidies at the expense of poor countries whose producers cannot compete because 
prices are lower than the free market price.

tHe tAx systeM
Taxes have been around for a long time. In the Bible, for example, we can read how Jesus’ parents had to 
return to Bethlehem to be taxed and how, later, Jesus recruited a prominent tax collector to become one 
of his disciples. In the Koran, there are references to jizya, which can be translated as the word ‘tax’. In the 
Ottoman Empire jizya was a per capita tax levied on non-Muslim, able-bodied resident males of military 
age. Since taxes, by definition, are a means of legally extracting money from individuals or organizations, 
it is not surprising that they have often been a source of heated political debate throughout history.

We will now explore some of the theory behind the design of tax systems, consider the fundamental 
principles of taxation, and analyze the welfare effects of taxation.

taxes and efficiency
Most governments levy taxes for two main reasons. One is to raise revenue to help pay for the various 
services that government provides. The second reason is to influence behaviour and achieve market out-
comes that are deemed desirable. For example, governments might choose to levy high taxes on tobacco 
and alcohol to curb consumption; and low taxes on certain types of energy production, such as solar 
panels for domestic houses, to encourage a switch to consumption of energy which is renewable and 
‘green’. There are many ways to achieve these different aims, but in designing a tax system, policymakers 
have two major considerations: efficiency and equity.

One tax system is more efficient than another if it raises the same amount of revenue at a smaller 
cost to taxpayers and the government. The tax payment itself, the transfer of money from the taxpayer to 
the government, is an inevitable feature of any tax system and is an obvious cost. Yet taxes also impose 
two other costs; deadweight losses and administrative burdens. Taxes affect consumer and producer 
behaviour and produce different market outcomes compared to free market outcomes. We can attempt to 
measure the welfare effects of these different market outcomes by looking at the changes to consumer 
and producer surplus that result. Any reduction in total surplus in the market outcome when taxes are 
levied compared to a free market outcome is called the deadweight loss.

deadweight loss the fall in total surplus that results from a market distortion, such as a tax
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The second cost we need to be aware of is the administrative burdens that taxpayers bear as they 
comply with the tax laws. An efficient tax system is one that imposes small deadweight losses and small 
administrative burdens.

tHe DeADweIGHt loss oF tAxAtIon
Taxes have the effect of changing people’s behaviour because incentives are changed. If the government 
taxes tea, some people will drink less tea and drink more coffee. If the government taxes housing worth 
more than a certain value, some people will look to live in smaller houses and spend more of their income 
on other things. If the government taxes earnings from labour, some people will not see additional work 
as having the same reward and may decide to work less and enjoy more leisure.

The effects of taxes on welfare might at first seem obvious. If the government imposes taxes to raise 
 revenue, that revenue must come out of someone’s pocket. When a good is taxed, buyers pay more and sellers 
receive less. To understand fully how taxes affect economic well-being, we must compare the reduced welfare 
of buyers and sellers to the amount of revenue the government raises and what that revenue is spent on.

The deadweight loss involved in taxation can be an inefficiency if people allocate resources according 
to the tax incentive rather than to the true costs and benefits of the goods and services they buy and sell. 
When a tax is levied on buyers, the demand curve shifts downwards by the size of the tax; when it is 
levied on sellers, the supply curve shifts upwards by that amount. In either case, when the tax is imposed, 
the price paid by buyers rises, and the price received by sellers falls. In the end, buyers and sellers share 
the burden of the tax, regardless of how it is levied.

How a tax Affects Market Participants
When using welfare economics to measure the gains and losses from a tax on a good, we take account 
of how the tax affects buyers, sellers and the government. The benefit to buyers and sellers can be meas-
ured by looking at the changes in consumer and producer surplus. What about the third interested party, 
the government? If T  is the size of the tax and Q  is the quantity of the good sold, then the government 
gets total tax revenue of 3T Q. It can use this tax revenue to provide services, such as roads, police and 
education, or to help people on low incomes or vulnerable members of society in need of support. There-
fore, to analyze how taxes affect economic well-being, we use tax revenue to measure the government’s 
benefit from the tax. Keep in mind, however, that this benefit accrues not to government but to those on 
whom the revenue is spent.

On Figure 7.8 the government’s tax revenue is represented by the rectangle between the supply and 
demand curves. The height of this rectangle is the size of the tax, T , and the width of the rectangle is 
the quantity of the good sold, Q . Because a rectangle’s area is its height times its width, this rectangle’s 
area is 3T Q, which equals the tax revenue.

welfare without a tax To see how a tax affects welfare, we begin by considering welfare before the 
government has imposed a tax. Figure 7.9 shows the supply and demand diagram and marks the key areas 
with the letters A to F.

Without a tax, the price and quantity are found at the intersection of the supply and demand curves. 
The price is 1P , and the quantity sold is 1Q . Because the demand curve reflects buyers’ willingness to pay, 
consumer surplus is the area between the demand curve and the price, 1 1A B C. Similarly, because the 
supply curve reflects sellers’ costs, producer surplus is the area between the supply curve and the price, 

1 1D E F. In this case, because there is no tax, tax revenue equals zero.
Total surplus – the sum of consumer and producer surplus – equals the area 1 1 1 1 1A B C D E F.  

In other words, total surplus is the area between the supply and demand curves up to the equilibrium 
quantity. The first column of the table in Figure 7.9 summarizes these conclusions.

welfare with a tax Now consider welfare after the tax is imposed. The price paid by buyers rises from 

1P  to BP , so consumer surplus now equals only area A (the area below the demand curve and above the 
buyer’s price). The price received by sellers falls from 1P  to sP , so producer surplus now equals only area F 
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(the area above the supply curve and below the seller’s price). The quantity sold falls from 1Q  to 2Q , and the 
government collects tax revenue equal to the area 1B D.

To compute total surplus with the tax, we add consumer surplus, producer surplus and tax revenue. 
Thus we find that total surplus is area 1 1 1A B D F. The second column of the table provides a summary.

Tax
revenue
(T 3 Q) 

Price

Quantity

Demand

Supply

Supply1tax 

Price sellers
receive

0

Price buyers
pay

Quantity
without tax

Size of tax (T ) 

Quantity
with tax

Quantity 
sold (Q)

tax revenue
The tax revenue that the 
government collects equals 
T Q3 , the size of the tax, T,  
times the quantity sold  Q.  
Thus tax revenue equals 
the area of the rectangle 
between the supply and 
demand curves.

FIGure 7.8

Changes in welfare We can now see the effects of the tax by comparing welfare before and after the tax 
is imposed. The third column in the table in Figure 7.9 shows the changes. The tax causes consumer surplus 
to fall by the area 1B C and producer surplus to fall by the area 1D E. Tax revenue rises by the area 1B D.

The change in total welfare includes the change in consumer surplus (which is negative), the change 
in producer surplus (which is also negative) and the change in tax revenue (which is positive). When 
we add these three pieces together, we find that total surplus in the market falls by the area 1C E. Thus 
the losses to buyers and sellers from a tax exceed the revenue raised by the government. The fall in total 
surplus that results when a tax (or some other policy) distorts a market outcome is the deadweight loss. 
The area 1C E measures the size of the deadweight loss.

To understand why taxes impose deadweight losses, recall that people respond to incentives. We have 
assumed that the equilibrium of supply and demand maximizes the total surplus of buyers and sellers in a 
market. When a tax raises the price to buyers and lowers the price to sellers, however, it gives buyers an 
incentive to consume less and sellers an incentive to produce less than they otherwise would. As buyers 
and sellers respond to these incentives, the size of the market shrinks below its optimum. Thus, because 
taxes distort incentives, they cause markets to allocate resources inefficiently.

Deadweight losses and the Gains from trade
To gain some intuition for why taxes result in deadweight losses, consider an example. Imagine that 
Carsten cleans Annika’s house each week for €100. The opportunity cost of Carsten’s time is €80, and the 
value of a clean house to Annika is €120. Thus Carsten and Annika each receive a €20 benefit from their 
deal. The total surplus of €40 measures the gains from trade in this particular transaction.
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How a tax Affects welfare
A tax on a good reduces consumer surplus (by the area 1B C ) and producer surplus (by the area 1D E ). Because the fall in producer 
and consumer surplus exceeds tax revenue (area 1B D), the tax is said to impose a deadweight loss (area 1C E ). The area 1C E  
shows the fall in total surplus and is the deadweight loss of the tax.

FIGure 7.9

Without tax With tax Change

Consumer surplus A 1 B 1 C A 2 (B 1 C)
Producer surplus D 1 E 1 F F 2 (D 1 E)
Tax revenue None B 1 D 1 (B 1 D)
Total surplus A 1 B 1 C 1 D 1 E 1 F A 1 B 1 D 1 F 2 (C 1 E)

Now suppose that the government levies a €50 tax on the providers of cleaning services. There is now 
no price that Annika can pay Carsten that will leave both of them better off after paying the tax. The most 
Annika would be willing to pay is €120, but then Carsten would be left with only €70 after paying the tax, 
which is less than his €80 opportunity cost. Conversely, for Carsten to receive his opportunity cost of €80,  
Annika would need to pay €130, which is above the €120 value she places on a clean house. As a 
result, Annika and Carsten cancel their arrangement. Carsten goes without the income, and Annika 
lives in a dirtier house.

The tax has made Carsten and Annika worse off by a total of €40, because they have lost this amount 
of surplus. At the same time, the government collects no revenue from Carsten and Annika because they 
decide to cancel their arrangement. The €40 is pure deadweight loss: it is a loss to buyers and sellers in 
a market not offset by an increase in government revenue. From this example, we can see the ultimate 
source of deadweight losses: taxes can cause deadweight losses if they prevent buyers and sellers from 
realizing some of the gains from trade.

The area of the triangle between the supply and demand curves (area 1C E in Figure 7.9)  measures 
these losses. This loss can be seen most easily in Figure 7.10 by recalling that the demand curve 
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reflects the value of the good or the benefit to consumers and that the supply curve reflects the 
costs of producers. When the tax raises the price to buyers to BP  and lowers the price to sellers to SP ,  
the marginal buyers and sellers leave the market, so the quantity sold falls from 1Q  to 2Q . Yet, as the 
figure shows, the value of the good to these buyers still exceeds the cost to these sellers. As in our 
example with Carsten and Annika, the gains from trade – the difference between buyers’ value and 
sellers’ cost – is less than the tax. Thus these trades do not get made once the tax is imposed. The 
deadweight loss is the surplus lost because the tax discourages these mutually advantageous trades.

the Deadweight loss
When the government imposes a tax on a 
good, the quantity sold falls from Q1  to Q2.  
As a result, some of the potential gains 
from trade among buyers and sellers do 
not get realized. These lost gains from 
trade create the deadweight loss.

FIGure 7.10
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the Determinants of the Deadweight loss
The size of the deadweight loss from a tax is determined by the price elasticities of supply and demand.

In the top two panels of Figure 7.11, the demand curve and the size of the tax are the same. The only 
difference in these figures is the elasticity of the supply curve. In panel (a) the supply curve is relatively 
inelastic: quantity supplied responds only slightly to changes in the price. In panel (b) the supply curve is 
relatively elastic: quantity supplied responds substantially to changes in the price. Notice that the dead-
weight loss, the area of the triangle between the supply and demand curves, is larger when the supply 
curve is more elastic.

Panels (c) and (d) of Figure 7.11 show the supply curve and the size of the tax held constant. In panel (c) 
the demand curve is relatively price inelastic, and the deadweight loss is small. In panel (d) the demand 
curve is more price elastic, and the deadweight loss from the tax is larger.

selF test Draw the supply and demand curve for parking on business premises in city centres. If the 
government imposes a tax on parking spaces, show what happens to the quantity sold, the price paid by buyers 
and the price paid by sellers. In your diagram, show the deadweight loss from the tax. Explain the meaning 
of the deadweight loss. Why might the government have imposed this tax? Do you think this was because of 
efficiency or equity reasons?

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



176   PART 3   InterventIons In markets

Price

Quantity

Demand

Supply

Supply1tax 

Size
of

tax 

Price

Quantity
Demand

Supply

Supply1tax

Size of tax 

Price

Quantity

Demand

Supply

Supply1tax 

Size of tax 
When demand is
relatively inelastic,
the deadweight
loss of a tax is 
relatively small. 

When supply is
relatively elastic,
the deadweight
loss of a tax is
relatively large. 

Price

Quantity
(a) Inelastic supply (b) Elastic supply

(c) Inelastic demand (d) Elastic demand

0

0 0

0

Demand

Supply
Supply1tax

Size of tax

When supply is
relatively inelastic,
the deadweight
loss of a tax is
relatively small. 

When demand is
relatively elastic,
the deadweight
loss of a tax is
relatively large. 

selF test The demand for beer is more price elastic than the demand for milk. Would a tax on beer or a tax 
on milk have larger deadweight loss?

tax Distortions and elasticities
In panels (a) and (b) the demand curve and the size of the tax are the same, but the price elasticity of supply is different. The more 
elastic the supply curve, the larger the deadweight loss of the tax. In panels (c) and (d) the supply curve and the size of the tax are the 
same, but the price elasticity of demand is different. The more price elastic the demand curve, the larger the deadweight loss of the tax.

FIGure 7.11

The lesson from Figure 7.11 is explained because a tax induces buyers and sellers to change their 
behaviour. The tax raises the price paid by buyers, so they consume less. At the same time, the tax lowers 
the price received by sellers, so they produce less. Because of these changes in behaviour, the size of 
the market shrinks below the optimum. The elasticities of supply and demand measure how much sellers 
and buyers respond to the changes in the price and, therefore, determine how much the tax distorts the 
market outcome. Hence, the greater the elasticities of supply and demand, the greater the deadweight 
loss of a tax.
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Deadweight loss and tax revenue as taxes vary
Here we consider what happens to the deadweight loss and tax revenue when the size of a tax changes.

Figure 7.12 shows the effects of a small, medium and large tax, holding constant the market’s supply 
and demand curves. The deadweight loss equals the area of the triangle between the supply and demand 
curves. For the small tax in panel (a), the area of the deadweight loss triangle is quite small. But as the size 
of a tax rises in panels (b) and (c), the deadweight loss grows larger and larger.

Deadweight loss and tax revenue from three taxes of Different size
The deadweight loss is the reduction in total surplus due to the tax. Tax revenue is the amount of the tax times the amount of the good 
sold. In panel (a) a small tax has a small deadweight loss and raises a small amount of revenue. In panel (b) a somewhat larger tax 
has a larger deadweight loss and raises a larger amount of revenue. In panel (c) a very large tax has a very large deadweight loss, but 
because it has reduced the size of the market so much, the tax raises only a small amount of revenue.

FIGure 7.12
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Indeed, the deadweight loss of a tax rises even more rapidly than the size of the tax. The reason is that 
the deadweight loss is an area of a triangle, and an area of a triangle depends on the square of its size. If 
we double the size of a tax, for instance, the base and height of the triangle double, so the deadweight 
loss rises by a factor of four. If we triple the size of a tax, the base and height triple, so the deadweight 
loss rises by a factor of nine.
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The government’s tax revenue is the size of the tax times the amount of the good sold. As Figure 7.12 
shows, tax revenue equals the area of the rectangle between the supply and demand curves. For the 
small tax in panel (a), tax revenue is small. As the size of a tax rises from panel (a) to panel (b), tax revenue 
grows. As the size of the tax rises further from panel (b) to panel (c), tax revenue falls because the higher 
tax drastically reduces the size of the market (Figure 7.13). It is likely that when taxes are very high, behav-
iour changes such that tax revenue would be very small.

selF test If the government doubles the tax on fuel, can you be sure that revenue from the fuel tax will 
rise? Can you be sure that the deadweight loss from the fuel tax will rise? Explain.

Deadweight
loss

(a) Deadweight loss

0 Tax size

Tax
revenue

(b) Revenue (the Laffer curve)

0 Tax size

How Deadweight loss and tax revenue vary with the size of a tax
Panel (a) shows that, as the size of a tax grows larger, the deadweight loss grows larger. Panel (b) shows that tax revenue first rises, 
then falls. This relationship is sometimes called the Laffer curve.

FIGure 7.13

ADMInIstrAtIve BurDen
The second cost that a tax imposes is administrative burden, and a well-designed tax system seeks to 
reduce this to a minimum. In many countries, individuals and businesses are required to alert the tax 
authorities of their incomes and business activities so that the correct tax can be collected. These pro-
cesses can often be long and complex and for businesses, in particular, this can be a time-consuming 
and stressful operation. If you ask someone who does this work, their opinion about the tax system is 
unlikely to be favourable. The administrative burden of any tax system is part of the inefficiency it creates. 
This burden includes not only the time spent filling out forms but also the time spent throughout the year 
keeping records for tax purposes and the resources the government must use to enforce the tax laws.

Many taxpayers hire accountants or tax lawyers to help them with their taxes. These experts in the 
complex tax laws fill out the tax forms for their clients and help clients arrange their affairs in a way that 
minimizes the amount of taxes owed. This behaviour is referred to as tax avoidance (optimizing your affairs 
so that you pay as little tax as possible without breaking the law), and is perfectly legal. This is different from 
tax evasion, which involves lying about your affairs in order to reduce the amount of tax paid, and is illegal.

Critics of the tax system say that these advisors help their clients avoid taxes by abusing some of the 
detailed provisions of the tax system (or, as it is sometimes termed, the tax code). These detailed provi-
sions are often dubbed ‘loopholes’. In some cases, loopholes are government mistakes: they arise from 
ambiguities or omissions in the tax laws. In other cases, they arise because the government has chosen 
to give special treatment to specific types of behaviour. For example, the UK tax system allows money 
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spent on a personal pension plan to be exempt from income tax, up to a certain limit. This is because the 
government wants to encourage people to save for their retirement.

The resources devoted to complying with the tax laws are a type of deadweight loss. The government 
gets only the amount of taxes paid. By contrast, the taxpayer loses not only this amount but also the time 
and money spent documenting, computing and avoiding taxes.

The administrative burden of the tax system could be reduced by simplifying the tax laws. Yet simplification 
is often politically difficult. Most people are ready to simplify the tax code by eliminating the loopholes that 
benefit others, yet few are eager to give up the loopholes that they use. In the end, the complexity of tax law 
results from the political process, as various taxpayers with their own special interests lobby for their causes. 
This process is called ‘rent seeking’ and is part of a branch of economics called public choice theory. Public 
choice theory is about the analysis of governmental behaviour and the behaviour of individuals who interact 
with government. We will look at this in more detail later in the book.

tHe DesIGn oF tHe tAx systeM
There are a number of key factors in the design of a good tax system. Many economists would agree that 
there are some fundamental principles that characterize a good tax system, but the reality is that most 
countries have very complex tax systems which might compromise both the efficiency of the system and 
the desire to be equitable. We are going to look at some of these principles in the next section.

Adam smith’s Four Canons of taxation
The eighteenth-century economist Adam Smith suggested that any good tax system should adhere to 
four basic principles or canons. These four principles are:

 ● Equality – each person should pay taxes according to their ability to pay, so that the rich should pay 
more in taxes than the poor.

 ● Certainty – taxpayers need to know what taxes they are liable for and be able to plan ahead on this 
basis. At the same time governments should be able to have some certainty in how much they are able 
to collect in taxes.

 ● Convenience – paying taxes should be made as easy as possible, and tax systems should be designed 
to be as simple as possible to help maximize tax revenue.

 ● Economic – any tax system must ensure that the cost of collecting and administering taxes is less than 
the amount collected.

While these principles provide some guidance in the design of a good tax system, they raise many  questions. 
For example, if we agree on the principle that the rich should pay more in taxes than the poor, how much 
more should they pay? How do we define ‘rich’? Is it fair that someone who has worked hard should pay far 
more in taxes than someone who is inherently lazy? At what point will this principle lead people to begin to 
seek ways to avoid tax and possibly exit the tax system altogether because of high tax rates?

We will look in more detail at some of the issues surrounding the design of a good tax system later in 
this section, but we are now going to introduce some key concepts in any tax system.

Marginal tax rates versus Average tax rates
When discussing the efficiency and equity of income or direct taxes, economists distinguish between 
two notions of the tax rate: the average and the marginal. The average tax rate (ATR) is total taxes paid 
divided by total income and can be expressed by the formula:

5ATR Tax liability
Taxable income

average tax rate total taxes paid divided by total income
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Tax liability is the amount that the individual is liable to pay in tax to the tax authorities – the total tax paid.
The marginal tax rate (MTR) is the extra taxes paid on an additional unit of income expressed by the 

formula:

5MTR Change in tax liability
Change in taxable income

marginal tax rate the extra taxes paid on an additional unit of income

lump-sum tax a tax that is the same amount for every person

selF test What is meant by the efficiency of a tax system? What can make a tax system inefficient?

For example, suppose that the government taxes 20 per cent of the first €50,000 of income and 50 per cent of 
all income above €50,000. Under this tax, a person who earns €60,000 pays tax of €15,000: 20 per cent of the 
first 3 5€50,000 (0.20 €50,000 €10,000) plus 50 per cent of the next 3 5€10,000 (0.50 €10,000 €5,000).  
For this person, the average tax rate is €15,000/€60,000, or 25 per cent. The marginal tax rate is 50 per cent. 
If the taxpayer earned an additional euro of income, that euro would be subject to the 50 per cent tax rate, 
so the amount the taxpayer would owe to the government would rise by €0.50.

Marginal and average tax rates each contain a useful piece of information. If we are trying to gauge the 
sacrifice made by a taxpayer, the average tax rate is more appropriate because it measures the fraction 
of income paid in taxes. If we are trying to gauge how much the tax system distorts incentives, the mar-
ginal tax rate is more meaningful. The marginal tax rate measures how much the tax system discourages 
people from working. If you are thinking of working an extra few hours, the marginal tax rate determines 
how much the government takes of your additional earnings. It is the marginal tax rate, therefore, that 
determines the deadweight loss of an income tax.

lump-sum taxes
Suppose the government imposes a tax of €4,000 on everyone. That is, everyone owes the same amount, 
regardless of earnings or any actions that a person might take. Such a tax is called a lump-sum tax.

A lump-sum tax shows clearly the difference between average and marginal tax rates. For a taxpayer 
with income of €20,000, the average tax rate of a €4,000 lump-sum tax is 20 per cent; for a taxpayer with 
income of €40,000, the average tax rate is 10 per cent. For both taxpayers, the marginal tax rate is zero 
because no tax is owed on an additional unit of income.

A lump-sum tax is the most efficient tax possible. Because a person’s decisions do not alter the amount 
owed, the tax does not distort incentives and, therefore, does not cause deadweight losses. Because 
everyone can easily compute the amount owed and because there is no benefit to hiring tax lawyers and 
accountants, the lump-sum tax imposes a minimal administrative burden on taxpayers. If lump-sum taxes 
are so efficient, why do we rarely observe them in the real world? The reason is that efficiency is only 
one goal of the tax system. A lump-sum tax would take the same amount from the poor and the rich, an 
outcome most people would view as unfair and contrary to Smith’s first canon. In the next section we 
consider the issue of equity.
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tAxes AnD equIty
In any country, tax policy always generates some of the most heated political debates. The heat is rarely 
fuelled by questions of efficiency. Instead, it usually arises from disagreements over how the tax burden 
should be distributed. Of course, if we are to rely on the government to provide some of the goods and 
services we want, taxes must fall on someone. How should the burden of taxes be divided among the 
population? How do we evaluate whether a tax system is fair? Everyone agrees that the tax system 
should be equitable, but there is much disagreement about what equity means and how the equity of a 
tax system can be judged.

the Benefits Principle
One principle of taxation, called the benefits principle, states that people should pay taxes based on the 
benefits they receive from government services. Just as a person who often goes to the cinema pays 
more in total for cinema tickets than a person who rarely goes, a person who gets great benefit from a 
good provided by the state should pay more for it than a person who gets little benefit.

benefits principle the idea that people should pay taxes based on the benefits they receive from government services

The duty on vehicle fuel, for instance, is sometimes justified using the benefits principle, since in some 
countries revenues from the tax on fuel are used to build and maintain roads. Because those who buy fuel 
are the same people who use the roads, this tax might be viewed as a fair way to pay for this government 
service.

The benefits principle can also be used to argue for Smith’s first canon – that wealthy citizens should 
pay higher taxes than poorer ones. Why? Simply because the wealthy benefit more from public services. 
Consider, for example, the benefits of police protection from theft. Citizens with much to protect, it could 
be argued, get greater benefit from the police than those with less to protect. Therefore, according to the 
benefits principle, the wealthy should contribute more than the poor to the cost of maintaining the police 
force. The same argument can be used for many other public services, such as fire protection, national 
defence and the criminal justice system.

It is even possible to use the benefits principle to argue for anti-poverty programmes funded by taxes 
on the wealthy. If we assume that people prefer living in a society without poverty, this suggests that 
anti-poverty programmes are a desirable policy objective. If the wealthy place a greater value on this 
objective than other members of society, perhaps just because the wealthy have more to spend, then, 
according to the benefits principle, they should be taxed more heavily to pay for these programmes.

the Ability to Pay Principle
Another way to evaluate the equity of a tax system is called the ability to pay principle, which states 
that taxes should be levied on a person according to how well that person can shoulder the burden. This 
principle is sometimes justified by the claim that all citizens should make an ‘equal sacrifice’ to support 
the government. The magnitude of a person’s sacrifice, however, depends not only on the size of their tax 
payment but also on their income and other circumstances. A €1,000 tax paid by a poor person may require 
a larger sacrifice than a €10,000 tax paid by a rich person.

ability to pay principle the idea that taxes should be levied on a person according to how well that person can shoulder 
the burden
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The ability to pay principle leads to two corollary notions of equity: vertical equity and horizontal equity. 
Vertical equity states that taxpayers with a greater ability to pay taxes should contribute a larger amount. 
Horizontal equity states that taxpayers with similar abilities to pay should contribute the same amount.

vertical equity the idea that taxpayers with a greater ability to pay taxes should pay larger amounts
horizontal equity the idea that taxpayers with similar abilities to pay taxes should pay the same amount

proportional tax (or flat tax) a tax for which high-income and low-income taxpayers pay the same fraction of income
regressive tax a tax for which high-income taxpayers pay a smaller fraction of their income than do low-income taxpayers
progressive tax a tax for which high-income taxpayers pay a larger fraction of their income than do low-income taxpayers

Although these notions of equity are widely accepted, applying them to evaluate a tax system is rarely 
straightforward.

vertical equity If taxes are based on ability to pay, then richer taxpayers should pay more than poorer 
taxpayers. How much more the rich should pay is at the heart of the debate over tax policy.

Consider the three tax systems in Table 7.1. In each case, taxpayers with higher incomes pay more. Yet 
the systems differ in how quickly taxes rise with income. The first system is called a proportional tax or 
sometimes a flat tax because all taxpayers pay the same fraction of income. The second system is called 
regressive because high-income taxpayers pay a smaller fraction of their income, even though they pay a 
larger amount. The third system is called progressive because high-income taxpayers pay a larger fraction 
of their income.

three tax systems

Proportional or flat tax Regressive tax Progressive tax

Income (€)
Amount 
of tax (€)

Percentage of 
income (%)

Amount of 
tax (€)

Percentage of 
income (%)

Amount  
of tax (€)

Percentage of 
income (%)

 50,000 12,500 25 15,000 30 10,000 20
100,000 25,000 25 25,000 25 25,000 25
200,000 50,000 25 40,000 20 60,000 30

tABle 7.1

Which of these three tax systems is most fair? Sometimes it is argued that a progressive tax system 
is fairer because richer people pay more tax and they can afford to do so because they are richer. Richer 
people will also pay more tax than poorer people under a flat tax system, or even under a regressive tax 
system. In fact, there is no obvious answer, and economic theory does not offer any help in trying to find 
one. Equity, like beauty, is in the eye of the beholder.

Horizontal equity If taxes are based on ability to pay, then similar taxpayers should pay similar amounts 
of taxes. But what determines if two taxpayers are similar? Individuals’ circumstances can differ in many 
ways. To evaluate whether a tax system is horizontally equitable, one must determine which differences 
are relevant for a person’s ability to pay and which differences are not.

Suppose Mr Smith and Ms Jones each have an income of €50,000 a year. Mr Smith is unmarried and 
has no children, but he has an illness that means he must employ someone to be with him while he is at 
work and getting to and from his place of business. This costs him €20,000 a year. Ms Jones is in good 
health and is a lone parent with a child aged three. Ms Jones must pay €15,000 a year for childcare while 
she is at work. Would it be fair for Mr Smith and Ms Jones to pay the same tax because they have the 
same income? Would it be fairer to give Mr Smith a tax break to help him offset the costs of a caring assis-
tant? Would it be fairer to give Ms Jones a tax break to compensate her for the cost of childcare? There 
are no easy answers to these questions.
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tax Incidence and tax equity
Tax incidence – the study of who bears the burden of taxes – is central to evaluating tax equity. We know 
that the person who bears the burden of a tax is not always the person who gets the tax bill from the 
government. Because taxes alter supply and demand, they alter equilibrium prices. As a result, they affect 
people beyond those who, according to statute, actually pay the tax. When evaluating the vertical and 
horizontal equity of any tax, it is important to take account of these indirect effects.

Many discussions of tax equity ignore the indirect effects of taxes and are based on what economists 
mockingly call the ‘flypaper theory of tax incidence’. According to this theory, the burden of a tax, like a fly 
on flypaper, sticks wherever it first lands.

A person not trained in economics might argue that a tax on expensive diamond rings is vertically equi-
table because most buyers of such products are wealthy. Yet if these buyers can easily substitute other 
luxuries for rings, then a tax on diamond rings might only reduce the sale of rings. In the end, the burden 
of the tax may fall more on those who make and sell diamond rings (in terms of lost income) than on those 
who buy them. Many workers who make diamond rings will not be wealthy; the equity of a ring tax could 
be quite different from what the flypaper theory indicates.

Corporate taxes – taxes levied on the profits that businesses make – provide a good example of the 
importance of tax incidence for tax policy. Corporate taxes are popular among voters. After all, corpo-
rations are not people. Voters are always eager to have their taxes reduced and have some impersonal 
business corporation pick up the tab. In a sense, corporation tax appears to be a tax that is imposed on 
nobody. Before deciding that corporation tax is a good way for the government to raise revenue, we should 
consider who bears the burden of corporation tax. This is a difficult question on which economists disa-
gree, but one thing is certain: people pay all taxes. When the government levies a tax on a corporation, the 
corporation is more like a tax collector than a taxpayer. The burden of the tax ultimately falls on people – the 
owners, customers or workers of the corporation.

Some economists believe that workers and customers bear much of the burden of corporation tax. 
To see why, consider an example. Suppose that the government decides to raise the tax on the income 
earned by car companies. At first, this tax hurts the owners of the car companies who receive less profit. 
Over time, these owners will respond to the tax. Because producing cars is less profitable, they invest less 
in building new car factories. Instead, they invest their wealth in other ways – for example, by buying larger 
houses or by building factories in other industries or other countries. With fewer car factories, the supply 
of cars declines, as does the demand for car workers. Thus a tax on corporations making cars causes the 
price of cars to rise and the wages of car workers to fall.

Corporation tax shows how dangerous the flypaper theory of tax incidence can be. Corporation tax is 
popular in part because it appears to be paid by rich corporations. Yet those who bear the ultimate burden 
of the tax – the customers and workers of corporations – are often not rich. If the true incidence of cor-
poration tax were more widely known, this tax might be less popular among voters – and policymakers.

selF test Explain the benefits principle and the ability to pay principle. What are vertical equity and 
horizontal equity? Why is studying tax incidence important for determining the equity of a tax system?

Conclusion
Oliver Wendell Holmes, a US jurist in a speech in 1904, is reputed to have said ‘Taxes are the price 
we pay for a civilized society.’ Indeed, our society cannot exist without some form of taxes. We all 
expect the government to provide us with certain services, such as roads, parks, police and national 
defence. These public services require tax revenue. We have attempted to shed some light on how 
high the price of civilized society can be. Taxes have costs not only because taxes transfer resources 
from one group of economic agents to another but because they alter incentives and change market 
outcomes.

Throughout, we have assumed that the benefit to the government, or more accurately, the third party 
who receives the benefit of the tax spending, is equal to the tax revenue given by 3T Q. This may not 
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always be the case. To get a more accurate analysis of the size of deadweight losses arising from taxes, 
we may have to find a way to place a value on the benefits of the tax spending. For example, if taxes 
are spent on improving the road infrastructure, there is a benefit to car drivers and the overall economy 
through more efficient transport networks, which may be greater than the tax spending. Calculating 
the value of these benefits is not easy but has to be carried out to get a more accurate picture of the 
change in welfare.

How the government chooses to spend tax revenue is also a factor to consider. A paper on the sub-
ject (Gupta, S., Verhoeven, M. and Tiongson, E.R. (2004) ‘Public Spending on Health Care and the Poor’. 
In Gupta, S., Clements, B. and Inchauste, G. (eds), Helping Countries Develop: The Role of Fiscal Policy, 
Washington, DC: IMF) concluded that in 70 developing and transition economies there was evidence to 
suggest that the impact of public spending on healthcare for the poor could be substantial in comparison 
with spending on the non-poor. A 1 per cent increase in public spending on health, for example, reduces 
child mortality by twice as many deaths among the poor as the non-poor and infant mortality rates are 
similarly affected. This highlights that there are many other factors that may have to be taken into consid-
eration when analyzing changes in welfare as a result of taxes.

We have also looked at equity and efficiency under different tax systems. Often, these two goals con-
flict. Many proposed changes to the tax laws increase efficiency while reducing equity, or they increase 
equity while reducing efficiency. People disagree about tax policy often because they attach different 
weights to these two goals.

Economics alone cannot determine the best way to balance the goals of efficiency and equity. This 
issue involves political philosophy as well as economics. Economists do have an important role in the 
political debate over tax policy: they can shed light on the trade-offs that society faces and can help us 
avoid policies that sacrifice efficiency without any benefit in terms of equity.

suMMAry
 ● A price ceiling is a legal maximum on the price of a good or service. An example is rent control. If the price ceiling 

is below the equilibrium price, the quantity demanded exceeds the quantity supplied. Because of the resulting 
shortage, sellers must in some way ration the good or service among buyers.

 ● A price floor is a legal minimum on the price of a good or service. If the price floor is above the equilibrium price, 
the quantity supplied exceeds the quantity demanded. Because of the resulting surplus, buyers’ demands for the 
good or service must in some way be rationed among sellers.

 ● When the government levies a tax on a good, the equilibrium quantity of the good falls. That is, a tax on a market 
shrinks the size of the market.

 ● A tax on a good places a wedge between the price paid by buyers and the price received by sellers. When the 
market moves to the new equilibrium, buyers pay more for the good and sellers receive less for it. In this sense, 
buyers and sellers share the tax burden. The incidence of a tax (that is, the division of the tax burden) does not 
depend on whether the tax is levied on buyers or sellers.

 ● A subsidy given to sellers lowers the cost of production and encourages firms to expand output. Buyers benefit 
from lower prices.

 ● The incidence of a tax or subsidy depends on the price elasticities of supply and demand. The burden tends to fall 
on the side of the market that is less elastic because that side of the market can respond less easily to the tax (and 
more easily to the subsidy) by changing the quantity bought or sold.

 ● The efficiency of a tax system refers to the costs that it imposes on taxpayers. There are two costs of taxes 
beyond the transfer of resources from the taxpayer to the government. The first is the distortion in the allocation 
of resources that arises as taxes alter incentives and behaviour. The second is the administrative burden of com-
plying with the tax laws.

 ● A tax on a good reduces the welfare of buyers and sellers of the good, and the reduction in consumer and producer 
surplus can exceeds the revenue raised by the government. The fall in total surplus – the sum of consumer surplus, 
producer surplus and tax revenue – is called the deadweight loss of the tax.
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 ● Taxes have deadweight losses because they cause buyers to consume less and sellers to produce less, and this 
change in behaviour shrinks the size of the market below the level that maximizes total surplus. Because the 
elasticities of supply and demand measure how much market participants respond to market conditions, larger 
elasticities imply larger deadweight losses.

 ● As a tax grows larger, it distorts incentives more, and its deadweight loss grows larger. Tax revenue first rises with 
the size of a tax. Eventually, however, a larger tax reduces tax revenue because it reduces the size of the market.

 ● The equity of a tax system is concerned with whether the tax burden is distributed fairly among the popula-
tion. According to the benefits principle, it is fair for people to pay taxes based on the benefits they receive 
from the government. According to the ability to pay principle, it is fair for people to pay taxes based on 
their capability to handle the financial burden. When evaluating the equity of a tax system, it is important 
to remember a lesson from the study of tax incidence: the distribution of tax burdens is not the same as the 
distribution of tax bills.

 ● When considering changes in the tax laws, policymakers often face a trade-off between efficiency and equity. 
Much of the debate over tax policy arises because people give different weights to these two goals.

China and subsidies for electric vehicles
Governments in many countries are acutely aware of the environmental problems that vehicle emissions can have. 
Many car manufacturers are exploring the production of electric vehicles, but production costs are relatively high 
in comparison to traditional petrol or diesel vehicles and this means that prices to consumers are also relatively 
high. This dampens the demand for electric vehicles and arguably leads to a market outcome which is not socially 
efficient.

In China, car manufacturers have received subsidies to encourage the production of electric vehicles. There are 
reports that a quarter of a million electric vehicles were produced in China in 2017, and included in this number were 
both public transport vehicles and individual cars. The number produced in 2017 represented an increase of over  
50 per cent on the previous year. Part of the rea-
son is the subsidies the Chinese  government has 
provided to manufacturers of electric  vehicles. 
In addition to subsidies to producers, the Chinese 
government and local governments have given 
subsidies to consumers amounting to around 
€8,500 for the purchase of electric  vehicles. 
The cost of providing subsidies was estimated 
at around €6.5 billion in 2017 alone. Some of the 
growth in sales of electric vehicles can be put 
down to the subsidies provided.

However, in 2018, the Chinese government 
announced that it would be reducing subsi-
dies to car manufacturers and consumers from 
2019. The structure of the subsidies available 
would also change, with more subsidies for 
vehicles which had greater ranges and reduced 

In tHe news

Subsidies can be used to attempt to change behaviour, for 
example, to encourage the purchase of electric vehicles.

(Continued )
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questIons For revIew
1 a. Give an example of a price ceiling and an example of a price floor.

b. Which causes a shortage of a good – a price ceiling or a price floor? Which causes a surplus?
c. Under what circumstances is a price ceiling and a price floor referred to as binding?
d. What potential costs and benefits might a government have to consider in deciding whether to impose a price floor 

or a price ceiling?

2 What mechanisms allocate resources when the price of a good is not allowed to bring supply and demand into 
equilibrium?

3 Explain why there has been criticism of rent controls and whether this criticism needs revision in the light of new 
research.

4 How does a tax imposed on a good with a high price elasticity of demand affect the market equilibrium? Who bears most 
of the burden of the tax in this instance?

5 How does a subsidy on a good affect the price paid by buyers, the price received by sellers and the quantity bought 
and sold?

6 How might an economist decide whether the benefits of a subsidy outweigh the cost?

7 What are the two main reasons that governments levy taxes?

 8 a.  Draw a supply and demand diagram with a tax on the sale of the good. Show the deadweight loss. Show the tax 
revenue.

b. How do the elasticities of supply and demand affect the deadweight loss of a tax? Why do they have this effect?
c. What happens to the deadweight loss and tax revenue when a tax is increased?

9 What are the four canons of taxation?

10 What is the concept of horizontal equity, and why is it hard to apply?

subsidies, or removal altogether, on vehicles with smaller ranges. One of the reasons given for the change in policy is 
that car manufacturers in China are relatively profitable, and the government believes they are in a stronger position 
to innovate so that the market offering of vehicles is more diverse and appealing to the consumer. Having electric 
vehicles with a longer range is one factor which would increase that appeal, hence the increase in subsidies for 
vehicles which meet the increased range specifications.

Critical Thinking Questions

1 Part of the reason for the Chinese government providing subsidies on the production and consumption of 
 electric vehicles is to improve the impact on the environment of traditional internal combustion engine vehicles. 
Considering the fact that electric vehicles still need energy to operate, what factors will determine whether the 
effect on the environment will be positive of such a policy?

2 using supply and demand diagrams, show the effect on the production and consumption of electric vehicles as 
a result of a subsidy. what does the market outcome depend upon? Is there a deadweight loss associated with 
a subsidy?

3 the article notes that the cost of subsidies was estimated to be around €6.5 billion in 2017. Comment on what an 
economist would consider to be the ‘true cost’ of subsidies such as these referring to the idea of total surplus 
and equity and efficiency.

4 would there be any difference in market outcomes if the Chinese government provided subsidies to consumers 
only rather than to producers? explain.

5 How do you think subsidies can be used to encourage innovation? use the example of electric vehicles as the 
basis for your answer.
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ProBleMs AnD APPlICAtIons
1 Lovers of opera persuade the government to impose a price ceiling of €50 per ticket at the country’s national opera 

house. Does this policy get more or fewer people to attend? What does the market outcome depend on?

2 The government has decided that the free market price of tobacco is too low.
a. Suppose the government imposes a binding price floor in the tobacco market. Use a supply and demand diagram to 

show the effect of this policy on the price of tobacco and the quantity of tobacco sold. Is there a shortage or surplus 
of tobacco? What does the market outcome depend on?

b. Tobacco producers complain that the price floor has reduced their total revenue. Is this possible? Explain.
c. In response to producers’ complaints, the government agrees to purchase all of the surplus tobacco at the price 

floor. Compared to the basic price floor, who benefits from this new policy? Who loses?

3 A government wants to reduce the incidence of anti-social behaviour which can result from excess alcohol consumption 
by young people aged between 18 and 25. Which do you think leads to a fairer market outcome: a specific tax on every 
unit of alcohol sold or an ad valorem tax on the price of alcohol equal to 25 per cent of the price per unit? Use diagrams 
to help support your answer to the question.

4 The government decides to reduce air pollution by reducing the consumption of vehicle fuel. It imposes €0.50 tax for 
each litre of fuel sold.
a. Should it impose this tax on fuel companies or motorists? Explain carefully, using a supply and demand diagram.
b. If the demand for fuel were more price elastic, would this tax be more effective or less effective in reducing the 

quantity of fuel consumed? Explain with both words and a diagram.
c. Are consumers of fuel helped or hurt by this tax? Why?
d. Are workers in the oil industry helped or hurt by this tax? Why?

5 Unemployment among young people across a number of European countries is very high. Imagine that European Union 
ministers proposed a youth employment subsidy designed to help increase the number of young people between the 
ages of 18 and 29 in work by making it easier for employers to take on extra workers. Assume that estimates of the cost 
of the subsidy would be €2,500 per job and would create up to 175,000 new jobs. Use diagrams to show how the subsidy 
is designed to work and what its success might depend upon.

6 The market for pizza is characterized by a downwards sloping demand curve and an upwards sloping supply curve.
a. Draw the competitive market equilibrium. Label the price, quantity, consumer surplus and producer surplus. Is there 

any deadweight loss? Explain.
b. Suppose that the government forces each pizzeria to pay a €11 tax on each pizza sold. Illustrate the effect of this tax on 

the pizza market, being sure to label the consumer surplus, producer surplus, government revenue and deadweight 
loss. How does each area compare to the pre-tax case?

c. If the tax was removed, pizza eaters and sellers would be better off, but the government would lose tax revenue. Suppose 
that consumers and producers voluntarily transferred some of their gains to the government. Could all parties (including 
the government) be better off than they were with a tax? Explain using the labelled areas in your graph.

7 Evaluate the following two statements. Do you agree? Why or why not?
a. ‘A tax that has no deadweight loss cannot raise any revenue for the government.’
b. ‘A tax that raises no revenue for the government cannot have any deadweight loss.’

8 Suppose that the tax system had the following features. Explain how individuals’ behaviour is affected.
a. Contributions to charity are tax deductible.
b. Sales of beer are taxed.
c. Realized capital gains are taxed, but accrued gains are not. (When someone owns a share of stock that rises in value, 

they have an ‘accrued’ capital gain. If they sell the share, they have a ‘realized’ gain.)

9 Suppose that a market is described by the following supply and demand equations:

5

5 2

Q P

Q P
S

D

2

300

a. Solve for the equilibrium price and the equilibrium quantity.
b. Suppose that a tax of T  is placed on buyers, so the new demand equation is:

5 2 1Q P TD 300 ( )
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Solve for the new equilibrium. What happens to the price received by sellers, the price paid by buyers and the 
quantity sold?

c. Tax revenue is 3T Q. Use your answer to part (b) to solve for tax revenue as a function of T . Graph this relationship 
for T  between 0 and 300.

d. The deadweight loss of a tax is the area of the triangle between the supply and demand curves. Recalling that the 
area of a triangle is 3 31/2 base height, solve for deadweight loss as a function of T . Graph this relationship for 
T  between 0 and 300. (Hint: looking sideways, the base of the deadweight loss triangle is T , and the height is the 
difference between the quantity sold with the tax and the quantity sold without the tax.)

e. The government now levies a tax on this good of €200 per unit. Is this a good policy? Why or why not? Can you 
propose a better policy?

10 The tax on cigarettes and other smoking products is very high in many countries (in the UK it is over 80 per cent of the 
selling price) and has been rising over time. Discuss the merits of this policy, considering the principles of equity and 
efficiency.
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Public Goods, common 
ResouRces and meRit 
Goods

in all the chapters so far, we have talked about the market providing goods and services. Demand 
reflects the benefit and value buyers put on goods, shown by their willingness to pay, and supply 

reflects the cost to producers. Price acts as a signal to buyers and sellers and allocates scarce resources 
among competing uses. Based on this understanding, how much would you, individually, be prepared 
to pay for national defence, justice or a police service? Would you be prepared to pay for street lighting, 
local playgrounds and parks? Have you ever thought about who owns things such as rivers, mountains, 
beaches, lakes and oceans? Many people enjoy the benefit of these goods but do not pay directly for 
them. These goods and services come under special categories in economic analysis. When goods are 
available but users do not have to pay directly, market forces that allocate resources in an economy are 
absent.

These types of goods would either not be produced under a market system or not produced in quanti-
ties deemed appropriate to satisfy needs. When this happens, the market fails to allocate scarce resources 
efficiently (because needs are not being met). Goods and services which the market fails to provide are 
invariably provided by governments for the benefit of all, through taxation.

The public sector refers to the provision of goods and services which are funded and organized by 
the state on behalf of the population as a whole. This contrasts with the private sector where goods and 
services are funded and organized by private firms, usually, but not exclusively, with a view to making a 
profit. Some people would add to this categorization, a ‘third’ or ‘voluntary sector’, which consists of firms 
or organizations including charities, community groups and not-for-profit firms.

8

public sector that part of the economy where business activity is owned, financed and controlled by the state, and goods 
and services are provided by the state on behalf of the population as a whole
private sector that part of the economy where business activity is owned, financed and controlled by private individuals

the diffeRent Kinds of Goods
In thinking about the various goods in the economy, it is useful to group them according to two 
characteristics:

●● Is the good excludable? Can people who do not pay for the use of a good be prevented from using 
the good?

●● Is the good rival? Does one person’s use of the good diminish another person’s ability to use it?

excludable the property of a good whereby a person can be prevented from using it when they do not pay for it
rival the property of a good whereby one person’s use diminishes other people’s use
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Using these two characteristics, we can divide goods into four categories:

1. Private goods are both excludable and rival. Consider a chocolate bar, for example. A chocolate bar 
is excludable because it is possible to prevent someone from eating the bar – you just don’t give it to 
them. A chocolate bar is rival because if one person eats the bar, another person cannot eat the same 
bar. Most goods in the economy are private goods like chocolate bars. To acquire a chocolate bar, you 
invariably have to pay for it to gain the benefits. Our analysis of supply and demand so far has been 
based on the implicit assumption that goods were both excludable and rival.

2. Public goods are neither excludable nor rival. People cannot be prevented from using a public good, 
and one person’s use of a public good does not reduce another person’s ability to use it. For example, 
a country’s national defence system: it protects all the country’s citizens equally and the fact that one 
person is being defended does not affect whether or not another citizen is defended. Once one citizen 
is defended it does not reduce the benefit to anyone else and so is not rival in consumption.

3. Common resources are rival but not excludable in consumption. When one person catches fish, there 
are fewer fish for the next person to catch. Yet these fish are not an excludable good because, given the 
vast size of an ocean, it is difficult to stop fisherfolk from taking fish out of it when, for example, they 
have not paid for a licence to do so.

4. Club goods are excludable but not rival in consumption. Consider fire protection in a small town. It is 
easy to exclude people from using this good if people choose not to pay: the fire service can just let 
their house burn down. Yet fire protection is not rival in consumption. Firefighters spend much of their 
time waiting for a fire, so protecting an extra house is unlikely to reduce the protection available to 
others. In other words, once a town has paid for the fire service, the additional cost of protecting one 
more house is small. Club goods are a type of natural monopoly which we deal with in more detail later 
in the book.

private goods goods that are both excludable and rival
public goods goods that are neither excludable nor rival
common resources goods that are rival but not excludable
club goods goods that are excludable but non-rival in consumption

self test Explain why you might be unwilling to pay for a streetlight outside your house and how this 
highlights how a pure market system might fail to provide a good which yields benefits to consumers.

For both public goods and common resources, a cost or benefit arises because something of value has 
no price attached to it. If one person were to provide a public good, such as a national defence system, 
other people would be better off, and yet they could not be charged for this benefit. Similarly, when one 
person uses a common resource, such as the fish in the ocean, other people are worse off, and yet they 
are not compensated for this loss. These are referred to as external effects or externalities. Because of 
these external effects, private decisions about consumption and production can lead to an inefficient allo-
cation of resources, and government intervention can potentially raise economic well-being.

Public Goods
To understand how public goods differ from other goods and what problems they present for society, 
let’s consider an example: a fireworks display. This good is not excludable because it is difficult to prevent 
someone from seeing fireworks, and it is not rival because one person’s enjoyment of fireworks does not 
reduce anyone else’s enjoyment of them.
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the free Rider Problem
The citizens of a small Spanish town, Hereza, like seeing fireworks on 6 January when Spain celebrates 
Epiphany. Each of the town’s 500 residents places a €10 value on the experience. The cost of putting on 
a fireworks display is €1,000. Because the €5,000 of benefits exceed the €1,000 of costs, it is efficient for 
Hereza residents to have a fireworks display on 6 January.

Would the private market produce the efficient outcome? Probably not. Imagine that Conchita, a Hereza 
entrepreneur, decided to put on a fireworks display. Conchita may have trouble selling tickets to the event 
because her potential customers would quickly figure out that they could see the fireworks even without 
a ticket (unless Conchita could figure out a way in which she could keep the display ‘private’ somehow). 
Because fireworks are not excludable, people have an incentive to be free riders. A free rider is a person 
who receives the benefit of a good but avoids paying for it.

free rider a person who receives the benefit of a good but avoids paying for it

One way to view this market failure is that it arises because of an externality. If Conchita did put on the 
fireworks display, she would confer an external benefit on those who saw the display without paying for 
it. When deciding whether to put on the display, Conchita ignores these external benefits. Even though a 
fireworks display is socially desirable, it is not privately profitable. As a result, Conchita makes the socially 
inefficient decision not to put on the display.

Although the private market fails to supply the fireworks display demanded by Hereza residents, the 
solution to Hereza’s problem could be given by the local government sponsoring a Twelfth Night celebra-
tion. The town council raises revenue by levying taxes on property in the area (in Spain these local property 
taxes are known as Impuesto sobre Bienes Inmuebles (IBI)). Suppose that the council uses this mech-
anism to raise on average an extra €2 a year from every resident of Hereza and then uses the resulting 
revenue to hire Conchita to produce the fireworks. Everyone in Hereza is better off by €8 – the €10 in value 
from the fireworks minus the €2 tax bill.

The story of Hereza is simplified, but it is also realistic. In fact, many local councils in Spain do pay for 
fireworks for festivals, as do local councils in the UK on 5 November; local governments in France pay 
for fireworks on 14 July (Bastille Day) and many local governments in the United States pay for fireworks 
on 4 July (Independence Day). Moreover, the story shows a general lesson about public goods: because 
public goods are not excludable, the free rider problem prevents the private market from supplying them. 
The government, however, can potentially remedy the problem. If the government decides that the total 
benefits exceed the costs, it can provide the public good and pay for it with tax revenue, making everyone 
better off.

some important Public Goods
There are many examples of public goods. Here we consider three of the most important.

national defence The defence of the country from foreign aggressors is a classic example of a public 
good. Once the country is defended, it is impossible to prevent any single person from enjoying the bene-
fit of this defence. Moreover, when one person enjoys the benefit of national defence, they do not reduce 
the benefit to anyone else. Thus national defence is neither excludable nor rival.

basic Research The creation of knowledge is a public good. If a mathematician proves a new theorem, 
the theorem enters the general pool of knowledge that anyone can use without charge. Because knowl-
edge is a public good, profit-seeking firms tend to free ride on the knowledge created by others and, as a 
result, devote too few resources to creating new knowledge.
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In evaluating the appropriate policy towards knowledge creation, it is important to distinguish general 
knowledge from specific, technological knowledge. Specific, technological knowledge, such as the inven-
tion of a better battery, can be patented. The inventor thus obtains much of the benefit of their invention, 
although certainly not all of it. By contrast, a mathematician cannot patent a theorem; such general knowl-
edge is freely available to everyone. In other words, the patent system makes specific, technological 
knowledge excludable, whereas general knowledge is not excludable.

fighting Poverty Many government expenditure programmes are aimed at helping the poor. These 
anti-poverty programmes are financed by taxes on families that are financially more successful. Econo-
mists disagree among themselves about what role the government should play in fighting poverty. Here 
we note one important argument: advocates of anti-poverty programmes claim that fighting poverty is a 
public good.

Suppose that everyone prefers to live in a society without poverty. Even if this preference is strong and 
widespread, fighting poverty is not a ‘good’ that the private market can provide. No single individual can 
eliminate poverty because the problem is so large. Moreover, private charity is hard pressed to solve the 
problem: people who do not donate to charity can free ride on the generosity of others. In this case, taxing 
the wealthy to raise the living standards of the poor can make everyone better off. The poor are better off 
because they now enjoy a higher standard of living, and those paying the taxes are better off because they 
enjoy living in a society with less poverty and the associated problems that can arise because of poverty – 
crime, drug abuse, mental illness and so on.

the difficult Job of cost-benefit analysis
So far, we have seen that the government provides public goods because the private market on its own 
will not produce an efficient quantity. Yet deciding that the government must play a role is only the first 
step. The government must determine what kinds of public goods to provide and in what quantities.

Suppose that the government is considering a public project, such as building a new motorway or auto-
bahn. To judge whether to build the motorway, it must compare the total benefits of all those who would 
use it to the costs of building and maintaining it. To make this decision, the government might hire a team 
of economists and engineers to conduct a study, called a cost-benefit analysis, the goal of which is to 
estimate the total costs and benefits of the project to society as a whole.

cost-benefit analysis a study that compares the costs and benefits to society of providing a public good

Cost-benefit analysis might be used when considering major infrastructure projects such as building 
dams, bridges, new railway lines, opening up canals and waterways for freight (and leisure) traffic, devel-
oping new port facilities, introducing or extending speed cameras on the road network, developing new 
water treatment and distribution networks, public transport networks such as subways and tram systems, 
investing in networks to improve internet access for both businesses and private consumers, extending or 
constructing new airports and so on.

Cost-benefit analysts have a tough job. Because a motorway will be available to everyone free of charge 
(unless it is specifically built as a private sector project as a toll road), there is no price with which to judge 
the value of the motorway. Simply asking people how much they would value the motorway is not reliable: 
quantifying benefits is difficult using the results from a questionnaire, and respondents have little incentive 
to tell the truth. Those who would use the motorway have an incentive to exaggerate the benefit they 
receive to get the motorway built. Those who would be harmed by the motorway have an incentive to 
exaggerate the costs to them to prevent the motorway from being built.

The efficient provision of public goods is intrinsically more difficult than the efficient provision of private 
goods. Buyers of a private good reveal the value they place on it by the prices they are willing to pay when 
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they purchase and thus use a good (this is referred to as revealed preference). Sellers reveal their costs 
by the prices they are willing to accept. By contrast, cost-benefit analysts do not observe any price signals 
when evaluating whether the government should provide a public good. Their findings on the costs and 
benefits of public projects are, therefore, rough approximations at best.

contingent Valuation methods (cVm) To overcome some of the problems associated with cost-benefit 
analysis, contingent valuation can be used. This method is a survey-based approach which aims to place a 
monetary value on a good through getting respondents to state a preference and a willingness to pay. The 
difference between revealed preference as outlined above and stated preference is that the latter allows 
a valuation based on non-use, that is, the value that individuals place on a good even if they do not use 
them. Questions in surveys provide respondents with options which attempt to discover their preferences 
in both how much they are prepared to give up to secure the benefit (for example, reduced pollution), 
termed willingness to pay (WTP), and how much they would need to be paid to put up with a cost (for 
example, a certain level of pollution), termed willingness to accept (WTA). For example, CVM might be 
used when seeking to find out what value individuals place on having improved water and sewage treat-
ment services.

In preparing the survey, care needs to be taken to ensure that the good itself and the proposed changes 
to the good are clearly defined so that respondents can more easily understand what they are being asked 
to value. The data collected allow researchers to be able to link WTP and WTA responses to changes in 
utility measured in monetary units. However, CVM presents difficulties in that respondents may not be 
familiar with the scenarios and the choices they are being asked to make. In addition, it is not always clear 
how seriously respondents treat the questions or think about their responses because there is no cost 
associated to them in doing so. As a result, the reliability of the surveys can be questioned.

self test What is the free rider problem? Why does the free rider problem induce the government to 
provide public goods? How should the government decide whether to provide a public good?

the optimal Provision of a Public Good
Governments provide public goods because they provide a benefit to society as a whole. We can assume 
that governments might continue to provide a public good up to a point where the marginal benefit gained 
from an extra unit provided is equal to the marginal cost of providing that extra unit. When considering 
the marginal cost of providing public goods we also must consider the opportunity cost of the resources 
used in the provision of public goods. The marginal benefit of an extra unit of provision of a public good 
will be shared by a large number of consumers because of the fact that public goods are non-rival. To find 
the total benefit of the provision of public goods we must add up all the marginal benefits that users gain.

This is represented in Figure 8.1. On the vertical axis is price in euros and on the horizontal axis the 
quantity of the public good provided. In reality, there are large numbers of people who benefit from public 
goods, but in Figure 8.1 we assume there are just two consumers denoted by the demand curves 1D  and 2D . 
We could extend the number of demand curves to match the number of people in society, but providing 
the simplification of representing society with just two people illustrates the principle just as well.

The demand curve 1D  represents the first consumer’s demand for the public good and demand curve 

2D  the second consumer’s demand for the public good. Demand curve 1D  shows that consumer 1 places a 
value on the 20th unit of the public good provided of €31.25 and demand curve 2D  shows that consumer 
2 places a value on the 20th unit of the public good provided of €93.75. Because the good is non-rival, 
both gain benefits from using the public good and so the sum of the benefits of the two consumers of 
the 20th unit provided is the vertical summation of these two values (€125). We can sum the benefits of 
both consumers at quantities of the public good from 0 to 80 units and we get the marginal social benefit 
(MSB) curve – a kinked demand curve shown as ABC, which is the vertical summation of the two individ-
ual consumer demand curves.
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The optimum provision of this public good would be where the marginal cost of providing the public 
good intersects the MSB curve. If the marginal cost of providing this public good were €100 per unit, 
then the optimum provision would be 30 units of the public good. If the government provided more of 
this public good (say 40 units), the marginal cost of providing this amount would exceed the MSB, which 
at 40 units is €75. It would also not be efficient to produce anything less than 30 units (20 for example), 
because the MSB at 20 units (€125) is greater than the marginal cost of provision (€100), so it would be 
appropriate to expand provision of this public good.

As we have noted many times so far, this is a model to illustrate a point. In this case the point is that in 
deciding on an appropriate allocation of resources for the provision of public goods, some consideration 
must be given to the costs of providing that good and the benefit accruing to society as a whole of the 
provision. Economists will try to quantify the costs and benefits, and while it will never be possible to fully 
quantify such costs and benefits, an attempt to do so enables a more informed decision to be made which 
might better meet society’s needs and use scarce resources more effectively.

common ResouRces
Common resources, like public goods, are not excludable: they are available free of charge to anyone who 
wants to use them. Common resources are, however, rival: one person’s use of the common resource 
reduces other people’s ability to use it. Thus common resources give rise to a new problem. Once the 
good is provided, users and policymakers need to be concerned about how much it is used. This problem 
is best understood from the classic parable called the Tragedy of the Commons, a term used by Garrett 
Hardin in an essay published in 1968.

tragedy of the commons a parable that illustrates why common resources get used more than is desirable from the 
standpoint of society as a whole
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the optimum Provision of a Public 
Good
Society’s collective benefit from the 
provision of a public good is given by the 
two demand curves  D1 and  D2. The sum 
of the benefits of these two consumers is 
the vertical summation of the value each 
places on the marginal unit of the public 
good supplied. The kinked demand curve, 
ABC, is the marginal social benefit (MSB) 
curve. The optimum provision of this public 
good is the intersection of the marginal 
cost of providing this public good with the 
MSB curve when 30  units are provided and 
the MSB at this level of provision is equal 
to the marginal cost at €100.

fiGuRe 8.1

the tragedy of the commons
Consider life in a small town and the many economic activities that take place in the town. One of these 
activities is raising sheep. Many of the town’s families own flocks of sheep and support themselves by 
selling the sheep’s wool, which is used to make clothing.
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As our story begins, the sheep spend much of their time grazing on the land surrounding the town, 
called the Town Common. No family owns the land. Instead, the town residents own the land collectively, 
and all the residents are allowed to graze their sheep on it. Collective ownership works well because land 
is plentiful. As long as everyone can get all the good grazing land they want, the Town Common is not a 
rival good, and allowing residents’ sheep to graze without charge causes no problems. Everyone in town 
is happy.

As the years pass, the population of the town grows, and so does the number of sheep grazing on the 
Town Common. With a growing number of sheep and a fixed amount of land, the land starts to lose its 
ability to replenish itself. Eventually, the land is grazed so heavily that it becomes barren. With no grass 
left on the Town Common, raising sheep is impossible, and the town’s once prosperous wool industry 
disappears and many families lose their source of livelihood.

The tragedy occurs because social and private incentives differ. Avoiding the destruction of the grazing 
land depends on the collective action of the shepherds. If the shepherds acted together, they could reduce 
the sheep population to a size that the Town Common could support. Yet no single family has an incentive 
to reduce the size of its own flock because each flock represents only a small part of the problem.

In essence, the Tragedy of the Commons arises because of an externality. When one family’s flock 
grazes on the common land, it reduces the quality of the land available for other families. This is a social 
cost. Because people neglect the social cost when deciding how many sheep to own, the result is an 
excessive number of sheep.

If the tragedy had been foreseen, the town could have solved the problem in various ways. It could have 
regulated the number of sheep in each family’s flock, taken account of the social cost by taxing sheep, or 
auctioned off a limited number of sheep grazing permits.

In the case of land, however, there is a simpler solution. The town can divide up the land among town 
families. Each family can enclose its allotment of land with a fence and then protect it from excessive graz-
ing. In this way, the land becomes a private good rather than a common resource. This outcome occurred 
during the enclosure movement in England in the seventeenth century.

The Tragedy of the Commons is a story with a general lesson: when one person uses a common 
resource, they diminish other people’s enjoyment of it. Because of this negative externality, common 
resources tend to be used excessively. The government can solve the problem by reducing use of the 
common resource through regulation or taxes. Alternatively, the government can sometimes turn the 
common resource into a private good.

This lesson has been known for thousands of years. The ancient Greek philosopher Aristotle pointed 
out the problem with common resources: ‘What is common to many is taken least care of, for all men (sic) 
have greater regard for what is their own than for what they possess in common with others.’

some important common Resources
There are many examples of common resources. In many cases private decision-makers use the common 
resource too much. Governments often regulate behaviour or impose fees to mitigate the problem of overuse.

clean air and Water Markets do not adequately protect the environment. Pollution is a social cost that 
can be remedied with regulations or with taxes on polluting activities. One can view this market failure as 
an example of a common resource problem. Clean air and clean water are common resources like open 
grazing land, and excessive pollution is like excessive grazing. Environmental degradation is a modern 
Tragedy of the Commons.

congested Roads Roads can be either public goods or common resources. If a road is not congested, 
then one person’s use does not affect anyone else. In this case, use is not rival, and the road is a public 
good. Yet if a road is congested, then use of that road yields a social cost. When one person drives on 
the road, it becomes more crowded, and other people must drive more slowly. In this case, the road is a 
common resource.

One way for the government to address the problem of road congestion is to charge drivers a toll. A toll 
is, in essence, a tax on the social cost of congestion. Often, as in the case of local roads, tolls are not a 
practical solution because the cost of collecting them is too high. Nevertheless, tolls are often charged on 
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stretches of motorway in continental Europe and the United States, and occasionally in the UK (on the M6, 
for example).

Sometimes congestion is a problem only at certain times of day. If a bridge is heavily travelled only 
during rush hour, for instance, the congestion social cost is larger during this time than at other times 
of day. The efficient way to deal with these social costs is to charge higher tolls during rush hour. This 
toll would provide an incentive for drivers to alter their schedules to reduce traffic when congestion is 
greatest.

Another policy that responds to the problem of road congestion is a tax on fuel. Fuel is a complemen-
tary good to driving: an increase in the price of fuel tends to reduce the quantity of driving demanded. 
Therefore a fuel tax reduces road congestion. A fuel tax, however, is an imperfect solution to road conges-
tion. The problem is that the fuel tax affects other decisions besides the amount of driving on congested 
roads. For example, the fuel tax discourages driving on non-congested roads, even though there is no 
congestion social cost for these roads.

fish, Whales and other Wildlife Many species of animals are common resources. Fish and whales, for 
instance, have commercial value, and anyone can go to the ocean and catch whatever is available. Each 
person has little incentive to maintain the species for the next year. Just as excessive grazing can destroy 
the Town Common, excessive fishing and whaling can destroy valuable marine populations.

The ocean remains one of the least regulated common resources. Two problems prevent an easy solu-
tion. First, many countries have access to the oceans, so any solution would require international coop-
eration among countries that hold different values. Second, because the oceans are so vast, enforcing 
any agreement is difficult. As a result, fishing rights have been a frequent source of international tension 
among normally friendly countries.

Within the UK and European countries, various laws aim to protect fish and other wildlife. For exam-
ple, some governments charge for fishing and hunting licences, and restrict the lengths of the fishing 
and hunting seasons. Fishermen are often required to throw back small fish, and hunters can kill only 
a limited number of animals or shoot certain wild birds such as pheasant or grouse during specified 
periods of the year. All these laws reduce the use of a common resource and help maintain animal 
populations.

self test Why do governments try to limit the use of common resources?

do common Resources always equate to tragedy?

In the discussion on the Tragedy of the Commons, there are a number of assumptions made in the anal-
ysis which may seem very plausible but, as with many things in economics, it pays to look closely at the 
assumptions of any model and question them. A number of people have done just that and arrive at dif-
ferent conclusions about common resources than Garrett Hardin did in his 1968 essay. Hardin’s analysis 
suggests that where communities shared common resources, the inevitable result was the destruction 
of those resources. This is based on the assumption that each individual acts ‘rationally’ by seeking to 
exploit the resources for their own benefit and pays no attention to the impact of their decision on other 
users. The only solution is government intervention to regulate and legislate.

Critics of Hardin’s analysis point to the fact that in some communities, collective self-regulation can 
be successful in preventing the ‘tragedy’ and the inevitability of destruction of collective resources. 
In Germany there has been a history of local communities supervising the use of arable and meadowland, 
and in England voluntary associations existed to manage common land through granting rights to graze a 
certain number of animals called ‘stints’ or ‘gaits’.

Humans do not exist in isolation and are fundamentally social creatures. Hardin’s assumption 
that each herdsperson was a rational, self-interested non-social being can be questioned, and in 

case study
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some cases, it is just as likely that 
there will be some collective rec-
ognition of the problem of over-use 
of common resources and agreed 
solutions put in place which bene-
fit the social group. What may be 
necessary is some form of incen-
tive to prevent individuals from 
seeking to renege on the social 
agreement and, as we shall see 
later in the book, game theory can 
tell us much about human behav-
iour and how incentives can be 
designed to enforce the collective 
will.

Reference: www.garretthardinsociety.org/articles/art_tragedy_of_the_commons.html, accessed 7 February 2019.

meRit Goods
Some goods can be provided by the market mechanism but if left purely to the market they may be 
under-consumed. These types of goods are termed merit goods. Merit goods arise because consumers 
may have imperfect information about the benefits of these goods and are not able to value them appro-
priately as a result. If the market signal does not fully convey the value of the benefits to  consumers, 
then they are likely to under-invest in these goods. The benefits to consumers may occur sometime in 
the future, but the price the consumer is being asked to pay occurs in the present. Merit goods can be 
an example of an intertemporal choice problem in economics – the term ‘intertemporal’ relates to 
 decision-making over time when current decisions affect choices made in the future.

merit goods goods which can be provided by the market but may be under-consumed as a result of imperfect information 
about the benefits
intertemporal choice where decisions made today can affect choices facing individuals in the future

The ‘tragedy’ of the commons has been questioned. Humans can 
often act as a community to help manage common resources.

Examples of merit goods include education, health care, pensions and insurance. In each of these 
cases the market can provide these goods. There are plenty of examples of private firms providing educa-
tion (schools and universities run by private firms on the basis of students paying fees to attend). Private 
healthcare may be provided by profit or non-profit organizations such as BUPA, Spire, BMI Healthcare, and 
Capio in Sweden; but access to services is through payment at the point of use, unlike publicly provided 
health care services which are primarily free at the point of use and financed by the state through taxes. 
Equally, there are plenty of firms providing a range of insurance and pension services who are part of the 
private sector.

education as a merit Good
If you are reading this then there is a very good chance that you are at university. You will have made a 
decision to invest in your future by pursuing an undergraduate degree. In so doing you are sacrificing earn-
ings that you could have generated and may also be incurring a considerable debt burden which you will 
have to pay off at some point in the future. One of the reasons why you have chosen to study is likely to 
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be that you hope getting a degree will enable you to get a job which you will enjoy and which will also give 
you a higher salary. The lifetime earnings of those with a degree are generally higher than those without.

However, what you do not know at this point in time is the precise nature of the future benefits you will 
gain or how your degree will enable you to make different choices in the future, choices which may bring 
you considerable benefits which you simply cannot calculate at this point in time. Because of this imper-
fect information, some people may choose not to go to university. But there are not only private benefits 
to the individual of going to university; there are also social benefits. A better educated workforce is more 
likely to be more productive, and if society’s stock of human capital is more productive then standards of 
living overall tend to be higher. If you get a better job then you will pay more taxes and so government will 
be able to provide more services, and this also benefits society. When looking at issues surrounding the 
commons, we noted that there were social costs associated with consumption, costs that affect people 
other than the decision-maker. In the case of a merit good, e.g. education, the problem is that there 
are social benefits which are not considered by the individual in their decision-making.

When looking at school education the issue is a little more complicated. The decision to send a child to 
school is invariably made by the parents, but the beneficiary is the child. This is a classic principal–agent 
problem. The agent (the parent) is acting on behalf of the principal (the child) and if schooling was left to 
the market there might be a conflict of interest. If the parent has to pay for education but is not getting 
the benefit, then there is an incentive for the parent to not send their child to school, which leads to under- 
consumption of education.

Training of workers is another aspect of education that is under-consumed. Firms often complain that 
the mainstream education system does not adequately prepare young people for the world of work. 
When an employee gets a job, firms invariably must spend money training them, but the amount spent on 
training is likely to be far less than would be the socially optimum level. Spending on training would yield 
some private benefit to the firm in the form of improved productivity, but there would also be some social 
benefit of this improved productivity, as noted above. The worker would be in a stronger position to access 
new employment if they were made redundant because of their increased productivity, thus reducing the 
potential costs to the state of having to provide benefits.

The firm may not invest the full amount on training despite the private benefit because it fears that it 
might not receive the full benefit of the investment. Workers might be better skilled as a result, and they 
may find work with rival firms who gain the benefit of the investment in training that the original firm made.

It is for these reasons that across Europe the state provides education and training for people, and 
subsidizes education and training in the workplace.

health care, insurance and Pensions as merit Goods
Few people are able to judge when and if they need health care and insurance. For many young people, 
the prospect of saving today to fund a pension in 30–40 years’ time is a decision they may not feel in a 
position to make – the benefits are too far in the future to be meaningful. If individuals had to pay for their 
own health care, insurance and pension provision, then there would be an incentive to under-consume.

Many young people, for example, feel healthy and are in work, and find it hard to conceive of what it 
might be like to be ill or what income they might need when they retire. The price of acquiring sufficient 
health care cover or pension provision is likely to be seen as too high, and so some would not spend 
money on this necessary provision.

Some people look at insurance in the same way. Paying for life assurance and insuring home and con-
tents is a gamble – we all know that our lives will end at some point but we don’t know when, and when 
it does happen it will not be us that get the benefit of life cover, it will be someone else. We all know there 
is a risk that our homes could be burgled or damaged by fire or some other disaster, but it might never 
happen throughout our lives.

There is an incentive, therefore, to put off taking out life cover or insurance on our homes. When we do 
die we might be leaving our loved ones with little or no income and/or the possible need to pay off mort-
gages or other debt, which could prove catastrophic. If our homes are subject to some disaster or crime, 
then the cost of putting our property back to a state it was in before the incident could be significant. The 
problem is that, in each case, individuals do not have the information to make informed (rational) decisions 
on the relative costs and benefits, and so these goods are under-consumed as a result.
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The state can intervene in these cases to force firms and individuals to contribute to a pension scheme, 
to provide health care free at the point of use via taxes and to force people to take out insurance (most 
countries make taking out vehicle insurance, for example, a legal requirement of owning a vehicle). 
In these cases, it can be argued that individuals are not in the best place to be able to judge the benefits 
of consumption (both private and social), and so the state intervenes to ensure that goods which have 
merit are provided.

de-merit Goods
We have made reference to the distinction between ‘goods’ and ‘bads’. Not all products which are con-
sumed are good for us. De-merit goods have the characteristic of being over-consumed if left to the 
market. This is because consumption of these goods imposes private and social costs and, in making 
a consumption decision, the individual does not have the information to fully understand these costs. 
Tobacco, alcohol, pornography and non-medicinal drugs are examples of de-merit goods.

de-merit goods goods that are over-consumed if left to the market mechanism and which generate both private and 
social costs which are not taken into account by the decision-maker

When individuals consume goods like tobacco and alcohol, even though they are legal in many coun-
tries, there are private costs to the individual of the consumption. The damage to health that both of these 
goods generate may be partly known by the consumer, but the full extent of the damage they are causing 
themselves is unknown. In addition, consumption of these goods might be associated with addiction and, 
as a result, it becomes harder for the individual to break the habit of smoking and drinking.

In addition to the private costs there are also social costs. The cost to the health care system of treating 
patients with tobacco and alcohol-related illness and disease is extensive, and the resources spent on this 
care could be used to treat other patients and conditions – in other words, the decision of smokers and 
drinkers diverts resources from what might be argued to be more socially efficient allocations. In addition, 
alcohol consumption is cited as a cause of anti-social behaviour, and the resources needed to deal with 
these problems represent a cost to society as a whole and again divert resources away from other uses. 
The police, for example, could be dealing with other types of crime, but if they must devote resources to 
policing town and city centres into the night to deal with drunken groups of people, and the violence and 
crime that can arise as a result of excessive alcohol consumption, they cannot deal with other types of 
crime.

There is a case, therefore, for the state to intervene to regulate or legislate these markets, to tax prod-
ucts deemed to have private and social costs to reduce consumption.

conclusion
In this chapter, we have seen there are some ‘goods’ that the market does not provide adequately. Mar-
kets do not ensure that the air we breathe is clean or that our country is defended from foreign aggres-
sors. Instead, societies rely on the government to help provide goods that if left to the market would be 
either under- or over-consumed.

There is considerable debate about the extent to which the state should get involved in the provision 
of public and merit goods, and whether such intervention represents both a more efficient and equitable 
allocation of scarce resources. These debates are at the heart of issues which are not only influenced by 
economic understanding but also politics. Politics is about power, and it may be that different groups in 
society have the power to influence decision-making more extensively than others, and so resource allo-
cation can be further distorted. The issues which have been touched upon in this chapter will be revisited 
on numerous occasions during the course of your studies, and we have attempted to introduce some of 
the basic principles that underpin these issues.
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summaRy
●● Goods differ in whether they are excludable and whether they are rival. A good is excludable if it is possible to 

prevent someone from using it. A good is rival if one person’s use of the good reduces other people’s ability to use 
the same unit of the good. It can be argued that markets work best for private goods, which are both excludable 
and rival. Markets do not work as well for other types of goods.

●● Public goods are neither rival nor excludable. Examples of public goods include fireworks displays, national 
defence and the creation of fundamental knowledge. Because people are not charged for their use of a public 
good, they have an incentive to free ride if the good was provided privately. Therefore governments provide public 
goods, making their decision about the quantity based on cost-benefit analysis.

●● Common resources are rival but not excludable. Examples include common grazing land, clean air and congested 
roads. Because people are not charged for their use of common resources, they tend to use them excessively. 
Therefore governments try to limit the use of common resources.

●● Merit goods such as education and health might be under-consumed if left to the market, and so the state can step 
in to help provide services which provide social as well as private benefits.

●● De-merit goods are goods which are over-consumed and which confer both private and social costs. Governments 
might intervene in the market to reduce consumption in some way either through the price mechanism (levying 
taxes on these goods, for example), or through regulation and legislation.

merit Goods
When governments levy indirect taxes, they may have to take into account what type of goods are covered by those 
taxes, what the impact is likely to be on consumers and whether the impact is desirable or not. In February 2018, 
for example, the South African government announced that value added tax (VAT) was to be increased from 14 per 
cent to 15 per cent. Increasing VAT has different effects on different groups of people; in particular, the poor may be 
affected more significantly than the rich in paying higher prices for essential goods and services.

For this reason, some goods are zero rated or have a lower rate of VAT applied to them. Many countries have 
these different rates. One of the reasons is that some goods might be classed as merit goods as defined in this 
chapter. A particular example is women’s san-
itary products. In South Africa, a report pub-
lished by Professor Ingrid Woolard, Dean of 
Stellenbosch University’s Faculty of Economic 
and Management Sciences, recommended 
that women’s sanitary products be one of the 
products which should be zero rated. The rea-
son was that the burden of the tax would hit 
the poor disproportionately and might result in 
under-consumption of this important product.

In the UK, there has also been a debate 
about VAT on sanitary products which has 
been dubbed the ‘tampon tax’. In the UK, VAT 
rates on sanitary products have changed five 
times since 1973, and at the time of writing 
was 5 per cent compared to the standard rate 
of VAT at 20 per cent. Critics have argued that 

in the neWs

In the UK, there has been a debate about VAT on sanitary products 
which has been dubbed ‘the tampon tax’.
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Questions foR ReVieW
1 What is the difference between the public sector and the private sector? Give an example of goods and services 

provided by each.

2 Explain what is meant by a good being ‘excludable’. Give three examples of goods which exhibit the characteristics of 
being excludable.

3 Explain what is meant by a good being ‘rival’. Give three examples of goods which exhibit the characteristics of being 
rival in consumption.

4 Define and give an example of a public good. Can the private market provide this good on its own? Explain.

5 Explain how public goods might also lead to the free rider problem. Give an example to support your answer.

6 What is cost-benefit analysis of public goods? Why is it important? Why is it hard to quantify the full costs and benefits 
of the provision of public goods?

7 Define and give an example of a common resource. Without government intervention, will people use this good too much 
or too little? Why?

8 What is the marginal social benefit curve? How can the optimum provision of a public good be calculated?

9 Why are merit goods under-consumed?

10 How might governments prevent over-consumption of de-merit goods?

even this lower rate is damaging and prevents some people from being able to afford to buy these products. It has 
been argued that sanitary products should be zero rated.

It has been estimated that if a girl’s periods begin at age 12, then they would spend around £1,500 (€1,700)  during their 
lifetime on sanitary products of which, around £77 (€86) would be on VAT, assuming the tax was levied at 5 per cent.

Part of the debate in the UK has been highlighted as part of the Brexit discussions. If member states wanted 
to apply a different rate of VAT to some products like sanitary products, they must apply to the EU for permission. 
In 2016, a resolution to allow member states to have more flexibility in deciding VAT rates for essential products like 
sanitary products was unanimously adopted. The resolution included an option for member states to recommend a 
zero rate on such products.

Critical Thinking Questions

1 Would you agree that women’s sanitary products should be classed as merit goods? Justify your argument.
2 if Vat increased from (say) 14 per cent to 15 per cent, as in south africa, what other products should govern-

ments consider as merit goods which might attract a lower or zero rate of Vat?
3 consider the argument that higher rates of Vat on products like sanitary products disproportionately affect 

the poor. in your answer, reflect on the meaning of the words ‘disproportionately’ and ‘poor’ (these words are 
emotive!).

4 look at the estimate of the amount an average woman would spend on sanitary products over their lifetime. 
do the figures surprise you or not? explain. do they suggest that levying Vat on sanitary products should be 
subject to a zero rating?

5 if the eu has passed a resolution giving member states more flexibility in setting Vat rates on goods such as 
sanitary products, would you expect all member states to have responded by setting zero rates on sanitary 
 products? do some research to find out how many member states (include the uK in your research) have adjusted 
Vat rates. comment on your findings in the light of the merit goods argument applied to sanitary products.
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PRoblems and aPPlications
1 The text says that both public goods and common resources involve social effects.

a. Are the social effects associated with public goods generally positive or negative? Use examples in your answer. Is 
the free market quantity of public goods generally greater or less than the efficient quantity?

b. Are the social effects associated with common resources generally positive or negative? Use examples in your 
answer. Is the free market use of common resources generally greater or less than the efficient use?

2 Think about the goods and services provided by your local government.
a. Explain what category each of the following goods falls into:

•	 police protection
•	 road gritting
•	 street lighting
•	 education
•	 radio broadcasts
•	 rural roads
•	 city streets.

b. Why do you think the government provides items that are not public goods?

3 In the UK owners of TV sets are required by law to buy a licence. Alex is a student at university and loves watching live 
sport on TV. He uses digital access to watch live sport, but he has not bought a TV licence.
a. What name do economists have for Alex?
b. How can the government solve the problem caused by people like Alex?
c. Can you think of ways the private market can solve this problem?

4 The text states that private firms will not undertake the efficient amount of basic scientific research.
a. Explain why this is so. In your answer, classify basic research into one of the types of goods covered at the start of 

the chapter.
b. What sort of policy has the UK adopted in response to this problem?
c. It is often argued that this policy increases the technological capability of British producers relative to that of foreign 

firms. Is this argument consistent with your classification of basic research in part (a)? (Hint: can excludability apply 
to some potential beneficiaries of a public good and not others?)

5 Why is there litter along most major roads but rarely in people’s gardens?

6 An Economist article (19 March 1994) states: ‘In the past decade, most of the rich world’s fisheries have been exploited 
to the point of near exhaustion.’ The article continues with an analysis of the problem and a discussion of possible 
private and government solutions.
a. ‘Do not blame fishermen for overfishing. They are behaving rationally, as they have always done.’ In what sense is 

‘overfishing’ rational for fisherfolk?
b. ‘A community, held together by ties of obligation and mutual self-interest, can manage a common resource on its 

own.’ Explain how such management can work in principle, and what obstacles it faces in the real world.
c. ‘Until 1976 most world fish stocks were open to all comers, making conservation almost impossible. Then an 

international agreement extended some aspects of [national] jurisdiction from 12 to 200 miles offshore.’ Discuss how 
and why this agreement reduces the scope of the problem.

d. The Economist article notes that many governments come to the aid of suffering fisherfolk in ways that encourage 
increased fishing. How do such policies encourage a vicious cycle of overfishing?

e. ‘Only when fishermen believe they are assured a long-term and exclusive right to a fishery are they likely to manage 
it in the same far-sighted way as good farmers manage their land.’ Defend this statement.

f. What other policies to reduce overfishing might be considered?

7 The demand curve for a public park for two consumers who represent society is given by:

P Q P QD D5 2 5 2150 and 2501 2

Graph the two demand curves and show the marginal social benefit curve for this public park. If the marginal cost of 
providing the park was €240, what would the optimum provision of this park be? Explain why any quantity above or below 
this amount would represent a less than efficient allocation.
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8 In a market economy, information about the quality or function of goods and services is a valuable good in its own right. 
How does the private market provide this information? Can you think of any way in which the government plays a role 
in providing this information?

9 Do you think the Internet is a public good? Why or why not?

10 High-income people are willing to pay more than lower-income people to avoid the risk of death. For example, they 
are more likely to pay for safety features on cars. Do you think cost-benefit analysts should take this fact into account 
when evaluating public projects? Consider, for instance, a rich town and a poor town, both of which are considering the 
installation of traffic lights. Should the rich town use a higher monetary value for a human life in making this decision? 
Why or why not?
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Market Failure 
and externalities

Market Failure
We have seen some examples where markets fail to allocate resources efficiently because of the nature 
of the goods. In previous chapters we have presented the model of the market mechanism and noted 
that markets can be a good way of allocating scarce resources dependent on certain assumptions. Two 
of these assumptions are perfect information and rational behaviour, and if these break down, the market 
model begins to lose its value in allowing predictions to be made. In addition, firms and individuals have 
different levels of power within markets, which means some have more influence over outcomes. All 
these factors mean that the market may fail to allocate scarce resources in a way predicted by the model. 
This chapter will explore some of these market failures, starting first with an analysis of problems which 
arise largely as a result of imperfect information on the part of decision-makers which come under the 
collective heading of externalities.

externalities

Belief systems
Market systems are subject to a number of imperfections, not least of which are the different degrees of 
power which different economic agents hold. These imperfections mean that economic outcomes may be 
different from those predicted by our model of the market system. Even if we take the outcomes of the 
market model as remotely accurate, we still must be aware of the belief systems economic agents hold. 
These will impact on their judgement of the desirability of outcomes and the basis for answering the key 
questions economies must answer.

Proponents of market systems often point to Adam Smith’s principle of the ‘invisible hand’. We have 
seen that the intellectual basis for the market system is individuals being left to their own devices with-
out government interference, motivated by self-interest. If individuals go about their business aiming to 
satisfy their own needs, the ‘invisible hand’ of the marketplace guides this self-interest into promoting 
general well-being. However, critics of this belief system argue that individuals make decisions without 
fully understanding the costs and benefits, and this leads to inefficiencies which the market system on its 
own does not solve.

For example, firms that make and sell paper also create, as a by-product of the manufacturing process, 
a chemical called dioxin. Scientists believe that once dioxin enters the environment it raises the popula-
tion’s risk of cancer, birth defects and other health problems. The production of dioxin imposes costs on 
people which firms making paper do not have to pay. These are referred to as externalities.

An externality arises when an economic agent engages in an activity that influences the well- being 
of a bystander (a third party) who neither pays nor receives any compensation for that effect. If the 
impact on the bystander is adverse, it is called a negative externality; if it is beneficial, it is called a 
positive externality. Negative and positive externalities are linked to the social costs and social benefits 
that exist when a decision is made. Many individuals and firms make decisions based on the private costs 

9
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and benefits they incur, but do not always consider the social costs and benefits of their decision. As a 
result, the price mechanism does not reflect the true cost and benefit of a decision, and this can lead to 
a market outcome where the quantity might be privately efficient but socially inefficient, and as a result 
the market allocation might be too high or too low. Price does not act as a true signal to consumers and 
producers to enable them to make informed decisions.

negative externality the costs imposed on a third party of a decision
positive externality the benefits to a third party of a decision

the social Costs and social Benefits of decision-Making
We have seen how the operation of markets is based on millions of decisions being made by individuals 
and groups. In making these decisions there will be private costs and private benefits. In making a car 
journey, for example, a person incurs various private costs such as the fuel used in the journey, the wear 
and tear (depreciation) on the car, the contribution of any vehicle tax, and the insurance costs that the 
individual must pay.

In using their car, the individual also gains a number of private benefits: convenience, an air conditioned 
environment, the pleasure of driving, listening to the radio or music, not to mention getting to a destination 
relatively quickly. However, in deciding to make the journey the individual may not take into consideration 
the cost (or benefit) to society that is imposed as a result of their decision to drive. An extra car on the road 
contributes to congestion, road wear and tear, emissions that the car gives off, the noise pollution and the 
increased risk of accident which may cause injury or even death to a third party. There may also be some 
social benefits of the decision; using a car means that there is an extra seat available for someone else to 
use on public transport, for example.

These social costs and benefits are not taken into consideration by the individual as they get into their 
car. There are costs which must be borne by a third party. The cost of repairing damaged roads, the cost of 
dealing with accident and injury, delays caused as a result of congestion, the effects and costs of dealing 
with pollution and so on, all have to be borne by others – often the taxpayer. Equally, any social benefits 
arising from the decision are gained by those not party to the initial decision without them having to pay 
for the benefit derived.

In the presence of externalities, society’s interest in a market outcome extends beyond the well-being 
of buyers and sellers who participate in the market; it also includes the well-being of bystanders who are 
affected indirectly. Because buyers and sellers neglect the external effects of their actions when deciding 
how much to demand or supply, the market equilibrium is not efficient when there are externalities. That 
is, the equilibrium fails to maximize the total benefit to society as a whole.

types of externalities Externalities come in many forms, as do the policy responses that try to deal with 
the market failure. Here are some examples:

 ● The exhaust from cars is a negative externality because it creates smog that other people breathe. 
Drivers do not take into consideration this externality and so tend to drive too much, thus increasing 
pollution. The government attempts to solve this problem by setting emission standards for cars. It may 
also tax petrol and vehicle ownership to reduce the amount that people drive.

 ● Restored historic buildings convey a positive externality because people who walk or drive by them can 
enjoy their beauty and the sense of history that these buildings provide. Building owners do not get the 
full benefit of restoration and, therefore, tend to discard older buildings too quickly. Many national gov-
ernments respond to this problem by regulating the destruction of historic buildings and by providing 
tax incentives to owners who restore them.

 ● Barking dogs create a negative externality because neighbours are disturbed by the noise. Dog owners 
do not bear the full cost of the noise and, therefore, tend to take too few precautions to prevent their 
dogs from barking. The government may address this problem by making it illegal to ‘disturb the 
peace’.
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 ● Research into new technologies provides a positive externality because it creates knowledge that other 
people can use. Because inventors cannot capture the full benefits of their inventions, they tend to 
devote too few resources to research. The government addresses this problem partially through the 
patent system, which gives inventors an exclusive use over their inventions for a period of time.

 ● A programme of vaccination against a flu virus or any other communicative disease protects those who 
receive it from the risk of contracting the virus. Those who are not vaccinated, however, may receive 
some benefit too, because the prevalence of the virus is lower and so there is a reduced risk that they 
will contract the illness. Health services also benefit because they do not have to devote resources to 
treating those with illnesses. Governments encourage vaccinations because there are positive benefits 
to society as a whole.

In each of these cases, some decision-makers fail to take account of the external effects of their behav-
iour. Governments may step in to influence this behaviour to protect the interests of bystanders.

externalities and Market ineFFiCienCy
In this section we use the concepts of consumer and producer surplus and deadweight loss to  examine 
how externalities affect economic well-being. The analysis shows precisely why externalities cause 
 markets to allocate resources inefficiently.

Welfare economics: a recap
To make our analysis concrete, we will consider a specific market – the market for aluminium. Figure 9.1 
shows the supply and demand curves in the market for aluminium.

Price of
aluminium

Quantity of
aluminium

QMARKET0

Demand
(private value)

Supply
(private cost)

Equilibrium

the Market for aluminium
The demand curve reflects the value to buyers, and the supply curve reflects the costs of sellers. The equilibrium quantity, QMARKET , 
maximizes the total value to buyers minus the total costs of sellers. In the absence of externalities, therefore, the market equilibrium is 
efficient.

Figure 9.1

The supply and demand curves contain important information about costs and benefits. The demand 
curve for aluminium reflects the value of the benefits of aluminium to consumers, as measured by the 
prices they are willing to pay. At any given quantity, the height of the demand curve shows the willing-
ness to pay of the marginal buyer. In other words, it shows the value to the consumer of the last unit of 
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aluminium bought. Similarly, the supply curve reflects the costs of producing aluminium. At any given 
quantity, the height of the supply curve shows the cost of the marginal seller – the cost to the producer 
of the last unit of aluminium sold. The demand and supply curves, therefore, reflect the private benefit to 
consumers and the private cost to suppliers.

The quantity produced and consumed at the market equilibrium, shown as MARKETQ  in Figure 9.1, is effi-
cient in the sense that the market allocates resources in a way that maximizes the total value to the con-
sumers who buy and use aluminium minus the total costs to the producers who make and sell aluminium. 
At the equilibrium price, the value placed on the last unit of aluminium consumed by buyers is the same 
as the cost incurred by sellers of supplying that last unit.

negative externalities
Now let’s suppose that for each unit of aluminium produced, a certain amount of a pollutant enters the atmos-
phere. This pollutant may pose a health risk for those who breathe the air: it is a negative externality. There 
is a cost involved in dealing with the effects of the pollutant which may include the health care that those 
affected must receive. This cost is not taken into consideration by producers of aluminium, who only consider 
the private costs of production. How does this externality affect the efficiency of the market outcome?

Because of the externality, the cost to society of producing aluminium is larger than the cost to the alu-
minium producers. For each unit of aluminium produced, the social (or external) cost includes the private 
costs of the aluminium producers plus the costs to those bystanders affected adversely by the pollution. 
Figure 9.2 shows the social cost of producing aluminium. The social cost curve is above the supply curve 
because it takes into account the external costs imposed on society by aluminium producers. At every 
price the social cost, measured by the vertical distance between the social cost curve and the private cost 
curve, is higher than the private cost, so we can say that the social cost curve is the sum of the private 
costs and the social or external cost. The difference between these two curves reflects the social or exter-
nal cost of the pollution emitted.

the social Optimum or socially efficient Outcome
At the market outcome ( )MARKETQ  consumers value the benefits of consuming this quantity of aluminium 
at 0P . The true cost of MARKETQ  is higher at 1P  – the marginal consumer values aluminium at less than the 
social cost of producing it. The vertical distance between P  and 1P  represents the welfare loss of produc-
ing MARKETQ . This is equal to the social cost of producing that output. The optimal amount of aluminium 
produced would be where the demand curve intersects the social cost curve at OPTIMUMQ  at a price of 2P . 
This is also referred to as the socially efficient outcome. This is the optimal amount of aluminium from the 
standpoint of society as a whole. At 2P  consumers value the benefits of consuming aluminium at the same 
level as the private cost to suppliers and the cost to society as a whole. The socially efficient quantity is, 
therefore, lower than the private market outcome, and the socially efficient price is higher reflecting the 
true value to society of the socially efficient market outcome.

The equilibrium quantity of aluminium ( )MARKETQ  is larger than the socially optimal quantity, OPTIMUMQ . The 
reason for this inefficiency is that the market equilibrium reflects only the private costs of production. 
Reducing aluminium production and consumption below the market equilibrium level raises total eco-
nomic well-being. We can measure changes in well-being by the welfare loss associated with different 
market outcomes. We can measure this welfare loss through summing the distance between the value 
placed on the consumption of aluminium and the social cost of production between the market out-
come, MARKETQ , and the optimum outcome OPTIMUMQ . The total amount is shown by the shaded triangle in 
Figure 9.2. This triangle is referred to as a welfare triangle.

To rectify the inefficiency, some way of forcing the decision-maker to take into consideration some or 
all the social costs must be put in place. In our example, one way to do this would be to tax aluminium 
producers for each tonne of aluminium sold. The tax would shift the supply curve for aluminium upwards 
by the size of the tax. If the tax accurately reflected the social cost of the pollution released into the atmos-
phere, the new supply curve would coincide with the social cost curve. In the new market equilibrium, 
aluminium producers would produce the socially optimal quantity of aluminium.
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The use of such a tax is called internalizing an externality, because it gives buyers and sellers in the 
market an incentive to take account of the external effects of their actions. By having to include the tax in 
their decision-making, the government can intervene with the intention of making the price signal more 
accurate. Aluminium producers would, in essence, take the costs of pollution into account when deciding 
how much aluminium to supply because the tax would provide an incentive to make them pay for these 
external costs.

internalizing an externality altering incentives so that people take account of the external effects of their actions

Positive externalities
Although some activities impose costs on third parties, others yield benefits. For example, consider edu-
cation. Education yields positive externalities because a more educated population leads to improved 
productivity and increases the potential for economic growth, which can benefit everyone. Notice that the 
productivity benefit of education is not necessarily an externality: the consumer of education reaps most 
of the benefit in the form of higher wages and greater job mobility. If some of the productivity benefits of 
education spill over and benefit other people, as is the case if economic growth is stimulated, then this 
effect would count as a positive externality as well.

The analysis of positive externalities is similar to the analysis of negative externalities. As Figure 9.3 
shows, the demand curve does not reflect the value to society of the good. The value placed on an activity 
such as education to consumers is less than the total value to society. At the equilibrium market allocation 
of MARKETQ  the value of the private benefits to individuals of education is P , but the value to society as a 
whole is 1P . The vertical distance between P  and 1P  is the value of the social benefits to society. Because 
the social value (or external benefit) is greater than the private value, the social value curve, or marginal 
social benefit (MSB) curve, lies above the demand curve. The MSB is the private value plus the external 
benefit to society at each price. At every price the benefit to society is greater than the private benefit, 
hence the social value curve lies to the right of the private benefit curve. The optimal quantity is found 
where the social value curve and the supply curve (which represents costs) intersect at a price of 2P . 
Hence the socially optimal quantity is greater than the quantity determined by the private market and the 
price is higher than the private equilibrium price. This implies that the value of education is under-priced at 
market equilibrium. The welfare loss associated with the private market outcome at MARKETQ  is shown by 
the shaded triangle.

Pollution and the social Optimum
In the presence of a negative externality, such 
as pollution, the social cost of the good exceeds 
the private cost. The optimal quantity or socially 
efficient outcome, QOPTIMUM  is therefore smaller 
than the equilibrium quantity, QMARKET .

Figure 9.2
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selF test Give an example of a negative externality and a positive externality. Explain why market 
outcomes are inefficient in the presence of externalities.

positional externality purchases or decisions which alter the context of the evaluation by an individual of the positional 
good

education and the social Optimum
In the presence of a positive externality, the social value of the good exceeds the private value. The optimal quantity, QOPTIMUM , is 
therefore larger than the equilibrium quantity, QMARKET .

Figure 9.3

The market failure can be corrected by inducing market participants to internalize the externality. To 
move the market equilibrium closer to the social optimum, a subsidy could be introduced. In fact, that is 
exactly the policy many governments follow by heavily subsidizing education.

Positional externalities
Positional goods have the characteristic that the utility from consumption of a good is dependent on how 
it compares with others in the same class. For example, some cars are considered better quality or confer 
higher esteem than others. Purchases or decisions which alter the context of the evaluation by an individ-
ual of the positional good can generate a positional externality.

Positional externalities arise because people have a propensity to compare relative positions. If you 
were presented with the following, which option would you choose?

 ● Option A. Your 5income €60,000 per annum; all others’ 5income €150,000.
 ● Option B. Your 5income €50,000 per annum; all others’ 5income €40,000.

If we assume rational behaviour, the logical option would be to choose Option A because the absolute quan-
tity of goods you could purchase with €60,000 is higher than that which could be purchased with €50,000. 
Studies have shown, however, that many people would choose Option B because of the difference in the 
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relative earnings of the two groups. In Option A, the relative difference is far greater and people opt for B 
because they believe their relative position is better. Such ‘irrational’ choices have been put forward to 
partly explain why, despite increases in average incomes and house sizes over the last 50 years, measures 
of happiness are relatively stable.

The implications of positional externalities can be significant. For example, if a professional squash 
player wants to improve their performance, they might hire a sports psychologist to advise them on get-
ting the extra edge that might make a difference to their performance and win percentage. As a result of 
the squash player making this decision, other squash players’ performances are affected negatively. The 
improvement in performance of the squash player who hires the sports psychologist in terms of the payoff 
they receive (i.e. winning) will of necessity worsen their rivals’ payoffs (i.e. they will now not win). The 
incentive for all other professional squash players is to also hire a sports psychologist and see if they can 
make up that competitive gap and possibly improve it. If all squash players do this, however, the overall 
effect is likely to be neutral and so the overall benefit of professional squash players as a collective is zero, 
despite the additional costs incurred. Such an outcome, therefore, is inefficient.

Positional externalities also exist in the world of education and business. To get to university, individuals 
require certain grades in examinations taken at the end of secondary education. Universities demand ever 
higher grades in an effort to select the highest performing students and those with the most academic 
potential. As a result, individual schools and colleges might try to find ways to help their students improve 
their grades relative to other schools and colleges.

However, the result is that every school and college invests scarce resources into extra revision classes, 
sending teachers onto courses to better understand the examination systems and other measures to try 
to gain an advantage for their students. What universities are faced with is ever increasing numbers of 
students applying with similar qualifications, thus making differentiation more difficult.

Firms looking to recruit the best workers might request particular skills and qualifications. This may be 
the requirement for applicants to have a Master’s degree, to have had internships at relevant businesses 
or to have developed people and communication skills. Individual applicants have an incentive to invest 
time and resources in gaining these qualifications and skills to try to put themselves ahead of rival appli-
cants. The overall effect is that all applicants present themselves with Master’s degrees and any amount 
of experience and skills, so the outcome is of limited benefit to the recruiting firm and considerable cost 
for the applicants.

The existence of positional externalities which lead to individuals investing in a series of measures designed 
to gain them an advantage, but which simply offset each other, is referred to as a positional arms race.

positional arms race a situation where individuals invest in a series of measures designed to gain them an advantage 
but which simply offset each other

Private sOlutiOns tO externalities
In practice, both private actors and public policymakers respond to externalities in various ways. All the 
remedies share the goal of moving the allocation of resources closer to the social optimum. In this section 
we examine private solutions.

the types of Private solution
In many cases, governments will intervene in markets to correct perceived market failures. However, 
this is not always the case and in some circumstances, private solutions can go some way to correcting 
market failure.

social norms of Moral Behaviour Sometimes the problem of externalities is solved with moral codes 
and social sanctions. Consider, for instance, why most people do not litter. Although there are laws against 
littering, these laws are not vigorously enforced. Most people do not litter just because they believe it is 
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the wrong thing to do. Advertising and parental guidance help us to distinguish what society accepts as a 
norm for behaviour. This moral injunction tells us to take account of how our actions affect other people. 
In economic terms, it tells us to internalize externalities.

Charities Many charities are established to deal with externalities. For example, Greenpeace, whose 
goal is to protect the environment, is a non-profit organization funded with private donations; universities 
(which are charities) sometimes receive gifts from alumni, corporations and foundations, in part because 
education has positive externalities for society.

self-interest The private market can often solve the problem of externalities by relying on the self-interest 
of the relevant parties. Sometimes the solution takes the form of integrating different types of business. 
For example, consider an apple grower and a beekeeper who are located next to each other. Each busi-
ness confers a positive externality on the other: by pollinating the flowers on the trees, the bees help the 
orchard produce apples. At the same time, the bees use the nectar they get from the apple trees to pro-
duce honey. Nevertheless, when the apple grower is deciding how many trees to plant and the beekeeper 
is deciding how many bees to keep, they neglect the positive externality. As a result, the apple grower 
plants too few trees and the beekeeper keeps too few bees. These externalities could be internalized if 
the beekeeper bought the apple orchard or if the apple grower bought the beehives: both activities would 
then take place within the same firm, and this single firm could choose the optimal number of trees and 
bees. Internalizing externalities is one reason that some firms are involved in related types of business.

social Contracts Another way for the private market to deal with external effects is for the interested 
parties to enter into a contract. In the last example, a contract between the apple grower and the bee-
keeper can solve the problem of too few trees and too few bees. The contract can specify the number of 
trees, the number of bees and perhaps a payment from one party to the other. By setting the right number 
of trees and bees, the contract can solve the inefficiency that normally arises from these externalities and 
make both parties better off. Joint ventures and partnering are good examples of where such contracts 
can generate positive externalities and improve efficiency.

the Coase theorem
How effective is the private market in dealing with externalities? A famous result, called the Coase theorem, 
after British economist Ronald Coase, suggests that it can be very effective in some circumstances. Accord-
ing to the Coase theorem, if private parties can bargain without cost over the allocation of resources, then 
the private market can solve the problem of externalities and allocate resources efficiently.

Coase theorem the proposition that if private parties can bargain without cost over the allocation of resources, they can 
solve the problem of externalities on their own

To see how the Coase theorem works, consider an example. Suppose that Sofie owns a dog named 
Brandy. Brandy barks and disturbs Lucas, Sofie’s neighbour. Sofie gets a benefit from owning the dog, but 
the dog confers a negative externality on Lucas.

The socially efficient outcome might consist of two options. One is to compare the benefit that Sofie 
gets from the dog to the cost that Lucas bears from the barking. If the benefit exceeds the cost, it is effi-
cient for Sofie to keep the dog and for Lucas to live with the barking. The second option is that if the cost 
to Lucas exceeds the benefit to Sofie, then she should get rid of the dog. The problem arises in valuing 
the respective costs and benefits.

According to the Coase theorem, the private market can reach the efficient outcome on its own by 
Lucas offering to pay Sofie to get rid of the dog. Sofie will accept the deal if the amount of money Lucas 
offers is greater than the benefit to her of keeping the dog.

By bargaining over the price, Sofie and Lucas can reach an efficient outcome. For instance, suppose 
that Sofie gets a €500 benefit from the dog and Lucas bears an €800 cost from the barking. In this case, 
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Lucas can offer Sofie €600 to get rid of the dog, and Sofie will gladly accept. Both parties are better off 
than they were before, and an efficient outcome is reached.

It is possible, of course, that Lucas would not be willing to offer any price that Sofie would accept. 
For instance, suppose that Sofie gets a €1,000 benefit from the dog and Lucas bears an €800 cost from 
the barking. In this case, Sofie would turn down any offer below €1,000, while Lucas would not offer any 
amount above €800. Therefore Sofie ends up keeping the dog. Given these costs and benefits, however, 
this outcome is efficient.

So far, we have assumed that Sofie has the legal right to keep a barking dog. In other words, we have 
assumed that Sofie can keep Brandy unless Lucas pays her enough to induce her to give up the dog 
voluntarily. How different would the outcome be if, on the other hand, Lucas had the legal right to peace 
and quiet?

According to the Coase theorem, the initial distribution of rights does not matter for the market’s ability 
to reach the efficient outcome. For instance, suppose that Lucas can legally compel Sofie to get rid of the 
dog. Although having this right works to Lucas’s advantage, it probably will not change the outcome. In this 
case, Sofie can offer to pay Lucas to allow her to keep the dog. If the benefit of the dog to Sofie exceeds 
the cost of the barking to Lucas, then Sofie and Lucas will strike a bargain in which Sofie keeps the dog.

Although Sofie and Lucas can reach the efficient outcome regardless of how rights are initially dis-
tributed, the distribution of rights is not irrelevant: it determines the distribution of economic well-being. 
Whether Sofie has the right to a barking dog or Lucas the right to peace and quiet determines who pays 
whom in the final bargain. In either case, the two parties can bargain with each other and solve the exter-
nality problem. Sofie will end up keeping the dog only if the benefit exceeds the cost.

Why Private solutions do not always Work
Despite the appealing logic of the Coase theorem, it applies only when the interested parties have no 
trouble reaching and enforcing an agreement. In the world, however, bargaining does not always work, 
even when a mutually beneficial agreement is possible.

transaction Costs Sometimes the interested parties fail to solve an externality problem because of 
transaction costs, the costs that parties incur in the process of agreeing to and following through on a 
bargain, for example the cost incurred of employing lawyers to draft and enforce contracts.

transaction costs the costs that parties incur in the process of agreeing and following through on a bargain

Bargaining Problems At other times bargaining simply breaks down. The recurrence of wars and labour 
strikes shows that reaching agreement can be difficult and that failing to reach agreement can be costly. 
The problem is often that each party tries to hold out for a better deal. For example, suppose that Sofie 
gets a €500 benefit from the dog, and Lucas bears an €800 cost from the barking. Although it is efficient 
for Lucas to pay Sofie to get rid of the dog, there are many prices that could lead to this outcome. Sofie 
might demand €750, and Lucas might offer only €550. As they haggle over the price, the inefficient 
 outcome with the barking dog persists.

Coordinating interested Parties Reaching an efficient bargain is especially difficult when the number of 
interested parties is large because coordinating everyone is costly. For example, consider a factory that 
pollutes the water of a nearby lake. The pollution confers a negative externality on local fisherfolk. Accord-
ing to the Coase theorem, if the pollution is inefficient, then the factory and the fisherfolk could reach a 
bargain in which the fisherfolk pay the factory not to pollute. If there are many fisherfolk, however, trying 
to coordinate them all to bargain with the factory may be almost impossible.

asymmetric information and the assumption of rational Behaviour There are two other key reasons 
why reaching an efficient bargain may not arise: asymmetric information and the assumption of rational 
behaviour. An example of the former is that Sofie and Lucas may not have perfect knowledge of the costs 
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and benefits to each other of the barking dog. In such situations it becomes very difficult to negotiate an 
efficient outcome. Both parties have imperfect information about the situation of the other and so incen-
tives may be distorted. Lucas, for example, might exaggerate the cost to him of the barking dog while 
Sofie does the same about the benefits she gets from keeping her dog. The situation is further compli-
cated by the existence of free riders. Lucas may not be the only person in the neighbourhood suffering 
from the barking dog, but others may not live directly next to Sofie. These other ‘victims’ can benefit from 
any agreement that Sofie and Lucas arrive at, but do not pay any of the costs of solving the problem. If 
Lucas is aware of this, then why should he pay the full amount to solve the problem when others will also 
benefit but not contribute? If all victims think the same way then the problem will remain unsolved and 
there will be an inefficient outcome.

As regards the assumption of rational behaviour, we assumed that an efficient outcome could be found 
if Lucas offered €600 for Sofie to get rid of the dog. If Sofie were able to put a price on the value of the 
dog to her, and this was €500, then it would be irrational for her not to accept the money to get rid of the 
dog. The money could be used to secure something which gave greater value to her than the ownership 
of the dog. Of course, in real life such rational behaviour may be clouded by all sorts of behavioural and 
psychological influences that Sofie may not be able to value: the guilt she may feel in getting rid of the dog, 
the reactions of her friends and family, the sentimental value of the dog to her and so on. In addition, the 
assumption is that humans always value things based on some monetary value which represents other 
goods which could be purchased. This is not always the case.

When private bargaining does not work, the government can sometimes play a role. The government 
is an institution designed for collective action. In the polluting factory example above, the government can 
act on behalf of the fisherfolk, even when it is impractical for the fisherfolk to act for themselves. In the 
next section, we examine how the government can try to remedy the problem of externalities.

selF test Give an example of a private solution to an externality. What is the Coase theorem? Why are 
private economic actors sometimes unable to solve the problems caused by an externality?

PuBliC POliCies tOWards externalities
Public policies refer to instances where governments step in to seek to correct a perceived market failure. 
Governments tend to respond in one of two ways. Command and control policies regulate behaviour 
directly. Market-based policies provide incentives so that private decision-makers will choose to solve the 
problem on their own through manipulation of the price signal.

Command and Control Policies: regulation
The government can remedy an externality by making certain behaviours either required or forbidden. For 
example, it is a crime in any European country to dispose of poisonous chemicals into the water supply. 
In this case, the external costs to society far exceed the benefits to the polluter. Governments institute a 
command and control policy that prohibits this act altogether.

In most cases of pollution, however, the situation is not this simple. Despite the stated goals of some 
environmentalists, it would be impossible to prohibit all polluting activity. For example, virtually all forms of 
transport – even the horse – produce some undesirable polluting by-products, but it would not be sensible 
for the government to ban all transport. Instead of trying to eradicate pollution altogether, society must 
weigh the costs and benefits to decide the kinds and quantities of pollution it will allow.

Environmental regulations can take many forms. Sometimes a government may dictate a maximum 
level of pollution that a factory may emit. At other times a government requires that firms adopt a par-
ticular technology to reduce emissions. In all cases, to design good rules, government regulators need 
to know the details about specific industries and about the alternative technologies that those industries 
could adopt. This information is often difficult for government regulators to obtain.
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Market-Based Policy: Corrective taxes and subsidies
Instead of regulating behaviour in response to an externality, the government can use market-based poli-
cies to align private incentives with social efficiency. A government can internalize an externality by taxing 
activities that have negative externalities and subsidizing activities that have positive externalities. Taxes 
enacted to correct the effects of negative externalities are called Pigovian taxes, after the English econ-
omist Arthur Pigou (1877–1959), an early advocate of their use.

Pigovian tax a tax enacted to correct the effects of a negative externality

It is argued that Pigovian taxes can reduce pollution at a lower cost to society. To see why this might be 
the case, let us consider an example.

Suppose that two factories – a paper mill and a steel mill – are each dumping 500 tonnes of effluent 
into a river each year. The government decides that it wants to reduce the amount of pollution. It considers 
two solutions:

 ● Regulation. The government could tell each factory to reduce its pollution to 300 tonnes of effluent per 
year.

 ● Pigovian tax. The government could levy a tax on each factory of €50,000 for each tonne of effluent it 
emits.

The regulation would dictate a level of pollution, whereas the tax would give factory owners an eco-
nomic incentive to reduce pollution. The intention of the tax would be to encourage firms to reduce 
pollution up to the point where the marginal abatement cost is equal to the tax rate imposed. The 
marginal abatement cost is the cost expressed in terms of the last unit of pollution not emitted (abated).

marginal abatement cost the cost expressed in terms of the last unit of pollution not emitted (abated)

Some economists argue that a tax is just as effective as a regulation in reducing the overall level of 
pollution. The government can achieve whatever level of pollution it wants by setting the tax at the appro-
priate level. The higher the tax, the larger the reduction in pollution. Indeed, if the tax is high enough, the 
factories will close down altogether, reducing pollution to zero.

However, regulation requires each factory to reduce pollution by the same amount, but an equal reduc-
tion is not necessarily the least expensive way to clean up the water. It is possible that the paper mill can 
reduce pollution at lower cost than the steel mill. If so, the paper mill would respond to the tax by reducing 
pollution substantially to avoid the tax, whereas the steel mill would respond by reducing pollution less 
and paying the tax.

In essence, the Pigovian tax places a price on the right to pollute. Just as markets allocate goods to 
those buyers who value them most highly, a Pigovian tax allocates pollution to those factories that face 
the highest cost of reducing it. Whatever the level of pollution the government chooses, it can achieve this 
goal at the lowest total cost using a tax.

Some economists also argue that Pigovian taxes are better for the environment. Under the command 
and control policy of regulation, the factories have no reason to reduce emissions further once they have 
reached the target of 300 tonnes of effluent. By contrast, the tax gives the factories an incentive to develop 
cleaner technologies, because a cleaner technology would reduce the amount of tax the factory must pay.

Pigovian taxes are designed to use incentives in the presence of externalities, to move the allocation 
of resources closer to the social optimum. Pigovian taxes raise revenue for the government and can also 
enhance economic efficiency.

Despite the logic of Pigovian taxes, examples of pollution taxes are scarce. Some economists point out 
that what constitutes a pollution tax depends on how environmental tax systems are defined. There are, 
however, some problems associated with such taxes, not least identifying the appropriate rate to levy. 
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In addition, there are political problems associated with levying Pigovian taxes. The cost of levying and 
administering these taxes might be higher compared to regulation.

tradable Pollution Permits
Returning to our example of the paper mill and the steel mill, let us suppose that the government decides 
to adopt regulation and requires each factory to reduce its pollution to 300 tonnes of effluent per year. Then 
one day, after the regulation is in place and both mills have complied, the two firms go to the government 
with a proposal. The steel mill wants to increase its emission of effluent by 100 tonnes per year. The paper 
mill has agreed to reduce its emission by the same amount if the steel mill pays it €5 million.

From the standpoint of economic efficiency, allowing the deal is good policy. The deal must make the 
owners of the two factories better off, because they are voluntarily agreeing to it. Moreover, the deal does 
not have any external effects because the total amount of pollution remains the same. Thus social welfare 
is enhanced by allowing the paper mill to sell its right to pollute to the steel mill.

The same logic applies to any voluntary transfer of the right to pollute from one firm to another. If firms 
are permitted to make these deals, a new scarce resource is created: pollution permits. A market to trade 
these permits can develop, governed by the forces of supply and demand with the price signal allocating 
the right to pollute. The firms that can reduce pollution only at high cost will be willing to pay the most for 
the pollution permits. The firms that can reduce pollution at low cost will prefer to sell whatever permits 
they have.

One advantage of allowing a market for pollution permits is that the initial allocation of pollution permits 
among firms does not matter from the standpoint of economic efficiency. The logic behind this conclusion 
is similar to that behind the Coase theorem. Those firms that can reduce pollution most easily would be 
willing to sell whatever permits they get, and those firms that can reduce pollution only at high cost would 
be willing to buy whatever permits they need. As long as there is a free market for the pollution rights, the 
final allocation will be efficient whatever the initial allocation.

Although reducing pollution using pollution permits may seem quite different from using Pigovian taxes, 
in fact the two policies have much in common. In both cases, firms pay for their pollution. With Pigovian 
taxes, polluting firms must pay a tax to the government. With pollution permits, polluting firms must pay to 
buy the permit. (Even firms that already own permits must pay to pollute: the opportunity cost of polluting 
is what they could have received by selling their permits on the open market.) Both Pigovian taxes and 
pollution permits internalize the externality of pollution by making it costly for firms to pollute.

The similarity of the two policies can be seen by considering the market for pollution. Both panels in 
Figure 9.4 show the demand curve for the right to pollute. This curve shows that the lower the price of 
polluting, the more firms will choose to pollute. In panel (a) the government uses a Pigovian tax to set a 
price for pollution. In this case, the supply curve for pollution rights is perfectly elastic (because firms can 
pollute as much as they want by paying the tax), and the position of the demand curve determines the 
quantity of pollution.

In panel (b) the government sets a quantity of pollution by issuing pollution permits. The level at which 
this quantity is set is crucial. In this case, the supply curve for pollution rights is perfectly inelastic (because 
the quantity of pollution is fixed by the number of permits), and the position of the demand curve deter-
mines the price of pollution. Hence for any given demand curve for pollution, the government can achieve 
any point on the demand curve either by setting a price with a Pigovian tax or by setting a quantity with 
pollution permits.

In some circumstances, however, selling pollution permits may be better than levying a Pigovian tax. 
Suppose the government wants no more than 600 tonnes of effluent to be dumped into the river. Because 
the government does not know the demand curve for pollution, it is not sure what size tax would achieve 
that goal. In this case, it can simply auction off 600 pollution permits. The auction price would yield the 
appropriate size of the Pigovian tax.

A number of governments around the world have introduced markets in pollution permits as a way 
to control pollution. In 2002, European Union environment ministers unanimously agreed to set up a 
market to trade pollution permits for carbon dioxide (CO )2 , the main so-called greenhouse gas of concern. 
Pollution permits, like Pigovian taxes, are increasingly being viewed as a cost-effective way to keep the 
environment clean.
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PuBliC/Private POliCies tOWards externalities

Property rights
In some cases, private solutions to externalities can occur but need some form of legal back-up to be able 
to work. One such example is the establishment of property rights. Property rights refer to the exclusive 
right of an individual, group or organization to determine how a resource is used. The existence of well- 
established property rights, enshrined in law, allows the owners of that property to be able to use it as 
they see fit and to have some protection in law if their rights are infringed.
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the equivalence of Pigovian taxes and Pollution Permits
In panel (a) the government sets a price on pollution by levying a Pigovian tax, and the demand curve determines the quantity of 
pollution. In panel (b) the government limits the quantity of pollution by limiting the number of pollution permits, and the demand curve 
determines the price of pollution. The price and quantity of pollution are the same in both cases.

Figure 9.4

property rights the exclusive right of an individual, group or organization to determine how a resource is used

To see how this works, let us take a simple example. Lothar is the legally recognized owner of a 
Mercedes Benz car. Max is on his way home from a night out with his friends, and as a prank lets down 
the tyres on Lothar’s car. Close circuit TV cameras capture Max in the act and he is arrested for criminal 
damage. Lothar has the right to prosecute Max for the damage caused to his property and can expect to 
receive some money from Max to pay for the damage caused. The damage might not only be valued in 
terms of the cost of re-inflating the tyres but also for the estimated cost (decided by the courts) to Lothar 
of him having to miss a meeting early the next morning because he could not use his car.

It could be argued that in some cases, the market fails to allocate resources efficiently because prop-
erty rights are not well established. That is, some item of value does not have an owner with the legal 
authority to control it. For example, although few would doubt that the ‘good’ of clean air or national 
defence is valuable, no one has the right to attach a price to it and profit from its use. A factory pollutes 
the air too much because no one owns the air which is polluted, so no owner can charge the factory for 
the pollution it emits. The market does not provide for national defence because no one can charge those 
who are defended for the benefit they receive.
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government solutions to the absence of Property rights When the absence of property rights causes 
a market failure, the government can potentially solve the problem. Sometimes, as in the sale of pollution 
permits, the solution is for the government to help define property rights and thereby unleash market 
forces. In some countries, common resources such as rivers are put under the ownership of an agency 
established by the government. The agency can use the right to ownership of rivers, for example, to take 
action against those that cause damage to the river in some way. At other times, as in the restriction on 
hunting seasons, the solution is for the government to regulate private behaviour. Still other times, as in 
the provision of national defence, the solution is for the government to supply a good that the market fails 
to supply. In all cases, if the policy is well planned and well run, it can make the allocation of resources 
more efficient and thus raise economic well-being.

For any economy to work efficiently, a system of property rights must be established and understood. 
This is not as easy as it sounds, however.

With things such as rivers, streams, land and air it is less easy to establish who the legal owners are. 
If a system can be devised whereby the ownership of property is established, then those that cause 
damage to that property can be brought to book. Extending property rights, therefore, might be one 
area where externalities can be internalized. For example, if property rights over the air that we breathe 
can be extended, then any firm polluting that air (in whatever way, noise, smell, smoke, etc.) could face 
prosecution for doing so. The threat of prosecution is sufficient to act as an incentive to find ways of not 
polluting the air. This might mean that a notional property zone is established above and around privately 
owned properties where the owner of the property also ‘owns’ the air above and around it. If that air is 
then  polluted in some way, the owner can seek legal redress.

Extension of property rights also means that the owner of the property (which can be intellectual as 
well as physical) can also exercise the right to sell or share that property if they so wish at some mutually 
agreeable price. Extending property rights allows individuals, groups and organizations to be able to arrive 
at efficient solutions. If, for example, an individual was assigned property rights for the air one kilometre 
above their property, then if a nearby factory wanted to pollute that air they would have to enter into nego-
tiations with the house owner to do so at some mutually agreeable price. The resulting right to pollute 
could also be sold to another party. A more developed system of property rights can improve well-being 
and it has been identified as playing a crucial role in good governance, particularly relevant for developing 
countries to be able to attract the sort of inward investment that will help their economies to grow.

difficulties in establishing Property rights There are problems with extending property rights, how-
ever. How do we apportion rights to such things as air, the seas, rivers and land? The cost of establishing 
property rights and getting international agreement on what they entail is considerable and may coun-
teract the social benefits they might provide. If property rights were extended to the volume of air one 
kilometre above a person’s property, imagine the complexity of the negotiations that would have to be 
carried out with any business nearby, or airlines and the military for the right to share that air! Property 
owners may also have insufficient knowledge about their rights and exactly what they mean; it is also not 
a costless exercise to prove that property rights have been violated.

In the music industry the complexities of property rights have been the subject of debate and countless 
lawsuits in recent years. It not only relates to the issues of file sharing, pirating, copying CDs for personal 
use and downloading but also to the artists themselves and the rights to the music that they have written 
and performed. Intellectual property law is an incredibly complex area, and different countries interpret 
property rights in different ways, making any international agreement even more difficult.

Despite the complexities, there have been efforts to extend property rights to help bring social benefits. In 
many parts of Europe, property rights over public spaces such as national parks, rivers and seas have meant 
that environmental laws can be established and enforced. This has led to an improvement in well- being for 
millions who are able to use these spaces, enjoy cleaner rivers and exploit the resources of the sea.

Control of Positional arms races
To reduce the instances of positional arms races, an incentive must exist to prevent the investment in 
attempts to gain some benefit which is ultimately mutually offsetting. This could take place through legis-
lation to ban particular types of performance-enhancing drug in sport, for example, or through some form 
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of informal agreement between participants or through the establishment of a social norm on behaviour 
which becomes accepted by most participants.

In other cases, some form of legally binding arbitration agreement might be made where participants 
agree to an external body overseeing a dispute and where all parties agree to abide by the decision made 
by this body.

Carbon trading Permits

The EU has prided itself on being a leader in setting up carbon trading through the European Trading 
Scheme (ETS). By 2015, 10 years of the scheme’s operation proved a time to reflect on its successes or 
otherwise. The scheme sets limits on the amount of carbon certain large industries like steel, cement and 
power generation are allowed to emit over a period of time. Permits are issued to these industries and 
they must work to meet their allowance. If they manage to reduce their carbon emissions below their per-
mitted levels, then they can sell the excess permits to others who may have had more difficulty meeting 
their targets.

While such methods are, in theory, possible solutions to this type of pollution, the practice has seen 
different outcomes. The EU was accused of reducing the effectiveness of the system by giving permits 
to industry rather than auctioning them off. As a result, there was a surplus of permits on the market and 
their price dropped. The effectiveness of the emissions trading scheme in reducing carbon emissions, 
and acting as an incentive to producers to find more socially efficient ways of operating, was called into 
question. The end of 2007 brought in the next phase of the scheme and it was hoped that the EU would 
learn the lessons from its mistakes.

New limits covering the period between 2008 and 2012 planned to tighten the amount of carbon pollu-
tion that could be emitted, to reduce emissions by 9 per cent between 2008 and 2012. There were also a 
larger number of permits that had to be bought by industry rather than being given to them. In 2007 emis-
sions of carbon were up by 1 per cent, but the amount of carbon emitted was below targets set by the EU: 
1.88 billion tonnes, as against a target of 1.90 billion tonnes. It seems that France and Germany had been 
successful in getting emissions below target levels while the UK, Spain and Italy were producing above 
their target levels. The overall figures, however, implied that tougher limits might be required and that 
there would be a surplus of permits on the market, driving down prices.

The new targets initially had some effect. The price of permits on the market began to rise. Since the 
beginning of 2008, when the new targets came into operation, permits were trading above €20 per tonne 
and analysts were expecting the price to rise further as the year progressed.

However, the recession in 2008 
changed things. The global down-
turn led to a reduction in output and 
so firms were better able to meet 
their carbon emission limits. This 
also meant they could sell their per-
mits and so the market saw a signif-
icant rise in the supply of permits, 
which pushed down prices from a 
high of €30 to around €12 per permit. 
The Climate Change Summit, held in 
December 2009 in Copenhagen, was 
supposed to deliver a global agree-
ment on carbon emissions, and ana-
lysts were anticipating the market for 
carbon permits to rise significantly 
as a result of an announcement cut-
ting carbon emissions. The failure to 

Case study

Carbon permits might be one way of reducing carbon emissions 
but have to be designed appropriately to have a real impact.

(Continued )
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Objections to the economic analysis of Pollution
Some environmentalists argue that it is in some sense morally wrong to allow anyone to pollute the envi-
ronment in return for paying a fee. Clean air and clean water, they argue, are fundamental human rights 
that should not be debased by considering them in economic terms.

The response to this view acknowledges the importance of trade-offs. Clean air and clean water have 
value, but this must be compared to their opportunity cost – that is, to what one must give up to obtain 
them. Eliminating all pollution would reverse many of the technological advances that allow us to enjoy a 
high standard of living. Few people might be willing to accept poor nutrition, inadequate medical care or 
shoddy housing to make the environment as clean as possible.

A clean environment is a good like other goods. Like all normal goods, it has a positive income elas-
ticity: rich countries can afford a cleaner environment than poor ones and, therefore, usually have more 
rigorous environmental protection. In addition, like most other goods, clean air and water obey the law 
of demand: the lower the price of environmental protection, the more the public will want. The economic 
approach of using pollution permits and Pigovian taxes reduces the cost of environmental protection and 
can, therefore, increase the public’s demand for a clean environment.

reach any binding agreement at the summit kept the market depressed, and by early February 2010, prices 
were hovering at around €13 per permit.

At this level, the price of a permit does not present a sufficient incentive for firms to invest in technology 
to reduce carbon emissions. For firms to be prepared to incur the costs of investing in new technologies, 
the price of carbon permits must be high enough to give an incentive to divert resources to developing 
more efficient production methods and other technologies such as carbon capture and storage. If the 
cost of such investment is above the level a firm must pay for a permit, then there is no incentive to invest. 
Analysts have suggested that prices of permits need to be between €30 and €50 each to begin to have 
any effect on such investment; at these levels the opportunity cost of buying more permits to emit carbon 
starts to become too high.

In 2015, a report commissioned by The Prince of Wales’s Corporate Leaders Group, which includes a 
number of major businesses such as 3M, Shell, EDF Energy, Philips, Kingfisher, Sky and GlaxoSmithKline 
(GSK), and published by the University of Cambridge Institute for Sustainability and Leadership (CISL), 
aimed to review the first 10 years of the scheme from a business perspective. The report noted that the 
leadership and vision of the chief executive officer was crucial in companies successfully implementing 
carbon reduction policies. In embracing policies to reduce carbon emissions, companies can increase 
efficiency, which in turn yields more carbon efficiencies. The report acknowledged that recession had 
forced carbon prices lower but suggested that carbon reduction would continue as firms seek further 
efficiencies. Jos Delbeke, the Director General of Climate Action for the European Commission, is quoted 
in the report as saying: ‘Since 1990 economic growth [in the EU] is up 45 per cent and emissions are 
down 19 per cent – that has been a very important achievement … the ETS has been responsible for a 
big chunk in delivery.’ Interviews with business leaders in the group suggest a largely positive view on 
the ETS, although its weaknesses are acknowledged. Matt Wilson, Head of the Global Environmental 
Sustainability Centre of Excellence for GSK noted:

I am in favour of the ETS … Europe has been able to create a market that is working, more or less … 
with limitations and weaknesses, but I think we are positive and it’s supported our investment policies 
… Possibly we were over-allocated, but we’ve also done a huge amount in this space, and we’ve 
been motivated to do something in the space because it makes really good financial sense to do it.

Karl Buttiens, Director of Investment and CO2  Strategy for AncelorMittal, a steel company, commented 
that ETS has been a good policy for the energy generation sector but he is not convinced that it is right – in 
its current format – for the steel sector, as they cannot pass on the additional cost of a carbon price. They 
are competing in a world market and do not yet have the technology to decarbonize. He further stated 
that the company ‘fully accepts’ that it should pay for inefficiency but that ‘internalizing the externalities’ 
of carbon emissions is a cost that should fall on the consumer.
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gOvernMent Failure
In this chapter we have looked at ways in which market failure can be corrected and, in so doing, it is invar-
iably governments that implement policies to correct such market failures. To improve market outcomes 
decision-making must be based on high quality information and positive, rather than normative, analysis 
of problems and solutions. The reality is that government decision-making may itself be flawed and not 
based on perfect information or rational, positive analysis.

the importance of Power
Governments are made up of humans invested with power to make decisions. What we may assume 
to be economic decisions being taken by government inevitably become political decisions. Politics is 
about power – who wields that power and how power is brought to bear on individuals and groups within 
government will affect decision-making in ways which may not always amount to efficient or equitable 
outcomes despite what politicians may claim. In considering these outcomes we look at the benefits to 
people of government decision-making in relation to the costs. If the benefits are greater than the costs 
it can be argued that government decisions can be deemed ‘efficient’. However, there might be instances 
where the benefits of government decision-making accrue to a small number of people but the costs are 
spread across large sections of the population. In those circumstances it can be argued that the market 
outcome is inefficient. When governments make decisions that conflict with economic efficiency it is 
termed government failure. No government decision can be taken at face value without considering the 
politics behind it in the same way that market decisions must be viewed in the light of belief systems. In 
the final section of this chapter we will look at some aspects of government failure.

selF test A glue factory and a steel mill emit smoke containing a chemical that is harmful if inhaled in large 
amounts. Describe three policy responses to this externality. What are the pros and cons of each of your solutions?

government failure a situation where political power and incentives distort decision-making so that decisions are made 
which conflict with economic efficiency

Public Choice theory
Governments are urged to step in to help improve market outcomes or solve perceived problems in many 
different areas: gun crime, drugs, prisons, poverty, housing, health, education, obesity, ultra-thin models in 
the fashion industry, binge drinking, racism, military intervention, terrorism, famine and so on. Ostensibly, 
government intervenes to act in the public interest to improve market outcomes. The public interest can 
be defined as a principle based on making decisions to maximize the benefits gained from decisions to 
the largest number of people at minimum cost.

public interest making decisions based on a principle where the maximum benefit is gained by the largest number of 
people at minimum cost

The circumstances under which governments intervene in markets might not be one based on rational 
analysis of the choices available, but as a reaction to public pressure or moral panic spread by news organ-
izations. Moral panic can lead to excessive pressure being put on governments and, in such situations, 
decisions can be made not on the basis of rationality and efficiency but on placating some individual or 
group self-interest. There are three key actors in public choice theory: voters, law-makers or politicians, 
and bureaucrats.
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Decision-making under these circumstances comes under the heading of public choice theory. 
Public choice theory is about the analysis of governmental behaviour, and the behaviour of individuals 
who interact with government.

public choice theory the analysis of governmental behaviour, and the behaviour of individuals who interact with 
government

rational ignorance effect the tendency of a voter to not seek out information to make an informed choice in elections

The theory developed when economists looked at some apparent contradictions in human behaviour. 
Any decision will involve some sort of cost, so there will be some people that will be affected adversely 
by those decisions (the ‘losers’). If those people are in the minority and the benefits to the majority (the 
‘winners’) outweigh those costs, a decision might then be regarded as acting in the public interest. How-
ever, if the winners are in the minority and the costs are borne by the majority losers, then government 
failure might exist.

an example: road Congestion One solution for road congestion is to make people pay for the use of 
the roads. If this results in a reduction in road usage, or a more efficient use of the roads, there will not 
only be widespread benefits for road users but also for the environment as a whole. However, if there 
is a vocal group that is very much against road pricing and which has political power and influence (they 
might be backed by an influential newspaper, for example), they might be able to use their political power 
to have the policy of road pricing abandoned. They may have decided to champion the cause of the road 
user, going so far as to provide car stickers showing support for the abandonment of road pricing. Would 
this be an efficient outcome?

the invisible Hand versus Public interest
Public choice theory developed out of an economics tradition that stems from Adam Smith’s invisible 
hand. However, despite this seemingly clear support for self-interest, Smith did spend time discussing 
government in The Wealth of Nations. That discussion was based around the understanding of a moral 
concern for public interest. The basis of public choice theory, therefore, centres on the behaviour of people 
as individuals in comparison to the behaviour of those individuals when they become political animals. Can 
an individual put aside their personal feelings and preferences and become transformed to understand and 
appreciate the broader public perspective when they are in government?

Public choice theory tries to look at the economic analysis of human behaviour as individuals and trans-
fers this analysis to political science. What public choice theory looks at are cases where that individual 
interest leads to decisions and the allocation of resources which may not be the most efficient allocation.

voter incentives
Voters are asked to make choices in a democratic political system and to choose politicians to represent 
their views in government. It is assumed that voters will make their choices based on self-interest – the 
party or politician who offers the promise of the most benefits at the least cost to the voter. However, voters 
also know that their individual vote counts for little in the grand scheme of things (it is unlikely to make the 
difference between a government getting into power or not) and as a result they have little incentive to 
gather information on which to make an informed decision. This is called the rational ignorance effect.

What information the voter does rely on to make their decision comes either from their parents (there is 
some evidence that voting follows such patterns), from TV coverage and from leaflets supplied by political 
parties. Such information is likely to be heavily biased and lacking in detail on the huge range of political 
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decisions which any government has to make. As a result, the rational ignorance effect is reinforced. The 
effect also helps to explain why fewer people in some countries are taking the time to vote in elections; 
they simply do not see that their vote makes any difference and so there is little incentive for them to do so.

Politician incentives
Politicians might claim that they have entered politics to fulfil a burning desire to act in the public inter-
est. The more cynical might suggest that the actions and decisions made by politicians are motivated by 
attracting votes; after all, without votes politicians are not in a position to do anything, even if they are 
genuinely motivated by the public interest.

It is in the interest of politicians to reflect the interests of the local communities they are seeking to 
serve, because if they do they are more likely to attract votes and as a result get elected and re-elected. 
Some politicians can rely on the rational ignorance effect and the fact that the communities they represent 
have a large amount of voter inertia – in other words, voters are aligned to a political party so no matter 
what the politician does (within reason of course) it is highly unlikely they will not get re-elected.

Bureaucrat incentives
Governments cannot survive without bureaucrats to administer government, provide advice and carry out 
the legislative programme. Civil servants, especially those in senior positions, can wield extensive power 
as a result, and it is highly likely that they will seek to represent the interests of the particular agency or 
government department they happen to be working for. Those interests might involve protecting or secur-
ing larger departmental budgets but might also involve seeking career progression or recognition for the 
work they are doing. These interests are not necessarily aligned to economic efficiency; voters, for exam-
ple, might want to see overseas aid or funding for the arts cut in times of domestic economic difficulty 
and the resources diverted to helping those in need in the domestic economy. Such a policy might have 
some economic merit but for the particular departments, such a policy would be highly damaging to the 
politicians and bureaucrats involved, and so there might exist a conflict of interest which might not lead 
to an efficient economic outcome.

the special interest effect
How might government failure manifest itself? Public choice theory likens politicians to a business. Imagine 
that a business produces a good which does not meet customer needs. It is very likely to fail. Politicians 
are like products: if they do not meet the customers’ (voters’) needs, they fail – they are not re-elected at 
the next election. The obvious behaviour, therefore, is to do what the consumer (the electorate) wants.

What the electorate wants is not always clear. What is clear is that those who make the most noise and 
are the most organized are likely to be the ones that attract the most media attention or have access to 
the political decision-makers, whether they are politicians or bureaucrats. These may be the people who 
politicians listen to.

Individuals have specific knowledge about certain issues that are closely related to them. As a result 
of this information, special interest groups that represent these views tend to develop and can exercise 
power through lobbying or cultivating close relationships. Politicians who can influence decision-making 
may be more inclined to listen to these groups and base their decisions on what these groups are saying. 
The special interest effect may lead to minorities gaining significant benefits, but the cost is borne by 
the population as a whole; the benefits to the winners are massively outweighed by the cost borne by the 
losers. If the value of the benefits to the special interest group is less than the costs to the population as 
a whole, then this is an example of inefficiency.

special interest effect where benefits to a minority special interest group are outweighed by the costs imposed on the 
majority
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In many cases it might be relatively easy for politicians to align themselves to a special interest group, 
especially if that group does exercise political power by having connections with key media organizations 
or lobby groups. The incentives to align might not only be publicity but also the possibility of accessing 
funds to help support future election campaigns, and, as a result, the incentive to support these organized 
groups is considerably stronger than the incentive to align with disorganized rationally ignorant voters.

Logrolling is a term used to describe vote trading in government. Logrolling is an aspect of govern-
ment failure that helps reinforce the special interest effect. A voting member of the government (it could 
be the House of Commons in the UK, a member of the European Parliament or any other legislative 
chamber) will vote for something which they do not really support or believe in on the understanding that 
another member will vote in support of something that they do feel passionate about and want to support.

logrolling the agreement between politicians to exchange support on an issue

rent seeking where individuals or groups take actions to redirect resources to generate income (rents) for themselves or 
the group

The argument for logrolling is that decisions or laws that affect relatively small groups of people to a 
significant extent can be secured, when, as a general rule, such laws would not be passed as it might not 
have a wide enough effect on society as a whole. The benefits to the group might still be more significant 
than the costs of implementing the policy or law. Without logrolling, those benefits would not be gained.

The problem with logrolling comes when the benefits to the winners are negligible in comparison to 
the costs to the losers. In a complex web of agreements and deals over voting, it is quite possible that the 
net gain to society is less than the costs imposed in achieving those net gains. In other words, resources 
are allocated inefficiently and the public interest is not maximized.

One excellent example of where this might occur in reality is the whole issue of agricultural support –  
subsidies. The vast majority of the public know that subsidies exist, but do not really understand the 
complexities of the issue or the effect it has on them. For farmers, the issue is a very real one and there 
are plenty of lobbying groups that have particular self-interests – be it in dairy farming, arable farming, 
livestock and so on. The net effect of this web of agricultural support mechanisms in place throughout the 
world on society as a whole represents a significant misallocation of resources.

rent seeking
‘Rent’ in this context refers to the income some individual or group receives from an activity. The rents 
concerned do not always have positive social benefits; in fact, they are likely to have a negative social 
impact. Rent seeking refers to cases where resources are allocated to provide rents for individuals or 
groups and where those rents have negative social value.

For example, in the United States different presidents have imposed tariffs on steel imports to the 
United States. The announcements have been warmly welcomed by many in the steel industry in the 
United States. The benefits of the tariffs to this group might be extensive, not least in the jobs that might 
be saved as a result. However, when balanced out against the wider effects, these benefits might pale 
into insignificance. Threats of retaliation by other nations affected by the tariffs can lead to a reduction in 
demand for US manufactured goods – along with potential job losses across a wide range of industries 
that might have used steel but also those who had nothing to do with the steel industry. In addition, tariffs 
mean steel prices to US users rise – either through having to pay the tariff price for imported steel, or the 
switch to more expensive US producers. The ultimate effects are that the rents to the steel industry in the 
United States could ultimately be argued to have a negative social value.

Rent seeking amounts to a particular group being able to influence policy to the extent that they are 
able to gain favours. This can transfer wealth from others to themselves. Whether this wealth transfer is 
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economically efficient or not is of no concern to the group. Indeed, it can also be argued that if rent seek-
ing is successful, these groups will divert more resources to such an activity rather than either solving 
the problems they are experiencing (such as the US steel industry being uncompetitive) or being more 
productive.

short-termism
Most political systems allow for governments to be in power for relatively short periods of time. The con-
sequence of this is that there is always an incentive for politicians to respond more to projects that yield 
short-term benefits and maximize their re-election potential rather than long-term projects that might be 
economically more efficient but where the benefits might not be realized for some time.

The fallout of the Financial Crisis of 2007–9 has highlighted just how many governments across Europe 
relied on debt financing for government expenditure programmes. The current benefits to countries of 
these programmes (jobs in public sector activity, spending on the provision of major sporting events such 
as the Olympics, the World Cup and European Championships, for example) have provided short-term 
benefits to the population in those countries, but the longer-term necessity to finance this debt by having 
to increase taxation and impose austerity programmes to help reduce the debt, imposes a significant 
cost on society as a whole. Once again, the value of the benefits is massively outweighed by the costs 
imposed and represents an economically inefficient allocation.

Public sector inefficiency
In the 1980s many governments across the developed world put in place a programme of transferring 
publicly owned assets to the private sector – so-called privatization.

privatization the transfer of publicly owned assets to private sector ownership

One of the reasons for this programme was a belief system which argued that the public sector cannot 
run certain types of activity as efficiently as the private sector. This, it is argued, is because the existence 
of the profit motive in the private sector is a powerful motivator to improve productivity, reduce costs and 
seek efficiency in production.

In the public sector, incentives are different. Managers in public sector operations know that ultimately 
the taxpayer can bail them out and so the risk inherent in decision-making is not the same as that in the 
private sector where individuals risk their own wealth. In addition, decision-makers in the public sector 
do not gain the same individual benefits and returns that is the case in the private sector if efficiency or 
productivity is increased and costs cut, and as a result it is more likely that inefficiency will exist. How far 
these points are fact is difficult to judge and, ultimately, such policies may be driven by a belief system.

Cronyism
We have assumed that markets allocate resources on the basis of the interaction between supply and 
demand and the price mechanism. When government intervenes in the price mechanism through levying 
taxes and subsidies, regulating business and passing laws which affect the ability of a business to carry 
out its activities, the market mechanism is distorted and there is the potential for resource allocation to 
be determined by political rather than economic forces. Where these political forces are influenced by 
political favours, the term cronyism is used.

cronyism a situation where the allocation of resources in the market is determined in part by political decision-making and 
favours rather than by economic forces
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Cronyism can mean that governments pass laws, institute regulations, levy taxes and impose subsidies 
which are a response to influence from powerful lobby or special interest groups in return for favours to 
increase the welfare of the individual politician or the government as a whole. Such favours might be in 
the form of a news organization pledging its support for the government, financial donations to the party, 
personal gifts to politicians or promises of senior posts in management when the individual’s political 
career is over.

inefficiency in the tax system
Taxes are a reality in most people’s lives. We have seen that firms and individuals can seek to avoid paying 
taxes and, in some cases, illegally evade taxes. The cost to society of the combined activities of tax avoid-
ance and tax evasion is substantial. Because of the nature of the two, estimates vary on the size of the 
underground economy but some suggest it could be around 15 per cent of the total tax receipts of some 
governments. The opportunity cost of such figures is substantial. There are plenty of people who argue 
that benefit fraud is wrong, but equally there are plenty of people who do not see it as wrong. There are 
few individuals in society who have not contributed to the underground economy in some way. Most 
would not see themselves as criminals.

One of the reasons for the existence of tax avoidance and tax evasion might be the design of the tax 
system. No system is going to be perfect, but if people perceive that the system is unfair there is a greater 
incentive to find ways around the system or live outside it. In such circumstances, there is a clear case of 
government failure.

COnClusiOn
The assumptions underlying the market mechanism point to an economic outcome which is efficient from 
the standpoint of society as a whole. The assumptions, however, do not take account of externalities such 
as pollution, and, as a result, evaluating a market outcome requires taking into account the well-being of 
third parties as well. In this case, the market may fail to allocate resources efficiently.

In some cases, people can solve the problem of externalities on their own. The Coase theorem sug-
gests that the interested parties can bargain among themselves and agree on an efficient solution. Some-
times, however, an efficient outcome cannot be reached, perhaps because the large number of interested 
parties makes bargaining difficult.

When people cannot solve the problem of externalities privately, the government often steps in. The 
government can address the problem by utilizing the market to require decision-makers to bear the full 
costs of their actions. Pigovian taxes on emissions and pollution permits, for instance, are designed to 
internalize the externality of pollution. Increasingly, they are being seen as effective policies for those 
interested in protecting the environment. Market forces, properly redirected, can be an effective remedy 
for market failure.

However, even though government might intervene to correct market failure, we also have to account 
for government failure. Political influence and the incentives of voters, politicians and bureaucrats can 
often lead to a conflict of interest, and, as a result, the benefits to a small number of people are grossly 
outweighed by the costs imposed on the majority. In such cases, the attempts to improve market out-
comes might lead to further distortions which mean allocations are inefficient.

suMMary
 ● When a transaction between a buyer and seller directly affects a third party, the effect is called an externality. 

Negative externalities, such as pollution, cause the socially optimal quantity in a market to be less than the equilib-
rium quantity. Positive externalities, such as the wider benefits of advances in technology (called spillover effects), 
cause the socially optimal quantity to be greater than the equilibrium quantity.

 ● Those affected by externalities can sometimes solve the problem privately. For instance, when one business 
confers an externality on another business, the two businesses can internalize the externality by merging. 
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Alternatively, the interested parties can solve the problem by negotiating a contract. According to the Coase the-
orem, if people can bargain without cost, then they can reach an agreement in which resources are allocated 
efficiently. In many cases, however, reaching a bargain among the many interested parties is difficult, so the Coase 
theorem does not apply.

 ● When private parties cannot adequately deal with external effects, such as pollution, the government often steps 
in. Sometimes the government prevents socially inefficient activity by regulating behaviour. At other times it inter-
nalizes an externality using Pigovian taxes. Another public policy is to issue permits. For instance, the government 
could protect the environment by issuing a limited number of pollution permits. The end result of this policy is 
largely the same as imposing Pigovian taxes on polluters.

 ● Government intervention to correct market failure might be subject to its own failures. This is because minority 
groups can exercise political power to influence the decision-making of politicians and bureaucrats to gain bene-
fits which might be outweighed by the costs imposed on the majority.

Public Choice theory
Are Public Choice Theorists Making Wrong Assumptions?

One debate over economics has been centred on the division between those who would adhere to the philosophy of 
the ‘invisible hand’ and those who point to the weaknesses in the assumptions that underlie the belief in the power 
of the free market. Public choice theorists are part of the debate about the extent to which government should inter-
vene to correct market failure. If government does intervene, then public choice theory suggests that the results are 
not always going to be positive. There is thus a balance required between the extent to which government should 
intervene in the economy and measures put in place to reduce the issues that public choice theorists have identified 
as contributing to government failure.

In many western economies since the late 1960s, the role of the state in the economy has changed. Many coun-
tries have pursued a programme of privatization which has transferred former state-run assets and business activity 
to the private sector. In some countries, welfare systems have been reformed to try to promote the incentive to work 
and not rely on benefits handed out by the state. Europe will have to deal with the aftermath of the decision by the UK 
to leave the EU. That decision was promoted 
in part by the belief that the political influence 
of the EU in UK economic and political life was 
too strong.

In unravelling the thinking behind the 
change in the way the state is viewed in the 
economy, some economists have noted that 
public choice theorists may be basing their 
analysis on the idea of homo economicus, 
that humans act as self-interested rational 
beings albeit that the context of being in pol-
itics may be different from those beings who 
are not in politics.

Abby Innes, an Assistant Professor of 
Political Economy at the London School of 
Economics, has noted that early public choice 
theorists based their analysis of government 

in tHe neWs

People may believe that democracy reflects the ‘will of the people’ 
but how far is this the case?
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QuestiOns FOr revieW
1 Using examples, explain three sources of market failure.

2 Give an example of a negative externality and an example of a positive externality.

3 Using an appropriate example, explain the difference between private and social costs, and private and social benefits.

4 Use a supply and demand diagram to explain the effect of a negative externality in production.

5 List some of the ways that the problems caused by externalities can be solved without government intervention.

6 Using a demand and supply diagram, represent the market for road use. What is the private market outcome and what is 
likely to be the socially efficient outcome? Explain and refer to your diagram to help support your answer.

7 Imagine that you are a non-smoker sharing a room with a smoker. According to the Coase theorem, what determines 
whether your roommate smokes in the room? Is this outcome efficient? How do you and your roommate reach this 
solution?

failure on the assumptions of neo-classical economics. This, she argues, gives some in society the basis to view 
politicians as individuals seeking to gain the benefits of monopoly power. Equally, bureaucrats and civil servants will 
similarly act in a self-interested way and the outcome will be economic inefficiency. This could mean that arguments 
to roll back the power of the state to reduce the instances of government failure gain some momentum and results in 
the processes witnessed in many developed countries since the late 1960s.

However, Innes points out that if the base assumption is incorrect, then the argument for reducing the power of 
the state might also be flawed. Innes suggests that market failures might have existed regardless of government 
intervention, so the argument that state intervention is at the root of market failure could be fallacious. Hence there 
is no empirical argument to roll back the power of the state.

The consequences of these types of debates in economics can be extensive. Innes relates the debate on philo-
sophical assumptions to the decision by UK voters to leave the EU. Those who voted to remain may have been per-
suaded that the status quo was acceptable and had been something they had benefited from, and the leave voters 
were those who felt the state had abandoned them, did not understand them and had left them behind by the way the 
economy and political processes had changed.

Critical Thinking Questions

1 given what you have read about public choice theory in this chapter, to what extent would you agree that the 
base assumption made by public choice theorists is in homo economicus?

2 if the assumption of self-interested rational agents is at the heart of public choice theory, do you agree that this 
is a motivation behind policy suggestions that government intervention in the economy should be limited or, at 
the very least, monitored carefully?

3 to what extent would you agree that the result of the referendum in the uk to leave the eu was decided by the 
ability of self-interested agents (politicians in this case) persuading sections of the public of government failure 
on the part of the eu?

4 How possible do you think it is to separate out market failure and government failure in assessing the perfor-
mance of economies in developed countries such as those across the eu and the uk?

5 in a blog, abby innes comments:

Brexit militants have offered no precise strategy for free-market greatness because it exists in no realis-
able place: the days of the British Empire are mercifully finished, a democratic free market is a fantasy. 
For its leadership, Brexit is the last opportunity to radically dismantle the state-as-economic-referee as 
the window on the popularity of neoliberalism starts to close.

Comment on this quote in the context of public choice theory and market and government failure.

reference: blogs.lse.ac.uk/politicsandpolicy/state-failure-brexit/#, accessed 1 September 2018.
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8 Use an example to explain the idea of a positional externality.

9 How would an extension of property rights help reduce the instances of market failure?

10 Explain how government intervention in markets might not improve market outcomes.

PrOBleMs and aPPliCatiOns
1 Do you agree with the following statements? Why or why not?

a. ‘The benefits of Pigovian taxes to reduce pollution have to be weighed against the deadweight losses that these 
taxes cause.’

b. ‘When deciding whether to levy a Pigovian tax on consumers or producers, the government should be careful to levy 
the tax on the side of the market generating the externality.’

2 Consider the market for fire extinguishers.
a. Why might fire extinguishers exhibit positive externalities?
b. Draw a graph of the market for fire extinguishers, labelling the demand curve, the social value curve, the supply 

curve and the social cost curve.
c. Indicate the market equilibrium level of output and the efficient level of output. Give an intuitive explanation for why 

these quantities differ.
d. If the external benefit is €10 per extinguisher, describe a government policy that would result in the efficient outcome.

3 In many countries, contributions to charitable organizations are deductible from income tax. In what way does this 
government policy encourage private solutions to externalities?

4 It is rumoured that the Swiss government subsidizes cattle farming, and that the subsidy is larger in areas with more 
tourist attractions. Can you think of a reason why this policy might be efficient?

5 Consider the market for train travel. At certain times of the day, trains are extremely crowded going to major towns and 
cities, but at other times of the day carriages are virtually empty.
a. Is this an example of market failure?
b. What externalities exist on the train system if the situation described persists?
c. Can you think of a way in which the government might step in to make the market outcome more efficient?

6 Greater consumption of alcohol leads to more motor vehicle accidents and thus imposes costs on people who do not 
drink and drive.
a. Illustrate the market for alcohol, labelling the demand curve, the social value curve, the supply curve, the social cost 

curve, the market equilibrium level of output and the efficient level of output.
b. On your graph, shade the area corresponding to the deadweight loss of the market equilibrium. (Hint: the deadweight 

loss occurs because some units of alcohol are consumed for which the social cost exceeds the social value.) Explain.

7 Many observers believe that the levels of pollution in society are too high.
a. If society wishes to reduce overall pollution by a certain amount, why is it efficient to have different amounts of 

reduction at different firms?
b. Command and control approaches often rely on uniform reductions among firms. Why are these approaches 

generally unable to target the firms that should undertake bigger reductions?
c. Some economists argue that appropriate Pigovian taxes or tradable pollution rights will result in efficient pollution 

reduction. How do these approaches target the firms that should undertake bigger reductions?

8 The Pristine River has two polluting firms on its banks. European Industrial and Creative Chemicals each dump 100 
tonnes of effluent into the river a year. The cost of reducing effluent emissions per tonne equals €10 for European 
Industrial and €100 for Creative. The government wants to reduce overall pollution from 200 tonnes to 50 tonnes per year.
a. If the government knew the cost of reduction for each firm, what reductions would it impose to reach its overall goal? 

What would be the cost to each firm and the total cost to the firms together?
b. In a more typical situation, the government would not know the cost of pollution reduction at each firm. If the 

government decided to reach its overall goal by imposing uniform reductions on the firms, calculate the reduction 
made by each firm, the cost to each firm and the total cost to the firms together.

c. Compare the total cost of pollution reduction in parts (a) and (b). If the government does not know the cost of reduction 
for each firm, is there still some way for it to reduce pollution to 50 tonnes at the total cost you calculated in part (a)? 
Explain.
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d. Assume that the chief executive officers of European Industrial and Creative Chemicals have considerable influence 
with politicians and civil servants from the country’s Department of Industry. How might market outcomes be changed 
as a consequence?

9 Suppose that the government decides to issue tradable permits for a certain form of pollution.
a. Does it matter for economic efficiency whether the government distributes or auctions the permits? Does it matter 

in any other ways?
b. If the government chooses to distribute the permits, does the allocation of permits among firms matter for efficiency? 

Does it matter in any other ways?

10 Some people argue that the primary cause of global warming is carbon dioxide, which enters the atmosphere in varying 
amounts from different countries but is distributed equally around the globe within a year. To solve this problem, some 
economists have argued that carbon dioxide emissions should be reduced in countries where the costs are least, with 
the countries that bear that burden being compensated by the rest of the world.
a. Why is international cooperation necessary to reach an efficient outcome?
b. Is it possible to devise a compensation scheme such that all countries would be better off than under a system of 

uniform emission reductions? Explain.
c. Explain how the concepts of rent seeking and cronyism might be used by critics of climate change theory to argue 

for different approaches to public policy.
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In this chapter we are going to look in more detail at a firm’s production decisions and then move on in 
subsequent chapters to see how firms’ behaviour changes when the assumptions of perfect competition 

are dropped.

Isoquants and Isocosts
One of the issues facing businesses in considering production decisions is to attempt to maximize output 
or minimize costs, but with a constraint of limited factor inputs. This is a further example of a constrained 
optimization problem. Different firms have different ratios of factor inputs – land, labour and capital – in 
the production process. This can vary not only between industries but also within industries. For example, 
some farms are highly land intensive whereas others may be far more capital or labour intensive. Arable 
farms tend to have a very high proportion of land in comparison to a pig farm and be classed as land 
intensive.

Businesses can utilize their factors of production in different ways to produce any given output, so an 
important question that firms need to address is how to organize its factor inputs to maximize output at 
minimum cost. The use of isocost and isoquant lines provides a model to help conceptualize the process. 
The principles are very similar to the model of consumer behaviour which made use of indifference curves 
and budget constraints. In this model the firm is faced with different combinations of factors which yield 
the same amount of output (isoquants) and has a given budget available to pay for those factors of pro-
duction (isocosts).

Production Isoquants
A production isoquant is a function which represents all the possible combinations of factor inputs that 
can be used to produce a given level of output. For simplicity we are going to assume just two factor 
inputs: labour and capital. To further focus our thinking, let us assume that the capital in question is a 
machine that coats pizzas with a tomato base, adds the filling and then bakes the pizzas. The number of 

PaRt 4
FIRm BehavIouR and 
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10 FIRms’ PRoductIon 
decIsIons
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hours the machine is in operation varies with the amount of pizzas produced. The labour input will be the 
number of person hours needed to mix and produce the dough for the pizza base, feed the machine and 
then package the finished pizzas.

production isoquant a function representing all possible combinations of factor inputs that can be used to produce a 
given level of output

Figure 10.1 shows a graphical representation of the production isoquants that relate to the combinations 
of labour and capital that can be used to produce pizzas. An output level of 5Q 600 could be produced 
using 5 hours of labour and 1 hour of the machine indicated by point A, or 2 hours of labour and 2 hours 
of the machine shown by point B. The isoquant line 5Q 600 connects all the possible combinations of 
capital and labour which could produce an output of 600 pizzas. Given the level of capital and labour inputs 
for the pizza factory, a series of isoquants can be drawn for different levels of output. Figure 10.1 shows 
the isoquants for output levels of 5Q 600, 5Q 750, 5Q 900 and 5Q 1,050. In theory, the whole of the 
graphical space could be covered with isoquants all relating to the different levels of possible output.

It is unlikely that any business would sit down and draw out isoquants in the way we have done here – 
remember, this is a model. The reality is, however, that firms must make decisions about factor combina-
tions in deciding output. Firms will often look at the option of substituting capital for labour by making staff 
redundant and investing instead in new equipment. Firms may also look at replacing existing machinery 
for new ones or look for outsourcing opportunities, both of which would have an effect on the shape and 
position of the isoquants.
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Production Isoquants for a Pizza 
Factory
Given the possibility of employing 
different amounts of capital and labour, 
the isoquant map connects together 
combinations of capital and labour 
which could be employed to produce 
different levels of output of pizzas. For 
an output level Q 6005 , the machine 
operating for 5 hours along with 1 hour 
of labour time could produce 600  pizzas 
per day, but so could the combination 
2  hours of the machine and 2  hours of 
labour time. 5 hours of the machine 
and 5 hours of labour could produce 
an output level Q 9005  (shown by 
point C); a combination of 2  hours of 
the machine and 10 hours of labour 
could also produce 900  pizzas indicated 
by point D.

FIguRe 10.1

Substituting one factor for another will incur costs. It may not be easy to substitute one factor for 
another; machinery may be highly specialized and workers may have skills that machines simply cannot 
replicate (the ability to make clients feel confident and at ease, for example). The slope of the isoquant 
represents the marginal rate of technical substitution (MRTS). This is the rate at which one factor 
input can be substituted for another at a given level of output. Referring to Figure 10.1, take the output 
level, 5Q 1,050, and a combination of labour and capital at 5 and 6 hours respectively. If the owner of the 
pizza factory considered reducing labour hours by 2, they would have to increase the amount of hours 
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marginal rate of technical substitution the rate at which one factor input can be substituted for another at a given 
level of output

the machine was used by 3 to 9 hours in order to maintain output at 1,050. The MRTS would be given by 

the ratio of the change in capital to the change in labour, 
D

D

K
L

. The change in capital is from 6 to 9 units and 

the change in labour is from 5 to 3. The 5MRTS 3
2, or 1.5. This tells us that the owner has to increase the 

amount of hours of capital by 1.5 for every 1 hour of labour reduced to maintain production at 5Q 1,050.

Quantity of
capital (K )

Quantity of
labour (L)

Q = x
Q = x1

Q = x2

Q = x3

Production Isoquants
It is common to represent production isoquants as a 
series of smooth curves representing the different 
combinations of capital and labour which would be 
used to produce different levels of output represented 
in this figure as 5Q x , 15Q x  , 25Q x , etc.

FIguRe 10.2

When a firm reduces one unit of a factor and substitutes it for another, unless the factors are perfect 
substitutes, it is likely that the addition to total output of each successive unit of the factor employed will 
diminish according to the law of diminishing marginal productivity. At the same time, as less of the other 
factor is used its marginal product will be higher. This helps explain why isoquants are convex to the origin. 
If a firm employs a large amount of capital and not much labour, in substituting one unit of capital for a unit 
of labour, the marginal product of that extra unit of labour is likely to be relatively high (and the slope of the 
isoquant relatively steep), but as additional units of labour are substituted the marginal product diminishes 
and so the slope of the isoquant gradually gets less steep. The MRTS is the ratio of the marginal products 
of capital and labour:

 5MRTS
MP
MP

K

L

Where the 5
D

D
MP

change in the quantity of output Q
change in the quantity of capital KK

( )
( )

 and

 5
D

D
MP

change in the quantity of output Q
change in the quantity of labour LL

( )
( )

The way we have drawn the isoquants in Figure 10.1 would suggest a different MRTS at different points 
because the slope of each isoquant is different. It is common to see isoquants drawn as smooth curves, 
as shown in Figure 10.2.
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Isocost Lines
Our analysis so far has looked at different combinations of factor inputs to produce given outputs. 
A business must take into consideration that factor inputs cost money. Labour must be paid wages, and 
energy to power machines must be purchased in addition to the cost of the machines themselves. Firms 
do not have unlimited funds to purchase factor inputs and so face constraints. Many firms will set budgets 
for purchasing factor inputs which have to be adhered to. Isocost lines take the cost of factor inputs into 
consideration. An isocost line shows the different combination of factor inputs which can be purchased 
with a given budget.

isocost line a line showing the different combination of factor inputs which can be purchased with a given budget

Assume that the price of an hour’s operation of the pizza machine is PK. Then the cost of capital would 
be P KK  (the price of capital multiplied by the amount of capital hours used), and the cost of labour is given 
by P LL  (the price of labour multiplied by the amount of labour hours). Given a budget constraint repre-
sented by TCKL we can express the relationship as:

1 5P K P L TCKLK L

Now assume that the price of capital to make pizzas is €10 per hour and the price of labour, €6 per hour. 
Our formula would look like this:

1 5K L TCKL10 6

Using 3 capital hours and 9 hours of labour would cost 1 510(3) 6(9) €84. Are there other combinations 
of capital and labour that would produce pizzas at a cost of €84? We can find this out by rearranging the 
equation to give:

5 1K L€84 10 6

We can now find values for K  and L which satisfy this equation. For example, dividing both sides by 10 
and solving for K  we get:

5 2K
L84

10
6
10

5 2K L8.4 0.6

Table 10.1 shows the combinations of capital and labour that satisfy this equation. For example, if six 
units of labour were used then 5 2K 8.4 0.6(6).

5 2

5

K
K

8.4 3.6
4.8

The information in Table 10.1 can be graphed as in Figure 10.3 with the number of capital hours on 
the vertical axis and the number of labour hours on the horizontal axis, given the price of capital at 
€10 per hour and the price of labour is €6 per hour. The isocost line 5TCKL 84 connects all the combi-
nations of labour and capital to make pizzas which cost €84. At point C, 5.4 hours of capital and 5 hours 
of labour will have a total cost of €84 but so will the combination of 1.2 hours of capital and 12 hours of 
labour at point D.

Other isocost lines could be drawn connecting combinations of capital and labour at different levels of 
total cost. For each of these isocost lines, the vertical intercept shows how many units of capital the fac-
tory owner could buy with their budget constraint if they used zero hours of labour. The horizontal intercept 
shows how many hours of labour the factory owner could buy if zero hours of capital were purchased. 
The isocost line shows the combinations of capital and labour that could be purchased given the budget 
constraint.
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Factor combinations to satisfy the equation K L8.4 0.65 2

K L

8.4 0
7.8 1
7.2 2
6.6 3
6.0 4
5.4 5
4.8 6
4.2 7
3.6 8
3.0 9
2.4 10
1.8 11
1.2 12
0.6 13
0 14

taBLe 10.1

Isocost Lines
Isocost lines connect combinations of capital and labour that a business can afford to buy given a budget constraint. The isocost line 
shown relates to a budget constraint of €84. With this budget constraint the factory owner could spend all the money on 8.4 hours of 
capital if capital was priced at €10 per hour but would not be able to afford any workers. This gives the vertical intercept at point A. 
If the business chose to spend the budget entirely on labour, then it would be able to purchase 14 hours of labour per day if labour was 
priced at €6  per hour but not be able to use any machines. This gives the horizontal intercept at point B. Any point on the isocost line 
between these two extremes connects together combinations of capital and labour that could be purchased with the available budget. 
At point C, the factory owner could afford to buy 5.4  hours of capital and 5 hours of labour at the given prices of capital and labour; at 
point D, they could afford to buy 1.2  hours of capital and 12 hours of labour.

FIguRe 10.3

C

A

D

B
1 2 30

0.6

1.2

1.8

2.4

3.0

3.6

4.2

4.8

5.4

6.0

6.6

7.2

7.8

8.4Capital
hours, K

Labour hours, L
5 6 74 9 10 118 13 1412

TCKL= 84
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The slope of the isocost line is the ratio of the price of capital to labour. As the isocost line is a straight 
line the slope is constant throughout. In this example, the slope is 0.6. This tells us that to maintain a con-
stant cost, for every one additional hour of labour employed, the firm must reduce the amount of capital 
by 0.6 hours. The inverse of this is that for every additional hour of capital employed, the firm must reduce 
labour by 1.6 hours.

seLF test What factors could cause the slope of the isoquant and isocost curves to change?

the Least-cost InPut comBInatIon
We now know the combination of factor inputs needed to produce given quantities of output (pizzas in our 
case) given by the isoquant curves and the cost of using different factor combinations given by the isocost 
lines. We can put these together to find the least-cost input combination.

Figure 10.4 shows different isoquants relating to three different output levels 5 5Q x Q x, 1, 5Q x2, and 
three isocost lines relating to three different cost levels for capital and labour giving the budget constraints 
TCKL1, TCKL2 and TCKL3.

Any point where the isocost line cuts the isoquant line is a possible combination of factors that could 
be used. The more resources a business has at its disposal the higher the output it can produce, and this 
is determined by the amount of resources it can afford and hence by the prices of capital and labour.

Quantity of
capital (K )

Quantity of
labour (L)

L
0

K

TCKL1 TCKL3

B

E
C

A D

TCKL2

Q = x
Q = x1

Q = x2

the Least-cost Input combination
Three isoquants representing different output 
levels, Q x5 , 1Q x5  and  2Q x5 , are shown along 
with three different isocost lines representing 
three different cost levels and budget constraints 
for the firm. The least-cost input combination 
is where the isoquant is tangential to the given 
budget constraint. Given a budget constraint of 

2tckL , the least-cost combination of capital and 
labour is given as point C where the firm employs 
K hours of capital and L hours of labour.

FIguRe 10.4

Let us assume that the factory owner has a budget constraint of TCKL2. They could produce output 5Q x  
and employ the combination of factors of production at point A. Similarly, they could use fewer hours of 
capital and more hours of labour and produce the same output at point B. However, we could reasonably 
assume that if there was a way in which a business could use its existing budget and resources to produce 
more output, then it would do so. It may make such a decision if it thought that it could sell more output.
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seLF test Using Figure 10.4, explain what would happen if the price of labour hours fell but the price of 
capital hours remained the same. What would happen to the least-cost input combination?

Starting at point A, therefore, the factory owner could reduce the amount of capital used and 
increase the amount of labour to produce a higher output level 5Q x1 at point C. The owner cannot 
produce the output 5Q x1 using the combination of factors given by point D, because the owner does 
not have the funds to be able to afford this combination as it falls on a different isocost line, TCKL3. They 
can afford to employ capital and labour in the combination given at point C. At point C the isoquant 
curve 5Q x1 is tangential to the  isocost line TCKL2. This is the least-cost input combination given the 
desired output level for the factory owner. At this point there is no incentive for them to change the 
combination of factors of production employed because to do so would mean that those resources 
would not be producing at maximum efficiency at minimum cost.

The owner might want to produce an output level given by 5Q x2 at point E, but given their budget 
constraint they cannot afford to produce this level of output. The optimum point, therefore, given existing 
productivity levels and the price of factor inputs, is C.

At this point of tangency, the point of least-cost input occurs where the marginal rate of technical 
 substitution is equal to the ratio of the prices of factors. This is represented by the equation:

5
MP
MP

P
P

K

L

K

L

This is also sometimes written as:

5
MP
P

MP
P

K

K

L

L

summary
Let us summarize this section by thinking through this logically. If you were the factory owner faced with a 
budget constraint, you would want to ensure that you use your money in the best way possible to produce 
the maximum amount possible. Taking a factor input combination such as that at A, if there was a way 
in which you could reorganize those factor inputs so that they did not cost you any more, but you could 
produce more pizzas, it would make sense to do so.

Cutting back on the use of capital and increasing labour means the output produced is greater, but does 
not cost any more. Provided the benefit of doing this is greater than the cost incurred, it makes sense to 
make such a decision. If there is still a way to continue cutting capital use and increasing labour which 
would bring about increased production of pizzas, then it is clearly sensible to continue doing so until you 
reach a point where there is no benefit in shifting resources any further.

The least-cost input combination can change if either the price of labour or capital changes (in which 
case the slope of the isocost line would change), or if both prices changed equally (the isocost line would 
shift either inwards or outwards depending on the direction of the price change). The shape of the isoquant 
curve might also change if the marginal productivity of either capital or labour changed.

Remember that early in this analysis we mentioned that this approach was a way of conceptualizing 
how businesses behave. The assumption is that firms want to maximize output at minimum cost. Firms 
will have some idea of the productivity of factor inputs and of the cost of buying in factors. They will con-
tinually be looking to find ways to reorganize the factors of production they employ to increase output, 
but keep costs under control. The use of this model helps us to understand the logic behind business 
restructuring, outsourcing, seeking out cheaper suppliers, using different raw materials in different ways, 
spending money on training workers to be more effective in their jobs (and other ways of influencing 
productivity), and it helps explain why businesses are dynamic and constantly changing and evolving 
organizations.
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Productivity

Productivity, measured as output per factor input per time period, is important not only to firms but also to 
the economy as a whole. Increasing productivity implies getting more from each factor input, even if the 
cost of employing that factor stays the same or rises by a smaller proportion than the increase in output. 
Reports on productivity levels in countries is of interest to economists and politicians because it can 
impact on standards of living. In terms of the model we have looked at in this chapter, improvements in the 
marginal productivity of capital and labour would change the shape of the isoquant curve.

In September 2018, a report by The David Hume Institute, an evidence-based think tank based in 
Edinburgh, Scotland, noted that productivity in Scotland ‘underperforms compared with many advanced 
economies’. The report outlines the importance of productivity to the well-being of a country. This impor-
tance is exemplified by a quote the report uses from Nobel Prize winning economist, Paul Krugman: 
‘Productivity isn’t everything, but in the long run, it’s almost everything.’

The report notes that Scotland’s productivity is around the middle in a ranking of productivity of coun-
tries in the Organisation for Economic Cooperation and Development (OECD). Since 2004, productivity in 
Scotland grew at a slower rate and after the Financial Crisis it was virtually flat. This stagnation in produc-
tivity growth has not only affected Scotland but the UK as a whole, and has been termed the  ‘productivity 
puzzle’. While productivity in Scotland generally compares favourably with that in other parts of the UK, 
the report does note that for Scotland to have productivity levels similar to those in the top 25 per cent 
of OECD countries, it would need 
to improve considerably. For exam-
ple, the country would need to be 
about as productive as Denmark 
but at present has productivity lev-
els around 20 per cent lower than 
Denmark.

To improve productivity levels in 
the country, the report concludes 
that it must be recognized that policy 
options need to look to the long term, 
and that collaboration and coopera-
tion between key stakeholders in the 
country are essential. In particular, 
investment in skills and access to 
jobs are key drivers identified in 
improving productivity in the future.

Reference: Wealth of a Nation: Scotland’s Productivity Challenge. The David Hume Institute, September 2018. 
www.davidhumeinstitute.com/research/, accessed 18 May 2019.

case study

concLusIon
In this chapter we have introduced a simplified technical analysis of how a firm might make production 
decisions based on it having two variable factors of production in the short run. The price of the factors 
of production and the budget of the firm determine the amount of factors that can be purchased. Fac-
tors can be used in different combinations to produce given amounts of output. Firms will constantly 
review the factor combinations they use in response to changing prices of factors and changes in the 
productivity of factors – to try to produce the maximum output at minimum cost. The least-cost input 
model allows us to conceptualize the changes that firms can make in response to changing factor market 
conditions.

Investment in technology is one way to improve productivity, but 
must be done in conjunction with investment in skills.
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summaRy
●● The use of isoquants and isocosts helps to conceptualize the reasons why firms make decisions to change factor 

combinations used in production and how the prices of factor combinations can also influence those decisions.

●● The least-cost input combination occurs where the isoquant curve is tangential to the isocost line. At this point, 
the producer cannot reorganize existing resources, given their budget constraint, to increase output any further.

●● Changes in productivity of factors will alter the shape of the isoquant curve, and changes in factor prices can alter 
the shape of the isocost curve.

Robotic Process automation
Many businesses require back-office functions to process information and transfer the information from one system 
to another. For example, the sales teams in a business may submit their expenses using one system and a member 
of the finance team may have to process that information and transfer the data to another system, from which yet 
further staff process the payments to company credit cards and to the sales teams. In many medium- and larger-sized 
enterprises, accountants and members of the finance team do a lot of manual work in handling and transferring data. 
This type of work can be labour intensive and not very efficient. In addition, the nature of the work and the fact that 
much of it is at a relatively low level of skill, allied to the multiple systems that are often involved, means that there 
is greater scope for human error to occur. These mistakes can be magnified throughout the business, resulting in 
increased costs.

Robotic process automation (RPA) is a type of software that replicates the work of a human in conducting process-driven 
tasks. RPA can do these relatively mundane, repetitive and tedious tasks faster than humans, with a far greater degree of 
accuracy and at much lower cost that paying a human a salary. The use of RPA can mean that the humans employed can 
be freed up to do less mundane and repetitive tasks. RPA has particular relevance in finance and accounting back-office 
tasks of the type described. RPA is particularly suited to tasks that do not require any judgement or reasoning, but are 
rules-driven processes.

It is not simply the case that RPA can help reduce costs; it can also be highly beneficial in ensuring firms 
comply with accounting and auditing regulations. Ensuring appropriate compliance can be costly for firms, and it 
has been suggested that RPA could help significantly reduce compliance costs. Because RPA is especially valua-
ble in carrying out repetitive tasks, it can do so 
without needing to take a break, go home, have 
lunch, or be suffering from a hangover or flu! 
All these repetitive tasks are carried out with 
complete accuracy.

Critical Thinking Questions

1 to what extent do you think that labour 
intensive work in service-related firms is 
‘inefficient’?

2 If firms adopted RPa, how might this change 
the shape of the isocost curve facing the 
firm, and how might it, as a consequence, 
then change the least-cost input combina-
tion? you can illustrate your answer using 
an appropriate diagram.

In the news

RPA can help reduce costs and can also be highly beneficial in 
ensuring firms comply with accounting and auditing regulations.

(Continued )

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



240   PART 4   Firm behaviour and market structures

questIons FoR RevIew
1 What is the constrained optimization problem facing firms?

2 Explain the difference between capital, labour and land intensive production and give an example of a firm in each case 
to illustrate the principle.

3 What is a production isoquant?

4 What is the marginal rate of technical substitution?

5 What is an isocost line?

6 What determines the slope of an isocost line?

7 Given the TC function K L KL1 5P K P L TC , where the price of capital is 50 and the price of labour is 10, what would be the 
total cost of 12 units of capital and 8 units of labour?

8 What is the least-cost input combination?

9 What determines the slope of the isoquant curve?

10 If capital and labour were perfect substitutes, what would be the shape of an isoquant? Explain.

PRoBLems and aPPLIcatIons
1 Isoquants are drawn as convex to the origin. Referring to the marginal rate of technical substitution, why do you think 

that isoquants are convex to the origin?

2 Look at the table of quantities below and sketch the isoquants implied by the data for the output levels 1105Q , 1505Q  
and 1805Q . On your graph, put capital on the vertical axis and labour on the horizontal axis.

Capital  
(Machine hours  

per day) Labour (person hours per day)

1 2 3 4 5
1  40  80 110 130 150
2  80 120 150 170 210
3 110 150 180 200 220
4 130 170 200 220 230
5 150 180 210 230 240

3 Using the graph you have constructed for Question 2, calculate the marginal rate of technical substitution for the output 
level 1105Q  when the firm moves from a combination of 3 machine hours of capital and 1 person hour of labour, to 
1 machine hour of capital and 3 person hours of labour.

3 In what way do you think RPa can improve productivity levels in a firm, and what might the limitations be 
of RPa?

4 assume that a firm operating in the financial services industry employs large numbers of back-office financial 
staff to carry out repetitive, menial tasks. the only other factor the firm employs is capital in the form of information 
technology (It) equipment. sketch the firm’s possible production isoquant before and after the implementation of 
an RPa system; explain the thinking behind your diagram.

5 why do you think that improving compliance with regulations and laws is an important consideration for firms 
who might be considering adopting RPa?
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4 Look at the sketch of three production isoquants in the figure below. What do the shape of these isoquants tell you about 
the relationship between capital and labour in this particular instance?

5 Given the total cost function 50 121 5K L TCKL, calculate the total cost for a firm if it used the following combinations of 
capital and labour:
a. 5 units of capital and 8 units of labour
b. 10 units of labour and 3 units of capital
c. 7 units of capital and 12 units of labour.

6 Given the total cost function 50 121 5K L TCKL, at the following total cost levels, solve for K  and find the factor 
combinations that satisfy the equation from 15K  to 55K .
a. 1705TC
b. 5105TC
c. 8505TC

7 If a firm faced the following situation:

MP
P

MP
P

K

K

L

L

..

 what would be the incentives for the firm to change its production decisions? At what point would the firm stop changing 
its production decisions? Explain.

8 Sketch a diagram to show a firm’s least-cost input combination. On your diagram show what would happen to the firm’s 
optimum position if:
a. the price of capital increased but the price of labour stayed the same
b. the price of both labour and capital increased by the same amount
c. the price of labour and capital both increase but the price of capital increases by a greater amount than the price 

of labour.

9 A haulage firm uses containers to carry products for clients which currently measure 10 m long by 2 m wide by 4 m high. 
The owner of the firm has decided to invest in new containers which double their length, width and height. Why might 
the owner have made this decision and what is likely to happen to the least-cost input combination as a result of the 
decision?

10 Draw a diagram to show a firm operating at a least-cost input combination. Now assume that the input price of one 
factor increases while the other remains constant. How would this change the firm’s production decisions and its 
optimum position? Explain.

Capital (K )

Labour (L)

Q = x1
0

Q = x2 Q = x3
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Market StructureS I: 
Monopoly11

IMperfect coMpetItIon
So far in our analysis of firms we have assumed that conditions of perfect competition exist. In the vast 
majority of cases, these assumptions cannot hold entirely; firms have some control over price, they delib-
erately set out to seek ways to differentiate their products from their rivals, some firms have more power 
than others to influence the market in some way, and information is imperfect. When the assumptions 
of perfect competition do not hold, we say that firms are operating under imperfect competition. A firm 
operating under imperfect competition has the characteristic that it can differentiate its product in some 
way and so has some influence over the price it can charge for its product.

imperfect competition exists where firms can differentiate their product in some way and so have some influence 
over price

There are different degrees of imperfect competition, and we begin our analysis of firm behaviour under 
imperfect competition by looking at the opposite end of the competitive spectrum: monopoly. Strictly, a 
monopoly is a market structure with only one firm; however, in reality firms can exercise monopoly power 
by being the dominant firm in the market. Indeed, in many countries, firms might be investigated by 
 regulators if they account for over 25 per cent of market share, with market share being the proportion 
of total sales in a market accounted for by a particular firm. The larger the market share a firm has the 
more market power it has. A firm can exercise market power when it is in a position to raise the price of 
its product and retain some sales – in other words, it is the opposite of the situation of a firm who is a 
price-taker; it is a price-maker.

market share the proportion of total sales in a market accounted for by a particular firm

Perhaps the most obvious example of how one firm can dominate a market is that of the Microsoft 
Corporation in the personal computer market. Microsoft produces the operating systems, Windows, 
which in September 2018 were reported to account for around 88 per cent of the market (which now 
include operating systems for desktop PCs, laptops and mobile devices). There are other firms who 
also provide operating systems across devices such as Apple’s iOS mobile device operating system, the 
open source Linux and Android, but Microsoft’s Windows operating systems dominate the market. Even 
though Windows is still a dominant player in the market, it is not immune to competitive pressure and the 
development of mobile devices has seen its market share falling in recent years.

If a person or business wants to buy a copy of Windows, they have little choice but to give Microsoft 
the price that the firm has decided to charge for its product. Because of its ability to control the market for 
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operating systems, Microsoft is said to have a monopoly in the market. Microsoft has been able to develop 
its business and secure market power which leads to behaviour that is different from what we studied 
when looking at a perfectly competitive firm.

In this chapter, we examine the implications of this market power. We will see that market power alters 
the relationship between a firm’s costs and the price at which it sells its product to the market. A compet-
itive firm takes the price of its output as given by the market, and then chooses the quantity it will supply 
so that price equals marginal cost. By contrast, the price charged by a monopoly exceeds marginal cost. 
This result is clearly true in the case of Microsoft’s Windows. The marginal cost of Windows – the extra 
cost that Microsoft would incur by supplying a licence to download the system – is only a few euros. The 
market price of Windows is many times marginal cost.

It is perhaps not surprising that monopolies charge relatively high prices for their products. Customers 
of monopolies might seem to have little choice but to pay whatever the monopoly charges. This might 
imply that monopolies can charge whatever price they choose because the customer has no choice. 
Of course, if Microsoft set the price of Windows too high, fewer people would buy the product. People 
would buy fewer computers, switch to other operating systems or make illegal copies. Monopolies cannot 
achieve any level of profit they want, because high prices reduce the amount their customers buy. Although 
monopolies can control the prices of their goods, their profits are not unlimited.

As we examine the production and pricing decisions of monopolies, we also consider the implications 
of monopoly for society. We will make an assumption that monopoly firms, like competitive firms, aim to 
maximize profit. This goal has very different ramifications for competitive and monopoly firms.

Why MonopolIeS arISe
A firm is a monopoly if it is the sole seller of its product and if its product does not have close substitutes. 
While this is the strict definition of a monopoly, as we have seen, firms are said to have monopoly power 
if they are a dominant seller in the market and are able to exert some control over the market as a result. 
In the analysis that follows, however, the assumption is that there is only one seller.

monopoly a firm that is the sole seller of a product without close substitutes

barriers to entry anything which prevents a firm from entering a market or industry

The fundamental cause of monopoly is barriers to entry: a barrier to entry exists where there is 
something that prevents a firm from entering an industry. Remember, when we analyzed firm behaviour in 
perfect competition we assumed there was free entry and exit to the market. The stronger the barriers to 
entry, the more difficult it is for a firm to enter a market and the more market power a firm in the industry 
can exert.

A monopoly can remain the only seller in its market because other firms cannot enter the market and 
compete with it. Barriers to entry, in turn, have four main sources:

 ● A key resource is owned by a single firm.
 ● The government gives a single firm the exclusive right to produce some good or service.
 ● The costs of production make a single producer more efficient than a large number of producers.
 ● A firm is able to gain control of other firms in the market and thus grow in size.

Let’s briefly discuss each of these.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



244   PART 4   FIRM bEhAvIOUR ANd MARKET STRUCTURES

Monopoly resources
The simplest way for a monopoly to arise is for a single firm to own a key resource. For example, consider 
the market for water in a small town on a remote island, not served by the water company from the 
mainland. If there is only one well in town and it is impossible to get water from anywhere else, then the 
owner of the well has a monopoly on water. Not surprisingly, the monopolist has much greater market 
power than any single firm in a competitive market. In the case of a necessity like water, the monopolist 
could command quite a high price, even if the marginal cost is low.

Although exclusive ownership of a key resource is a potential cause of monopoly, in practice monopolies 
rarely arise for this reason. Actual economies are large, and resources are owned by many people. Indeed, 
because many goods are traded internationally, the natural scope of their markets is often worldwide. 
There are, therefore, few examples of firms that own a resource for which there are no close substitutes.

Government created Monopolies
In many cases, monopolies arise because the government has given one firm the exclusive right to sell 
some good or service. Sometimes the monopoly arises from the sheer political clout of the would-be 
monopolist. European kings, for example, once granted exclusive business licences to their friends and 
allies to raise money – a highly prized monopoly being the exclusive right to sell and distribute salt in a 
particular region of Europe. Even today, governments sometimes grant a monopoly (perhaps even to 
themselves) because doing so is viewed to be in the public interest.

In Sweden, for example, the retailing of alcoholic beverages is carried out under a state-owned monop-
oly known as the Systembolaget. The Swedish government deems it to be in the interest of public health 
to be able to directly control the sale of alcohol. As Sweden is a member of the EU, questions have been 
raised about this policy but Sweden is keen to maintain its control of alcohol sales.

In a study commissioned by the Swedish National Institute for Public Health in 2007, researchers con-
cluded that if retail alcohol sales were privatized, the net effects on the country would be negative, with 
an increase in alcohol-related illness and deaths, fatal accidents, suicides and homicides, and a large 
increase in the number of working days lost to sickness. (See Holder, H., ed. (2007) If Retail Alcohol Sales 
in Sweden were Privatized, What Would be the Potential Consequences?)

The patent and copyright laws are two important examples of how the government creates a monopoly 
to serve the public interest. When a pharmaceutical company discovers a new drug, it can apply to the 
government for a patent. If the government deems the drug to be truly original, it approves the patent, 
which gives the company the exclusive right to manufacture and sell the drug for a fixed number of years –  
often 20 years. A patent, therefore, is a means of establishing and enforcing property rights.

patent the right conferred on the owner to prevent anyone else making or using an invention or manufacturing process 
without permission

Similarly, when a novelist finishes a book, they can copyright it. The copyright is a government 
guarantee that no one can print and sell the work without the author’s permission, and thus conveys 
rights to the owner to control how their work is used. Copyright relates to the expression of ideas 
where some judgement or skill is used to create the work. It covers the creation of literary works, 
music, the arts, sound recordings, broadcasts, films and typographical arrangements of published 
material. The copyright makes the novelist a monopolist in the sale of their novel and is a means of 
establishing intellectual property rights.

copyright the right of an individual or organization to own things they create in the same way as a physical object, to 
prevent others from copying or reproducing the creation
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The effects of patent and copyright laws are easy to see. Because these laws give one producer a 
monopoly, they lead to higher prices than would occur under competition. By allowing these monop-
oly producers to charge higher prices and earn higher profits, the laws also encourage some desirable 
behaviour. Drug companies are allowed to be monopolists in the drugs they discover in order to encour-
age research. Authors are allowed to be monopolists in the sale of their books to encourage them to write 
more and better books.

The laws governing patents and copyrights have benefits and costs. The benefits of the patent and 
copyright laws are the increased incentive for creative activity. These benefits are offset, to some extent, 
by the costs of monopoly pricing, which we examine fully later in this chapter.

natural Monopolies
Earlier in the book, we made reference to club goods which were defined as goods that are excludable but 
not rival in consumption. Club goods are a type of natural monopoly. An industry is a natural monopoly 
when a single firm can supply a good or service to an entire market at a lower cost than could two or more 
firms. A natural monopoly arises when there are economies of scale over the relevant range of output. 
Figure 11.1 shows the average total costs of a firm with economies of scale. In this case, a single firm can 
produce any amount of output at least cost. That is, for any given amount of output, a larger number of 
firms leads to less output per firm and higher average total cost.

natural monopoly a monopoly that arises because a single firm can supply a good or service to an entire market at a 
smaller cost than could two or more firms

Quantity of output

Average total
cost

Average cost

0

economies of Scale as a cause of Monopoly
When a firm’s average total cost curve declines as its 
scale increases, the firm has what is called a natural 
monopoly. In this case, when production is divided 
among more firms, each firm produces less and 
average total cost rises. As a result, a single firm can 
produce any given amount at a lower cost.

fIGure 11.1

An example of a natural monopoly is the distribution of water. To provide water to residents of a town, 
a firm must build a network of pipes throughout the town. If two or more firms were to compete in the 
provision of this service, each firm would have to pay the fixed cost of building a network. Thus the aver-
age total cost of water is lowest if a single firm serves the entire market.

Some goods in the economy are excludable but not rival. An example is a bridge used so infrequently 
that it is never congested. The bridge is excludable, because a toll collector can prevent someone from 
using it. The bridge is not rival, because use of the bridge by one person does not diminish the ability of 
others to use it. Because there is a fixed cost of building the bridge and a negligible marginal cost of addi-
tional users, the average total cost of a trip across the bridge (the total cost divided by the number of trips) 
falls as the number of trips rises. Hence, the bridge is a natural monopoly.
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When a firm is a natural monopoly, it is less concerned about new entrants eroding its monop-
oly power. Normally, a firm has trouble maintaining a monopoly position without ownership of a key 
resource or protection from the government. However, the monopolist’s profit attracts entrants into the 
market, and these entrants make the market more competitive. By contrast, entering a market in which 
another firm has a natural monopoly is unattractive. Would-be entrants know that they cannot achieve 
the same low costs that the monopolist enjoys because, after entry, each firm would have a smaller 
piece of the market.

In some cases, the size of the market is one determinant of whether an industry is a natural monop-
oly. Again, consider a bridge across a river. When the population is small, the bridge may be a natural 
monopoly. A single bridge can satisfy the entire demand for trips across the river at lowest cost. Yet as 
the population grows and the bridge becomes congested, satisfying the entire demand may require two 
or more bridges across the same river. Thus, as a market expands, a natural monopoly can evolve into a 
competitive market.

Sources of Monopoly power

In the analysis so far, we have noted different sources of monopoly power, but these are not the 
only sources. In his book Zero to One: Notes on Start Ups, or How to Build the Future, entrepreneur 
Peter A. Thiel makes an interesting observation about the way some of the more recent monopolies 
have developed. Thiel is possibly best known as one of the founders of the online payment business 
PayPal. Thiel’s book essentially notes that many successful businesses start from scratch – zero. 
In doing so they have had to focus initially on small markets in which they can secure dominance 
 relatively quickly. From that point, the business can grow and seek to progressively dominate broader 
markets until they wield considerable market power. One example Thiel cites is Amazon. The online 
retailer became a trillion dollar corporation in 2018. Its increasing dominance in the retail space has 
been a contributory factor, it is argued, in the decline of a number of traditional bricks and mortar 
high street names.

Thiel notes, however, that Amazon started in a small market, books. One of the benefits of selling books is 
that they are a reasonably uniform shape, are relatively easy to stock and ship. Without the bricks and mortar 
cost of a traditional bookshop and its associated constraints in stocking a wide range of titles, selling books 
online could appeal to a wide range of customers across the whole of a country and not just in a  particular 
locality. Once consumers began to understand the market proposition Amazon offered and the conveni-
ence, it was then able to expand into 
other markets. At first, it moved into a 
market which had  similar characteris-
tics to that of books – CDs and videos. 
As more customers became drawn in 
and familiar with the business, it was 
able to expand its product offering 
ever wider.

Almost without realizing it, con-
sumers relied on Amazon as the 
place to go to buy almost anything. 
Now there are few consumer goods 
that you cannot buy from Amazon. It 
has considerable market power, but 
has not derived that market power 
from any of the traditional sources 
quoted in textbooks.

caSe Study

Amazon has developed its market offering to gain monopoly power 
across different markets.
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hoW MonopolIeS Make productIon  
and prIcInG decISIonS
Now that we know how monopolies arise, we can consider how a monopoly firm decides how much of its 
product to make and what price to charge for it. The analysis of monopoly behaviour in this section is the 
starting point for evaluating whether monopolies are desirable and what policies the government might 
pursue in monopoly markets.

Monopoly versus competition
The key difference between a competitive firm and a monopoly is the monopoly’s ability to influence the 
price of its output. A competitive firm is small relative to the market in which it operates and, therefore, 
takes the price of its output as given by market conditions. By contrast, because a monopoly is the sole 
producer in its market, it can alter the price of its good by adjusting the quantity it supplies to the market.

One way to view this difference between a competitive firm and a monopoly is to consider the demand 
curve that each firm faces. When we analyzed profit maximization by competitive firms, we drew the 
market price as a horizontal line. Because a competitive firm can sell as much or as little as it wants at 
this price, the competitive firm faces a horizontal demand curve, as in panel (a) of Figure 11.2. If it charged 
any price above this price, however, it would lose all its sales to its rivals. In effect, because the compet-
itive firm sells a product with many perfect substitutes (the identical products of all the other firms in its 
market), the demand curve that any one firm faces is perfectly elastic.

By contrast, because a monopoly is the sole producer in its market, its demand curve is the market 
demand curve. Thus the monopolist’s demand curve slopes downwards for all the usual reasons, as in 
panel (b) of Figure 11.2. If the monopolist raises the price of its good, consumers buy less of it. Looked 
at another way, if the monopolist reduces the quantity of output it sells, the price of its output increases.

The market demand curve provides a constraint on a monopoly’s ability to profit from its market power. 
A monopolist would prefer, if it were possible, to charge a high price and sell a large quantity at that high 
price. The market demand curve makes that outcome impossible. In particular, the market demand curve 
describes the combinations of price and quantity that are available to a monopoly firm. By adjusting 
the quantity produced (or, equivalently, the price charged), the monopolist can choose any point on the 
demand curve, but it cannot choose a point off the demand curve.

a Monopoly’s revenue
Consider a town with a single producer of water. Table 11.1 shows how the monopoly’s revenue might 
depend on the amount of water produced.

The first two columns show the monopolist’s demand schedule. If the monopolist produces just 1 litre 
of water, it can sell that litre for €1. If it produces 2 litres, it must lower the price to €0.90 to sell both litres. 
If it produces 3 litres, it must lower the price to €0.80 and so on. If you graphed these two columns you 
would get a typical downwards sloping demand curve.

external Growth
Many of the largest firms in the world have grown partly through acquisition, merger or takeover of other 
firms. As they do so, the industry becomes more concentrated; there are fewer firms in the industry. One 
effect of this is that a firm might be able to develop monopoly power over its rivals and erect barriers to 
entry to make it harder for new firms to enter. It is for this reason that governments monitor such acquisi-
tions to see if there are implications for competition.

Self teSt What are the four reasons for why a market might have a monopoly? Give three examples of 
monopolies and explain the reason for each.
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The third column of the table presents the monopolist’s total revenue. It equals the quantity sold (from 
the first column) times the price (from the second column). The fourth column computes the firm’s average 
revenue, the amount of revenue the firm receives per unit sold, which equates to price.

The last column of Table 11.1 computes the firm’s marginal revenue, the amount of revenue that the 
firm receives for each additional unit of output.

Quantity of output

Demand

(a) A competitive firm’s demand curve

Price

0 Quantity of output

Demand

(b) A monopolist’s demand curve

Price

0

demand curves for competitive and Monopoly firms
Because competitive firms are price-takers, they in effect face horizontal demand curves, as in panel (a). In such a situation the firm 
is a price-taker and has no market power. Because a monopoly firm is the sole producer in its market, it faces the downwards sloping 
market demand curve, as in panel (b). As a result, the monopoly must accept a lower price if it wants to sell more output.

fIGure 11.2

a Monopoly’s total, average and Marginal revenue

Quantity of water (Q)

Price

(P)

Total revenue

(TR P Q)5 3

Average revenue

(AR TR/Q)5

Marginal revenue

D D(MR TR/ Q)5

0 litres €1.10 €0 —
€1.00

1 €1.00 €1.00 €1.00
€0.80

2 €0.90 €1.80 €0.90
€0.60

3 €0.80 €2.40 €0.80
€0.40

4 €0.70 €2.80 €0.70
€0.20

5 €0.60 €3.00 €0.60
€0.00

6 €0.50 €3.00 €0.50
€20.20

7 €0.40 €2.80 €0.40
€20.40

8 €0.30 €2.40 €0.30

table 11.1

Table 11.1 shows a result that is important for understanding monopoly behaviour: a monopolist’s marginal 
revenue is always less than the price of its good. For example, if the firm raises production of water from  
3 to 4 litres, it will increase total revenue by only €0.40, even though it will be able to sell each litre for €0.70.  
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Table 11.1 and Figure 11.3 show that marginal revenue can become negative. Marginal revenue is negative 
when the price effect on revenue is greater than the output effect. In this case, when the firm produces an 
extra unit of output, the price falls by enough to cause the firm’s total revenue to decline, even though the 
firm is selling more units.

profit Maximization
Now that we have considered the revenue of a monopoly firm, we are ready to examine how such a firm 
maximizes profit.

Figure 11.4 graphs the demand curve, the marginal revenue curve and the cost curves for a monopoly firm. 
These curves contain all the information we need to determine the level of output that a profit-maximizing 
monopolist will choose.

For  a monopoly, marginal revenue is lower than price because a monopoly faces a downwards sloping 
demand curve. To increase the amount sold, a monopoly firm must lower the price of its good. Hence, to sell 
the fourth litre of water, the monopolist must get less revenue for each of the first 3 litres.

Marginal revenue for monopolies is very different from marginal revenue for competitive firms. When a 
monopoly increases the amount it sells, it has two effects on total revenue:

 ● The output effect. More output is sold, so Q  is higher, which tends to increase total revenue.
 ● The price effect. The price falls, so P  is lower, which tends to decrease total revenue.

Because a competitive firm can sell all it wants at the market price, there is no price effect. When it 
increases production by 1 unit, it receives the market price for that unit, and it does not receive any less for 
the units it was already selling. That is, because the competitive firm is a price-taker, its marginal revenue 
equals the price of its good. By contrast, when a monopoly increases production by 1 unit, it must reduce 
the price it charges for every unit it sells, and this cut in price reduces revenue on the units it was already 
selling. As a result, a monopoly’s marginal revenue is less than its price.

Figure 11.3 graphs the demand curve and the marginal revenue curve for a monopoly firm. (Because 
the firm’s price equals its average revenue, the demand curve is also the average revenue curve.) These 
two curves always start at the same point on the vertical axis, because the marginal revenue of the first 
unit sold equals the price of the good. Thereafter, for the reason we just discussed, the monopolist’s 
marginal revenue is less than the price of the good. Thus a monopoly’s marginal revenue curve lies below 
its demand curve.

6 Quantity
 of water

Demand
(average
revenue)

Marginal
revenue

Price

€ 1.10

1.00
0.90
0.80
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0.00

–0.10
–0.20
–0.30
–0.40

8754321

demand and Marginal revenue curves for a 
Monopoly
The demand curve shows how the quantity affects 
the price of the good. The marginal revenue curve 
shows how the firm’s revenue changes when the 
quantity increases by 1  unit. Because the price on 
all units sold must fall if the monopoly increases 
production, marginal revenue is always less than 
the price.

fIGure 11.3
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The equality of marginal revenue and marginal cost at the profit-maximizing quantity is the same 
for both types of firm. What differs is the relationship of the price to marginal revenue and marginal 
cost.

The monopoly finds the profit-maximizing price for its product through the demand curve. The demand 
curve relates the amount that customers are willing to pay to the quantity sold. Thus after the monopoly 
firm chooses the quantity of output that equates marginal revenue and marginal cost, it uses the demand 
curve to find the price consistent with that quantity. In Figure 11.4, the profit-maximizing price is found at 
point B.

Suppose, first, that the firm is producing at a low level of output, such as Q1. In this case, marginal cost 
is less than marginal revenue. If the firm increased production by 1 unit, the additional revenue would 
exceed the additional costs and profit would rise. Thus when marginal cost is less than marginal revenue, 
the firm can increase profit by producing more units.

A similar argument applies at high levels of output, such as Q2. In this case, marginal cost is greater than 
marginal revenue. If the firm reduced production by 1 unit, the costs saved would exceed the revenue lost. 
Thus if marginal cost is greater than marginal revenue, the firm can raise profit by reducing production.

In the end, the firm adjusts its level of production until the quantity reaches QMAX, at which marginal 
revenue equals marginal cost. Thus the monopolist’s profit-maximizing quantity of output is determined by 
the intersection of the marginal revenue curve and the marginal cost curve. In Figure 11.4, this intersection 
occurs at point A.

Remember that competitive firms maximize profit at the quantity of output at which marginal revenue 
equals marginal cost. In following this rule for profit maximization, competitive firms and monopolies 
are alike. But there is also an important difference between these types of firm: the marginal revenue of 
a competitive firm equals its price, whereas the marginal revenue of a monopoly is less than its price. 
That is:

5 5

. 5

For a competitive firm: P MR MC

For a monopoly firm: P MR MC

.

.

Quantity

Marginal revenue

Demand

Average total cost

Marginal
cost

A

B

Costs and
revenue

Q10

Monopoly
price

QMAX Q2

2. ... and then the
    demand curve
    shows the price
    consistent with
    this quantity.

1. The intersection
    of the marginal
    revenue curve and
    the marginal cost
    curve determines
    the profit-maximizing
    quantity ...

profit Maximization for a Monopoly
A monopoly maximizes profit by choosing the quantity at 
which marginal revenue equals marginal cost (point A). 
It then uses the demand curve to find the price that will 
induce consumers to buy that quantity (point B).

fIGure 11.4
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We can now see a key difference between markets with competitive firms and markets with a monopoly 
firm: in competitive markets, price equals marginal cost. In monopolized markets, price exceeds marginal 
cost. As we will see, this finding is crucial to understanding the social cost of monopoly.

a Monopoly’s profit
To see the monopoly’s profit, recall that profit p( ) equals total revenue TR( ) minus total costs TC( ):

p 5 2TR TC

We can rewrite this as:

p 5 2 3TR Q TC Q Q( / / )

TR Q/  is average revenue, which equals the price P , and TC Q/  is average total cost ATC . Therefore:

p 5 2 3P ATC Q( )

This equation for profit (which is the same as the profit equation for competitive firms) allows us to measure 
the monopolist’s profit in our graph.

Consider the shaded box in Figure 11.5. The height of the box (BC) is price minus average total cost, 
2P ATC , which is the profit on the typical unit sold. The width of the box (DC) is the quantity sold QMAX. 

Therefore the area of this box is the monopoly firm’s total profit.

Why a Monopoly does not have a Supply curve

You may have noticed that we have analyzed the price in a monopoly market using the market demand curve and the 
firm’s cost curves. We have not made any mention of the market supply curve.

What happened to the supply curve? Although monopoly firms make decisions about what quantity to supply, a 
monopoly does not have a supply curve. A supply curve tells us the quantity that firms choose to supply at any given 
price. This concept makes sense when we are analyzing competitive firms which are price-takers. A monopoly firm 
is a price-maker, not a price-taker. It is not meaningful to ask what such a firm would produce at any price because 
the firm sets the price at the same time as it chooses the quantity to supply.

Indeed, the monopolist’s decision about how much to supply is impossible to separate from the demand curve 
it faces. The shape of the demand curve determines the shape of the marginal revenue curve, which in turn deter-
mines the monopolist’s profit-maximizing quantity. In a competitive market, supply decisions can be analyzed without 
knowing the demand curve, but that is not true in a monopoly market. Therefore we never talk about a monopoly’s 
supply curve.

fyI

Self teSt Can a monopolist determine both the price it chooses to charge and the amount it sells? Why? 
Why not?
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the Welfare coSt of Monopoly
Is monopoly a good way to organize a market? We have seen that a monopoly, in contrast to a competitive 
firm, charges a price above marginal cost. From the standpoint of consumers, this high price makes monop-
oly undesirable. At the same time, however, the monopoly is earning profit from charging this high price. 
From the standpoint of the owners of the firm, the high price makes monopoly very desirable. Is it possible 
that the benefits to the firm’s owners exceed the costs imposed on consumers, making monopoly desirable 
from the standpoint of society as a whole?

We can answer this question using total surplus as our measure of economic well-being. Recall that total 
surplus is the sum of consumer surplus and producer surplus. In this case, there is a single producer – the 
monopolist.

We have noted that the equilibrium of supply and demand in a competitive market maximizes total  surplus. 
Because a monopoly leads to an allocation of resources different from that in a competitive market, the 
outcome must, in some way, fail to maximize total economic well-being.

the deadweight loss
The fact that the market outcome under monopoly is different from that under conditions of perfect 
competition means there is a deadweight loss associated with monopoly. Total surplus equals the value 
of the good to consumers minus the costs of making the good incurred by the monopoly producer. 
In Figure 11.6 the demand curve reflects the value of the good to consumers, as measured by their 
 willingness to pay for it. The marginal cost curve reflects the costs of the monopolist. Thus the socially 
efficient quantity is found where the demand curve and the marginal cost curve intersect. Below this 
quantity, the value to consumers exceeds the marginal cost of providing the good, so increasing output 
would raise total surplus. Above this quantity, the marginal cost exceeds the value to consumers, so 
decreasing output would raise total surplus.

The efficient outcome would be where the demand curve intersects the marginal cost curve, where 
5P MC . Because this price would give consumers an accurate signal about the cost of producing the 

good, consumers would buy the efficient quantity. The monopolist chooses the profit-maximizing output 
where the marginal revenue and marginal cost curves intersect, but this is not the same as the socially 
efficient output where the demand and marginal cost curves intersect. Figure 11.7 shows the comparison. 
The monopolist produces less than the socially efficient quantity of output.

Marginal cost

Costs and
revenue

Monopoly
price

E

D C

B

Monopoly
profit

Average
total
cost

0 QMAX

Average total cost

Demand

Marginal revenue

Quantity

the Monopolist’s profit
The area of the box BCDE equals the profit 
of the monopoly firm. The height of the box 
(BC) is price minus average total cost, which 
equals profit per unit sold. The width of the 
box (DC) is the number of units sold.

fIGure 11.5
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We can also view the inefficiency of monopoly in terms of the monopolist’s price. Because the market 
demand curve describes a negative relationship between the price and quantity of the good, a quantity 
that is inefficiently low is equivalent to a price that is inefficiently high. When a monopolist charges a price 
above marginal cost, some potential consumers value the good at more than its marginal cost but less 
than the monopolist’s price. These consumers do not end up buying the good. Because the value these 
consumers place on the good is greater than the cost of providing it to them, this result is inefficient. Thus 
monopoly pricing prevents some mutually beneficial trades from taking place.

Price
Marginal cost

Value
to

buyers

Cost
to

monopolist

Demand
(value to buyers)

Value
to

buyers

Cost
to

monopolist

0

Value to buyers
is greater than
cost to seller.

Value to buyers
is less than

cost to seller.

Efficient
quantity

Quantity

the efficient level of output
Total surplus in the market would be maximized 
at the level of output where the demand curve 
and marginal cost curve intersect. Below this 
level, the value of the good to the marginal 
buyer (as reflected in the demand curve) 
exceeds the marginal cost of making the good. 
Above this level, the value to the marginal 
buyer is less than marginal cost.

fIGure 11.6

the Inefficiency of 
Monopoly
Because a monopoly charges a 
price above marginal cost, not 
all consumers who value the 
good at more than its cost buy 
it. Thus the quantity produced 
and sold by a monopoly is 
below the socially efficient 
level. The deadweight loss is 
represented by the area of the 
triangle between the demand 
curve (which reflects the value 
of the good to consumers) 
and the marginal cost curve 
(which reflects the costs of the 
monopoly producer).

fIGure 11.7
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prIce dIScrIMInatIon
So far, we have been assuming that the monopoly firm charges the same price to all customers. Yet in 
many cases firms try to sell the same good to different customers for different prices, even though the 
costs of producing for the two customers are the same. This practice is called price discrimination. For 
a firm to price discriminate, it must have some market power.

Figure 11.7 shows the deadweight loss. Recall that the demand curve reflects the value to consumers 
and the marginal cost curve reflects the costs to the monopoly producer. Thus the area of the deadweight 
loss triangle between the demand curve and the marginal cost curve equals the total surplus lost because of 
monopoly pricing.

The deadweight loss caused by monopoly is similar to the deadweight loss caused by a tax. A tax on 
a good, remember, places a wedge between consumers’ willingness to pay (as reflected in the demand 
curve) and producers’ costs (as reflected in the supply curve). Because a monopoly exerts its market 
power by charging a price above marginal cost, it places a similar wedge. In both cases, the wedge causes 
the quantity sold to fall short of the social optimum. The difference between the two cases is that the 
government gets the revenue from a tax, whereas a private firm gets the monopoly profit.

the Monopoly’s profit: a Social cost?
It is tempting to decry monopolies for ‘profiteering’ at the expense of the public; a monopoly firm does 
earn a higher profit by virtue of its market power. According to the economic analysis of monopoly, how-
ever, the firm’s profit is not in itself necessarily a problem for society.

Welfare in a monopolized market, like all markets, includes the welfare of both consumers and 
producers. Whenever a consumer pays an extra euro to a producer because of a monopoly price, the 
consumer is worse off by a euro, and the producer is better off by the same amount. This transfer 
from the consumers of the good to the owners of the monopoly does not affect the market’s total 
surplus – the sum of consumer and producer surplus. In other words, the monopoly profit itself does 
not represent a shrinkage in the size of the economic pie; it merely represents a bigger slice for pro-
ducers and a smaller slice for consumers. Whether consumers are more deserving than producers 
requires a judgement on the part of policymakers.

The problem in a monopolized market arises because the firm produces and sells a quantity of output 
below the level that maximizes total surplus. The deadweight loss measures how much the economic pie 
shrinks as a result. This inefficiency is connected to the monopoly’s high price: consumers buy fewer units 
when the firm raises its price above marginal cost. Keep in mind that the profit earned on the units that 
continue to be sold is not the problem. The problem stems from the inefficiently low quantity of output. 
If the high monopoly price did not discourage some consumers from buying the good, it would raise pro-
ducer surplus by exactly the amount it reduced consumer surplus, leaving total surplus unchanged from 
the socially efficient outcome.

There is, however, a possible exception to this conclusion. Suppose that a monopoly firm must incur 
additional costs to maintain its monopoly position. For example, a firm with a government-created 
monopoly might need to hire lobbyists to convince lawmakers to continue its monopoly. In this case, the 
monopoly may use up some of its monopoly profits paying for these additional costs. If so, the social 
loss from monopoly includes both these costs and the deadweight loss resulting from a price above 
marginal cost.

Self teSt Without conferring monopoly power through barriers to entry such as patents, would any 
competitive firm produce goods which have wider social benefits such as pharmaceutical drugs? Does 
this sort of consideration have to be taken into account when looking at the welfare loss associated with 
monopolies?

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 11   MARKET STRUCTURES I: MONOPOLY   255

a parable about pricing
To understand why a monopolist would want to price discriminate, let’s consider an example. Imagine 
that you are the chief executive officer (CEO) of Readalot Publishing Company. Readalot’s best selling 
author has just written their latest novel. To keep things simple, let’s imagine that you pay the author a flat 
€2 million for the exclusive rights to publish the book. Let’s also assume – for simplicity – that the cost of 
printing the book is zero. Readalot’s profit, therefore, is the revenue it gets from selling the book minus the 
€2 million it has paid to the author. Given these assumptions, how would you, as Readalot’s CEO, decide 
what price to charge for the book?

Your first step in setting the price is to estimate what the demand for the book is likely to be. Readalot’s 
marketing department tells you that the book will attract two types of readers. The book will appeal to the 
author’s 100,000 diehard fans. These fans will be willing to pay as much as €30 for the book. In addition, the 
book will appeal to about 400,000 less enthusiastic readers who will be willing to pay up to €5 for the book.

What price maximizes Readalot’s profit? There are two natural prices to consider: €30 is the highest 
price Readalot can charge and still get the 100,000 diehard fans, and €5 is the highest price it can charge 
and still get the entire market of 500,000 potential readers. At a price of €30, Readalot sells 100,000 copies, 
has revenue of €3 million and makes profit of €1 million. At a price of €5, it sells 500,000 copies, has 
 revenue of €2.5 million and makes a profit of €500,000. Thus Readalot maximizes profit by charging €30 
and forgoing the opportunity to sell to the 400,000 less enthusiastic readers.

Notice that Readalot’s decision causes a deadweight loss. There are 400,000 readers willing to pay €5 
for the book, and the marginal cost of providing it to them is zero. Thus €2 million of total surplus is lost 
when Readalot charges the higher price. This deadweight loss is the usual inefficiency that arises when-
ever a monopolist charges a price above marginal cost.

Now suppose that Readalot’s marketing department makes an important discovery: these two groups 
of readers are in separate markets. All the diehard fans live in Belgium and all the other readers live in 
Turkey. Moreover, it is difficult for readers in one country to buy books in the other. How does this discov-
ery affect Readalot’s marketing strategy?

In this case, the company can make even more profit. To the 100,000 Belgian readers, it can charge €30 for 
the book. To the 400,000 Turkish readers, it can charge €5 for the book (or the Turkish lira  equivalent). In this 
case, revenue is €3 million in Belgium and €2 million in Turkey, for a total of €5 million. Profit is then €3 million, 
which is substantially greater than the €1 million the company could earn charging the same €30 price to all 
customers. Not surprisingly, Readalot chooses to follow this strategy of price discrimination.

Although the story of Readalot Publishing is hypothetical, it describes accurately the business practice 
of many publishing companies. Textbooks, for example, have been sold at different prices in Europe from 
those charged in the United States. Even more important is the price differential between hardcover books 
and paperbacks. When a publisher has a new novel, it initially releases an expensive hardcover edition and 
later releases a cheaper paperback edition. The difference in price between these two editions far exceeds 
the difference in printing costs. The publisher’s goal is just as in our example. By selling the hardcover to 
diehard fans (and libraries) who must have the book as soon as it is published, and the paperback to less 
enthusiastic readers who don’t mind waiting, the publisher price discriminates and raises its profit.

the Moral of the Story
Like any parable, the story of Readalot Publishing is stylized. Yet, also like any parable, it teaches some 
important and general lessons. In this case, there are three lessons to be learned about price discrimination.

1. Price discrimination is a rational strategy for a profit-maximizing monopolist. In other words, by charging 
different prices to different customers, a monopolist can increase its profit. In essence, a price discrimi-
nating monopolist charges each customer a price closer to his or her willingness to pay than is possible 
with a single price.

price discrimination the business practice of selling the same good at different prices to different customers
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In our example, suppose that Belgian bookshops could buy the book in Turkey for €5 and resell 
it to Belgian readers at a price well below €30. This arbitrage would prevent Readalot from price 
discriminating, because no Belgian resident would buy the book at the higher price. In fact, the 
increased use of the Internet for buying books and other goods through companies like Amazon is 
likely to affect the ability of companies to price discriminate internationally. Where firms can enforce 
the division of the market, as in the case of rail fares, it can practice price discrimination. A passen-
ger buying a ticket at off-peak rates is not allowed to travel on a train running during peak periods, 
and hence arbitrage is circumvented.

3. Price discrimination can raise economic welfare. Recall that a deadweight loss arises when Readalot 
charges a single €30 price, because the 400,000 less enthusiastic readers do not end up with the book, 
even though they value it at more than its marginal cost of production. By contrast, when Readalot price 
discriminates, all readers end up with the book, and the outcome is efficient. Thus price discrimination 
can eliminate the inefficiency inherent in monopoly pricing.

Note that the increase in welfare from price discrimination shows up as higher producer surplus rather 
than higher consumer surplus. In our example, consumers are no better off for having bought the book: 
the price they pay exactly equals the value they place on the book, so they receive no consumer surplus. 
The entire increase in total surplus from price discrimination accrues to Readalot Publishing in the form 
of higher profit.

the analytics of price discrimination
Let us consider a little more formally how price discrimination affects economic welfare. We begin by 
assuming that the monopolist can price discriminate perfectly. Perfect price discrimination describes a 
situation in which the monopolist knows exactly the willingness to pay of each customer and can charge 
each customer a different price. In this case, the monopolist charges each customer exactly their willingness 
to pay, and the monopolist gets the entire surplus in every transaction.

2. Price discrimination requires the ability to separate customers according to their willingness to pay. In 
our example, customers were separated geographically. Sometimes monopolists choose other differ-
ences, such as age or income, to distinguish among customers. Energy companies can discriminate 
through setting different prices at different times of the day with off-peak usage priced lower than peak 
time. Similarly, rail companies charge different prices to passengers at certain times of the day with 
peak travel attracting a much higher price than off-peak travel. Where there is a difference in the price 
elasticity of demand the monopolist can exploit this and practice price discrimination. Between the 
hours of 6.00am and 9.30am on weekday mornings, for example, the price elasticity of demand for rail 
travel is relatively low, whereas between 9.30am and 4.00pm it tends to be relatively high. A higher 
price can be charged at the peak time, but during the off-peak period the firm may benefit from charging 
a lower price and encouraging more passengers to travel; the cost of running the train is largely fixed 
and the marginal cost of carrying an additional passenger is almost zero. Lowering the price, therefore, 
is a way of utilizing the capacity on the train and adding to profit.

A corollary to this second lesson is that certain market forces can prevent firms from price discrim-
inating. In particular, one such force is arbitrage, the process of buying a good in one market at a low 
price and selling it in another market at a higher price to profit from the price difference.

arbitrage the process of buying a good in one market at a low price and selling it in another market at a higher price to 
profit from the price difference

perfect price discrimination a situation in which the monopolist knows exactly the willingness to pay of each 
customer and can charge each customer a different price
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In reality, of course, price discrimination is not perfect. Customers do not walk into shops with signs 
displaying their willingness to pay. Instead, firms price discriminate by dividing customers into groups: 
young versus old, weekday versus weekend shoppers, Germans versus British and so on. Unlike those in 
our parable of Readalot Publishing, customers within each group differ in their willingness to pay for the 
product, making perfect price discrimination impossible.

How does this imperfect price discrimination affect welfare? The analysis of these pricing schemes 
is quite complicated, and it turns out that there is no general answer to this question. Compared to the 
monopoly outcome with a single price, imperfect price discrimination can raise, lower or leave unchanged 
total surplus in a market. The only certain conclusion is that price discrimination raises the monopoly’s 
profit – otherwise the firm would choose to charge all customers the same price.

examples of price discrimination
Firms use various business strategies aimed at charging different prices to different customers. Let’s 
consider some examples.

cinema tickets Many cinemas charge a lower price for children and senior citizens than for other patrons. 
This fact is hard to explain in a competitive market. In a competitive market, price equals marginal cost, 
and the marginal cost of providing a seat for a child or senior citizen is the same as the marginal cost of 
providing a seat for anyone else. Yet this fact is easily explained if cinemas have some local monopoly 
power, and if children and senior citizens have a lower willingness to pay for a ticket. In this case, cinemas 
raise their profit by price discriminating.

Figure 11.8 shows producer and consumer surplus with and without price discrimination. Without price 
discrimination, the firm charges a single price above marginal cost, as shown in panel (a). Because some 
potential customers who value the good at more than marginal cost do not buy it at this high price, the monop-
oly causes a deadweight loss. Yet when a firm can perfectly price discriminate, as shown in panel (b), each 
customer who values the good at more than marginal cost buys the good and is charged their willingness to 
pay. All mutually beneficial trades take place, there is no deadweight loss, and the entire surplus derived from 
the market goes to the monopoly producer in the form of profit.

Price

Profit

Profit

Price

Consumer
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Deadweight
loss

Marginal cost Marginal cost

Marginal
revenue

Demand Demand

(a) Monopolist with single price (b) Monopolist with perfect price discrimination
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0 Quantity sold Quantity 0 Quantity sold Quantity

Welfare with and without price discrimination
Panel (a) shows a monopolist that charges the same price to all customers. Total surplus in this market equals the sum of profit 
(producer surplus) and consumer surplus. Panel (b) shows a monopolist that can perfectly price discriminate. Because consumer surplus 
equals zero, total surplus now equals the firm’s profit. Comparing these two panels, you can see that perfect price discrimination raises 
profit, raises total surplus and lowers consumer surplus.

fIGure 11.8
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publIc polIcy toWardS MonopolIeS
We have seen that monopolies produce less than the socially desirable quantity of output and, as a result, 
charge prices above marginal cost. Policymakers in the government can respond to the problem of monopoly 
in a variety of ways, by:

 ● Trying to make monopolized industries more competitive.
 ● Regulating the behaviour of the monopolies.
 ● Turning some private monopolies into public enterprises.
 ● Doing nothing at all.

All industrialized countries have some sort of process for legally prohibiting mergers or activity by firms 
with market power that are against the public interest. This is variously referred to as anti-trust law and anti-
trust policy, and also as competition law and competition policy, depending on where in the world you are.

In Europe, each country has a competition authority. In the UK it is the Competition and Markets 
Authority; in Germany it is the Federal Cartel Office (Bundeskartellamt); in 2009 the French Competi-
tion Authority began discharging its regulatory powers following reform of competition regulation; and 
in Italy the Anti-trust Authority (Autorità garante della concorrenza e del mercato) oversees competi-
tion issues. National competition authorities such as these cooperate with each other and with the 

airline prices Seats on aeroplanes are sold at many different prices. Most airlines charge a lower price 
for a round trip ticket between two cities if the traveller stays over a Saturday night. At first this seems odd. 
Why should it matter to the airline whether a passenger stays over a Saturday night? The reason is that this 
rule provides a way to separate business travellers and personal travellers. A passenger on a business trip 
has a high willingness to pay and, most likely, does not want to stay over a Saturday night. By contrast, a 
passenger travelling for personal reasons has a lower willingness to pay and is more likely to be willing to 
stay over a Saturday night. Thus the airlines can successfully price discriminate by charging a lower price 
for passengers who stay over a Saturday night.

discount coupons Many companies offer discount coupons to the public in newspapers and magazines. 
A buyer simply must cut out the coupon in order to get €0.50 off their next purchase. Why do companies 
offer these coupons? Why don’t they just cut the price of the product by €0.50?

The answer is that coupons allow companies to price discriminate. Companies know that not all 
customers are willing to spend the time to cut out coupons. Moreover, the willingness to clip coupons is 
related to the customer’s willingness to pay for the good. A rich and busy executive is unlikely to spend their 
time cutting discount coupons out of the newspaper, and they are probably willing to pay a higher price for 
many goods. A person who is unemployed is more likely to clip coupons and has a lower willingness to 
pay. Thus, by charging a lower price only to those customers who cut out coupons, firms can successfully 
price discriminate.

Quantity discounts So far in our examples of price discrimination the monopolist charges different prices 
to different customers. Sometimes, however, monopolists price discriminate by charging different prices 
to the same customer for different units that the customer buys. Traditionally, English bakers would give 
you an extra cake for nothing if you bought 12. While the quaint custom of the ‘baker’s dozen’ (i.e. 13 for 
the price of 12) is largely a thing of the past, many firms offer lower prices to customers who buy large 
quantities. This is a form of price discrimination because the customer effectively pays a higher price for 
the first unit bought than for the last. Quantity discounts are often a successful way of price discriminating 
because a customer’s willingness to pay for an additional unit declines as the customer buys more units.

Self teSt Give two examples of price discrimination. How does perfect price discrimination affect 
consumer surplus, producer surplus and total surplus?
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Clearly, competition authorities must be able to determine which mergers are desirable and which are 
not. That is, they must be able to measure and compare the social benefit from synergies to the social 
costs of reduced competition. In the UK, the Competition and Markets Authority (CMA), an independent, 
non-ministerial body with members from private industry as well as some academic economists, inves-
tigates mergers and competition issues, enforces competition law and can bring criminal proceedings 
against breaches of the law.

regulation
Regulating the behaviour of monopolists is common in the case of natural monopolies, such as utility 
companies providing water, gas and electricity. These companies are not allowed to charge any price they 
want. Instead, government agencies regulate their prices.

What price should the government set for a natural monopoly? This question is not as easy as it might 
at first appear. One might conclude that the price should equal the monopolist’s marginal cost. If price 
equals marginal cost, customers will buy the quantity of the monopolist’s output that maximizes total 
surplus, and the allocation of resources will be efficient.

There are, however, two practical problems with marginal cost pricing as a regulatory system. The first 
is illustrated in Figure 11.9. Natural monopolies, by definition, have declining average total cost. When aver-
age total cost is declining, marginal cost is less than average total cost. If regulators are to set price equal 
to marginal cost, that price will be less than the firm’s average total cost, and the firm will lose money. 
Instead of charging such a low price, the monopoly firm would just exit the industry.

European Union Competition Commission (the competition authority for the EU) through the European 
 Competition Network (ECN). The aim of the network is to coordinate activities and share information to 
help enforce EU competition law in member states where the opportunities for cross-border business 
have increased as the EU has developed and expanded.

While each national country can enforce its own competition legislation, these laws must be in line with 
overall EU competition legislation. There are well-defined criteria for deciding whether a proposed merger 
of companies belonging to more than one EU country is subject to reference exclusively to the European 
Commission rather than to national authorities, such as the size of the worldwide or European turnover of 
the companies in question.

Competition legislation covers three main areas:

 ● Acting against cartels and cases where businesses engage in restrictive business practices which 
prevent free trade.

 ● Banning pricing strategies which are anti-competitive such as price fixing, predatory pricing, price 
gouging and so on; as well as through behaviour which might lead to a restriction in competition, such 
as the sharing of information or carving up markets between different firms, rigging bids in tender 
processes or  deliberately restricting production to reduce competition.

 ● Monitoring and supervising acquisitions and joint ventures.

The legislation allows competition authorities the right to fine firms who are found guilty of restricting 
competition, ordering firms to change behaviour and banning proposed acquisitions. The investigation will 
consider whether the acquisition, regardless of what size company it produces, is in the public interest. 
This is in recognition of the fact that companies sometimes merge not to reduce competition but to lower 
costs through more efficient joint production. These benefits from mergers are often called synergies, 
where the perceived benefits of the combined operations are greater than those which would arise if the 
firms stayed separate.

synergies where the perceived benefits of the combined operations of a merged organization are greater than those which 
would arise if the firms stayed separate
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Regulators can respond to this problem in various ways, none of which is perfect. One way is to sub-
sidize the monopolist. In essence, the government picks up the losses inherent in marginal cost pricing. 
Yet to pay for the subsidy, the government needs to raise money through taxation, which involves its 
own deadweight losses. Alternatively, the regulators can allow the monopolist to charge a price higher 
than marginal cost. If the regulated price equals average total cost, the monopolist earns exactly zero 
economic profit. Yet average cost pricing leads to deadweight losses, because the monopolist’s price 
no longer reflects the marginal cost of producing the good. In essence, average cost pricing is like a tax 
on the good the monopolist is selling.

The second problem with marginal cost pricing as a regulatory system (and with average cost 
pricing as well) is that it gives the monopolist no incentive to reduce costs. Each firm in a competitive 
market tries to reduce its costs because lower costs mean higher profits. If a monopolist knows that 
regulators will reduce prices whenever costs fall, the monopolist will not benefit from lower costs. 
In practice, regulators deal with this problem by allowing monopolists to keep some of the benefits 
from lower costs in the form of higher profit, a practice that requires some departure from marginal 
cost pricing.

For example, in the UK, utility companies have often been subject to price caps, whereby the regulator 
determines that the real price of the company’s product – a kilowatt hour of electricity, for example – should 
fall by a given number of percentage points each year, reflecting productivity rises. Say, for example, this 
is 2 per cent. The company would then be allowed to raise its prices each year by the inflation rate minus 
2 per cent. If the company increases its productivity by, say, 4 per cent each year (in other words it can 
produce the same amount of output with 4 per cent less inputs), then in real terms its profits will go up 
each year. In this way, the system of price caps aims to give natural monopolies the motivation to improve 
efficiency and productivity.

public ownership
Rather than regulating a natural monopoly that is run by a private firm, the government can run the monop-
oly itself by taking the monopoly into public ownership. An industry owned by the government is called a 
nationalized industry. This solution is common in many European countries, where the government owns 
and operates utilities such as the telephone, water and electric companies.

The key issue in the debate over public versus private ownership is how the ownership of the firm 
affects the costs of production. Private owners have an incentive to minimize costs as long as they reap 
part of the benefit in the form of higher profit. If the firm’s managers are doing a bad job of keeping costs 

Price

Average total
cost Average total cost

Marginal cost

Demand

Loss
Regulated

price

0 Quantity

Marginal cost pricing for a natural Monopoly
Because a natural monopoly has declining average 
total cost, marginal cost is less than average total 
cost. Therefore if regulators require a natural 
monopoly to charge a price equal to marginal cost, 
price will be below average total cost, and the 
monopoly will lose money.

fIGure 11.9
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concluSIon: the prevalence of Monopoly
This chapter has discussed the behaviour of firms that have control over the prices they charge. We have 
seen that these firms behave differently from firms in competitive markets. Table 11.2 summarizes some 
of the key similarities and differences between competitive and monopoly markets.

From the standpoint of public policy, a crucial result is that monopolists produce less than the socially 
efficient quantity and charge prices above marginal cost. As a result, they cause deadweight losses. In 
some cases, these inefficiencies can be mitigated through price discrimination by the monopolist, but at 
other times they call for policymakers to take an active role.

How prevalent are the problems of monopoly? There are two answers to this question. In one sense, 
monopolies are common. Most firms have some control over the prices they charge. They are not forced 
to charge the market price for their goods, because their goods are not exactly the same as those offered 
by other firms. A Honda Accord is not the same as a Volkswagen Passat. Ben and Jerry’s ice cream is 
not the same as Wall’s. Each of these goods has a downwards sloping demand curve, which gives each 
producer some degree of monopoly power.

Yet firms with substantial monopoly power are quite rare. Few goods are truly unique. Most have sub-
stitutes that, even if not exactly the same, are very similar. Ben and Jerry’s can raise the price of its ice 
cream a little without losing all its sales, but if it raises it a lot sales will fall substantially.

In the end, monopoly power is a matter of degree. It is true that many firms have some monopoly 
power. It is also true that their monopoly power is not unlimited.

down, the firm’s owners will fire them. By contrast, if the government bureaucrats who run a monopoly 
do a bad job, the losers are the customers and taxpayers, whose only recourse is the political system. The 
bureaucrats may become a special interest group and attempt to block cost-reducing reforms. As a way of 
ensuring that firms are well run, the voting booth could be argued to be less reliable than the profit motive, 
but this, of course, is dependent on judgement.

doing nothing
Any policy aimed at reducing the problem of monopoly has drawbacks. As a result, some economists 
argue that it is often best for the government not to try to remedy the inefficiencies of monopoly pricing. 
Here is the assessment of economist George Stigler, who won the Nobel Prize for his work in industrial 
organization, writing in the Fortune Encyclopaedia of Economics:

A famous theorem in economics states that a competitive enterprise economy will produce 
the  largest possible income from a given stock of resources. No real economy meets the exact 
 conditions of the theorem, and all real economies will fall short of the ideal economy – a difference 
called ‘market failure’. In my view, however, the degree of ‘market failure’ for the American economy 
is much smaller than the ‘political failure’ arising from the imperfections of economic policies found 
in real political systems.

As this quotation makes clear, determining the proper role of the government in the economy requires 
judgements about politics as well as economics, and the issues we discussed in the section on govern-
ment failure must be taken into account.

Self teSt Describe the ways policymakers can respond to the inefficiencies caused by monopolies. List a 
potential problem with each of these policy responses.
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SuMMary
 ● A monopoly is a firm that is the sole seller in its market. A monopoly arises when a single firm owns a key resource, 

when the government gives a firm the exclusive right to produce a good, or when a single firm can supply the entire 
market at a smaller cost than many firms could.

 ● Because a monopoly is the sole producer in its market, it faces a downwards sloping demand curve for its product. 
When a monopoly increases production by 1 unit, it causes the price of its good to fall, which reduces the amount of 
revenue earned on all units produced. As a result, a monopoly’s marginal revenue is always below the price of its good.

 ● Like a competitive firm, a monopoly firm maximizes profit by producing the quantity at which marginal revenue 
equals marginal cost. The monopoly then chooses the price at which that quantity is demanded. Unlike a compet-
itive firm, a monopoly firm’s price exceeds its marginal revenue, so its price exceeds marginal cost.

 ● A monopolist’s profit-maximizing level of output is below the level that maximizes the sum of consumer and pro-
ducer surplus. That is, when the monopoly charges a price above marginal cost, some consumers who value the 
good more than its cost of production do not buy it. As a result, monopoly causes deadweight losses similar to the 
deadweight losses caused by taxes.

 ● Policymakers can respond to the inefficiency of monopoly behaviour in four ways. They can use competition law 
to try to make the industry more competitive. They can regulate the prices that the monopoly charges. They can 
turn the monopolist into a government-run enterprise. Or, if the market failure is deemed small compared to the 
inevitable imperfections of policies, they can do nothing at all.

 ● Monopolists can often raise their profits by charging different prices for the same good based on a buyer’s willingness 
to pay. This practice of price discrimination can raise economic welfare by getting the good to some consumers who 
otherwise would not buy it. In the extreme case of perfect price discrimination, the deadweight losses of monopoly 
are completely eliminated. More generally, when price discrimination is imperfect, it can either raise or lower welfare 
compared to the outcome with a single monopoly price.

Google and Monopoly power
In July 2018, the European Competition authorities imposed a fine on the technology firm Google of €4.3 billion for abuse 
of monopoly power associated with its mobile operating system, Android. This followed a fine of €2.4 billion in 2017 for 
abuse of monopoly power relating to the way it presented shopping services returned in searches. The EU Competition 
Commission argued that Google prioritized its own shopping services above those of competitors when users entered 

In the neWS

competition versus Monopoly: a Summary comparison

Competition Monopoly

Similarities
Goal of firms Maximize profits Maximize profits
Rule for maximizing MR MC5 MR MC5

Can earn economic profits in the short run? Yes Yes

Differences
Number of firms Many One
Marginal revenue MR P5 MR , P
Price P MC5 P . MC
Produces welfare maximizing level of output? Yes No
Entry in long run? Yes No
Can earn economic profits in long run? No Yes
Price discrimination possible? No Yes

table 11.2

(Continued )
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search queries. The fine relating to its Android operating system concerned the way in which device-makers were 
‘forced’ to pre-install Google search engines. The EU Commission argued that with around four-fifths of global smart 
mobile devices utilizing Android as an operating system, this action prevented innovation and competition.

For its part, Google argued that far from limiting competition, its actions actively encouraged competition. The CEO 
of Google, Sundar Pichai, presented a counter argument that cited the benefits to developers, phone manufacturers 
and app manufacturers of the ‘free’ distribution of the Android platform. This, he argued, created an ‘ecosystem’ 
which has spawned over 1,300 different Android brands. The development of this ecosystem was of direct benefit to 
consumers and provides more choice not less. The EU Competition Commission was not convinced of the arguments 
put forward by Google.

The European Commissioner for Competition, Margrethe Vestager said:

Today, mobile internet makes up more than half of global internet traffic. It has changed the lives of millions of 
Europeans. Our case is about three types of restrictions that Google has imposed on Android device manufac-
turers and network operators to ensure that traffic on Android devices goes to the Google search engine. In 
this way, Google has used Android as a vehicle to cement the dominance of its search engine. These practices 
have denied rivals the chance to innovate and compete on the merits. They have denied European consumers 
the  benefits of effective competition in the important mobile sphere. This is illegal under EU antitrust rules.

reference: europa.eu/rapid/press-release_IP-18-4581_en.htm, accessed 7 February 2019.

Google was given 90 days to implement changes to its business practices and if it did not, the Commission reserved the 
right to impose penalties amounting to 5 per cent of its daily turnover. For its part, Google said it would appeal the decision.

The Commission found that Google had engaged in two types of illegal tying related to its search app and its browser, 
Chrome. Tying is the practice of selling a different product tied to the manufacture, purchase or sale of another. In this 
case, if a manufacturer wants to use Android it has to do so with the search app and browser tied to the operating system. 
In doing this, Google was encouraging what the Commission called the ‘status-quo bias’, where users will tend to use 
what is in front of them rather than seeking out other browsers or search apps.

To put the fine into context, analysts have noted that it amounts to about two weeks of revenue for the firm.

Critical Thinking Questions

1 to what extent do you think a fine and instruc-
tion to cease the practice are sufficient to 
change the practices of a firm such as Google?

2 Google argued that its android operating 
software was in competition with apple’s 
ioS and therefore was not a monopoly. do 
you agree with this point? explain.

3 In a blog post after the ruling, Google’s ceo 
noted that there were 1, 300 brands powered 
by android and 24,000 different devices at 
every price point. he went on to comment:

The phones made by these companies 
are all different, but have one thing in 
common – the ability to run the same 
applications. This is possible thanks to 
simple rules that ensure technical com-
patibility, no matter what the size or 
shape of the device. No phone-maker is 
even obliged to sign up to these rules – 
they can use or modify Android in any way 
they want, just as Amazon has done with 
its Fire tablets and TV sticks.

Do firms that have considerable monopoly power limit competition, 
or do their actions actively encouraged competition?

(Continued )
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QueStIonS for revIeW
1 What are barriers to entry? What are the main barriers to entry to an industry?

2 What are the main sources of monopoly power?

3 Give an example of a government-created monopoly. Is creating this monopoly necessarily bad public policy? 
Explain.

4 Define natural monopoly. What does the size of a market have to do with whether an industry is a natural monopoly?

5 Why is a monopolist’s marginal revenue less than the price of its good? Can marginal revenue ever be negative? 
Explain.

6 Draw the demand, marginal revenue and marginal cost curves for a monopolist. Show the profit-maximizing level of 
output. Show the profit-maximizing price.

7 In your diagram from the previous question, show the level of output that maximizes total surplus. Show the deadweight 
loss from the monopoly. Explain your answer.

8 What gives the government the power to regulate mergers between firms? From the standpoint of the welfare of society, 
give a good reason and a bad reason that two firms might want to merge.

9 Describe the two problems that arise when regulators tell a natural monopoly that it must set a price equal to marginal 
cost.

10 Give two examples of price discrimination. In each case, explain why the monopolist chooses to follow this business 
strategy.

probleMS and applIcatIonS
1 A publisher faces the following demand schedule for the next novel of one of its popular authors:

Price (€) Quantity demanded

100 0
90 100,000
80 200,000
70 300,000
60 400,000
50 500,000
40 600,000
30 700,000
20 800,000
10 900,000
0 1,000,000

reference: www.blog.google/around-the-globe/google-europe/android-has-created-more-choice-not-less/, 
accessed 15 September 2018.

Why do you think the eu competition commission dismissed these arguments?
4 the commission argued that there were two examples of illegal tying in this case. can you identify any potential 

benefits to tying which might mean that it should not be seen as always being reflective of monopoly power?
5 how important is it that monopolies are regulated by agencies such as the european competition commission? 

refer to the Google case in your answer.
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The author is paid €2 million to write the book, and the marginal cost of publishing the book is a constant €10 per book.
a. Compute total revenue, total cost and profit at each quantity. What quantity would a profit-maximizing publisher 

choose? What price would it charge?
b. Compute marginal revenue. (Recall that ∆ /5 DMR TR Q.) How does marginal revenue compare to the price? Explain.
c. Graph the marginal revenue, marginal cost and demand curves. At what quantity do the marginal revenue and 

marginal cost curves cross? What does this signify?
d. In your graph, shade in the deadweight loss. Explain in words what this means.
e. If the author were paid €3 million instead of €2 million to write the book, how would this affect the publisher’s decision 

regarding the price to charge? Explain.
f. Suppose the publisher was not profit maximizing but was concerned with maximizing economic efficiency. What 

price would it charge for the book? How much profit would it make at this price?

2 Consider the delivery of mail. In general, what is the shape of the average total cost curve? How might the shape 
differ between isolated rural areas and densely populated urban areas? How might the shape have changed over time? 
Explain.

3 Suppose the Eau de Jeunesse Water Company has a monopoly on bottled water sales in France. If the price of tap water 
increases, what is the change in Eau de Jeunesse’s profit-maximizing levels of output, price and profit? Explain in words 
and with a graph.

4 A small town is served by many competing supermarkets, which have constant marginal cost.
a. Using a diagram of the market for groceries, show the consumer surplus, producer surplus and total surplus.
b. Now suppose that the independent supermarkets combine into one chain. Using a new diagram, show the new 

consumer surplus, producer surplus and total surplus. Relative to the competitive market, what is the transfer from 
consumers to producers? What is the deadweight loss?

5 A company is considering building a bridge across a river. The bridge would cost €2 million to build and nothing to 
maintain. The following table shows the company’s anticipated demand over the lifetime of the bridge:

Price per crossing (€) Number of crossings (in thousands)

8 0
7 100
6 200
5 300
4 400
3 500
2 600
1 700
0 800

a. If the company was to build the bridge, what would be its profit-maximizing price? Would that be the efficient level 
of output? Why or why not?

b. If the company is interested in maximizing profit, should it build the bridge? What would be its profit or loss?
c. If the government were to build the bridge, what price should it charge for passengers and vehicles to use the 

bridge? Explain your answer.
d. Should the government build the bridge? Explain.

6 The Placebo Drug Company holds a patent on one of its discoveries.
a. Assuming that the production of the drug involves rising marginal cost, draw a diagram to illustrate Placebo’s profit-

maximizing price and quantity. Also show Placebo’s profits.
b. Now suppose that the government imposes a tax on each bottle of the drug produced. On a new diagram, illustrate 

Placebo’s new price and quantity. How does each compare to your answer in part (a)?
c. Although it is not easy to see in your diagrams, the tax reduces Placebo’s profit. Explain why this must be true.
d. Instead of the tax per bottle, suppose that the government imposes a tax on Placebo of €110,000 regardless of how 

many bottles are produced. How does this tax affect Placebo’s price, quantity and profits? Explain.

7 Pablo, Dirk and Franz run the only bar in town. Pablo wants to sell as many drinks as possible without losing money. Dirk 
wants the bar to bring in as much revenue as possible. Franz wants to make the largest possible profits. Using a single 
diagram of the bar’s demand curve and its cost curves, show the price and quantity combinations favoured by each of 
the three partners. Explain.
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8 The Best Computer Company just developed a new computer chip, on which it immediately acquires a patent.
a. Draw a diagram that shows the consumer surplus, producer surplus and total surplus in the market for this new chip.
b. What happens to these three measures of surplus if the firm can perfectly price discriminate? What is the change in 

deadweight loss? What transfers occur?

9 Explain why a monopolist will always produce a quantity at which the demand curve is price elastic. (Hint: if demand is 
price inelastic and the firm raises its price, what happens to total revenue and total costs?)

10 Many schemes for price discriminating involve some cost. For example, discount coupons take up time and resources 
from both the buyer and the seller. This question considers the implications of costly price discrimination. To keep things 
simple, let’s assume that our monopolist’s production costs are simply proportional to output, so that average total cost 
and marginal cost are constant and equal to each other.
a. Draw the cost, demand and marginal revenue curves for the monopolist. Show the price the monopolist would charge 

without price discrimination.
b. On your diagram, mark the area equal to the monopolist’s profit and call it X. Mark the area equal to consumer surplus 

and call it Y. Mark the area equal to the deadweight loss and call it Z.
c. Now suppose that the monopolist can perfectly price discriminate. What is the monopolist’s profit? (Give your answer 

in terms of X, Y and Z.)
d. What is the change in the monopolist’s profit from price discrimination? What is the change in total surplus from price 

discrimination? Which change is larger? Explain. (Give your answer in terms of X, Y and Z.)
e. Now suppose that there is some cost of price discrimination. To model this cost, let’s assume that the monopolist 

must pay a fixed cost C  in order to price discriminate. How would a monopolist make the decision whether to pay this 
fixed cost? (Give your answer in terms of X, Y, Z and C .)
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Market StructureS II: 
MonopolIStIc 
coMpetItIon

You arrive at university and set off into the town for a taste of the night life. The town has eight night 
clubs all in walking distance of the main transport hub. Each one has music, bars, light snacks, places 

to talk, different prices for food and drink, different entry prices, rules and closing times. When you are 
choosing between these different night clubs, what kind of market are you participating in?

On the one hand, the market for night clubs seems competitive. In most towns and cities there are 
plenty of clubs vying for your attention. A buyer in this overall market has many competing products from 
which to choose.

However, the market for night clubs has some elements of monopoly power, because each club can 
present itself in a unique way, and as a result night club owners have some latitude in choosing what price 
to charge. The sellers in this market are price-makers rather than price-takers. The price of entry into a 
night club greatly exceeds the marginal cost of one extra person entering.

In this chapter we examine imperfect markets that have some features of competition and some fea-
tures of monopoly. This market structure is called monopolistic competition, another example of imper-
fect competition. Monopolistic competition describes a market with the following attributes:

 ● Many sellers. There are many firms competing for the same group of customers.
 ● Product differentiation. Each firm produces a product that is at least slightly different from those of 

other firms, whether physically different or whether perceived as being different by consumers. The 
firm has some control over the extent to which it can differentiate its product from its rivals, thus reduc-
ing the degree of substitutability and garnering an element of customer or brand loyalty. Therefore, 
rather than being a price-taker, each firm faces a downwards sloping demand curve.

 ● Free entry. Firms can enter (or exit) the market without restriction. Thus the number of firms in the 
market adjusts until economic profits are driven to zero.

12

monopolistic competition a market structure in which many firms sell products that are similar but not identical

Table 12.1 lists some other examples of the types of market with these attributes, in addition to the exam-
ple of night clubs we have opened this chapter with. Monopolistic competition is a market structure that 
lies between the extreme cases of competition and monopoly.
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coMpetItIon wIth DIfferentIateD proDuctS
To understand monopolistically competitive markets, we first consider the decisions facing an individual 
firm. We then examine what happens in the long run as firms enter and exit the industry. Next, we com-
pare the equilibrium under monopolistic competition to the equilibrium under perfect competition. Finally, 
we consider whether the outcome in a monopolistically competitive market is desirable from the stand-
point of society as a whole.

the Monopolistically competitive firm in the Short run
Each firm in a monopolistically competitive market is, in many ways, like a monopoly. Why? Because its prod-
uct is different from those offered by other firms, it faces the same downwards sloping demand curve. Thus 
it can follow the monopolist’s rule for profit maximization: choose the quantity of production where marginal 
revenue equals marginal cost, and then use its demand curve to find the price consistent with that quantity.

Figure 12.1 shows the cost, demand and marginal revenue curves for two typical firms, each in a dif-
ferent monopolistically competitive industry. In both panels of this figure, the profit-maximizing quantity 
is found at the intersection of the marginal revenue and marginal cost curves, but there are different out-
comes for the two firms’ profits. In panel (a), price exceeds average total cost, so the firm makes a profit. 
In panel (b), price is below average total cost. In this case, the firm is unable to make a positive profit, so 
the best the firm can do is minimize its losses.

All this should seem familiar. A monopolistically competitive firm chooses its quantity and price just as 
a monopoly does. In the short run, these two types of market structure are similar.

the long-run equilibrium
The situations depicted in Figure 12.1 do not last long. When demand seems to be strong and firms are 
making profits, as in panel (a), new firms have an incentive to enter the market (remember that there is 
free entry and exit into the market). This entry means that more firms are now offering products for sale 
in the industry.

For example, the popularity of night clubs has led to more people wanting to set up new night clubs to 
take advantage of the demand and the profits that can be made. The increase in supply means custom-
ers have more choice and causes the price received by all firms in the industry to fall. If an existing firm 
wishes to sell more then it must reduce its price. There are now more substitutes available in the market 
and so the effect for an individual firm already in the market is that the demand curve for its product shifts 
to the left as the number of products from which customers can now choose increases. Profit encourages 
entry, and entry shifts the demand curves faced by firms to the left. As the demand for firms’ products 
falls, these firms experience declining profit.

examples of Markets which have characteristics of Monopolistic competition

Computer games Vets
Restaurants Hotel accommodation
Conference organizers Air conditioning systems
Wedding planners Pest control
Plumbing Removal services
Coach hire Beauty consultants
Funeral directors Shop fitters
Fabric manufacturers Waste disposal
Tailors Dentists
Music teachers Children’s entertainers
Books Gas engineers
CDs/DVDs Steel fabricators
Landscape architects Driving schools
Environmental consultants Opticians
Furniture manufacturers Chimney sweeps

table 12.1
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Some firms in the industry will have just been surviving, but as new firms enter and their demand curve 
shifts to the left, they may find themselves making sub-normal profits and as a result might decide to leave 
the industry. When firms are making losses, as in panel (b), firms in the market have an incentive to exit. 
As firms exit, the supply will fall and price will rise. There are now fewer substitutes, and so customers 
have fewer products from which to choose. This decrease in the number of firms effectively expands the 
demand faced by those firms that stay in the market. In other words, losses encourage exit, and exit has 
the effect of shifting the demand curves of the remaining firms to the right. As the demand for the remain-
ing firms’ products rises, these firms experience rising profit (that is, declining losses).

This process of entry and exit continues until the firms in the market are making exactly zero economic 
profit (normal profit). Figure 12.2 depicts the long-run equilibrium. Once the market reaches this equilib-
rium, new firms have no incentive to enter, and existing firms have no incentive to exit.

Quantity

Demand

Price

Profit-maximizing
quantity

MR

MC
ATC

0

P = ATC

a Monopolistic competitor in the long run
In a monopolistically competitive market, if firms are 
making profits, new firms enter and the demand curves for 
the incumbent firms shift to the left. Similarly, if firms are 
making losses, old firms exit and the demand curves of the 
remaining firms shift to the right. Because of these shifts in 
demand, a monopolistically competitive firm eventually finds 
itself in the long-run equilibrium shown here. In this long-run 
equilibrium, price equals average total cost, and the firm 
earns zero profit.

fIgure 12.2
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(a) Firm makes profit (b) Firm makes losses

a Monopolistic competitor in the Short run
Monopolistic competitors, like monopolists, maximize profit by producing the quantity at which marginal revenue equals marginal 
cost. The firm in panel (a) makes a profit because, at this quantity, price is above average total cost. The firm in panel (b) makes losses 
because, at this quantity, price is less than average total cost.

fIgure 12.1
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Notice that the demand curve in this figure is tangential to the average total cost curve. These two 
curves must be tangential once entry and exit have driven profit to zero. Because profit per unit sold is the 
difference between price (found on the demand curve) and average total cost, the maximum profit is zero 
only if these two curves touch each other without crossing.

To sum up, two characteristics describe the long-run equilibrium in a monopolistically competitive market:

 ● As in a monopoly market, price exceeds marginal cost. This conclusion arises because profit maximi-
zation requires marginal revenue to equal marginal cost and because the downwards sloping demand 
curve makes marginal revenue less than the price.

 ● As in a competitive market, price equals average total cost. This conclusion arises because free entry 
and exit drive economic profit to zero.

The second characteristic shows how monopolistic competition differs from monopoly. Because a monop-
oly is the sole seller of a product without close substitutes, it can earn positive economic profit, even in 
the long run. By contrast, because there is free entry into a monopolistically competitive market, the eco-
nomic profit of a firm in this type of market is driven to zero.

Monopolistic versus perfect competition
Figure 12.3 compares the long-run equilibrium under monopolistic competition to the long-run  equilibrium 
under perfect competition. There are two noteworthy differences between monopolistic and perfect 
 competition – excess capacity and the mark-up.

excess capacity The assumption of free entry and exit drive each firm in a monopolistically competitive 
market to a point of tangency between the demand and average total cost curves. Panel (a) of Figure 12.3 
shows that the quantity of output at this point is smaller than the quantity that minimizes average total 
cost. Thus, under monopolistic competition, firms produce on the downwards sloping portion of their aver-
age total cost curves. In this way, monopolistic competition contrasts starkly with perfect competition. As 
panel (b) of Figure 12.3 shows, free entry in competitive markets drives firms to produce at the minimum 
of average total cost.
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Price Price

P

Marginal
cost

P = MC
P = MR
(demand

curve)
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MR Demand

ATC
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QuantityQuantity
produced

Efficient
scale

(a) Monopolistically competitive firm (b) Perfectly competitive firm

QuantityQuantity produced =
efficient scale

Mark-up

Excess capacity

Monopolistic versus perfect competition
Panel (a) shows the long-run equilibrium in a monopolistically competitive market, and panel (b) shows the long-run equilibrium in a 
perfectly competitive market. Two differences are notable: (1) the perfectly competitive firm produces at the efficient scale, where 
average total cost is minimized. By contrast, the monopolistically competitive firm produces at less than the efficient scale; (2) price 
equals marginal cost under perfect competition, but price is above marginal cost under monopolistic competition.

fIgure 12.3
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In the long run, perfectly competitive firms produce at the efficient scale, whereas monopolistically 
competitive firms produce below this level. Firms are said to have excess capacity under monopolistic 
competition. In other words, a monopolistically competitive firm, unlike a perfectly competitive firm, could 
increase the quantity it produces and lower the average total cost of production.

Mark-up over Marginal cost A second difference between perfect competition and monopolistic com-
petition is the relationship between price and marginal cost. For a competitive firm, such as that shown in 
panel (b) of Figure 12.3, price equals marginal cost. For a monopolistically competitive firm, such as that 
shown in panel (a), price exceeds marginal cost, because the firm always has some market power.

How is this mark-up over marginal cost consistent with free entry and zero profit? The zero profit con-
dition ensures only that price equals average total cost. It does not ensure that price equals marginal cost. 
Indeed, in long-run equilibrium, monopolistically competitive firms operate on the declining portion of their 
average total cost curves, so marginal cost is below average total cost. Thus for price to equal average 
total cost, price must be above marginal cost.

In this relationship between price and marginal cost, we see a key behavioural difference between 
perfect competitors and monopolistic competitors. Imagine that you were to ask a firm the following 
question: ‘Would you like to see another customer come through your door ready to buy from you at your 
current price?’ A perfectly competitive firm would be ambivalent. Because price exactly equals marginal 
cost, the profit from an extra unit sold is zero. By contrast, a monopolistically competitive firm is always 
eager to get another customer. Because its price exceeds marginal cost, an extra unit sold at the posted 
price means more profit. According to an old quip, monopolistically competitive markets are those in 
which sellers send greetings cards to the buyers.

Monopolistic competition and the welfare of Society
Is the outcome in a monopolistically competitive market desirable from the standpoint of society as a whole? 
Can policymakers improve on the market outcome? There are no simple answers to these questions.

One source of inefficiency is the mark-up of price over marginal cost. Because of the mark-up, some 
consumers who value the good at more than the marginal cost of production (but less than the price) will 
be deterred from buying it. Thus a monopolistically competitive market has the normal deadweight loss 
of monopoly pricing.

Although this outcome is clearly undesirable compared to the first best outcome of price equal to mar-
ginal cost, there is no easy way for policymakers to fix the problem. To enforce marginal cost pricing, pol-
icymakers would need to regulate all firms that produce differentiated products. Because such products 
are so common in the economy, the administrative burden of such regulation would be overwhelming.

Moreover, regulating monopolistic competitors would entail all the problems of regulating natural 
monopolies. In particular, because monopolistic competitors are making zero profits already, requiring 
them to lower their prices to equal marginal cost would cause them to make losses. To keep these firms 
in business, the government would need to help them cover these losses. Rather than raising taxes to 
pay for these subsidies, policymakers may decide it is better to live with the inefficiency of monopolistic 
pricing.

Another way in which monopolistic competition may be socially inefficient is that the number of firms 
in the market may not be ‘ideal’. That is, there may be too much or too little entry. One way to think about 
this problem is in terms of the externalities associated with entry. Whenever a new firm considers enter-
ing the market with a new product, it considers only the profit it would make. Yet its entry would also have 
two external effects:

 ● The product variety externality. Because consumers get some consumer surplus from the introduction 
of a new product, entry of a new firm conveys a positive externality on consumers.

 ● The business-stealing externality. Because other firms lose customers and profits from the entry of a 
new competitor, entry of a new firm imposes a negative externality on existing firms.

Thus, in a monopolistically competitive market, there are both positive and negative externalities associ-
ated with the entry of new firms. Depending on which externality is larger, a monopolistically competitive 
market could have either too few or too many products.
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Both of these externalities are closely related to the conditions for monopolistic competition. The prod-
uct variety externality arises because a new firm would offer a product different from those of the existing 
firms. The business-stealing externality arises because firms post a price above marginal cost and there-
fore are always eager to sell additional units. Conversely, because perfectly competitive firms produce 
identical goods and charge a price equal to marginal cost, neither of these externalities exists under per-
fect competition.

In the end, we can conclude only that monopolistically competitive markets do not have all the welfare 
properties of perfectly competitive markets. That is, total surplus is not maximized under monopolistic 
competition. Yet because the inefficiencies are subtle, hard to measure and hard to fix, there is no easy 
way for public policy to improve the market outcome.

Self teSt List the three key attributes of monopolistic competition. Draw and explain a diagram to show the 
long-run equilibrium in a monopolistically competitive market. How does this equilibrium differ from that in a 
perfectly competitive market?

aDvertISIng anD branDIng
It is nearly impossible to go through a typical day in a modern economy without being bombarded with 
advertising, or to ignore the existence of brand names. Whether you are reading a newspaper, watching 
television or travelling, some firm will try to convince you to buy its product and put its brand in front of 
you. Such behaviour is a natural feature of monopolistic competition. When firms sell differentiated prod-
ucts and charge prices above marginal cost, each firm has an incentive to advertise or develop brands to 
attract more buyers to its particular product or develop loyalty.

The amount of advertising varies substantially across products. Firms that sell highly differentiated con-
sumer goods, such as over-the-counter drugs, perfumes, soft drinks, razor blades, breakfast cereals and 
dog food, typically spend between 10 and 20 per cent of revenue for advertising. Firms that sell industrial 
products, such as drill presses and communications satellites, typically spend very little on advertising. 
Firms that sell homogeneous products, such as wheat, peanuts or crude oil, spend nothing at all. Esti-
mates from Neilsen suggest that firms such as Procter and Gamble and British Sky Broadcasting (BSkyB) 
spent over £10 million (€11.1 million) on advertising in the UK alone and eMarketer reported that total 
global media advertising spend in 2018 was around €475 billion. Advertising takes many forms: newspa-
pers, magazines, TV, radio and via the Internet.

the Debate over advertising
Is society wasting the resources it devotes to advertising? Or does advertising serve a valuable purpose? 
Assessing the social value of advertising is difficult and often generates heated argument among econo-
mists. Let’s consider both sides of the debate.

the critique of advertising Critics of advertising argue that firms advertise to manipulate people’s tastes. 
Much advertising is psychological rather than informational. Consider, for example, the typical television 
advert for some brand of soft drink. The advert probably does not tell the viewer about the product’s price 
or quality. Instead, it might show a group of happy people at a party on a beach on a beautiful sunny day. 
In their hands are cans of the soft drink. The goal of the advert is to convey a subconscious (if not subtle) 
message: ‘You too can have many friends and be happy and beautiful, if only you drink our product.’ Critics 
of advertising argue that such an advert creates a desire that otherwise might not exist.

Critics also argue that advertising impedes competition. Advertising often tries to convince consumers 
that products are more different than they truly are. By increasing the perception of product differentiation 
and fostering brand loyalty, advertising makes buyers less concerned with price differences among similar 
goods. With a less elastic demand curve, each firm charges a larger mark-up over marginal cost.
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the Defence of advertising Defenders of advertising argue that firms use advertising to provide infor-
mation to customers. Advertising conveys the prices of the goods being offered for sale, the key features 
and qualities of a good or service, the existence of new products and the locations of retail outlets. This 
information allows customers to make better choices about what to buy, and thus enhances the ability of 
markets to allocate resources efficiently.

Defenders also argue that advertising fosters competition. Because advertising allows customers to be 
more fully informed about all the firms in the market, customers can more easily take advantage of price 
differences. Thus each firm has less market power. In addition, advertising allows new firms to enter more 
easily, because it gives entrants a means to attract customers from existing firms.

advertising as a Signal of Quality
Many types of advertising contain little apparent information about the product being advertised. Consider 
a firm introducing a new breakfast cereal. A typical advertisement might have some highly paid actor 
eating the cereal and telling the audience how wonderful it tastes. How much information does the adver-
tisement really provide?

Defenders of advertising argue that even advertising that appears to contain little hard information 
may in fact tell consumers something about product quality. The willingness of the firm to spend a large 
amount of money on advertising can itself be a signal to consumers about the quality of the product being 
offered.

Consider a hypothetical problem facing Nestlé and Kellogg’s. Each company has just come up with a 
recipe for a new breakfast cereal, which it would sell for €3 a box. To keep things simple, let’s assume that 
the marginal cost of making cereal is zero, so the €3 is all profit. Each company knows that if it spends €10 
million on advertising, it will get 1 million consumers to try its new cereal. And each company knows that 
if consumers like the cereal, they will buy it not once but many times.

First, consider Kellogg’s decision. Based on market research, Kellogg’s knows that its cereal is only 
mediocre. Although advertising would sell one box to each of 1 million consumers, the consumers would 
quickly learn that the cereal is not very good and stop buying it. Kellogg’s decides it is not worth paying €10 
million in advertising to earn only €3 million in sales, so it does not bother to advertise. It sends its cooks 
back to the drawing board to find another recipe.

Nestlé, on the other hand, knows that its cereal is great. Each person who tries it will buy a box a month 
for the next year. Thus Nestlé sells 1 million boxes per month over the year and the €10 million in advertis-
ing will bring in €36 million in sales. Advertising is profitable here, because Nestlé has a good product that 
consumers will buy repeatedly. Thus Nestlé chooses to advertise.

Now that we have considered the behaviour of the two firms, let’s consider the behaviour of consum-
ers. We began by asserting that consumers are inclined to try a new cereal that they see advertised. Is this 
behaviour rational? Should a consumer try a new cereal just because the seller has chosen to advertise it?

In fact, it may be completely rational for consumers to try new products that they see advertised. In 
our story, consumers decide to try Nestlé’s new cereal because Nestlé advertises. Nestlé chooses to 
advertise because it knows that its cereal is quite good, while Kellogg’s chooses not to advertise because 
it knows that its cereal is only mediocre. By its willingness to spend money on advertising, Nestlé signals 
to consumers the quality of its cereal. Each consumer thinks, quite sensibly (if subconsciously), ‘If Nestlé 
is willing to spend so much money advertising this new cereal, it must be really good.’

What is most surprising about this theory of advertising is that the content of the advertisement is 
irrelevant. Nestlé signals the quality of its product by its willingness to spend money on advertising. (This 
example is used for illustrative purposes only and is not meant to infer that Kellogg’s deliberately produces 
inferior products!)

What the advertisements say is not as important as the fact that consumers know ads are expensive. 
By contrast, cheap advertising doesn’t signal quality to consumers. In our example, if an advertising cam-
paign cost less than €3 million, for example, both Nestlé and Kellogg’s would use it to market their new 
cereals. Because both good and mediocre cereals would be advertised, consumers could not infer the 
quality of a new cereal from the fact that it is advertised. Over time, consumers would learn to ignore such 
cheap advertising.
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This theory can explain why firms pay celebrities large amounts of money to make advertisements 
that, on the surface, appear to convey no information at all. The information is not in the advertisement’s 
content, but simply in its existence and expense.

advertising: what Does It really Do?

Ask many people the question ‘Why do firms advertise?’ and they are likely to tell you that it is an attempt 
by firms to try to increase demand for their products or services. If you consider this view intuitively it 
might make sense, but then ask yourself the question, ‘How many times have you seen an advert on the 
TV and then rushed out to buy the product advertised?’ The chances are that this has not (consciously) 
happened very often at all. If adverts do not make us rush out to buy products, what do they do?

Sutherland and Sylvester (2000) argue that it is largely a myth that adverts are designed to persuade us 
to buy products or services. They point out the following:

Advertising influences the order in which we evoke or notice the alternatives we consider. This 
does not feel like persuasion and it is not. It is nevertheless effective. Instead of persuasion and 
other major effects we should look for ‘feathers’, or minor effects. These can tip the balance when 
alternative brands are otherwise equal and, through repetition, can grow imperceptibly by small 
increments over time.

They liken the effect of advertising to that of watching someone grow up. You know that they are grow-
ing but the day-to-day changes in the individual are imperceptible. If you have not seen someone for some 
time, however, you do tend to notice the difference in their height, shape, features and so on; so it is with 
many advertising campaigns. The primary aim, they argue, is to generate a series of small effects which 
ultimately influence our behaviour and may cause us to view differently the products or the brands that 
we choose, especially in a crowded marketplace with a large amount of competition.

Exactly how adverts work, therefore, is not easy to quantify. Sutherland and Sylvester suggest that 
many involved in the advertising industry do not really understand why some adverts seem to work and 
others don’t work anything like as well. It has long been recognized that psychology has a lot to do with 
advertising. Our understanding of the way the brain works has been revolutionized by the developments 
afforded by magnetic resonance imaging (MRI) scans. The advertising industry has not been slow in look-
ing at this technology and its potential for improving the focus and efficiency of advertising.

In essence, this technique looks at the response of the brain to different images and messages. Using 
MRI techniques, the areas of the brain that respond to different stimuli can be identified. The field devel-
oped as a result of work carried out by a neuroscientist called Read Montague. Montague is Professor at 
the VTC Research Institute at Virginia 
Tech in the United States. While in a 
previous position at Baylor College 
of Medicine in Texas, he presided 
over a challenge to see if people pre-
ferred different brands of cola. His 
initial studies suggested that peo-
ple preferred Pepsi but their buying 
behaviour tended to favour Coke. In a 
repeat of the experiment in 2004 using 
MRI technology, Montague and his 
colleagues gave a group of individu-
als two colas, Pepsi and Coke, to taste 
and asked them to state which they 
preferred. The  respondents did not 
know that the two colas were in fact 
Pepsi and Coke. The subjects’ stated 

caSe StuDY

Advertising is everywhere – but how does it work and is the huge 
amount spent on advertising justified?
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branding and brand names
Advertising is closely related to branding. In many markets, there are two types of firms. Some firms sell 
products with widely recognized brand names, while other firms sell generic substitutes. For example, 
in a typical supermarket, you can find Pepsi next to less familiar colas, or Kellogg’s cornflakes next to the 
supermarket’s own brand of cornflakes, made for it by an unknown firm. Most often, the firm with the 
famous brand name spends more on advertising and charges a higher price for its product.

preferences were almost 50:50, although activity in a part of the brain associated with processing feelings 
of reward showed a higher response for Pepsi.

However, when the experiment was repeated, and the respondents were told what they were drink-
ing, around 75 per cent stated that they preferred Coke. Montague found that brain activity in the lateral 
pre-frontal cortex showed signs of enhanced activity during the exercise. This area of the brain is associ-
ated with higher level thinking. Montague posited that the brain was now using memories and making an 
association with the images and messages associated with commercials for Coke that respondents had 
witnessed over the years. He also suggested that such activity might lead to consumers preferring one 
product to another, even if there was other evidence to suggest that under normal circumstances, they 
would not have chosen that product.

reference: Sutherland, M. and Sylvester, A.K. (2000) Advertising and the Mind of the Consumer: What Works, What Doesn’t, 
and Why. St Leonards, New South Wales: Allen and Unwin.

branding the means by which a business creates an identity for itself and highlights the way in which it differs from its rivals

Just as there is disagreement about the economics of advertising, there is disagreement about the 
economics of brand names and branding. Let’s consider both sides of the debate.

Critics argue that branding causes consumers to perceive differences that do not really exist. In many 
cases, the generic good is almost indistinguishable from the brand name good. Consumers’ willingness 
to pay more for the brand name good, these critics assert, is a form of irrationality fostered by advertising. 
Economist Edward Chamberlin, one of the early developers of the theory of monopolistic competition, 
concluded from this argument that brand names were bad for the economy. He proposed that govern-
ment discourage their use by refusing to enforce the exclusive trademarks that companies use to identify 
their products.

More recently, economists have defended brand names as a useful way for consumers to ensure 
that the goods they buy are of high quality. There are two related arguments. First, brand names pro-
vide consumers with information which cannot be easily judged in advance of purchase. Second, brand 
names give firms an incentive to meet the needs of consumers, because firms have a financial stake 
in maintaining the reputation of their brand names. Note that branding does not always equate to high 
quality. Branding is primarily a means by which the firm creates an association in the consumer and 
because that association becomes familiar, the consumer is more likely to retain some loyalty to the 
firm and thus repeat purchase. Some firms, for example, will happily admit their goods are ‘cheap and 
cheerful’, but the key association in consumers’ minds is one of value for money. Firms such as Lidl, 
Netto, Poundstretcher and Poundland are as much interested in developing their brand names as are 
Armani and Ralph Lauren.

To see how these arguments work in practice, consider a famous brand name: Ibis hotels. Imagine that 
you are driving through an unfamiliar town and you need somewhere to stay for the night. You see a Hotel 
Ibis and a local hotel next door to it. Which do you choose? The local hotel may in fact offer better accom-
modation at lower prices, but you have no way of knowing that. In contrast, Hotel Ibis offers a consistent 
product across many European cities. Its brand name is useful to you as a way of judging the quality of 
what you are about to buy.
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The Ibis brand name also ensures that the company has an incentive to maintain quality. (In reality, hotel 
chains such as Ibis provide the opportunity for private firms to operate a hotel under the Ibis brand name, 
and reap the benefits of the brand name if they are committed to meeting its associated standards.) For 
example, if some customers were to become very ill from bad food served at breakfast at an Ibis hotel, 
the news would be damaging for the company. Ibis would lose much of the valuable reputation that it has 
built up over the years and, as a result, it would lose sales and profit not just in the hotel that served the 
bad food but in its many hotels across Europe. Hence Ibis has an incentive to ensure that its breakfast food 
is safe and that standards are maintained in all the hotels bearing its brand.

The debate over brand names thus centres on the question of whether consumers are rational in 
preferring brand names over generic substitutes. Critics argue that brand names are the result of an 
irrational consumer response to advertising. Defenders of brand names argue that consumers have good 
reason to pay more for brand name products because they can be more confident in the quality of these 
products.

concluSIon
Monopolistic competition is true to its name: it is a hybrid of monopoly and competition. Like a monopoly, 
each monopolistic competitor faces a downwards sloping demand curve and, as a result, charges a price 
above marginal cost. As in a perfectly competitive market, there are many firms, and entry and exit drive 
the profit of each monopolistic competitor towards zero. Table 12.2 summarizes these lessons.

Because monopolistically competitive firms produce differentiated products, each firm advertises to 
attract customers to its own brand. To some extent, advertising manipulates consumers’ tastes, promotes 
irrational brand loyalty and impedes competition. Equally, advertising can provide information, establish 
brand names of reliable quality and foster competition.

The theory of monopolistic competition seems to describe many markets in the economy, but the 
theory does not yield simple and compelling advice for public policy. From the standpoint of the economic 
theorist, the allocation of resources in monopolistically competitive markets is not perfect. Yet, from the 
standpoint of a practical policymaker, there may be little that can be done to improve it.

Monopolistic competition: between perfect competition and Monopoly Market Structure

Market structure

Perfect 
competition

Monopolistic 
competition Monopoly

Features that all three market structures share
Goal of firms Maximize profits Maximize profits Maximize profits
Rule for maximizing MR MC5 MR MC5 MR MC5

Can earn economic profits in the 
short run?

Yes Yes Yes

Features that monopoly and monopolistic competition share
Price-taker? Yes No No
Price P MC5 P MC. P MC.

Produces welfare-maximizing 
level of output?

Yes No No

Features that perfect competition and monopolistic competition share
Number of firms Many Many One
Entry in long run? Yes Yes No
Can earn economic profits in 

long run?
No No Yes

table 12.2
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SuMMarY
 ● A monopolistically competitive market is characterized by three attributes: many firms, differentiated products and 

free entry.

 ● The equilibrium in a monopolistically competitive market differs from that in a perfectly competitive market in two 
related ways. First, each firm in a monopolistically competitive market has excess capacity. That is, it operates on the 
downwards sloping portion of the average total cost curve. Second, each firm charges a price above marginal cost.

 ● Monopolistic competition has the standard deadweight loss of monopoly caused by the mark-up of price over 
marginal cost. In addition, the number of firms (and thus the variety of products) can be too large or too small. In 
practice, the ability of policymakers to correct these inefficiencies is limited.

 ● The product differentiation inherent in monopolistic competition leads to the use of advertising and brand names. 
Critics of advertising and brand names argue that firms use them to take advantage of consumer irrationality and 
to reduce competition. Defenders of advertising and brand names argue that firms use them to inform consumers 
and to compete more vigorously on price and product quality.

product Differentiation
The vast majority of people reading this will have seen and be aware of marker pens. They are used not only in 
education but in all types of business. The value of the market in 2018 was estimated at around €270 million and 
is projected to increase to almost €340 million by 2026. You might think that there is not much of a way to differ-
entiate marker pens – wouldn’t one manufacturer of marker pens produce an item pretty much the same as any 
other?

Apparently, that is not the case. For a start, there are permanent marker pens and non-permanent; then there are 
refillable and disposable types. Then of course there will be a wide variety of different coloured markers covering all 
hues of the rainbow. But it doesn’t end there. Manufacturers are producing pens with scented inks, pens which don’t 
contain xylene, an oil-based chemical, pens with ink resistant to ultraviolet light to reduce the chances of fading, 
fluorescent inks, casing made from recycled materials, pens for a variety of different uses including on whiteboards, 
paper, plastic, glass, metal and wood, different 
width tips, in multipacks and sold singly, and 
pens that come with stylus tips or light beams 
which can be used with other technologies or on 
presentation screens.

In addition to providing a wide range of differ-
entiation tactics in producing the pens, manufac-
turers are also exploring different routes to market. 
These routes might include selling into educational 
institutions at different levels, through special-
ist stationery outlets, supermarkets, department 
stores and, of course, online. There are a large 
number of firms producing marker pens, some 
are relatively large and well known, some much 
smaller. Well-known producers include the likes of 
Conway Stewart, Crayola, Staedtler, Stabilo Boss, 
Niceday, Sharpie, BIC and Edding, but there are 
many more producers in the market.

In the newS

One marker pen might be seen as being very much like another but 
firms in this industry still seek to differentiate their products. 

(Continued )
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Critical Thinking Questions

1 to what extent would you agree that the market for marker pens is monopolistically competitive? would you 
need other information to answer this question fully? If so, what information do you think you would need?

2 what benefits do you think differentiation provides to marker pen manufacturers?
3 to what extent are new technologies in education and business, in relation to the way information is presented, 

a competitive threat to marker pen producers?
4 the value of the market is estimated to rise by around 2.8  per cent a year by 2026. given this growth rate, what 

sort of profits do you think that firms in this market are making? explain.
5 how important do you think that advertising and branding are in a market like that for marker pens?

QueStIonS for revIew
1 Describe the three attributes of monopolistic competition. How is monopolistic competition like monopoly? How is it like 

perfect competition?

2 Identify five ways a firm in a monopolistically competitive market might seek to differentiate its products from its rivals.

3 Draw a diagram depicting a firm in a monopolistically competitive market that is making profits. Now show what happens 
to this firm as new firms enter the industry.

4 Draw a diagram of the long-run equilibrium in a monopolistically competitive market. How is price related to average 
total cost? How is price related to marginal cost?

5 What is the importance of freedom of entry and exit to the long-run outcome in a monopolistically competitive market?

6 Does a monopolistic competitor produce too much or too little output compared to the most efficient level? What 
practical considerations make it difficult for policymakers to solve this problem?

7 Is the purpose of advertising simply to shift the demand curve for a product to the right?

8 How might advertising reduce economic well-being? How might advertising increase economic well-being?

9 How might advertising with no apparent informational content in fact convey information to consumers?

10 Explain two benefits that might arise from the existence of brand names.

probleMS anD applIcatIonS
1 Classify the following markets as perfectly competitive, monopolistic or monopolistically competitive, and explain your 

answers:
a. wooden HB pencils
b. bottled water
c. copper
d. strawberry jam
e. lipstick.

2 What feature of the product being sold distinguishes a monopolistically competitive firm from a monopoly firm?

3 The chapter states that monopolistically competitive firms could increase the quantity they produce and lower the 
average total cost of production. Why don’t they do so?

4 Sparkle is one firm of many in the market for toothpaste, which is in long-run equilibrium.
a. Draw a diagram showing Sparkle’s demand curve, marginal revenue curve, average total cost curve and marginal 

cost curve. Label Sparkle’s profit-maximizing output and price.
b. What is Sparkle’s profit? Explain.
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c. On your diagram, show the consumer surplus derived from the purchase of Sparkle toothpaste. Also show the 
deadweight loss relative to the efficient level of output.

d. If the government forced Sparkle to produce the efficient level of output, what would happen to the firm? What would 
happen to Sparkle’s customers?

5 Do monopolistically competitive markets typically have the optimal number of products? Explain.

6 Consider a monopolistically competitive market with N  firms. Each firm’s business opportunities are described by the 
following equations:

5 2Demand: Q
N

P
100

5 2Marginal Revenue: MR
MR
N

Q2

5 1Total Cost: TC Q50 2

5Marginal Cost: MC Q2

a. How does N , the number of firms in the industry, affect each firm’s demand curve? Why?
b. How many units does each firm produce? (The answers to this and the next two questions depend on N .)
c. What price does each firm charge?
d. How much profit does each firm make?
e. In the long run, how many firms will exist in this market?

7 If you were thinking of entering the ice cream business, would you try to make ice cream that is just like one of the 
existing (successful) brands? Explain your decision using the ideas in this chapter.

8 Describe three adverts that you have seen on TV. In what ways, if any, were each of these adverts socially useful? In 
what ways were they socially wasteful? Did the adverts affect the likelihood of your buying the product? Why or why 
not?

9 For each of the following pairs of firms, explain which firm would be more likely to engage in advertising:
a. A family-owned farm or a family-owned restaurant.
b. A manufacturer of forklift trucks or a manufacturer of cars.
c. A company that invented a very reliable watch or a company that invented a less reliable watch that costs the same 

amount to make.

10 The makers of Panadol pain reliever do a lot of advertising and have very loyal customers. In contrast, the makers of 
generic paracetamol do no advertising, and their customers shop only for the lowest price. Assume that the marginal 
costs of Panadol and generic paracetamol are the same and constant.
a. Draw a diagram showing Panadol’s demand, marginal revenue and marginal cost curves. Label Panadol’s price and 

mark-up over marginal cost.
b. Repeat part (a) for a producer of generic paracetamol. How do the diagrams differ?
c. Which company has the bigger mark-up? Explain.
d. Which company has the bigger incentive for careful quality control? Why?
e. How might barriers to entry influence the behaviour of the makers of Panadol ?
f. What factors would affect the extent to which the makers of Panadol could engage in predatory or destroyer pricing 

to force out competitors in this market?
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13 Market StructureS III: 
OlIgOpOly

the Europeans love chocolate. The average German eats about 180 62-gram bars of chocolate a year. 
The Belgians are not far behind at 177 bars, the Swiss around 173 and the British eat around 164 bars 

per year. There are many firms producing chocolate in Europe including Anthon Berg in Denmark, Camille 
Bloch, Lindt and Favarger in Switzerland, Guylian and Godiva in Belgium, and Hachez in Germany. How-
ever, Europeans are liable to find that what they are eating is likely to be made by one of three companies: 
Cadbury (owned by the US firm Kraft), Mars or Nestlé. These firms dominate the chocolate industry in the 
European Union. Being so large and dominant, they can influence the quantity of chocolate bars produced 
and, given the market demand curve, the price at which chocolate bars are sold.

The European market for chocolate bars is a further example of imperfect competition, but in this case 
the market is dominated by a relatively small number of very large firms. This type of imperfect compe-
tition is referred to as oligopoly – competition among the few. In oligopolistic markets, there might be 
many thousands of firms in the industry, but sales are dominated by a small number of firms.

oligopoly competition among the few – a market structure in which only a few sellers offer similar or identical products 
and dominate the market

concentration ratio the proportion of total market share accounted for by a particular number of firms

The market is said to be concentrated in the hands of a few firms. The concentration ratio refers to 
the proportion of total market share accounted for by a particular number of firms. A two-firm concentra-
tion ratio of 90 per cent, for example, means that 90 per cent of all sales in the market are accounted for 
by just two firms. A five-firm concentration ratio of 75 per cent means that three-quarters of all sales in the 
market are accounted for by five firms. The small number of dominant sellers makes rigorous competition 
less likely, and it makes strategic interactions among them vitally important. As a result, the actions of any 
one seller in the market can have a large impact on the profits of all the other sellers. That is, oligopolistic 
firms are interdependent in a way that competitive firms are not. Our goal in this chapter is to see how this 
interdependence shapes firms’ behaviour and what problems it raises for public policy.

characterIStIcS Of OlIgOpOly
The main characteristic of oligopolistic markets is that there are a relatively small number of dominant 
firms in the market. Each firm may offer a product similar or identical to the others. One example is the 
market for chocolate bars. Other examples include the world market for crude oil – a few countries in the 
Middle East control much of the world’s oil reserves – and supermarkets in parts of Europe. In the UK, 
for example, there are many thousands of firms selling groceries, but the industry is dominated by four 
very large firms: Tesco, Sainsbury’s, Morrisons and Asda. There are approximately a dozen companies that 
now sell cars in Europe, so whether this can be described as an oligopoly is open to debate. There are 
thousands of small independent breweries across Europe, but sales are dominated by a relatively small 
number of firms: A-B InBev, Heineken, Carlsberg and SABMiller.
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Differentiation
Firms in oligopolistic market structures do sell products that are similar but may seek to differentiate them-
selves in some way. One lager, for example, is not that dissimilar to many others, but somehow brewing 
firms try to convince customers that their particular lager is different. This may be done through making 
the alcohol content higher or lower (or even zero alcohol), having a beer that is light in calories, in the way 
the product is packaged, how the beer stays fizzy and so on.

Firms such as Procter & Gamble (P&G) produce household care products including Daz, Ariel, Bold 
and Fairy washing products. These are essentially all products to wash clothes, but P&G finds ways to 
differentiate this product portfolio. Even within a particular brand, they produce different versions of each, 
such as washing powders, tablets and liquids, with or without fabric softener and/or stain remover. P&G is 
trying to differentiate its products to meet different customer needs and market segments, and to capture 
market share from its rivals. Market segments refer to the way in which firms break down customers 
into groups with similar buying habits or characteristics such as age, culture, gender, income, location, 
aspiration, interest, background and so on.

Self teSt Look at the following markets. Which do you think can be classed as being oligopolistic market 
structures in the country where you live, and what is the approximate concentration ratio in each case?
Banking, mobile phone networks, insurance, the chemical industry, electrical goods, detergents and entertainment.

market segments the breaking down of customers into groups with similar buying habits or characteristics

Interdependence
Because oligopolistic markets are dominated by a few large firms, they are said to be interdependent. This 
means that what one firm does has some influence on the others and each firm may or may not react to 
the decisions of others. Each firm in the industry will be considering its own actions, but its behaviour will 
be influenced by what it thinks the action and reaction of its rivals will be.

A result of this interdependence is that tension can arise between firms of whether to cooperate or 
act purely in self-interest. The group of oligopolists is best off cooperating and acting like a monopolist – 
producing a small quantity of output and charging a price above marginal cost. Yet because each oligopolist 
cares about only its own profit, there are powerful incentives at work that hinder a group of firms from 
maintaining the monopoly outcome.

a Duopoly example
To understand the behaviour of oligopolies, let’s consider an oligopoly with only two members, called a 
duopoly. Duopoly is the simplest type of oligopoly. Oligopolies with three or more members face the same 
problems as oligopolies with only two members, so we do not lose much by analyzing the case of duopoly.

Imagine a town in which only two residents – Jacques and Joelle – own wells that produce water safe 
for drinking. Each Saturday, Jacques and Joelle decide how many litres of water to pump, bring the water 
to town and sell it for whatever price the market will bear. To keep things simple, suppose that Jacques and 
Joelle can pump as much water as they want without cost. That is, the marginal cost of water equals zero.

Table 13.1 shows the town’s demand schedule for water. The first column shows the total quantity 
demanded, and the second column shows the price. If the two well owners sell a total of 10 litres of water, 
water sells for €110 a litre. If they sell a total of 20 litres, the price falls to €100 a litre, and so on. Graphing 
these two columns of numbers gives the standard downwards sloping demand curve.

The last column in Table 13.1 shows the total revenue from the sale of water. It equals the quantity 
sold times the price. Because there is no cost to pumping water, the total revenue of the two producers 
equals their total profit.
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Let’s now consider how the organization of the town’s water industry affects the price of water and the 
quantity of water sold.

competition, Monopolies and cartels
Table 13.1 shows that total profit is maximized at a quantity of 60 litres and a price of €60 a litre. A 
profit-maximizing monopolist, therefore, would produce this quantity and charge this price, which would 
exceed marginal cost. The result would be inefficient as the quantity of water produced and consumed 
would fall short of the socially efficient level of 120 litres.

What outcome should we expect from our duopolists? The tension between self-interest and coopera-
tion exists because of the characteristic of interdependence. One possibility is that Jacques and Joelle get 
together and agree on the quantity of water to produce and the price to charge for it. Such an agreement 
among firms over production and price is called collusion, and the group of firms acting in unison is called 
a cartel. Once a cartel is formed, the market is in effect served by a monopoly, and we can apply analysis 
assuming monopoly. That is, if Jacques and Joelle were to collude, they would agree on the monopoly 
outcome because that outcome maximizes the total profit that the producers can get from the market. 
Our two producers would produce a total of 60 litres, which would be sold at a price of €60 a litre. Once 
again, price exceeds marginal cost, and the outcome is socially inefficient.

total revenue from the Sale of Water

Quantity (in 
litres) Price (€)

Total revenue (and 
total profit €)

0 120 0
10 110 1,100
20 100 2,000
30 90 2,700
40 80 3,200
50 70 3,500
60 60 3,600
70 50 3,500
80 40 3,200
90 30 2,700

100 20 2,000
110 10 1,100
120 0 0

table 13.1

collusion an agreement among firms in a market about quantities to produce or prices to charge
cartel a group of firms acting in unison

A cartel must agree not only on the total level of production but also on the amount produced by each 
member. In our case, Jacques and Joelle must agree how to split between themselves the monopoly 
production of 60 litres. Each member of the cartel will want a larger share of the market because a larger 
market share means larger profit. If Jacques and Joelle agreed to split the market equally, each would 
produce 30 litres, the price would be €60 a litre and each would get a profit of €1,800.

the equilibrium for an Oligopoly
Although oligopolists would like to form cartels and earn monopoly profits, often that is not possible. 
Competition laws prohibit explicit agreements among oligopolists as a matter of public policy. In addi-
tion, squabbling among cartel members over how to divide the profit in the market sometimes makes 
agreement among them impossible. Let’s therefore consider what happens if Jacques and Joelle decide 
separately how much water to produce.
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At first one might expect Jacques and Joelle to reach the monopoly outcome on their own, for this 
outcome maximizes their joint profit. In the absence of a binding agreement, however, the monopoly 
outcome is unlikely. To see why, imagine that Jacques expects Joelle to produce only 30 litres (half of the 
monopoly quantity). Jacques would reason as follows:

I could produce 30  litres as well. In this case, a total of 60  litres of water would be sold at a price of 
€60  a litre. My profit would be €1,800 3( 30 litres €60 a litre) . Alternatively, I could produce 40  litres. 
In this case, a total of 70 litres of water would be sold at a price of €50  a litre. My profit would be 
€2,000 3( 40 litres €50 a litre) . Even though total profit in the market would fall, my profit would be 
higher, because I would have a larger share of the market.

Because of the interdependence between the two firms, Joelle might reason the same way. If so, Jacques 
and Joelle would each bring 40 litres to town. Total sales would be 80 litres, and the price would fall to €40.  
Thus if the duopolists individually pursue their own interest when deciding how much to produce, they 
produce a total quantity greater than the monopoly quantity, charge a price lower than the monopoly price 
and earn total profit less than the monopoly profit.

Although the logic of self-interest increases the duopoly’s output above the monopoly level, it does not 
push the duopolists to reach the competitive allocation. Consider what happens when each duopolist is 
producing 40 litres. The price is €40, and each duopolist makes a profit of €1,600. In this case, Jacques’s 
self-interested logic leads to a different conclusion:

My profit is €1,600 . Suppose I increase my production to 50  litres. In this case, a total of 90 litres of 
water would be sold, and the price would be €30 a litre. Then my profit would be only €1,500. Rather 
than increasing production and driving down the price, I am better off keeping my production at 40 litres.

The outcome in which Jacques and Joelle each produce 40 litres looks like some sort of equilibrium. In 
fact, this outcome is called a Nash equilibrium (named after mathematician, John Nash). A Nash equilib-
rium is a situation in which economic actors interacting with one another each choose their best strategy 
given the strategies the others have chosen. In this case, given that Joelle is producing 40 litres, the best 
strategy for Jacques is to produce 40 litres. Similarly, given that Jacques is producing 40 litres, the best 
strategy for Joelle is to produce 40 litres. Once they reach this Nash equilibrium, neither Jacques nor 
Joelle has an incentive to make a different decision.

Nash equilibrium a situation in which economic actors interacting with one another each choose their best strategy 
given the strategies that all the other actors have chosen

Oligopolists would be better off cooperating and reaching the monopoly outcome. Yet because they 
pursue their own self-interest, they do not end up reaching the monopoly outcome and maximizing their 
joint profit. Each oligopolist is tempted to raise production and capture a larger share of the market. As 
each of them tries to do this, total production rises and the price falls.

At the same time, self-interest does not drive the market all the way to the competitive outcome. Like 
monopolists, oligopolists are aware that increases in the amount they produce reduce the price of their 
product. Therefore they stop short of following the competitive firm’s rule of producing up to the point 
where price equals marginal cost.

In summary, when firms in an oligopoly individually choose production to maximize profit, they produce 
a quantity of output greater than the level produced by monopoly and less than the level produced by 
competition. The oligopoly price is less than the monopoly price but greater than the competitive price 
(which equals marginal cost).

how the Size of an Oligopoly affects the Market Outcome
We can use the insights from this analysis of duopoly to discuss how the size of an oligopoly is likely to 
affect the outcome in a market. Suppose, for instance, that Monika and Liesel suddenly discover water 
sources on their property and join Jacques and Joelle in the water oligopoly. The demand schedule 
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in Table 13.1 remains the same, but now more producers are available to satisfy this demand. How 
would an increase in the number of sellers from two to four affect the price and quantity of water in 
the town?

If the sellers of water could form a cartel, they would once again try to maximize total profit by produc-
ing the monopoly quantity and charging the monopoly price. Just as when there were only two sellers, 
the members of the cartel would need to agree on production levels for each member and find some way 
to enforce the agreement. As the cartel grows larger, however, this outcome is less likely. Reaching and 
enforcing an agreement becomes more difficult as the size of the group increases.

If the oligopolists do not form a cartel – perhaps because competition laws prohibit it – they must each 
decide on their own how much water to produce. To see how the increase in the number of sellers affects 
the outcome, consider the decision facing each seller. At any time, each well owner has the option to raise 
production by 1 litre. In making this decision, the well owner weighs two effects:

 ● The output effect. Because price is above marginal cost, selling one more litre of water at the going 
price will raise profit.

 ● The price effect. Raising production will increase the total amount sold, which will lower the price of 
water and lower the profit on all the other litres sold.

If the output effect is larger than the price effect, the well owner will increase production. If the price effect 
is larger than the output effect, the owner will not raise production. (In fact, in this case, it is profitable 
to reduce production.) Each oligopolist continues to increase production until these two marginal effects 
exactly balance, taking the other firms’ production as given.

Now consider how the number of firms in the industry affects the marginal analysis of each oligopolist. 
The larger the number of sellers, the less concerned each seller is about its own impact on the market 
price. That is, as the oligopoly grows in size, the magnitude of the price effect falls. When the oligopoly 
grows very large, the price effect disappears altogether, leaving only the output effect. In this extreme 
case, each firm in the oligopoly increases production as long as price is above marginal cost.

We can now see that a large oligopoly is essentially a group of competitive firms. A competitive firm 
considers only the output effect when deciding how much to produce; because a competitive firm is a 
price-taker, the price effect is absent. Thus as the number of sellers in an oligopoly grows larger, an oli-
gopolistic market looks more and more like a competitive market. The price approaches marginal cost and 
the quantity produced approaches the socially efficient level.

the effects of International trade Imagine that Toyota and Honda are the only car manufacturers in 
Japan, Volkswagen and BMW are the only car manufacturers in Germany, and Citroën and Peugeot are 
the only car manufacturers in France. If these nations prohibited international trade in cars, each would 
have a motorcar oligopoly with only two members, and the market outcome would likely depart sub-
stantially from the competitive equilibrium. With international trade, however, the car market is a world 
market and the oligopoly in this example has six members. Allowing free trade increases the number of 
producers from which each consumer can choose, and this increased competition keeps prices closer 
to marginal cost. Thus the theory of oligopoly provides a reason why all countries can benefit from 
free trade.

Self teSt If the members of an oligopoly could agree on a total quantity to produce, what quantity would 
they choose? If the oligopolists do not act together but instead make production decisions individually, do they 
produce a total quantity more or less than in your answer to the previous question? Why?

gaMe theOry anD the ecOnOMIcS Of cOOperatIOn
As we have seen, oligopolies would like to reach the monopoly outcome, but doing so requires cooper-
ation which at times is difficult to maintain. In this section we look more closely at the problems people 
face when cooperation is desirable but difficult. To analyze the economics of cooperation, we need to learn 
a little about game theory.
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Game theory is the study of how people behave in strategic situations. By ‘strategic’ we mean a situ-
ation in which each person, when deciding what actions to take, must consider how others might respond 
to that action. Because the number of firms in an oligopolistic market is small, each firm must act strate-
gically. Each firm knows that its profit depends not only on how much it produces but also on how much 
the other firms produce. In making its production decision, each firm in an oligopoly should consider how 
its decision might affect the production decisions of all the other firms.

game theory the study of how people behave in strategic situations

payoff matrix a table showing the possible combination of outcomes (payoffs) depending on the strategy chosen by 
each player

Game theory is extremely useful for understanding the behaviour of oligopolies. In the following section 
we present some of the principles of game theory which have been applied to firms in oligopolistic markets.

In any game there are players or actors (which might be firms) who face various options in decision- 
making, which are called strategies. In making a decision (choosing a strategy) there are outcomes or 
payoffs that arise as a result of the decision. Each player is assumed to know their own mind and to be 
able to identify the payoff of the strategy they choose. However, each player knows that their opponent or 
rival also faces the same decisions and strategies and that these will also have associated payoffs. This has 
been referred to as the ‘I think they think that I think that they think that I think …’ scenario. Each player, 
therefore, must put themselves into the position of the other player(s) before deciding on a strategy. The 
choices are represented as a payoff matrix, which is a table showing the possible combination of out-
comes (payoffs) depending on the strategy chosen by each player.

Keep Agreement

Firm X

Break Agreement

Keep Agreement Break Agreement
Firm Y

Profit = €100

Profit = €50

Profit = €200

Profit = €50Profit = €100

Profit = €200 Profit = €25

Profit = €25

payoff Matrix
The matrix shows two players, Firm X 
and Firm Y, and the decisions they can 
take with regard to keeping or breaking 
their agreement. The triangles show the 
payoff associated with their respective 
decisions.

fIgure 13.1

Imagine that the two players are firms X  and Y , who enter into an agreement to fix the price in a market. 
The payoff to each firm is the profit they make as a result of the agreement. Firm X  is represented on the 
vertical plane of the matrix. It has two strategies – keep the agreement or break the agreement. The payoffs it 
faces are represented in the beige triangles of the matrix. Firm Y  is represented on the horizontal plane of the 
matrix and it also faces the same strategies. Its payoffs are represented in the blue triangles of the matrix.

Assume that both Firm X  and Firm Y  make the decision to keep to the agreement. The payoff to both 
is given by looking at the top left-hand quadrant and the payoff is that both firms take a profit of €100. If 
Firm X  keeps to the agreement but Firm Y  opts to break the agreement, then the payoffs are given by 
the top right-hand quadrant. In this case, Firm X  will gain a profit of €50 but Firm Y  gets a profit of €200. 
If Firm Y  keeps the agreement but Firm X  breaks the agreement the payoffs are given by the bottom left 
quadrant – Firm X  gains a profit of €200 and Firm Y  of €50. If both firms break the agreement the outcome 
is the bottom right quadrant, and both earn a profit of €25.

For example, look at the payoff matrix represented by Figure 13.1.
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the ‘prisoner’s Dilemma’
The ’prisoner’s dilemma‘ is a game which provides insight into the difficulty of maintaining cooperation. 
Many times in life, people fail to cooperate with one another even when cooperation would make them all 
better off. An oligopoly is just one example.

The prisoner’s dilemma is a story about two criminals who have been captured by the police. Let’s 
call them Mr Green and Mr Blue. The police have enough evidence to convict Mr Green and Mr Blue of a 
crime, illegal distribution of drugs, so that each would spend a year in jail given existing sentencing rules. 
The police also suspect that the two criminals have committed a jewellery robbery together in which a 
victim was badly injured, but they lack hard evidence to convict them of this major crime. The police ques-
tion Mr Green and Mr Blue in separate rooms and offer each of them the following deal:

With the evidence we have on selling drugs we can lock you up for one year. If you confess to the jew-
ellery robbery and implicate your partner, however, we’ll give you immunity and you can go free. Your 
partner will get 20  years in jail. But if you both confess to the crime, we won’t need your testimony 
and we can avoid the cost of a trial, so you will each get an intermediate sentence of eight years.

The possible outcomes, one year in prison, go free, etc. are the payoffs. If Mr Green and Mr Blue care 
only about their own sentences, what would you expect them to do? Would they confess or remain silent? 
Figure 13.2 shows their choices.

the prisoner’s Dilemma
In this game between two criminals 
suspected of committing a crime, the 
sentence that each receives depends 
both on their decision whether to 
confess or remain silent and on the 
decision made by the other.

fIgure 13.2

Mr Green’s decision

Confess

Confess

Remain
silent

Remain silent

Mr Green gets 20 years

Mr Blue gets 20 years

Mr Green gets 1 year

Mr Blue gets 1 year

Mr Blue’s
decision

Mr Blue goes free

Mr Green goes free

Mr Green gets 8 years

Mr Blue gets 8 years

Each prisoner has two strategies: confess or remain silent. The sentence each prisoner gets depends 
on the strategy they choose and the strategy chosen by their partner in crime.

Consider first Mr Green’s decision. He reasons as follows:

What is Mr Blue is going to do? If he remains silent, my best strategy is to confess, since then I’ll go 
free rather than spending a year in jail. If he confesses, my best strategy is still to confess, since then I’ll 
spend eight years in jail rather than 20. So, regardless of what Mr Blue does, I am better off confessing.

In the language of game theory, a strategy is called a dominant strategy if it is the best strategy for a 
player to follow regardless of the strategies pursued by other players. In this case, confessing is a dom-
inant strategy for Mr Green. He spends less time in jail if he confesses, regardless of whether Mr Blue 
confesses or remains silent.

prisoner’s dilemma a particular ‘game’ between two captured prisoners that illustrates why cooperation is difficult to 
maintain even when it is mutually beneficial
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Mr Blue faces exactly the same choices as Mr Green, and he reasons in much the same way. Regard-
less of what Mr Green does, confessing is also a dominant strategy for Mr Blue.

In the end, both Mr Green and Mr Blue confess, and both spend eight years in jail. Yet, from their stand-
point, this is a terrible outcome. If they had both remained silent, both of them would have been better off, 
spending only one year in jail on the drugs charge. By each pursuing his own interests, the two prisoners 
together reach an outcome that is worse for each of them.

To see how difficult it is to maintain cooperation, imagine that before the police captured Mr Green and 
Mr Blue, the two criminals had made a pact not to confess. Clearly, this agreement would make them 
both better off if they both live up to it, because they would each spend only one year in jail. The tempta-
tion of both individuals, however, would be to renege on their pact. Mr Blue, for example, might reason 
that if Mr Green does remain silent, he can go free by confessing. Mr Green applies the same logic and 
self-interest takes over and leads them to confess. Cooperation between the two prisoners is difficult to 
maintain, because cooperation is individually irrational.

Oligopolies as a prisoner’s Dilemma
The tension between self-interest and cooperation exemplified in the prisoner’s dilemma is very similar 
to the tensions that exist between firms in imperfect competition and particularly between oligopolistic 
firms. Game theory has been applied extensively to the analysis of oligopolies as a result.

Consider an oligopoly with two countries: Iran and Saudi Arabia. Both countries sell crude oil. After 
prolonged negotiation, the countries agree to keep oil production low to keep the world price of oil high. 
After they agree on production levels, each country must decide whether to cooperate and live up to this 
agreement or to ignore it and produce at a higher level. Figure 13.3 shows the payoff matrix and how the 
profits of the two countries depend on the strategies they choose.

dominant strategy a strategy that is best for a player in a game regardless of the strategies chosen by the other players

Saudi Arabia’s decision

High production

High
production

Low
production

Low production

Iran’s
decision

Saudi Arabia gets $40 billion

Saudi Arabia gets $60 billion

Saudi Arabia gets $30 billion

Saudi Arabia gets $50 billion

Iran gets $60 billion

Iran gets $50 billionIran gets $30 billion

Iran gets $40 billion

an Oligopoly game
In this game between 
members of an oligopoly, 
the profit that each earns 
depends on both its 
production decision and 
the production decision of 
the other oligopolist.

fIgure 13.3

If both countries stick to their agreement they would earn $50 billion in profit (the bottom right-hand 
quadrant). Suppose, however, you are the leader of Saudi Arabia. You might reason as follows:

I could keep production low as we agreed, or I could raise my production and sell more oil on world 
markets. If Iran lives up to the agreement and keeps its production low, then my country earns profit 
of $60  billion (oil is priced in US dollars) with high production compared to $50  billion if I stick to our 
agreement and maintain low production. In this case, my country is better off with high production.
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If, however, Iran fails to live up to the agreement and produces at a high level, then my country 
earns $40 billion with high production and $30 billion with low production. Once again, my country 
is better off with high production. Regardless of what Iran chooses to do, my country is better off 
reneging on our agreement; producing at a high level is thus my dominant strategy.

Of course, Iran reasons in exactly the same way, and so both countries pursue their dominant strategy and 
produce at a high level. The result is the inferior outcome (from Iran and Saudi Arabia’s standpoint) with 
each country earning $40 billion in profits instead of the $50 billion they could have earned if they had both 
stuck to their agreement.

This example illustrates why oligopolies have trouble maintaining monopoly profits. The monopoly out-
come is jointly rational for the oligopoly, but each oligopolist has an incentive to cheat. Just as self-interest 
drives the prisoners in the prisoner’s dilemma to confess, self-interest makes it difficult for the oligopoly 
to maintain the cooperative outcome with low production, high prices, and monopoly profits.

Other examples of the prisoner’s Dilemma
advertising When two firms advertise to attract the same customers, they face a problem similar to 
the prisoner’s dilemma. For example, consider the decisions facing two chemical companies, BASF and 
Evonik. If neither company advertises, the two companies split the market and earn €4 million in profit. If 
both advertise, they again split the market, but profits are lower at €3 million each, since each company 
must bear the cost of advertising. If one company advertises while the other does not, the one that adver-
tises attracts customers from the other.

Figure 13.4 shows how the profits of the two companies depend on their actions. You can see that 
advertising is a dominant strategy for each firm. Thus both firms choose to advertise, even though both 
firms would be better off if neither firm advertised.

an advertising 
game
In this game between 
firms selling similar 
products, the profit 
that each earns 
depends on both 
its own advertising 
decision and the 
advertising decision of 
the other firm.

fIgure 13.4
Evonik’s decision

BASF’s
decision

Advertise

Advertise

Don’t advertise

Don’t advertise

Evonik gets €5
million profit 

Evonik gets €2
million profit 

Evonik gets €3
million profit 

Evonik gets €4
million profit 

BASF gets €4
million profit

BASF gets €2
million profit

BASF gets €3
million profit

BASF gets €5
million profit

common resources Imagine that two oil companies – Shell and BP – own adjacent oil fields. Under the 
fields is a common pool of oil worth €12 million. Drilling a well to recover the oil costs €1 million. If each 
company drills one well, each will get half of the oil and earn a €5 million profit (€6 million in revenue minus 
€1 million in costs).

Suppose that either company could drill a second well. If one company has two of the three wells, that 
company gets two-thirds of the oil, which yields a profit of €6 million ( 5two-thirds of €12 million €8 million
minus €2 million in costs to drill two wells). The other company gets the remaining one-third of the oil, 
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for a profit of €3 million (€4 million minus €1 million in drilling costs). If each company drills a second well, 
the two companies again split the oil. In this case, each bears the cost of a second well, so profit is only 
€4 million for each company.

Figure 13.5 shows the game. Drilling two wells is a dominant strategy for each company. Once again, 
the self-interest of the two players leads them to an inferior outcome.

a common resources 
game
In this game between 
firms pumping oil from a 
common pool, the profit 
that each earns depends 
on both the number of 
wells it drills and the 
number of wells drilled 
by the other firm.

fIgure 13.5
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nash equilibrium In our analysis of Jacques and Joelle (our economic actors), we mentioned that they 
reach an equilibrium which meant that neither has an incentive to choose any different strategy given the 
strategy that the other adopted. This was referred to as a Nash equilibrium.

The story of John Nash was dramatized in the film A Beautiful Mind, based on a book of the same name 
by Sylvia Nasar. Nash entered the world of game theory in the late 1940s and 1950s and gained the Nobel 
Prize for Economics in 1994 for his contribution to the field. His work has had an impact on a number of 
economic and political situations.

At the heart of Nash’s ideas was the mix of both cooperative and non-cooperative games. In the former, 
there are enforceable agreements between players (which may be in the form of legislation or the threat 
of fines from a regulator or similar) while in the latter there are not. The key thing in both cases is that the 
players in the game know that they cannot predict with any certainty what the other is going to do (exactly 
the situation facing firms in an oligopolistic market). Equally, they know what they want but are aware that 
all the other players think as they do.

The solutions that Nash derived were based around this thinking, where each player had to try to put 
him or herself in the position of others. The ‘equilibrium’ position would be where each player makes a 
decision which represents the best outcome in response to what other players’ decisions are. The defi-
nition of a Nash equilibrium is a point where no player can improve their position by selecting any other 
available strategy while others are also playing their best option and not changing their strategies. One of 
the implications of Nash’s work is that cooperation may well be the best option in the long term.

Let us take an example. Assume there are two firms competing with each other for profits in a market. 
The two firms have three decisions to make with regard to their pricing strategies. They can choose to set 
their price at either €10, €20 or €30. The payoff matrix showing the profits made at these different prices 
is shown in Figure 13.6.

If we look at the situation when each firm decides to set their price at €30, they both make a profit of 
€6 million (the bottom right-hand box). This, however, is not a Nash equilibrium, since Firm A could improve 
its position by reducing its price by €10 to €20, while B’s strategy remains the same (setting price at €30).  
In this case, A would now gain a profit of €10 million rather than €6 million and B would be making  
€2 million as shown in the middle right box of the matrix.
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Let’s compare this to the situation where both firms set their price at €10. In this case, if Firm A decided 
to raise its price to €20, it would be worse off if B continued the strategy of charging €10. In such an 
instance, A would make a loss of €2 million while B would make €6 million. The same position applies to 
Firm B; if it increased its price to €20 but A retained a price of €10, B would now make a loss of €2 million 
while A would make €6 million. There is no incentive, therefore, for either firm to change their position; the 
payoff of zero profit at a price of €10 represents a Nash equilibrium. Any other pricing decision by either 
firm would lead to one having an incentive to change its price to gain some advantage.

The price of €10, however, is not the best outcome for either firm. If they both agreed to charge a price 
of €30 they would both generate profits of €6 million.

cooperative and non-cooperative games Two questions arise from this: can any such agreement be 
enforced, and what happens if the game is repeated many times over? These were questions asked by 
two other Nobel Prize winning economists, Thomas C. Schelling and Robert J. Aumann, who won the Prize 
in 2005. Schelling looked at non-cooperative and cooperative games. Cooperative game theory assumes 
that there is a set of outcomes or agreements that is known to each player and that each player has pref-
erences over these outcomes. Non-cooperative game theory assumes players have a series of strategies 
they could use to gain an outcome and that each player has a preference over their desired outcome. The 
behaviour of firms or individuals might be affected by bargaining which entails some form of conflict of 
interest, but in essence each player will be looking to maximize their returns, while knowing at the same 
time that some agreement is preferable to no agreement at all. In this scenario, how does a player manage 
to influence the negotiations to move towards their preferred outcome without upsetting the other players 
and thus failing to secure any agreement – an outcome which would be disadvantageous to all concerned, 
including the player?

Schelling proposed that it might be in the interests of the player to worsen their own options to gain 
some sort of concession from another player. Where difficulties arise is if both parties to a conflict make 
commitments that are seen as being irreversible and incompatible. The result could be stalemate and 
potential serious conflict.

In most ‘game’ situations, the protagonists know something about the position of the other – but not 
everything. However, if there is any perceived chink in the armour of the other player, and this is detected 
by the other, then there is a potential benefit to follow the hard route. This is why this sort of game is 
referred to as ‘chicken’ or ‘hawk/dove’. Schelling included other complications to the analysis by looking at 
how the strategies of each player would change in light of threats and action. Schelling noted that parties 
will need to recognize that the costs to them of cheating or reneging, and gaining some short-term ben-
efit, is far outweighed by the costs to them in the longer term of the destruction of the trust that results 
from cheating or reneging. The relationships between players will need to be assessed in the context of 
repeated playing of the game over a period of time.

nash equilibrium
Charging a price of €10 represents the Nash 
equilibrium in this payoff matrix since there 
is no incentive for either Firm A or Firm B 
to change its strategy given the strategy of 
the other.
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This is the area that Aumann worked on – the field of long-term cooperation around game theory. We 
have already seen how, in the prisoner’s dilemma, the dominant strategy for Mr Green and Mr Blue was 
to confess. Aumann asked the question about what the equilibrium outcome would be if the game were 
repeated over and over again, with each prisoner trying to maximize the average payoff from each game.

In such a situation, Aumann showed that the equilibrium outcome was to cooperate because any cheat-
ing on the agreement in the short term would be punishable by a refusal to cooperate at some point in 
the future – and both players would know this. Any short-term gains, therefore, are outweighed by longer-
term losses. Aumann expressed this through what he referred to as a ‘supergame’ – that is, looking at 
the collection of repeated games as a whole game in itself. Aumann’s work was extended to look at how 
groups of players might react in such situations. In an agreement between oligopolists, for example, there 
is always the tendency or incentive for one firm to break the agreement to seek to gain some advantage in 
the market. Aumann’s work suggested that long-term cooperation could be ‘enforced’ by the many against 
the few who might be seeking to defect.

The work was extended in subsequent research to try to take into account the strategies players might 
adopt in repeated games with incomplete information. This provides an incentive to players to hide, or 
seek to conceal, information from their rivals. Firms are very keen to keep their costs to themselves. If one 
player does manage to access information about their rivals and has some form of strategic advantage, 
therefore, what is the best way to utilize this knowledge? If this situation arose, would playing your hand 
to gain short-term benefit reveal that you did actually know more than you were letting on? For the player 
who does not have the information they would like, could they discover anything about the other player’s 
position by reviewing the strategies and decisions made by that player in the past?

Such scenarios are relevant to the world of financial markets where the issue is how to manage people 
who have access to privileged information, such as information about market moves, potential mergers or 
takeovers, announcements about key corporate decisions or product launches, business plans and strate-
gies, and so on, which they can use for personal (or corporate) gain.

the prisoner’s Dilemma and the Welfare of Society
The prisoner’s dilemma describes many of life’s situations, and it shows that cooperation can be difficult 
to maintain, even when cooperation would make both players in the game better off. Clearly, this lack of 
cooperation is a problem for those involved in these situations. But is lack of cooperation a problem from 
the standpoint of society as a whole? The answer depends on the circumstances.

In some cases, the non-cooperative equilibrium is bad for society as well as the players. In the common 
resources game in Figure 13.5, the extra wells dug by Shell and BP are pure waste. In both cases, society 
would be better off if the two players could reach the cooperative outcome. By contrast, in the case of  
oligopolists trying to maintain monopoly profits, lack of cooperation is desirable from the standpoint  
of society as a whole. The monopoly outcome is good for the oligopolists, but it is bad for the consumers of  
the product.

Why people Sometimes cooperate
Cartels sometimes do manage to maintain collusive arrangements, despite the incentive for individual 
members to defect. Very often, the reason that players can solve the prisoner’s dilemma is that they play 
the game not once but many times.

Let’s return to our duopolists, Jacques and Joelle, who would like to maintain the monopoly outcome 
in which each produces 30 litres, but self-interest drives them to an equilibrium in which each produces 
40 litres. Figure 13.7 shows the game they play. Producing 40 litres is a dominant strategy for each player 
in this game.

Imagine that Jacques and Joelle try to form a cartel. To maximize total profit, they would agree to the 
cooperative outcome in which each produces 30 litres. Yet if Jacques and Joelle are to play this game only 
once, neither has any incentive to live up to this agreement. Self-interest drives each of them to renege 
and produce 40 litres. If Jacques takes the decision to renege on the agreement and produce 40 litres 
he stands to earn €2,000 in profit. Joelle thinks exactly the same way and so they both end up producing  
40 litres and earning €1,600 in profit.
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Now suppose that Jacques and Joelle know that they will play the same game every week. When 
they make their initial agreement to keep production low, they can also specify what happens if one party 
reneges. They might agree, for instance, that once one of them reneges and produces 40 litres, both of 
them will produce 40 litres forever after. This penalty is easy to enforce, for if one party is producing at a 
high level, the other has every reason to do the same.

The threat of this penalty may be all that is needed to maintain cooperation. Each person knows that 
defecting would raise his or her profit from €1,800 to €2,000, but this benefit would last for only one week. 
Thereafter, profit would fall to €1,600 and stay there. As long as the players care enough about future 
profits, they will choose to forgo the one-time gain from defection. Thus in a game of repeated prisoner’s 
dilemma, the two players may well be able to reach the cooperative outcome.

tacit collusion A repeated games scenario might also lead to a market outcome in which some form of 
collusion is suspected but in fact has arisen out of firms recognizing that they are interdependent. When 
firm behaviour results in a market outcome that appears to be anti-competitive but has arisen because 
firms acknowledge that they are interdependent, this is referred to as tacit collusion. An example can 
be seen in typical out of town shopping malls where several firms have outlets all selling similar goods – 
carpets, electrical goods, furniture and so on. Shopping around these stores, customers might have their 
suspicions aroused by the fact that regardless of the store, the prices are all very similar and in some 
cases identical. Even the promotional material promising to refund the difference if the customer can find 
the same good elsewhere cheaper looks to be an empty promise given the price similarity.

Jacques and Joelle’s Oligopoly 
game
In this game between Jacques and 
Joelle, the profit that each earns from 
selling water depends on both the 
quantity he or she chooses to sell and 
the quantity the other chooses to sell.

fIgure 13.7
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tacit collusion when firm behaviour results in a market outcome that appears to be anti-competitive but has arisen 
because firms acknowledge they are interdependent

Is this an example of collusion? Have all the firms got together and fixed prices? Not necessarily. This 
may be a case of tacit collusion. A firm selling LED TVs in one part of the shopping mall is likely to be aware 
that if it charges a price higher than its rivals, it will lose sales, but equally it knows that if it competes 
aggressively on price its rivals are likely to follow suit. Each retailer thinks the same way and so prices tend 
to be very similar across the mall. In some cases, retailers will attempt to signal to their rivals that they 
will respond in kind by offering price guarantees such as the offer of refunds (which effectively means the 
store is saying to its rivals, ‘If you charge a lower price we will match it’), and confidently predicting that 
customers will not find the product at a lower price anywhere else (within reason of course). These sorts of 
messages might be thought of as being targeted at the customer, but they can also be seen as being tar-
geted just as much at rivals, hence the suggestion that collusion is taking place, albeit the collusion is tacit.
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Sequential Move games
In the example of the prisoner’s dilemma, the two criminals are interviewed separately. They are pre-
sented with and must determine their strategy without knowledge of what the other has chosen. This is 
an example of what is referred to as a simultaneous move game. In oligopolistic markets, we have seen 
that the market is dominated by a relatively small number of large firms. In making decisions about pro-
duction levels and pricing, it is entirely possible that one firm makes its decision ahead of others in the 
market. This firm may be referred to as the first mover. The strategic choice of the other firms in the market 
can then be made with the benefit of knowing what the first mover has chosen to do. Strategic choices of 
firms in this case are modelled in sequential move games.

the prisoner’s Dilemma tournament

Political scientist, Robert Axelrod, held a tournament which 
invited people to send in computer programs designed to play 
repeated prisoner’s dilemma games. Each program played the 
game with other programs and the winner was the program 
that received the fewest total years in prison. The winner 
turned out to be a simple strategy called tit for tat. In such a 
strategy, a player begins by cooperating and then does what-
ever the other player did last time. A tit for tat player cooper-
ates until the other player defects, so then carries on defecting 
until the other player cooperates again. The strategy starts out 
friendly, penalizes unfriendly players and forgives them if war-
ranted. Axelrod found that this simple strategy did better than 
other more complicated strategies people had sent in.

The strategy is based around the idea that penalties must be 
imposed for non-cooperation, but that the option of returning to 
a cooperative outcome is possible and even preferable. In the 
example of Jacques and Joelle above, the threat to produce  
40 litres forever after one of them reneges is referred to as a 
grim trigger strategy since it leads to an end of cooperation 
forever following the first defection. In contrast, tit for tat is 
referred to as a softer trigger strategy, which allows for for-
giveness and a return to cooperation.

caSe StuDy

Political scientist, Robert Axelrod.

Self teSt Tell the story of the prisoner’s dilemma. Write down a table showing the prisoner’s choices and 
explain what outcome is likely. What does the prisoner’s dilemma teach us about oligopolies?

sequential move games games where players make decisions in sequence with some players able to observe the 
strategic choices of others

In oligopolistic markets, one firm might take a decision to set price at a particular level, set output, 
launch an advertising campaign, launch a new version of a product and so on. How will other firms in the 
market react to these decisions? Sequential move games help analyze the strategic choices available 
to firms.
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Let us return to our assumption of a duopoly consisting of firms X and Y, and that the market in this case 
is for detergents for washing clothes. Firm X has developed a variation on its existing product that includes 
a chemical additive which removes stains more effectively. It knows that its rival, Firm Y, has the ability 
to copy its development once it is launched. Its strategic decision is what price to set for this ‘improved’ 
product. Firm X could set either a high price or a low price.

Firm Y observes what Firm X is doing. It has the choice of ‘entering’ into the market by copying the 
development. In response to Firm X setting a high price or a low price, Firm Y can choose to either enter 
the market or not enter. In this example, we can illustrate the ‘game’ using what is referred to as a ‘game 
tree’ as illustrated in Figure 13.8.

At the top of the tree is Firm X. Its decision is between setting price ‘high’ or ‘low’. This results in two 
so-called information nodes for Firm Y. If Firm X sets a low price, Firm Y can choose to either enter the 
market by copying the development or not enter. Equally, if Firm X sets a high price, Firm Y can also decide 
whether to enter or not enter. Assume that Firm X launches the new improved product at a ‘low’ price. If 
Firm Y enters the market it must incur the costs of investing in the process to ‘copy’ the development and 
launch a rival ‘new improved’ product into the market. If it enters, Firm X will make a profit of €5 million 
and Firm Y will make a loss of €5 million as shown in Figure 13.8. However, if Firm X launches its ‘new 
improved’ product at a low price and Firm Y decides not to enter, Firm X makes a profit of €10 million and 
Firm Y makes zero.

If Firm X chooses to launch the product with a ‘high’ price, Firm Y is again faced with the choice of 
entering or not entering. If it chooses to enter, it will incur the costs of doing so, but because Firm X has 
set a high price, it might choose to launch its rival product with a lower price to undercut Firm X. If Firm Y 
enters, it steals customers from Firm X and ends up with a profit of €7.5 million, but Firm X makes a loss 
of €5 million. If Firm Y decides not to enter, Firm X takes all the profit and makes €15 million. Firm Y, of 
course, will make zero profit.

a Sequential Move Oligopoly game
In this game between Firm X and Firm Y, Firm X is the first mover and 
can set either a high price or a low price. Firm Y can observe Firm X’s 
choice and can choose to either enter the market or not enter. Given 
the ‘payoffs’ Firm X’s strategy should be to set price low even though 
that does not result in the highest profit payoff.

fIgure 13.8
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Firm Y is in a position to be able to observe the actions of Firm X. If it sees that Firm X sets a low price, 
then its best choice is not to enter. Firm X might reason, therefore, that if it sets price low, its rival will not 
enter this market and it will make a profit of €10 million.

If however, Firm Y observes that Firm X sets a high price, its best option is to enter the market, set 
price lower than that of Firm X, and reap a profit of €7.5 million. Firm X, on the other hand, knows that if 
it sets price high, Firm Y will enter and will take its customers and it will make a loss of €5 million. Firm 
X’s strategy, therefore, is clear. It should set a low price and accept the profit of €10 million even though 
it would prefer to set price high and reap a profit of €15 million. This implies that Firm X must be suitably 
convinced that if it set price high, Firm Y would enter. The threat of Firm Y entering must be credible; Firm 
X might have carried out research to assess the extent to which its rival is able to copy its processes and 
also introduce a ‘new improved’ product, and would be able to set a price below the ‘high’ price that Firm 
X sets.
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the nature of credibility
In the example of Firm X and Y, Firm X must be convinced that Firm Y will not enter the market if it sets 
price high, which is its preferred strategy. Firms in an oligopoly will consider their strategic moves in the 
light of what they expect their rivals to do in response. In some instances, one player’s actions might act 
as a constraint on another and so gives the player who makes the move an advantage. However, any move 
made by one player is likely to be met with some response by a rival. The consideration for the firm making 
the initial decision is how, and in what way, their rivals will respond.

Firms in an oligopoly might choose to compete in three broad ways: on price, by differentiating their 
product in some way, or through the output level they set. Let us continue to assume a duopoly con-
sisting of Firm X and Firm Y. Firm X has developed two versions of its new improved washing product, 
one in powder form and one in liquid form. Firm X knows that Firm Y is capable of working on a similar 
development. Firm X has carried out some market research which shows that consumers prefer the liquid 
version to the powder version. The payoff matrix (assume it is represented in millions of euros) is shown 
in Figure 13.9.

a Sequential product choice game
In this game between Firm X and Firm Y, Firm X is contemplating the launch 
of a new improved washing detergent for clothes in two versions, a powder 
form and a liquid form. Firm Y is also capable of producing a similar product 
in the two versions. The different products will be profitable if each firm only 
produces one version.
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In the first instance, let us assume that like the prisoner’s dilemma, the payoff matrix shown in Figure 13.9 
is the situation in a simultaneous move game. The cooperative outcome would be for Firms X and Y to 
launch a different version. If Firm X launches its preferred liquid version, Firm Y would launch a powder ver-
sion and the payoff would be €30 million and €20 million respectively. However, in a simultaneous move 
game, both firms would prefer to launch the liquid version because that generates the most profit, but in 
doing so, the outcome is a loss to both of €10 million.

Now let us assume that the game will be a sequential move game. If both firms are developing these 
new products, they will both incur the costs of development. Firm X knows it has completed its develop-
ment and is ready to launch. It does not know for sure how far Firm Y is in its development process and so 
must decide when to launch its new product. Firm Y also reasons in the same way. Both firms know that 
if they launch first they will gain an advantage over their rival. Which firm will move first? We can represent 
the situation in a game tree as shown in Figure 13.10.

a Sequential choice game
Firm X is trying to decide whether to launch with a powder version of its 
washing detergent or a liquid version. Its preferred strategy is to launch 
the liquid version, but it also knows that its rival could also launch a 
liquid version in which case its payoff would be 210. Firm X could 
generate a profit of € 30  million if it can convince Firm Y that it is going 
to launch the liquid version. Firm Y’s best response to this strategy is to 
launch the powder version to make a profit of € 20  million.
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If Firm X launches the liquid version first, Firm Y’s best option is to launch its powder version. If Firm X 
did this, it gains what is called first mover advantage. However, how it gains this first mover advantage 
is crucial. It is not sufficient for Firm X to simply announce that it is going to launch the liquid version; its 
move must be credible and a clear commitment. Firm X may choose to make its announcement credible 
by signalling its commitment through an extensive marketing campaign, for example.

threats and credibility
It is not sufficient for a firm to simply make a threat to pursue a course of action. The threat must have some 
credibility and be believed by the rival firm. If this can be achieved, the firm making the credible threat is 
able to force the rival firm to pursue a response which is in its interest. For example, if an existing supermar-
ket in a town is facing the entrance of a rival, it might signal that it would match the prices and offers made 
by the new incumbent into the market. This threat might be enough to make the rival think twice about 
making the investment to enter the market, but it has to be believed. The rival may have information that 
the existing firm’s cost structure is such that it would not be capable of maintaining any price or offer parity 
in the long run and so the threat by the existing firm is not credible; in other words it is an empty threat.

entry barrIerS In OlIgOpOly
Oligopolistic firms have the characteristic that they act strategically. We have looked at game theory as 
a way of explaining the interdependence of firms in oligopolies and how this can affect their behaviour. 
In addition, oligopolistic firms might benefit from the fact that there are barriers to entry to the industry 
which limits new competitors from entering the market. Where firms in an oligopoly are large, they may 
benefit from economies of scale, which mean that firms operate at a lower point on the long-run average 
cost curve. New potential entrants will find it difficult to enter because they will not have the same econ-
omies of scale and, as a result, will have higher unit costs and must charge higher prices. This limits their 
ability to compete.

In addition, it is also likely that new entrants will face high set-up costs to enter an industry dominated 
by a relatively small number of firms. High set-up costs may mean that it will be some years before a new 
entrant begins to generate profits and implies that they must have the financial resources to be able to 
survive making losses while they become established. Invariably, set-up costs may be sunk costs which 
cannot be recovered if the potential new entrant were to exit the market having not been successful in 
competing. Oligopolistic firms might make this situation worse by advertising. Existing firms may have 
large budgets devoted to advertising, not simply to inform customers but as a means of erecting a barrier 
to entry. If a new entrant is seeking to compete in such a market, they may also have to advertise heavily 
to make consumers aware of them to attract business away from the established firms. The high costs of 
advertising simply increase the set-up costs and act as a further deterrent to entry.

The existence of patents is an obvious barrier to entry. For firms in oligopolistic markets, a patent not 
only provides the means by which the firm can recover the cost of developing new products by charging 
higher prices while competition is limited but also gives it time to be able invest in R&D to bring more 
new products to market. Firms seeking to enter these markets must be able to finance R&D, which again 
requires significant financial reserves and other resources, not least highly skilled labour.

An investigation into some of the major oligopolistic markets such as alcohol, beauty and household 
care, reveals that firms have relatively large numbers of brands. P&G, for example, have Ariel, Daz, Dreft, 
Lenor, Bold 2in1 and Fairy, all of which are brands in the market for washing clothes. It may be that these 
brands are designed to cater for different market segments, but they might also act as a barrier to entry 
because they give little space for a new market entrant. Other firms in the clothes washing market might 
each have multiple brands and, as a result, the market may be characterized by brand proliferation.

brand proliferation a strategy designed to deter entry to a market by producing a number of products within a product 
line as different brands
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Oligopolistic firms might reason that some consumers will be very loyal to a particular brand but that 
there will always be some consumers who switch brands from time to time. Any firm seeking to enter a 
market to capture profits which exist may hope to pick up some of these ‘floating’ consumers. If there are 
only four firms and only four brands and 25 per cent of the market switches brands in any one year, then 
the new entrant may be able to pick up a relatively large market share relatively quickly. The new firm might 
expect to attract a quarter of the floating consumers and gain a market share of 6.25 per cent as a result. 
However, if each of the four firms has six brands each then the total number of brands in the market is 24, 
and it will be much harder for a new entrant to build market share because they will only be able to capture 
a smaller slice of the brand-switching consumer. In this example, the new entrant would expect to capture 
1
24th of the floating consumers, which would give it a market share of just over 1 per cent. Brand prolifer-

ation, therefore, may be a worthwhile strategy for an oligopolist to follow as a means of deterring entry.

publIc pOlIcy tOWarDS OlIgOpOlIeS
Cooperation among oligopolists is seen as undesirable from the standpoint of society as a whole, because 
it leads to production that is too low and prices that are too high. To prevent this, policymakers may 
attempt to induce firms in an oligopoly to compete rather than cooperate.

restraint of trade and competition law
One way that policy discourages cooperation is through the common law. Normally, freedom of contract is an 
essential part of a market economy. Businesses and households use contracts to arrange mutually advanta-
geous trades. In doing this, they rely on the court system to enforce contracts. Yet, for many centuries, courts 
in Europe and North America have deemed agreements between competitors to reduce quantities and raise 
prices to be contrary to the public interest. They have therefore refused to enforce such agreements.

Given the long experience of many European countries in tackling abuses of market power, it is perhaps not 
surprising that competition law is one of the few areas in which the EU has been able to agree on a common 
policy. The European Commission can refer directly to the Treaty of Rome to prohibit price fixing and other 
restrictive practices such as limiting production, and is especially likely to do so where a restrictive practice 
affects trade between EU member countries. The EU Competition Commission sets out its role as follows:

The antitrust area covers two prohibition rules set out in the Treaty on the Functioning of the Euro-
pean Union.

 • First, agreements between two or more firms which restrict competition are prohibited by Arti-
cle 101 of the Treaty, subject to some limited exceptions. This provision covers a wide variety 
of behaviours. The most obvious example of illegal conduct infringing [the Article] is a cartel 
between competitors (which may involve price fixing or market sharing).

 • Second, firms in a dominant position may not abuse that position (Article 102 of the Treaty). This 
is, for example, the case for predatory pricing aiming at eliminating competitors from the market.

The Commission is empowered by the Treaty to apply these prohibition rules and enjoys a number 
of investigative powers to that end (e.g. inspection in business and non-business premises, written 
requests for information, etc.). It may also impose fines on undertakings that violate EU antitrust rules. 
Since 1 May 2004, all national competition authorities are also empowered to apply fully the provisions 
of the Treaty in order to ensure that competition is not distorted or restricted. National courts may also 
apply these prohibitions so as to protect the individual rights conferred to citizens by the Treaty.

controversies over competition policy
Over time, much controversy has centred on the question of what kinds of behaviour competition law 
should prohibit. Most commentators agree that price fixing agreements among competing firms should 
be illegal. Yet competition law has been used to condemn some business practices whose effects are not 
obvious. Here we consider three examples.
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resale price Maintenance One example of a controversial business practice is resale price mainte-
nance, also called fair trade. Imagine that RS Electronics sells Blu-ray players to retail stores for €50. If 
RS requires the retailers to charge customers €75, it is said to engage in resale price maintenance. Any 
retailer that charged less than €75 would have violated its contract with RS.

At first, resale price maintenance might seem anti-competitive and, therefore, detrimental to 
 society. Like an agreement among members of a cartel, it prevents the retailers from competing on 
price. For this reason, the courts have often viewed resale price maintenance as a violation of com-
petition law.

Yet some economists defend resale price maintenance on two grounds. First, they deny that it is aimed 
at reducing competition. To the extent that RS has any market power, it can exert that power through the 
wholesale price, rather than through resale price maintenance. Moreover, RS has no incentive to discour-
age competition among its retailers. Indeed, because a cartel of retailers sells less than a group of com-
petitive retailers, RS would be worse off if its retailers were a cartel.

Second, economists believe that resale price maintenance has a legitimate goal. RS may want its 
retailers to provide customers with a pleasant showroom and a knowledgeable sales force. Yet, without 
resale price maintenance, some customers would take advantage of one store’s service to learn about 
the Blu-ray player’s special features, and then buy the item at a discount retailer that does not provide this 
service. To some extent, good service is a public good among the retailers that sell RS’s products. When 
one person provides a public good, others can enjoy it without paying for it. In this case, discount retailers 
would free ride on the service provided by other retailers, leading to less service than is desirable. Resale 
price maintenance is one way for RS to solve this free rider problem.

The example of resale price maintenance illustrates an important principle: business practices that 
appear to reduce competition may in fact have legitimate purposes. This principle makes the application of 
competition law all the more difficult. The competition authorities in each EU nation under the European 
Competition Network are in charge of enforcing these laws and must determine what kinds of behaviour 
public policy should prohibit as impeding competition and reducing economic well-being. Often that job is 
not easy.

predatory pricing Firms with market power normally use that power to raise prices above the compet-
itive level. But should policymakers ever be concerned that firms with market power might charge prices 
that are too low? This question is at the heart of a second debate over competition policy.

Imagine that a large airline, call it Eurovia Airlines, has a monopoly on some route. Then Euro Express 
enters and takes 20 per cent of the market, leaving Eurovia with 80 per cent. In response to this com-
petition, Eurovia starts slashing its fares. Some anti-trust analysts argue that Eurovia’s move could be 
anti-competitive: the price cuts may be intended to drive Euro Express out of the market so Eurovia can 
recapture its monopoly and raise prices again. Such behaviour is called predatory or destroyer pricing.

predatory or destroyer pricing a situation where firms hold price below average cost for a period to try and force out 
competitors or prevent new firms from entering the market

Although it is common for companies to complain to the relevant authorities that a competitor is 
pursuing predatory pricing, some economists are sceptical of this argument and believe that predatory 
pricing is rarely, and perhaps never, a profitable business strategy. Why? For a price war to drive out 
a rival, prices must be driven below cost. Yet if Eurovia starts selling cheap tickets at a loss, it is likely 
that it will have to fly more planes, because low fares will attract more customers. Euro Express, mean-
while, can respond to Eurovia’s predatory move by cutting back on flights. As a result, Eurovia ends 
up bearing more than 80 per cent of the losses, putting Euro Express in a good position to survive the 
price war.

Economists continue to debate whether predatory pricing should be a concern for competition policy-
makers. Various questions remain unresolved. Is predatory pricing ever a profitable business strategy? If 
so, when? Are the authorities capable of telling which price cuts are competitive and thus good for con-
sumers, and which are predatory? There are no simple answers.
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tying A third example of a controversial business practice is tying. Suppose that Makemoney Movies 
produces two new films – Spiderman and Hamlet. If Makemoney offers cinemas the two films together 
at a single price, rather than separately, the studio is said to be tying its two products.

Some economists have argued that the practice of tying should be banned. Their reasoning is as fol-
lows: imagine that Spiderman is a blockbuster, whereas Hamlet is an unprofitable art film. Then the studio 
could use the high demand for Spiderman to force cinemas to buy Hamlet. It seems that the studio could 
use tying as a mechanism for expanding its market power.

Other economists are sceptical of this argument. Imagine that cinemas are willing to pay €20,000 for 
Spiderman and nothing for Hamlet. Then the most that a cinema would pay for the two films together is 
€20,000 – the same as it would pay for Spiderman by itself. Forcing the cinema to accept a worthless film 
as part of the deal does not increase the cinema’s willingness to pay. Makemoney cannot increase its 
market power simply by bundling the two films together.

Why, then, does tying exist? One possibility is that it is a form of price discrimination. Suppose 
there are two cinemas. City Cinema is willing to pay €15,000 for Spiderman and €5,000 for Hamlet. 
Country Cinema is just the opposite: it is willing to pay €5,000 for Spiderman and €15,000 for Hamlet. 
If Makemoney charges separate prices for the two films, its best strategy is to charge €15,000 for each 
film, and each cinema chooses to show only one film. Yet if Makemoney offers the two films as a bundle, 
it can charge each cinema €20,000 for the films. Thus if different cinemas value the films differently, tying 
may allow the studio to increase profit by charging a combined price closer to the buyers’ total willing-
ness to pay.

Tying remains a controversial business practice. Microsoft has been investigated for ‘tying’ its internet 
browser and other software such as its Windows Media Player to its Windows operating system. Google 
has been fined over the way it ties its browser and search engine to its Android operating system. The 
argument that tying allows a firm to extend its market power to other goods is not well founded, at least 
in its simplest form. Yet economists have proposed more elaborate theories for how tying can impede 
competition. Given our current economic knowledge, it is unclear whether tying has adverse effects for 
society as a whole.

All the analysis is based on an assumption that rivals may have sufficient information to be able to make 
a decision and that the decision will be a rational one. In reality, firms do not have perfect information and 
do not behave rationally. Most firms in oligopolistic markets work very hard to protect sensitive informa-
tion and only give out what they must by law. Some information may be given to deliberately obfuscate the 
situation and hide what their true motives/strategies/tactics are. Economists have tried to include these 
imperfections into theories. Behavioural economics has become more popular in recent years because of 
the fact that it offers some greater insights into the observed behaviour of the real world, which often does 
not conform to the assumptions of rationality.

Self teSt What kind of agreement is illegal for businesses to make? Why is competition law controversial?

cOncluSIOn
Oligopolies would like to act like monopolies, but self-interest drives them closer to competition. Thus 
oligopolies can end up looking either more like monopolies or more like competitive markets, depending 
on the number of firms in the oligopoly and how cooperative the firms are. The story of the prisoner’s 
dilemma shows why oligopolies can fail to maintain cooperation, even when cooperation is in their best 
interest.

Policymakers regulate the behaviour of oligopolists through competition law. The proper scope of 
these laws is the subject of ongoing controversy. Although price fixing among competing firms clearly 
reduces economic welfare and is declared as being illegal in many countries, some business practices 
that appear to reduce competition may have legitimate if subtle purposes. As a result, policymakers 
need to be careful when they use the substantial powers of competition law to place limits on firm 
behaviour.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



300   PART 4   FIRM bEhAvIOUR And MARKET STRUCTURES

SuMMary
 ● Oligopolists maximize their total profits by forming a cartel and acting like a monopolist. Yet, if oligopolists make 

decisions about production levels individually, the result is a greater quantity and a lower price than under the 
monopoly outcome. The larger the number of firms in the oligopoly, the closer the quantity and price will be to the 
levels that would prevail under competition.

 ● The prisoner’s dilemma shows that self-interest can prevent people from maintaining cooperation, even when 
cooperation is in their mutual interest. The logic of the prisoner’s dilemma applies in many situations, including 
advertising, common resource problems and oligopolies.

 ● Policymakers use competition law to prevent oligopolies from engaging in behaviour that reduces competition. 
The application of these laws can be controversial, because some behaviour that may seem to reduce competition 
may in fact have legitimate business purposes.

Oligopolies
Market Concentration and Advertising

The market for alcohol is oligopolistic. It is 
dominated by four large firms and in recent 
years has become more concentrated as rival 
firms merge. In 2008, InBev and Anheuser-
Busch merged to form A-B InBev and in 2015, 
A-B InBev made several offers to take over 
SABMiller culminating in an almost $70 billion 
(€61.4bn) agreement in October 2015. SABMiller 
itself had grown as a result of merger; in 2008 
Miller and Coors merged. Ambarish Chandra 
of the University of Toronto and Matthew 
Weinberg of Drexel University looked at the 
relationship between market structure and 
advertising, and their research suggested that 
greater market concentration actually leads to 
increased advertising spending per capita.

Their findings were counter to one of the early theories of advertising, which predicted that advertising was pri-
marily a means of competition, and as markets became more concentrated, advertising spending would fall. Chandra 
and Weinberg’s findings were more similar to theories of advertising put forward by Lester G. Telser of the University 
of Chicago in 1964, which suggested that advertising can help a firm with market power to increase that power by 
creating barriers to entry, and hence reducing the potential of losing market share. Other theories, such as Dorfman 
and Steiner in 1954, hypothesized that when markets become more concentrated, there are cost savings for firms 
which free up resources for more advertising. Chandra and Weinberg found little evidence to support this idea. 
Instead, they argue that lower distribution costs experienced by Miller and Coors went to finance price reductions 
instead of increased advertising.

Chandra and Weinberg sought to explain the increased advertising by Miller and Coors in terms of spillover 
effects. If one brewer advertises its brands heavily, then this not only raises awareness of the brands to consumers 
but also raises awareness of other brands from other brewers. As a market becomes more concentrated, firms 
recognize the spillover benefits of advertising as a positive externality affecting awareness and demand for its wider 

In the neWS

The market for alcohol has become more concentrated as rival 
firms merge. 
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range of brands secured through merger and takeover. Firms being aware of these spillover effects make the strate-
gic decision to increase spending on advertising, not simply because they are seeking to inform or attract customers 
and thus provide a benefit to the customer but also because there are wider benefits to the firm itself.

The Austrian school looks at advertising not from the lens of whether it is wasteful and more or less likely in com-
petitive or concentrated market structures, but as a factor of production which entrepreneurs will purchase to ena-
ble them to sell products at prices higher than costs of production. Economists of the Austrian school such as Mises 
and Menger argue that looking at a model of the firm based on perfect competition as a starting point and introducing 
increasing degrees of imperfection to look at how firm behaviour changes, is largely meaningless. Perfect knowl-
edge, they argue, does not exist. In the model of perfect competition, of course, firms are price-takers and goods are 
homogenous, so there is no need to advertise. Economists in the Austrian school argue that the cost of advertising 
is no different from any other cost of production. It is, as a result, no more or no less the cause of higher prices nor 
a waste of resources than spending on any other factor of production. If a firm spends money on advertising and it 
does not have the ultimate effect of increasing sales and revenues, then the only resources that have been wasted 
is the firm’s itself; these are not society’s resources.

Critical Thinking Questions

1 explain the logic that the more competitive a market the higher the likely advertising spend.
2 are firms in an oligopoly more or less likely to spend on advertising if the products they are selling are 

homogenous?
3 When firms in an oligopolistic market structure merge and the resulting entity has an increased number of 

brands, why might it be strategically beneficial for the new entity to expand advertising?
4 to what extent do you agree with the view that firms in an oligopoly can use advertising as a barrier to entry? 

Justify your argument.
5 consider the view of the austrian school that advertising is not wasteful and that the cost of advertising is no 

different from any other cost of production.

references: Chandra, A. and Weinberg, M. (2015) ‘How Does Advertising Depend on Competition?’ Evidence from 
U.S. Brewing (22 June 2015). Rotman School of Management Working Paper No. 2621899. Available at SSRN: ssrn 
.com/abstract=2621899 or dx.doi.org/10.2139/ssrn.2621899, both accessed 7 February 2019; Telser, L.G. (1964) 
‘Advertising and Competition’. Journal of Political Economy, 72(6): 537–62; Dorfman, R. and Steiner, P.O. (1954) ‘Optimal 
Advertising and Optimal Quality’. The American Economic Review, 44(5): 826–36.

QueStIOnS fOr revIeW
1 What is meant by the term concentration ratio?

2 What are the main characteristics of an oligopolistic market structure?

3 If a group of sellers could form a cartel, what quantity and price would they try to set?

4 Compare the quantity and price of an oligopoly with those of a monopoly and a competitive market.

5 How does the number of firms in an oligopoly affect the outcome in its market?

6 What is the prisoner’s dilemma, and what does it have to do with oligopoly?

7 What effect might repeated playing of the prisoner’s dilemma have on the equilibrium of an oligopoly?

8 What ways might oligopolists use to restrict entry to an industry?

9 Why is it necessary to have credible threats in the case of sequential move games?

10 What kinds of behaviour do competition laws prohibit?
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prObleMS anD applIcatIOnS
1 A large share of the world’s supply of diamonds comes from Russia and South Africa. Suppose that the marginal cost 

of mining diamonds is constant at €1,000 per diamond, and the demand for diamonds is described by the following 
schedule:

Price (€) Quantity

8,000 5,000
7,000 6,000
6,000 7,000
5,000 8,000
4,000 9,000
3,000 10,000
2,000 11,000
1,000 12,000

a. If there were many suppliers of diamonds, what would be the price and quantity?
b. If there was only one supplier of diamonds, what would be the price and quantity?
c. If Russia and South Africa formed a cartel, what would be the price and quantity? If the countries split the market 

evenly, what would be South Africa’s production and profit? What would happen to South Africa’s profit if it increased 
its production by 1,000 while Russia stuck to the cartel agreement?

d. Use your answer to part (c) to explain why cartel agreements are often not successful.

2 This chapter discusses companies that are oligopolists in the market for the goods they sell. Many of the same ideas 
apply to companies that are oligopolists in the market for the inputs they buy. If sellers who are oligopolists try to 
increase the price of goods they sell, what is the goal of buyers who are oligopolists?

3 Describe several activities in your life in which game theory could be useful. What is the common link between these 
activities?

4 Suppose that you and a fellow student are assigned a project on which you will receive one combined grade. You each 
want to receive a good grade (which means you must work), but you also want to do as little work as possible (which 
means you shirk). In particular, here is the situation:
•	 If both of you work hard, you both get an A, which gives each of you 40 units of happiness.
•	 If only one of you works hard, you both get a B, which gives each of you 30 units of happiness.
•	 If neither of you works hard, you both get a D, which gives each of you 10 units of happiness.

Work

Work

Classmate’s
decision

Shirk

Shirk

Your decision

You

You

You

You

Classmate

ClassmateClassmate

Classmate

a. Fill in the payoffs in the matrix:
b. What is the likely outcome? Explain your answer.
c. If you get this person as your partner on a series of projects throughout the year, rather than only once, how might 

that change the outcome you predicted in part (b)?
d. Another person on your course cares more about good grades. They get 50 units of happiness for a B and 80 units 

of happiness for an A. If this person was your partner (but your preferences were unchanged), how would your 
answers to parts (a) and (b) change? Which of the two partners would you prefer? Would they also want you as a 
partner?
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High price

Enter

Don’t
enter

Little
Kona

Low price

Big Brew

Brew makes
€3 million

Brew makes
€7 million

Brew makes
€1 million

Brew makes
€2 million

Kona loses
€1 million

Kona makes
zero

Kona makes
zero

Kona makes
€2 million

Large
budget

Large budget Small budget

Small
budget

Dynaco’s
decision

Synergy’s decision

Synergy gains
€20 million

Synergy gains
zero

Synergy gains
€30 million

Synergy gains
€40 million

Dynaco gains
zero

Dynaco gains
€30 million 

Dynaco gains
€70 million 

Dynaco gains
€50 million 

a. Does Synergy have a dominant strategy? Explain.
b. Does Dynaco have a dominant strategy? Explain.
c. Is there a Nash equilibrium for this scenario? Explain.

6 In the 1970s, concern over the health effects of tobacco led to many countries banning tobacco advertising on television.
a. Why might tobacco companies have not fought too hard against the ban?
b. In the wake of the ban, the profits of tobacco companies rose. Why might this scenario have occurred?
c. Could the ban still be good public policy even though tobacco company profits grew? Explain your answer.

7 Assume that two airline companies decide to engage in collusive behaviour.
Let’s analyze the game between two such companies. Suppose that each company can charge either a high price for 
tickets or a low price. If one company charges €100, it earns low profits if the other company charges €100 also, and high 
profits if the other company charges €200. On the other hand, if the company charges €200, it earns very low profits if the 
other company charges €100, and medium profits if the other company charges €200 also.
a. Draw the payoff matrix for this game.
b. What is the Nash equilibrium in this game? Explain.
c. Is there an outcome that would be better than the Nash equilibrium for both airlines? How could it be achieved? Who 

would lose if it were achieved?

8 Farmer Wild and Farmer Scott graze their cattle on the same field. If there are 20 cows grazing in the field, each cow 
produces €4,000 of milk over its lifetime. If there are more cows in the field, then each cow can eat less grass, and its 
milk production falls. With 30 cows on the field, each produces €3,000 of milk; with 40 cows, each produces €2,000 of 
milk. Cows cost €1,000 apiece.
a. Assume that Farmer Wild and Farmer Scott can each purchase either 10 or 20 cows, but that neither knows how many 

the other is buying when they make their purchase. Calculate the payoffs of each outcome.
b. What is the likely outcome of this game? What would be the best outcome? Explain.
c. There used to be more common fields than there are today. Why?

9 Little Kona is a small coffee company that is considering entering a market dominated by Big Brew. Each company’s 
profit depends on whether Little Kona enters and whether Big Brew sets a high price or a low price:

Big Brew threatens Little Kona by saying, ‘If you enter, we’re going to set a low price, so you had better stay out.’ Do you 
think Little Kona should believe the threat? Why or why not? What do you think Little Kona should do?

10 Consider an oligopoly with four firms who decide to engage in a price war. Can there be any winners in this war?

5 Synergy and Dynaco are the only two firms in a specific hi-tech industry. They face the following payoff matrix as they 
decide upon the size of their research budget.
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Market StructureS IV: 
conteStable MarketS

In our look at market structures so far, we have outlined a number of assumptions which define different 
market structures. At one extreme, there is the model of perfect competition where there are a large 

number of firms, each producing a homogenous product, and taking the price determined by the market. 
The nature of this model means that if there are abnormal profits in the short run, these are competed 
away as firms enter the industry. Long-run equilibrium sees price equal to marginal cost, all firms operating 
on the lowest point of their average cost curve and making normal or zero economic profit. This model is 
one which can be used as a benchmark for the efficient allocation of resources.

We then looked at degrees of imperfection in markets where the assumptions of perfect competition 
do not hold and analyzed the equilibrium outcome and policy implications of the market structure. Where 
firms can differentiate their products, the market demand curve is downwards sloping, and each firm can 
have varying degrees of control over price. Barriers to entry also mean that in the long run, firms can make 
abnormal profits and price is above marginal cost. In addition, if the market is dominated by a small number 
of large firms, there are opportunities for collusion because forms are so interdependent. Long-run equi-
librium in imperfect competition exhibits different degrees of inefficiency, whether it be monopoly profit 
or that price is above marginal cost. This inefficiency has implications for policy in that governments and 
regulators may wish to improve the competitiveness of the market to reduce these inefficiencies based 
on the assumption that the competitive equilibrium is ‘desirable’ (note that this is a normative term!).

In 1982, William Baumol, John Panzar and Robert Willig, published their work on contestable markets. 
In an American Economic Association article in that same year, Baumol titled the article: ‘Contestable Mar-
kets: An Uprising in the Theory of Industry Structure’, and noted that their work provided an opportunity 
‘to look at industry structure and behaviour in a way that is novel’, and that it provided ‘a unifying analyt-
ical structure to the subject area and … offers useful insights for empirical work and for the formation of 
policy’. Since the publication of the book and article, there has indeed been much empirical work carried 
out on the idea of contestable markets. In this chapter we will outline the basics of the theory, look at its 
implications and the empirical evidence which has been provided around the theory.

the nature of conteStable MarketS
There are a number of assumptions that underlie the theory of contestable markets which are similar to 
those of other market structures. Firms are still assumed to be optimizing agents seeking to maximize 
profit. However, contestability can apply to a range of imperfect market structures including oligopoly and 
monopoly. In their original work, Baumol et al. acknowledged that like the model of perfect competition, 
perfect contestability does not exist in the ‘real world’ but that the model provides a ‘flexible and applica-
ble benchmark for understanding and analysing industrial structure’.

A perfectly contestable market is one in which entry and exit are free and costless. By ‘free and 
costless’, Baumol et al. meant that firms were able to enter and, crucially for the theory, exit a market 
and compete with firms already in the market (the incumbent firms). This means that they can provide 
a product which is very similar to incumbent firms and can organize the factors of production and tech-
niques of production in a way that is not disadvantageous to the firm entering or exiting the market. 

14

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 14   MARKET STRUCTURES IV: CONTESTABLE MARKETS   305

Firms contemplating entering such a market will do so by assessing the effect of their potential entry at 
the prices which currently exist in the market. Prospective firms are, therefore, price-takers. However, 
prospective entrants do not believe that prices at which they may enter the market will hold in the longer 
term. A prospective entrant might decide to enter a market and be confident that prices will hold for the 
period of time in which it would reside in the market before exiting.

contestable market a market in which entry and exit are free and costless

Self teSt Why would the threat of costless entry and exit act as a constraint on the behaviour of an 
incumbent firm in a market?

The importance placed by Baumol et al. on the freedom of exit must not be under-estimated. If a firm 
enters a market, it can do so without disadvantage compared to incumbent firms and, equally, can leave 
at will and recoup all of the costs of entry. This implies that assets used in the production of the product 
have a saleable value, which allows firms to recoup their costs. It is acknowledged, however, that costs 
recouped would not include depreciation or what Baumol et al. termed ‘normal user cost’.

One important point to note from the above is that the theory of contestable markets assumes that 
existing firms are not able to retaliate against the prospective entrant quickly. There would be some time 
lag before it would be possible to do so. The behaviour of incumbent firms, therefore, is determined 
in part by the threat of entry. This further implies that incumbent firms are not able to make moves 
which are characteristic of ‘traditional’ oligopolistic market theories whereby they can erect barriers  
to entry.

hit-and-run tactics Hit-and-run entry refers to a situation where a potential entrant can see an opportu-
nity to enter a market to take advantage of the existence of abnormal profit. The profit opportunity might 
only exist for a relatively short period of time, but this is sufficient to encourage entry to take the share of 
profits on offer and then exit when those profit opportunities evaporate, or incumbent firms have had time 
to respond to the new entrant. This threat of entry and exit has an impact on the behaviour of firms already 
in the industry, which has further implications for efficiency and welfare.

Perfectly contestable Markets and efficiency
Profit and Price in a Perfectly contestable Market Regardless of whether a market is an oligopoly or a 
monopoly, a perfectly contestable market will have firms earning normal profit in long-run equilibrium. This 
is a consequence of the ease of entry and exit and is implied by the existence of hit-and-run tactics. If any 
firm in the market is making abnormal profit, another firm or firms can enter and offer a product similar 
to the one in existence. The new entrant/s can not only offer a similar product but can do so without any 
significant cost disadvantage. It is also possible that the new entrant could offer a price slightly lower than 
incumbent firms and accept a slightly lower profit. This is highlighted in Figure 14.1.

We start by assuming that the incumbent firm produces output Q1 at the point where marginal cost 
equals marginal revenue, setting price at P1. At this output, the firm makes abnormal profit and price is 
above marginal cost. The existence of abnormal profit means an entrant can enter the market, potentially 
charging a lower price than P1 and still make a profit, albeit one which is lower than the incumbent firm. 
This process can continue until price is driven down to P2 at an output level of Q2. At this point, firms are 
making normal or zero economic profit, and price is equal to and not less than marginal cost. In a perfectly 
contestable market, profits will be normal, and price will be equal to and not less than marginal cost. This 
equilibrium outcome will exist regardless of the structure of the industry, whether it is an oligopoly or a 
monopoly, provided entry and exit are costless.
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efficiency in a Perfectly contestable Market Equilibrium in a perfectly contestable market will be 
devoid of inefficiency. Note that in Figure 14.1, the equilibrium output of Q2 is at the point where the 
marginal cost curve cuts the average cost curve at its lowest point. In equilibrium, firms are operating at 
the minimum point of average cost and there are no further efficiencies to be exploited. Equally, there is 
no X-inefficiency in equilibrium in perfectly contestable markets. The logic behind this outcome is that if 
inefficiencies did exist in the market, a potential entrant could exploit these, enter costlessly and produce 
at a more efficient point than incumbent firms, thus generating additional profits.

absence of cross-Subsidy and Predatory Pricing One of the implications of this analysis is that while 
the market structure may not be perfectly competitive, the threat of entry may force incumbent firms 
to behave in a competitive manner. In imperfectly competitive markets it is possible for larger firms to 
deter entry through cross subsidization and predatory pricing. Cross-subsidies occur where a firm is 
willing to accept lower profits or even losses on some products to deter competition, on the basis that 
the higher profits made on other products in that same market subsidize the lower profits or losses. If 
cross- subsidization does exist, the firm receives a revenue that is less than the full cost of production. 
Where cross-subsidization does not occur, the consumer pays for the full cost of production through the 
price they pay.

P1

P2

Q1 Q2 Output

AR

AC

MC

MR

Costs/
Revenue (€)

equilibrium Profit in a Perfectly 
contestable Market
The figure shows a market in which firms (or 
in the case of a monopoly, a firm) is making 
abnormal profit in the short run, producing an 
output of 1Q  at a price of 1P. The existence of 
abnormal profit means firms can enter and price 
is forced down to 2P  and output rises to 2Q .

fIgure 14.1

cross-subsidies a situation where a firm is willing to accept lower profits or losses on some products to deter competition 
where these lower profits or losses are subsidized by higher profits made on other products in that same market

As we saw in earlier chapters, predatory pricing is a tactic where price is set below cost to force out 
competitors or deter entry and are then raised once the competitor has been eliminated or the threat has 
dissipated.

In a perfectly contestable market, neither tactic is possible. Assume that an incumbent firm sells three 
products, two of which make abnormal profits and the third is subject to either cross-subsidization or 
predatory pricing. A potential entrant could enter the market and offer two of the three products at slightly 
lower prices than those of the incumbent firms. The entrant does not offer the third good and is willing 
to forego the potential revenues from selling that product. However, by taking market share from the 
incumbent in the other two products, the new entrant puts pressure on the incumbent with regard to the 
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two goods where it is making abnormal profits. This ultimately forces the incumbent firm to eliminate the 
cross-subsidy or predatory pricing behaviour.

contestability and economies of Scale
In our analysis of firm behaviour, we have seen that where firms are able to increase the scale of produc-
tion, they can take advantage of economies of scale which result in lower unit or average costs. In perfect 
competition, the opportunity for economies of scale are necessarily limited by the fact that there are a 
large number of firms which make up the industry, each one a price-taker. If firms in perfect competition 
were able to benefit from economies of scale, freedom of entry and exit would imply that in the long run, 
firms would enter the market and compete away any short-run advantages.

In imperfectly competitive markets, firms can benefit from economies of scale and this can act as a 
barrier to entry to new firms and thus limit competition. Not only can larger firms benefit from economies 
of scale where average cost is reduced as a result of an increase in the scale of production, they can also 
benefit from what are termed economies of scope. Economies of scope refer to the benefits that firms 
can gain from producing a variety of products which result in lower unit or average costs. For example, car 
manufacturers can produce a number of different types of car, saloons, estates, hatchbacks, sports utility 
vehicles (SUVs) and so on, but the factor inputs used to produce these different vehicles might be very 
similar or in some cases identical. The cost of manufacture is thus spread across a range of products and 
can lead to a reduction in average cost per unit. The production of the variety of products is cheaper than 
the production of each product by a separate firm.

economies of scope a situation where a firm’s average cost of production is reduced as a result of the production of a 
variety of products which can share factor inputs

Self teSt Why are predatory pricing and cross-subsidization not possible in a perfectly contestable market?

In a perfectly contestable market, any scale economies enjoyed by incumbent firms means that they 
have the opportunity to earn abnormal profits and, as a result, this acts as an encouragement for new 
firms to enter and seize the profit opportunities that exist, however transient these opportunities might 
prove. Remember that in perfectly contestable markets, there is freedom of entry, but equally, exit is also 
costless. Baumol noted that marginal cost pricing becomes a ‘recipe for bankruptcy’ where economies of 
scale are concerned in perfect competition and pricing policy, in a single product firm. The reason is that 
where economies of scale can be exploited, average cost must be falling. If average cost is falling, mar-
ginal cost must be lower than average cost. If price equals marginal costs, then price must be lower than  
average cost. As we have seen, the long-run shut-down point is where price is lower than average cost 
and firms would exit the market.

In imperfectly competitive markets, therefore, one argument for accepting the existence of very large 
firms is that they can benefit from economies of scale and the benefits can be passed to consumers in 
the form of lower prices. However, there is a trade-off between the benefits of economies of scale and the 
impact on competitiveness in such a situation. This trade-off has implications for policy; regulators must 
balance the trade-off.

Under perfectly contestable markets, it is possible for firms to enjoy economies of scale, but there will 
be an incentive on the part of incumbent firms benefiting from economies of scale not to exploit their 
advantage by charging too high a price, as new entrants can enter and take advantage of the profits which 
can be made. Baumol suggested that perfectly contestable markets impose a price ceiling at the point 
where entry is encouraged. Equally, as we have seen, it is not possible to set price below marginal cost 
in a perfectly contestable market, and as a result not only are the interests of consumers protected in 
perfectly contestable markets but so too are the interests of competitors.

This dual benefit means that regulation and policy do not have to be as extensive and costly as might 
otherwise be required to protect the interests of consumers and to promote competition.
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the lIMItatIonS of conteStabIlIty
One of the points that Baumol et al. noted early in the development of the theory of contestable markets 
was the extent to which the theory would be supported by empirical research. Since its introduction, 
there have been many studies into the extent to which the theory is borne out in practice. Researchers 
have noted some limitations with the theory. One of the main areas of focus of research has been into 
the extent to which firms can enter and exit costlessly. Part of this focuses on the roles of fixed costs and 
sunk costs.

fixed costs as a barrier to entry
In our analysis of perfectly competitive markets, we have seen that price reflects the costs of production. 
For example, assume a firm produces one unit per year of a product which requires the use of one machine 
that depreciates over a period of five years and must be replaced at the end of five years. The price of the 

fintech

The ‘traditional’ source of funding for business and customer payment systems is dominated by equally 
‘traditional’ banks. However, new businesses are entering this market to provide financial services to 
businesses and customers. The umbrella term for these businesses is ‘fintech’, short for financial tech-
nologies. It refers to technologies that are primarily used in the financial services industry and includes 
mobile payment systems, money transfers, loans, fund raising and asset management. It is of increasing 
relevance in financial markets, and more and more businesses are making use of fintech services.

According to Christine Lagarde, Managing Director of the International Monetary Fund (IMF), there are 
around 1.7 billion adults in the world who have no access to financial services, and it is widely believed 
that fintech might provide these people with such services as well as providing small- and medium-sized 
enterprises with access to cheaper and more flexible funding and payment services. To what extent, 
however, is entry and exit from the financial services market contestable?

In a meeting in Bali in October 2018, the IMF and the World Bank pledged to support the develop-
ment of fintech, especially in low-income countries. The so-called Bali Fintech Agenda saw the IMF 
and World Bank pledge to support developments in infrastructure and institutions to help facilitate the 
ease with which fintech can develop in a wide range of countries and thus provide social and economic 
benefits to the inhabitants of low-income countries. At the meeting, the Directors of the IMF noted 
the necessity of not only having an open, competitive and contestable market in financial services but 
also to recognize the importance 
of ensuring that consumers are 
protected, that financial services 
available in low-income  countries 
are stable and that any such 
 services provided maintain high 
standards of operation. The work of 
the IMF and World Bank in provid-
ing the basis for helping the devel-
opment of fintech in low-income 
countries might imply that fintech 
is far from a perfectly con testable 
market, if such insti tutions have to 
be so closely involved in the sup-
port and monitoring of these types 
of markets.

caSe Study

Could fintech help the millions of adults in the world who have no 
access to financial services?
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machine in year one is €200. The cost of the machine per year, therefore, can be expressed as a proportion 
of its depreciation each year, that is €40 per year. Now assume variable costs are €5 per unit; the price of 
each unit is therefore €45. Over the five-year period, the total cost to the firm would be €225; the total rev-
enue over the period would reflect the total costs, which, remember, include an element of normal profit.

In this example, do the fixed costs represent a barrier to entry? Baumol et al. argued that it is not nec-
essarily the case. Fixed costs are ‘fixed’ in that they do not change with output, but in our example, it is 
possible for the firm to sell the machine and recover some of the cost. If the machine were sold at the 
end of year one for €160, then the revenues earned from the sale of the one unit produced after the end 
of the first year would be sufficient to cover the fixed and variable costs. If this were the case, then the 
market could be highly contestable.

However, the distinction of costs into fixed and variable is a simplification of the costs firms face. Many 
costs do not fall neatly into the category of fixed or variable. For example, a firm may have many staff 
employed on contracts, making labour a fixed cost, but they are still able to increase the number of work-
ers they employ; labour would then constitute a variable cost. It may, therefore, be more difficult to identify 
the extent to which firms are able to recover some or part of the costs of entering and exiting an industry 
to secure the hit-and-run benefits outlined in the theory of contestable markets.

Sunk costs
As we have seen, sunk costs are costs which have already been committed and cannot be recovered. 
Clearly if sunk costs exist then this makes the idea of costless entry and exit redundant and, as a result, 
limits the value of the theory of contestability. It has been argued that sunk costs must be viewed from 
the perspective of why a firm would seek to spend money on capital. It might be assumed that any invest-
ment has a reason; in our earlier example, a firm spending €200 on a machine would do so only if there 
were a good reason. That reason being the expected returns from the investment would at least cover the 
costs of the investment. Would the firm have been willing to pay €800 for that same machine? In theory, 
no, because the return each year from the one unit produced is only €45, and over the life of the machine, 
the initial investment cost is recovered by the revenues earned from selling the output.

If the firm had paid €800 for the machine, it has been argued that the decision would represent an error 
on the part of the firm. The difference between the price paid for the machine and the return over the life 
of the machine (€225 in this example) would represent sunk costs. This argument implies that there is an 
intertemporal factor involved in investment decisions. The term ‘intertemporal’ relates to the relationship 
between the past, present and the future; in other words, it is time related. The decision to pay €800 for 
the machine may have been based on an understanding that the return in five years would have been 
different from that which actually transpired. Many investment decisions are carried out under conditions 
of uncertainty and are ex ante decisions, before the event. Most investment decisions are based on fore-
casts, which can be extremely unreliable and inaccurate despite the best efforts of analysts.

It is possible to see sunk costs as only being known ex post (after the event). In deciding to enter a 
market, a firm might attempt to consider both ex ante and ex post factors. This may mean that sunk costs 
arising from an error in decision-making on the part of the firm do not have to be fixed forever and consti-
tute a barrier to entry. Some economists would argue that sunk costs can be seen as a signal indicating 
an error in decision-making, where the firm may have erroneously overvalued the investment ex ante. 
This signal would lead to a reassessment of market values and while being a potential barrier to entry, 
their existence is not inefficient in that if they exist it suggests that the resource could be reallocated to 
a different use.

Sunk costs, however, may exist in the form of gathering of information prior to a decision to enter a 
market even before there is any investment in physical capital. Incumbent firms do not face these costs 
as they have already paid them and absorbed them into their decision-making. Such costs might be a 
barrier to entry and thus reduce contestability. However, the extent to which sunk costs exist depends on 
changing market conditions and how far a firm can utilize the resale asset market to recover sunk costs.

Markets where capital required for production is highly specific are likely to have much higher sunk 
costs and thus be far less open to contestability. Even if there is an active resale market for assets in an 
industry, there are further problems in reversing sunk costs. We will see in later chapters that markets can 
be susceptible to problems associated with asymmetric information, where the seller knows more about 
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the item being sold than the buyer. This can mean that the market for some assets might not exist at all, 
or if it does, the recoverable value of assets might be significantly lower than their actual value. This would 
imply that the existence of sunk costs represents a serious barrier to entry in many industries and thus 
reduces the extent to which contestability can exist in these markets.

Self teSt Are fixed costs always sunk costs? Explain.

entry limit pricing a situation where a firm will keep prices lower than they could be to deter new entrants

entry limit Pricing
Under conditions of perfect contestability, incumbent firm behaviour is influenced by the threat of entry. 
However, Baumol and his colleagues noted that firms may deliberately limit profits made to discourage 
new entrants. Profits might be limited by what is termed entry limit pricing. This refers to a situation 
where a firm will keep prices lower than they could be to deter new entrants. Incumbent firms may be 
in a position to do this because they may have been able to gain some advantages of economies of 
scale which new entrants may not be able to exploit. In the event of entry limit pricing, hit-and-run entry 
becomes more difficult or impossible.

The extent to which incumbent firms are able to engage in entry limit pricing will be dependent on the 
nature of the industry structure and the interdependence between firms in the industry. Competitive forces 
may not be sufficient to reduce tactics such as entry limit pricing and thus render contestability redundant.

Product differentiation
In imperfect competition, firms can create barriers to entry by differentiating their product. Baumol et al. 
argued that this does not have to mean that contestability is not possible. A potential entrant can enter 
a market if it can produce a product similar if not identical to that being offered by an incumbent firm. 
 Hit-and-run entry is therefore possible in those circumstances. However, where products are homogenous 
but are characterized by different brand names, the possibility of hit-and-run entry is limited. For example, 
 ibuprofen is a drug used to alleviate pain and inflammation. It is available under various brands such as 
Brufen, Dolormin, Nurofen, Ipren, IBU-Ratiopharm, among many others, but essentially, the product is iden-
tical. Potential new entrants to the market may face issues in convincing consumers that a new brand is any 
better or more reliable than existing ones. This would constitute a barrier to entry, reducing contestability.

SuMMary
The theory of contestable markets was developed by William J. Baumol, John Panzar and Robert Willig in 
1982. The key characteristic of a perfectly contestable market (the benchmark to explain firms’ behaviours) 
is that firms are influenced by the threat of new entrants into a market. The more highly contestable a 
market is, the lower the barriers to entry. Hit-and-run tactics might be evident in a contestable market 
where firms enter the industry, take the profit and get out quickly (possible because of the freedom of 
entry and exit).

The theory of contestable markets has been widely adopted as a beneficial addition to the theory of the 
firm and there has been extensive research into its application.

There are numerous examples of markets exhibiting contestability characteristics including financial 
services; airlines, especially flights on domestic routes; the IT industry and in particular internet ser-
vice providers (ISPs), software and web developers; energy supplies; and the postal service. The key to 
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analyzing market structures, therefore, could be argued to be the focus on the degree of freedom of entry 
and exit. If policymakers can keep barriers to entry as low as possible, i.e. try to ensure a high degree of 
contestability, then there is more likelihood that market outcomes will be efficient.

In a contestable market firms may erect other artificial barriers to prevent entry into the industry by 
new firms. Such barriers might include operating at over-capacity, which provides the opportunity to flood 
the market and drive down price in the event of a threat of entry. Firms might also carry out aggressive 
marketing and branding strategies to ‘tighten’ up the market or find ways of reducing costs and increas-
ing efficiency to gain competitive advantage. Searching out sources of competitive advantage is a topic 
written on extensively by Michael Porter, who defined competitive advantage as the advantages firms 
can gain over another which are both distinctive and defensible. These sources are not simply to be found 
in terms of new product development but through close investigation and analysis of the supply chain, 
where little changes might make a difference to the cost base of a firm which it can then exploit to its 
advantage. The key here is that the advantage is defensible in that it is not easy for potential entrants to 
copy the production model of the incumbent firm.

competitive advantage the advantages firms can gain over another which have the characteristics of being both 
distinctive and defensible

SuMMary
 ● The theory of contestable markets was developed as a different way to assess and analyze market structure.

 ● Contestable markets assume costless entry and exit, which means that in equilibrium price is at least equal to but 
not less than marginal cost and firms make normal or zero economic profits.

 ● Costless entry and exit allow entrants to adopt hit-and-run tactics where they can enter an industry to take advan-
tage of abnormal profits and exit when those profits have been eroded.

 ● In a perfectly contestable market there are no efficiencies, as these can be exploited by a potential entrant who 
could enter and take advantage of profits which can be made.

 ● Cross-subsidies and pricing tactics such as predatory pricing are not possible in a perfectly contestable market.

 ● In imperfectly competitive markets, regulators must balance the benefits of economies of scale with the potential 
effects on competition. In perfectly contestable markets, the cost of regulation could be much lower.

 ● Fixed costs do not have to be a barrier to entry, but one of the limitations of contestable market theory is that costs 
are not always easily categorized. Recovering costs is not always possible in every industry.

 ● Sunk costs could be seen as being non-recoverable costs, but much will depend on how sunk costs are defined, 
and the ex ante and ex post analysis of costs when making decisions on entry and exit.

 ● If a market is highly contestable, incumbent firm behaviour might be influenced to reduce the appeal of entry 
through entry limit pricing.

 ● The extent and nature of product differentiation in a market can limit the extent to which a market is contestable.

Monopolies running Scared?
Firms like Google, Facebook, Amazon, Apple and Netflix are relatively new players in their respective markets, albeit 
that all are basically part of the tech industry. They can all be seen as having considerable monopoly power. Despite 
criticism of their behaviour in some respects (how some treat their workers, whether they pay their fair share of tax, 

In the newS

(Continued )
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how disruptive some have been to other firms), their success is testament to the fact that customers clearly see them 
as being good value for money.

Traditional theory might suggest that having gained this monopoly power, these sorts of firms would then increase 
prices to exploit the opportunity to make additional profits. The evidence suggests this does not seem to be hap-
pening. It is certainly the case that questions have been asked about the prices of Apple’s iPhone – at over €1,000;  
the iPhone X range did raise eyebrows when it was launched in 2018. The price does not seem to have stopped  
consumers buying the new phones in large numbers, and the existence of deals and offers with network providers 
does mean that even these high-priced phones are within reach of many consumers.

These firms are making profits, but the question is could they be making even more profit than they already are? 
The answer is almost certainly ‘Yes’ but for some reason they are not choosing to do so. They are not profit maximiz-
ing in the way that economic theory would suggest.

One explanation might be that the market in which they operate is relatively contestable. In the case of the firms 
mentioned, it is not necessarily one market, of course. Amazon, for example, operates in many different markets. It 
began as a book seller, then branched out into music and then into dozens of different markets. Now it also produces 
its own tech products like the Echo, tablets, e-readers, and streaming TV and music services. Amazon Music, for 
example, is a direct competitor to Apple’s iTunes service, and Google has its Google Play Music service.

These firms might be monopolies, but they are acutely aware that if they try to exploit their customers to make 
higher profits, they risk new entrants coming into the market and taking a share of the profits that exist. If Amazon, 
for example, charges an excessive price for its music streaming service, then potential entrants can undercut its 
price, take market share and enjoy the profits that are available in the market. It might not only be other large firms 
like Google and Apple which might enter the market, but many other potential entrants. The Silicon Valley story is well 
known and there is no shortage of bright young entrepreneurs out there waiting for an opportunity to enter a market 
and take advantage of profits that are available.

We might look at the markets which these monopolies 
operate in as being contestable and thus affecting the 
behaviour of incumbent firms in those markets. The fear 
of entry might be sufficient to influence the behaviour of 
these firms, ensuring that they continue to focus on being 
competitive, providing a good service to customers, and 
providing high quality products at reasonable prices. If this 
is the case, is it really necessary for regulators to intervene 
in these markets? Surely, it’s a ‘win-win’ situation?

Critical Thinking Questions

1 In your experience of dealing with the firms mentioned in the article, would you say that they do provide good 
quality products at reasonable prices alongside excellent service? try to phrase your answer in terms of your 
understanding of ‘economic efficiency’.

2 In 2018, apple reported third quarter profits of $11.5 billion (€10.14  billion). amazon’s second quarter profits 
were recorded as $2.5  billion (€2.2 billion). google’s profits for the first quarter of 2018 stood at $9.4 billion  
(€8.3  billion). ‘with profits this size, we should expect to see more entrants forcing profits back to normal levels 
if these markets really are contestable.’ comment on this statement.

3 the markets in which firms like amazon, google and apple operate are too complex to be analyzed at a simple 
level for contestability. to what extent do you think this is a fair comment on these markets?

4 to what extent is entering and exiting a market such as streaming music costless? given your answer to this 
question, does this cast doubt on whether the market for streaming music is contestable?

5 the article notes that regulation of these markets might not be necessary, and that this represents a ‘win-win’ 
situation. to what extent do you agree with this?

Firms like Google, Facebook, Amazon, Apple, and 
Netflix can all be seen as having considerable 
monopoly power.
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QueStIonS for reVIew
1 What are the four key assumptions of a perfectly contestable market?

2 Is it possible for an oligopolistic market and a monopoly to be contestable? Explain.

3 Why is costless exit as important a feature of a perfectly contestable market as costless entry?

4 Why is a time lag an important feature of a perfectly contestable market?

5 Explain the principle of hit-and-run entry in the context of a perfectly contestable market.

6 Explain why only normal or zero economic profits are possible in a perfectly contestable market.

7 In a perfectly contestable market, inefficiency does not exist. Explain why.

8 Why do regulators face a trade-off between competitiveness and the benefit of economies of scale in imperfectly 
competitive markets?

9 Why is it important to be clear about how costs can be classified to consider the degree of contestability of a market?

10 Are sunk costs, by definition, non-recoverable?

ProbleMS and aPPlIcatIonS
1 ‘A perfectly competitive market is by definition perfectly contestable, but a perfectly contestable market is not necessarily 

a perfectly competitive market.’ Comment on this statement.

2 In the foreword to Contestable Markets and the Theory of Industrial Structure published in 1982, Elizabeth Bailey noted: 
‘The notion of contestable markets offers a generalization of the notion of purely competitive markets … in which fewer 
assumptions need to be made to obtain the usual efficiency results.’ Explain what Bailey meant by this statement.

3 Is it possible for a firm or firms operating in a natural monopoly to be subject to contestability? Explain.

4 In what ways does the theory of contestable markets suggest that firm behaviour will be affected by the threat of entry 
into a market?

5 To what extent do you think that entry and exit can ever be completely costless?

6 In a number of university towns and cities across the UK and Europe, where universities have a long and highly respected 
tradition, businesses exist to provide tourists with tours around the town or city and a glimpse at the university. Would 
these tourist businesses be described as highly contestable? Explain.

7 The low-cost airline business is often cited as an example of a highly contestable market. To what extent do the 
assumptions of a perfectly contestable market apply to the low-cost airline industry and what limitations do you think 
exist which make the market less contestable?

8 ‘If all markets were contestable, there would be no need for regulation.’ Do you agree with this statement? Provide 
reasons and justifications for your answer.

9 Internet service providers (ISPs) have been cited as an example of an industry that exhibits features of contestability. 
Consider some of the potential costs of entering such an industry and comment on the degree to which the costs of entry 
can be easily recovered on exit.

10 Look at the following and comment on whether the points mentioned would increase the likelihood of entry and exit to 
and from an industry:
a. A firm holds a patent relating to a key component of the manufacturing process in an industry.
b. An industry in which the market for leasing capital equipment over relatively short periods of time is strong and 

vibrant.
c. Incumbent firms in the industry spend large amounts of money on extensive and consistent advertising campaigns 

and brand promotion.
d. Some firms in the industry can exploit economies of scope.
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The labour market consists of people who are willing to offer their skills and services and those who 
wish to buy these services. People earn income in various ways. Wages, salaries, and fringe benefits 

such as pension provision, health insurance and bonuses, form the majority of income for labour in most 
economies, but income can also be earned from self-employment.

Labour markets present a fascinating insight into the many debates which take place within economics 
and other disciplines on fundamental aspects of our lives. The vast majority of people will have to work 
to support their living. The income they get in return for this work can be explained in terms of the basic 
principles of the model of supply and demand. There are, however, many imperfections in labour markets 
(as there are in most other markets) and there are different theories as to why wages differ and, indeed, 
what we should include when looking at labour markets. This chapter will explore some of these different 
approaches to labour markets.

The Marginal ProducT Theory of disTribuTion
We are going to begin by looking at the marginal product theory of distribution. This theory is based on the 
demand and supply of factors of production (in this case labour) and makes assumptions that employers 
and workers operate in a perfectly competitive market. The model assumes that labour is free to enter and 
exit the market, and firms are equally free to employ and shed labour at will – in other words, people can 
move into and out of work easily and employers can ‘hire and fire’ workers when they need to. The theory 
was developed by US economist, John Bates Clark, in the 1880s, a time when marginal analysis was a 
feature of economic thinking. Clark applied the principles of marginal product to all factors of production. 
Here, we will look at its application to labour.

The deMand for labour
The demand for labour comes from employers. Labour is not desired for its own sake but for what it adds 
to output. The demand for a factor of production, as a result, is referred to as a derived demand. That 

ParT 5
facTor MarkeTs
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is, a firm’s demand for a factor of production is derived (determined) from its decision to supply a good 
in another market. The demand for computer programmers is inextricably tied to the supply of computer 
software, and the demand for bricklayers is inextricably tied to the supply of housing.

derived demand a situation where demand is determined by the supply in another market

Firms hire workers because of what they contribute to production, and the payment to workers (the 
wage) is the price that employers must pay to hire those labour services.

The competitive Profit-Maximizing firm
To help our analysis, we will use the example of an apple producer. The firm owns an apple orchard and 
during the harvesting period must decide how many apple pickers to hire to pick the crop. After the firm 
makes its hiring decision, the workers pick apples, the firm then sells the apples, pays the workers and 
keeps what is left as profit. We assume that our firm is competitive both in the market for apples (where 
it is a seller) and in the market for apple pickers (where it is a buyer). Because there are many other firms 
selling apples and hiring apple pickers, a single firm takes the price and the wage as given by market con-
ditions. It only has to decide how many workers to hire and how many apples to sell. We also assume that 
the firm is profit maximizing and does not directly care about the number of workers it has or the number 
of apples it produces. The firm’s supply of apples and its demand for workers are derived from its primary 
goal of maximizing profit.

The Production function and the Marginal Product of labour
In hiring labour, the firm considers how the number of apple pickers affects the quantity of apples it can 
harvest and sell. Table 15.1 gives a numerical example. In the first column is the number of workers. In 
the second column is the quantity of apples the workers harvest each week. These two columns of num-
bers describe the firm’s ability to produce a quantity of output as a result of labour inputs holding all other 
factors constant, such as technology, the number of trees, quality of the land, transport and so on. This 
firm’s production function based on Table 15.1, is graphed in Figure 15.1. It shows that if the firm employs 
one worker, that worker will pick 1,000 kg of apples per week. If the firm employs two workers, the two 
workers together will pick 1,800 kg per week, and so on.

The third column in Table 15.1 gives the marginal product of labour, the increase in the amount of 
output from an additional unit of labour. When the firm increases the number of workers from 1 to 2, for 
example, the amount of apples produced rises from 1,000 to 1,800 kg. Therefore, the marginal product of 
the second worker is 800 kg.

how the competitive firm decides how Much labour to hire

Labour Output

Marginal  
Product of  

Labour

Value of the  
Marginal Product  

of Labour Wage Marginal Profit

L  
(number of  

workers)

Q  
(kg per  
week)

/L 5 D DMP Q L   
(kg per  
week) (€)L 5 3VMP P MPL W (€) D 5 (€)LProfit VMP W

0     0
1 1,000 1,000 1,000 500   500
2 1,800    800    800 500   300
3 2,400    600    600 500   100
4 2,800    400    400 500 2100
5 3,000    200    200 500 2300

Table 15.1
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As the number of workers increases and because other factors are fixed, the marginal product of 
labour declines. When only a few workers are hired, they pick apples from the best trees in the orchard. 
As the number of workers increases, additional workers must pick from the trees with fewer apples. 
Hence as more and more workers are hired, each additional worker contributes less to the production 
of apples, which explains why the production function in Figure 15.1 becomes flatter as the number of 
workers rises.

marginal product of labour the increase in the amount of output from an additional unit of labour

Quantity
of apples

3,000
2,800

2,400

1,800

1,000

0 1 2 3 4 5 Quantity of
apple pickers

Production
function

The Production function
The production function is the 
relationship between the inputs 
into production (apple pickers) 
and the output from production 
(apples). As the quantity of the 
input increases, the production 
function gets flatter, reflecting the 
property of diminishing marginal 
product.

figure 15.1

The Value of the Marginal Product and the demand for labour
Our profit-maximizing firm considers how much profit each worker would bring in. The profit from an addi-
tional worker is the worker’s contribution to revenue minus the worker’s wage.

The worker’s contribution to revenue is found by taking the price of apples and multiplying this by the 
amount of apples the worker produces. If 1 kg of apples sells for €1 and an additional worker produces 
800 kg of apples, then the worker produces €800 of revenue for the firm.

The value of the marginal product of any input is the marginal product of that input multiplied by the 
market price of the output. You might also see this referred to as the marginal physical product (MPP). The 
fourth column in Table 15.1 shows the value of the marginal product of labour in our example, assuming 
the price of apples is €1 per kilo. Because the market price is constant for a competitive firm, the value of 
the marginal product diminishes as the number of workers rises. Economists sometimes call this column 
of numbers the firm’s marginal revenue product: it is the extra revenue the firm gets from hiring an 
additional unit of a factor of production.

value of the marginal product the marginal product of an input times the price of the output
marginal revenue product the extra revenue a firm gets from hiring an additional unit of a factor of production
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Suppose that the market wage for apple pickers is €500 per week, Table 15.1 shows that the first worker 
the firm employs yields €1,000 in revenue, or €500 in profit. The second worker yields €800 in additional 
revenue, or €300 in profit. The third worker produces €600 in additional revenue, or €100 in profit. After the 
third worker, however, hiring workers is unprofitable. The fourth worker would yield only €400 of additional 
revenue. Because the worker’s wage is €500, hiring the fourth worker would mean a €100 reduction in profit. 
Thus, the firm employs only three workers. A competitive, profit-maximizing firm employs workers up to the 
point where the value of the marginal product of labour equals the wage. The firm’s labour demand curve is 
the value of marginal product curve and tells us the quantity of labour that a firm demands at any given wage.

input demand and output supply: Two sides of the same coin
The firm’s decision about input demand is closely linked to its decision about output supply. Consider how 
the marginal product of labour MP( )L  and marginal cost MC( ) are related. Suppose an additional worker 
costs €500 and has a marginal product of 50 kg of apples. In this case, producing 50 more kilograms costs 

€500; the marginal cost of 1 kg is 5
€500
50

€10. More generally, if W  is the wage, and an extra unit of labour 

produces MPL units of output, then the marginal cost of a unit of output is:

5MC
W

MPL

Diminishing marginal product is closely related to increasing marginal cost. When our apple orchard 
grows crowded with workers, each additional worker adds less to the production of apples (MPL falls). 
Similarly, when the apple firm is producing a large quantity of apples, the orchard is already crowded with 
workers, so it is costlier to produce an additional kilo of apples (MC  rises).

The profit-maximizing firm chooses the quantity of labour so that the value of the marginal product 
3P MP( )L  equals the wage W( ). We can write this mathematically as:

3 5P MP WL

If we divide both sides of this equation by MPL, we obtain:

5P
W

MPL

W
MPL

 equals MC . Therefore we can substitute to obtain:

5P MC

The price of the firm’s output is equal to the MC of producing a unit of output. Thus when a competitive 
firm employs labour up to the point at which the value of the marginal product equals the wage, it also 
produces up to the point at which the price equals marginal cost.

What causes the labour demand curve to shift?
The labour demand curve reflects the value of the marginal product of labour. The labour demand curve 
will shift in the following circumstances:

The output Price If the output price changes, the value of the marginal product changes, and the labour 
demand curve shifts. An increase in the price of apples, for instance, raises the value of the marginal 
product of each worker who picks apples and, therefore, increases labour demand from the firms that 
supply apples. Conversely, a decrease in the price of apples reduces the value of the marginal product and 
decreases labour demand.

Technological change Technological advances raise the marginal product of labour through increasing pro-
ductivity, defined as the amount produced per time period per worker. This in turn increases the demand for 
labour. Such technological advances can explain persistently rising employment in the face of rising wages.
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The supply of other factors The quantity available of one factor of production can affect the marginal 
product of other factors. A fall in the supply of ladders, for instance, will reduce the marginal product of 
apple pickers and thus the demand for apple pickers.

self TesT Define marginal product of labour and value of the marginal product of labour. Describe how a 
competitive, profit-maximizing firm decides how many workers to hire.

The suPPly of labour
Individuals offer their labour services in return for payment (wages and salaries) and represent the supply 
of labour.

The Trade-off between Work and leisure
When considering how much labour to supply, it is assumed that people face a trade-off between work 
and leisure. The more hours you spend working, the fewer hours you have available to watch TV, socialize 
with friends or pursue your favourite hobby. In considering this trade-off, individuals must consider the 
opportunity cost of leisure.

If your wage is €15 per hour, the opportunity cost of an hour of leisure is €15. If you get a pay rise to 
€20 per hour, the opportunity cost of enjoying leisure goes up.

The labour supply curve reflects how workers’ decisions about the labour–leisure trade-off respond 
to a change in that opportunity cost. An upwards sloping labour supply curve means that an increase in 
the wage induces workers to increase the quantity of labour they supply. Because time is limited, more 
hours of work mean that workers are enjoying less leisure. That is, workers respond to the increase in the 
opportunity cost of leisure by taking less of it.

how do Wages affect labour supply?
We can analyze how a person decides to allocate their time between work and leisure by using the con-
cepts of income and substitution effects.

Cristina is a freelance software designer. Cristina is awake for 100 hours per week. She spends some 
of this time going out with friends, watching television, going to the cinema and night clubs, and so on, 
and the rest of her time developing software on her computer. For every hour she spends developing soft-
ware, she earns €50, which she spends on consumption goods. Thus her wage (€50) reflects the trade-off 
Cristina faces between leisure and consumption. For every hour of leisure she gives up, she works one 
more hour and gets €50 to spend on consumption.

Figure 15.2 shows Cristina’s budget constraint. If she spends all 100 hours enjoying leisure, she has 
no consumption. If she spends all 100 hours working, she earns a weekly consumption of €5,000 but has 
no time for leisure. If she works a normal 40 hour week, she enjoys 60 hours of leisure and has weekly 
consumption of €2,000.

Figure 15.2 uses indifference curves to represent Cristina’s preferences for consumption and leisure. 
If it is assumed that Cristina always prefers more leisure and more consumption, she prefers points on 
higher indifference curves to points on lower ones. At a wage of €50 per hour, Cristina could work 80 hours 
a week, enjoy 20 hours of leisure and earn €4,000 as shown by point A on indifference curve 1I . However, 
her optimum is a combination of consumption and leisure represented by the point labelled B where she 
enjoys 60 hours of leisure and earns €2,000. This is the point on the budget constraint that is on the highest 
possible indifference curve, which is curve I2.
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The Work–leisure decision
This figure shows Cristina’s budget 
constraint for deciding how much 
to work, her indifference curves for 
consumption and leisure, and her 
optimum.

figure 15.2

Figure 15.3 shows two possible outcomes if Cristina’s wage increases from €50 to €60 per hour. In 
each case, the budget constraint, shown in the left-hand graph, pivots outwards from BC1 to BC2 and 
becomes steeper, reflecting that at the higher wage, Cristina can get more consumption for every hour 
of leisure she gives up.

In both panels, consumption rises. Yet the change in leisure after the change in the wage is different 
in the two cases. In panel (a), Cristina responds to the higher wage by enjoying less leisure. In panel (b), 
Cristina responds by enjoying more leisure.

In each panel, the right-hand graph in Figure 15.3 shows the labour supply curve implied by Cristina’s 
decision between leisure and consumption and thus her supply of labour. In panel (a), a higher wage induces 
Cristina to enjoy less leisure and work more, so the labour supply curve slopes upwards. In panel (b), 
a higher wage induces Cristina to enjoy more leisure and work less, so the labour supply curve slopes 
‘backwards’.

The reason for this backwards bending supply curve comes from considering the income and substitu-
tion effects of a higher wage.

When Cristina’s wage rises, leisure becomes more costly relative to consumption, and this encourages 
Cristina to substitute consumption for leisure and work more hours; this is the substitution effect. As 
Cristina’s wage rises, however, she moves to a higher indifference curve. She is now better off than she 
was. As long as consumption and leisure are both normal goods, she tends to want to use this increase 
in well-being to enjoy both higher consumption and greater leisure. At a higher wage rate, she could work 
fewer hours and still be better off and this effect tends to make the labour supply curve slope backwards. 
This is the result of the income effect.

In the end, economic theory does not give a clear prediction about whether an increase in the wage 
induces Cristina to work more or less. If the substitution effect is greater than the income effect for 
Cristina, she works more. If the income effect is greater than the substitution effect, she works less. The 
labour supply curve, therefore, could be either upwards or backwards sloping.

This concept has an important application to debates over the effect of tax cuts on work. Some econ-
omists argue that cutting income taxes encourages people to work more hours because the reward is 
greater. Such an argument is also used as the basis for supporting an entrepreneurial culture – keep taxes 
low and this encourages entrepreneurs. Others point out that lower taxes do increase disposable income, 
but workers may now use this higher income to enjoy more leisure and not work additional hours. Having 
some idea of the relative strength of the income and substitution effects is important in analyzing and 
assessing such policy initiatives.
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an increase in the Wage
The two panels of this figure show how a person might respond to an increase in the wage. The graphs on the left show the 
consumer’s initial budget constraint  Bc1 and new budget constraint  Bc2 , as well as the consumer’s optimal choices over consumption 
and leisure. The graphs on the right show the resulting labour supply curve. Because hours worked equal total hours available minus 
hours of leisure, any change in leisure implies an opposite change in the quantity of labour supplied. In panel (a), when the wage rises, 
consumption rises and leisure falls, resulting in a labour supply curve that slopes upwards. In panel (b), when the wage rises, both 
consumption and leisure rise, resulting in a labour supply curve that slopes backwards.

figure 15.3
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 income effects on labour supply: historical Trends, lottery Winners and the 
carnegie conjecture

The idea of a backwards sloping labour supply curve might at first seem like a mere theoretical curiosity, 
but in fact it is not. Evidence indicates that the labour supply curve, considered over long periods of time, 
does in fact slope backwards. A hundred years ago many people in Europe and North America worked six 

case sTudy

(Continued )
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days a week. Today five-day working weeks are the norm and there has been increasing talk of moving to 
a four-day week. At the same time that the length of the working week has been falling, the wage of the 
typical worker (adjusted for inflation) has been rising.

Here is how economists explain this historical pattern: over time, advances in technology raise work-
ers’ productivity and thereby, the demand for labour. The increase in labour demand raises equilibrium 
wages. As wages rise, so does the reward for working. Yet rather than responding to this increased incen-
tive by working more, many workers choose to take part of their greater prosperity in the form of more 
leisure. In other words, the income effect of higher wages dominates the substitution effect.

Further evidence that the income effect on labour supply is strong comes from a very different kind 
of data: winners of lotteries. Winners of large prizes in the lottery see large increases in their incomes 
and, as a result, large outwards shifts in their budget constraints. Because the winners’ wages have not 
changed, however, the slopes of their budget constraints remain the same. There is, therefore, no substi-
tution effect. By examining the behaviour of lottery winners, we can isolate the income effect on labour 
supply. Nearly all the research on the effects of winning the lottery on labour supply has so far been done 
in the United States, but the results are striking. Of those winners who win more than $50,000, almost 
25 per cent leave their jobs within a year, and another 9 per cent reduce the number of hours they work. Of 
those winners who win more than $1 million, almost 40 per cent stop working. The income effect on labour 
supply of winning such a large prize is substantial.

Similar results were found in a 
study, published in the May 1993 
issue of the Quarterly Journal of 
Economics, of how receiving a 
bequest affects a person’s labour 
supply. The study found that a sin-
gle person who inherits more than 
$150,000 is four times as likely to 
stop working as a single person 
who inherits less than $25,000. This 
finding would not have surprised 
the nineteenth-century industrialist 
Andrew Carnegie. Carnegie warned 
that ‘the parent who leaves his son 
enormous wealth generally dead-
ens the talents and energies of the 

son, and tempts him to lead a less useful and less worthy life than he otherwise would’. Carnegie viewed 
the income effect on labour supply to be substantial and, from his paternalistic perspective, regrettable. 
During his life and at his death, Carnegie gave much of his vast fortune to charity.

Winning the lottery – a blessing in disguise?

What causes the labour supply curve to shift?
The labour supply curve shifts whenever people change the amount they want to work at a given wage. 
This could be due to the following:

changes in norms For example, a generation or two ago, it was the norm for women to stay at home 
while raising children. Today, family sizes are smaller and more mothers choose to work. The result is an 
increase in the supply of labour.

changes in alternative opportunities The supply of labour in any one labour market depends on the 
opportunities available in other labour markets. If the wage earned by pear pickers suddenly rises, some 
apple pickers may choose to switch occupations. As a result, the supply of apple pickers falls.
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immigration Movement of workers from region to region, or country to country, is an obvious and often 
important source of shifts in labour supply. When immigrants move from one European country to another, 
the supply of labour increases and contracts in the respective countries concerned. In fact, much of the 
policy debate about immigration centres on its effect on labour supply and, thereby, equilibrium in the 
labour market.

self TesT Who has a greater opportunity cost of enjoying leisure – a shelf stacker in a supermarket or a 
leading cancer surgeon? Explain. Can this help explain why doctors work such long hours?

equilibriuM in The labour MarkeT
Under the assumptions of a competitive market, two points can be noted:

●● The wage adjusts to balance the supply and demand for labour.
●● The wage equals the value of the MPL.

Figure 15.4 shows the labour market in equilibrium where the wage and the quantity of labour have 
adjusted to balance supply and demand.

equilibrium in a labour Market
The price of labour in this model (the wage) 
depends on supply and demand. Because 
the demand curve reflects the value of the 
marginal product of labour, in equilibrium 
workers receive the value of their marginal 
contribution to the production of goods and 
services.

figure 15.4
Wage

(price of
labour)

Equilibrium
wage, W

Equilibrium employment, L Quantity of
labour

Demand

Supply

0

Profit-maximizing firms have hired workers until the value of the marginal product equals the wage. 
Hence the wage must equal the value of the marginal product of labour once it has brought supply and 
demand into equilibrium. Any event that changes the supply or demand for labour must change the equi-
librium wage and the value of the marginal product by the same amount, because these must always be 
equal. To see how this works, let’s consider some events that shift these curves.

shifts in labour supply
Suppose that immigration increases the number of workers willing to pick apples. As Figure 15.5 shows, 
the supply of labour shifts to the right from S1 to S2. At the initial wage W1, the quantity of labour supplied 
now exceeds the quantity demanded. This surplus of labour puts downwards pressure on the wage of 
apple pickers, and the fall in the wage from W1 to W2 in turn makes it profitable for firms to hire more 
 workers. As the number of workers employed in each apple orchard rises, the marginal product of a 
worker falls, and so does the value of the marginal product. In the new equilibrium, both the wage and the 
value of the MPL are lower than they were before the influx of new workers.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



324   PART 5   Factor markets

a shift in labour supply
When labour supply 
increases from s1 to 
s2 , perhaps because 
of immigration of new 
workers, the equilibrium 
wage falls from W1  to 
W2 . At this lower wage, 
firms hire more labour, so 
employment rises from L1 
to  L2. The change in the 
wage reflects a change in 
the value of the marginal 
product of labour: with 
more workers, the added 
output from an extra worker 
is smaller.

figure 15.5
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Wage
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shifts in labour demand
Now suppose that an increase in the popularity of apples causes their price to rise. This price increase 
raises the value of the marginal product. With a higher price of apples, hiring more apple pickers is now 
profitable. As Figure 15.6 shows, when the demand for labour shifts to the right from D1 to D2, the equilib-
rium wage rises from W1 to W2, and equilibrium employment rises from L1 to L2.

Wage
(price of
labour)

1. An increase in
labour demand...

Supply

2. ... increases
the wage...

3. ... and increases employment.

Quantity of
labour

W2

W1

L1 L2

Demand, D1

D2

0

a shift in labour demand
When labour demand increases from D1 to  D2, perhaps because of an increase in the price of the firms’ output, the equilibrium wage 
rises from W1  to W2 , and employment rises from L1 to  L2. The change in the wage reflects a change in the value of the marginal product 
of labour: with a higher output price, the added output from an extra worker is more valuable.

figure 15.6
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Under the assumptions of competitive labour markets, therefore, labour supply and labour demand 
together determine the equilibrium wage. Shifts in the supply or demand curve for labour cause the equi-
librium wage to change. At the same time, profit maximization by the firms that demand labour will lead 
to an equilibrium wage which equals the value of the marginal product of labour.

self TesT How does emigration of workers from a country affect labour supply, labour demand, the 
marginal product of labour and the equilibrium wage?

oTher Theories of The labour MarkeT
The model of the labour market we have looked at so far in this chapter is based on assumptions that 
labour is free to move from one job to another and that profit-maximizing firms will employ workers up to 
the point where the wage rate is equal to the value of the marginal product the additional worker adds. 
This neo-classical theory is one of several which seek to explain the labour market. We are now going to 
look at a Marxist interpretation of the labour market.

MarxisT labour Theory
Earlier in the book, we referred to the distinction made between value in use and value in exchange. Adam 
Smith argued that the labour which went into production helped determine the value in exchange. It must 
be remembered that theories of the labour market were being developed at a time when agricultural 
production dominated most economies in which economists were working. David Ricardo observed that 
the factor inputs of labour and land, and the resulting output, was not just dependent on labour, but the 
quality and thus productivity of the land being used. More productive land required less labour to produce 
a given output and so landowners could charge higher rent for more productive land. The rent for land is 
determined by the demand for and supply of land, with the more productive land generating rent which 
the landlord, effectively, does nothing to earn and which represents surplus value. The relevance of Ricar-
do’s insight into rent is that it highlighted the fact that returns to factor inputs other than labour could be 
explained at least in part by the idea of surplus value.

Marx looked at the labour theory of value and, in particular, the idea of surplus value. According to 
Marx, goods have a use value which relates to the fact that most goods have some use in consumption 
and are purchased because they have some value to the consumer. Goods also have an exchange value 
which is the ratio of exchange between different goods, for example, one economics textbook might be 
exchanged for 20 bottles of beer. The overall value of any good is determined by the labour which goes into 
producing them, which is referred to as the socially necessary time. The socially necessary time is the 
average labour contribution workers make to production. If workers, on average, could produce 10 units of 
a good but one worker took twice as long to produce 10 units, it would not mean the price of the good in 
which labour takes longer should be double. Marx saw labour as no different from any other commodity in 
a capitalist economy where the price of a product was related to its value. The value of a good combines 
what Marx called dead labour and living labour. Dead labour refers to all the labour which has been used 
in the past to produce the capital goods and raw materials used in the production of a good. Living labour 
is the labour utilized in the production of the good itself. Any good produced has a value which is given by 
the labour expended in production, both dead and living. In a competitive capitalist economy, therefore, 
the wage that labour receives should reflect its value.

socially necessary time the quantity of labour necessary under average conditions of labour productivity to produce a 
given commodity
dead labour labour used in the past to produce capital goods and raw materials used in the production of a good
living labour labour utilized in the production of the good itself
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In a subsistence economy, labour produces just enough to survive, and if all people were surviving in 
a subsistence economy there would be no social division – everyone would be the same. Once produc-
tivity increases beyond subsistence, there will be a surplus – people will produce more than they need 
to survive (necessary labour) and be able to use this surplus labour for exchange. Marx suggested that 
this surplus labour is taken by the ruling classes, those who do not need to work simply for subsistence. 
Surplus value in a capitalist society is the revenue of the bourgeois class, provided by workers (the prole-
tariat), without the latter receiving any value in exchange.

The commodities produced by the worker, however, do have value in exchange in a capitalist society, 
which is based on specialization and the division of labour. This implies that commodities are not being 
produced for consumption by producers but for exchange. The labour time that goes into making com-
modities as a cost of production has implications for the relative prices between goods. If one good takes 
twice the time to produce, it is likely to have a price which is around twice that of the other good. Over 
history, Marx argued, the production and exchange of commodities becomes generalized and based on 
accounting systems denominated in worker hours. This is the origin of the labour theory of value explored 
by Adam Smith, Ricardo and others, and developed by the marginalist school of which James Bates Clark 
was one.

Not all workers have the same skills and abilities – to reward time spent training and honing skills, 
wages need to be higher. When markets changed in early capitalist society with one good becoming less 
important and another becoming more important (for example, the transition from transport based on 
the horse to that of the motorcar), the labour hours expended on transport based on the horse was less 
socially necessary than labour hours in the car industry. The productivity of workers in the horse transport 
industry may not have changed in actual terms but the value of that productivity in terms of the ability of 
the entrepreneur to exchange the output becomes worth less. Profits fall. In the car industry, the workers’ 
output is worth more and, as a result, profits rise.

If entrepreneurs can raise productivity above the average, it generates additional surplus. In so doing, of 
course, the average productivity also rises until surplus profit disappears. In a capitalist system the entre-
preneur can hire workers at a price which is less than the total value of the output produced; workers do 
not need all of the value of what they produce to live and so the entrepreneur is able to use this surplus 
value for their own benefit. The wage of a worker is thus a fraction of the day’s labour they provide.

Entrepreneurs/employers would not hire workers if this difference did not exist because buying labour 
would generate no benefit to the employer. If we look at the price of any commodity, we can say that the 
price is made up of the cost of the factors of production which went into making it – land, labour, capital 
and enterprise. Land, in itself, is of no value unless labour is applied to it and capital is generated by labour, 
so ultimately it can be argued that labour is the source of all value.

Marx’s theory was a theory of the historical development of class struggles which culminates in the 
struggle between the working class and employers in a capitalist system, the latter being in a position to 
exploit surplus value through being invested in different powers, such as those given by property rights. 
Workers in a capitalist system do not have any power over their own production; the output of their 
production is not used for themselves as was the case in subsistence economies, but by the employer. 
Where employers were large firms with elements of monopoly power, workers had even less power and 
were more likely to be exploited by being paid lower wages.

feMinisT econoMics and The labour MarkeT
In discussions of the labour market, labour is invariably presented as a generic term which does not spec-
ify the gender of labour being referred to. In the neo-classical model, the assumptions relating to the deter-
mination of the wage rate through the interaction of the supply and demand for labour, treat all labour as if 
it were the same and that the ‘labour market’ consists only of those willing and able to work at the going 
wage rate and sell their services for a monetary exchange. The output of workers employed is considered 
‘productive’ and contributes to well-being as defined by gross domestic product.

Feminist economists suggest that far from being treated homogenously, women are routinely discrim-
inated against in the labour market which is dominated by males. The neo-classical model stresses the 
trade-off between work and leisure. Workers are free to make choices between work and leisure, and 
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this implies that non-work activities (i.e. leisure) are somehow pleasurable. This trade-off helps determine 
the supply of labour. Feminist economists argue that far from making a choice between work and leisure, 
many women work in the home bringing up children and looking after the household, which is not classed 
as ‘productive’ work in the neo-classical model, but which contributes considerably to well-being and wel-
fare. This ‘work’ is ignored in the neo-classical model. This approach to analyzing the labour market, it is 
argued, is too narrow and does not adequately reflect the supply of labour.

Feminist economics analyzes the social norms which exist in the labour market. Later in this chapter 
we will look at discrimination more widely. In respect to women, feminist economics points not to differ-
ences due to the supply and demand of women in the labour market and their different abilities and skills, 
but the way in which women are perceived. For example, there are stereotypes and social constraints 
often related to perceptions of women’s role in society as being primarily based on bringing up children 
and being part of a non-wage economy in the household. The existence of these social norms combined 
with the dominance of males in decision-making positions of power mean that women’s job choices are 
inappropriately narrow and wage rates are lower than is typical of their male counterparts.

The tools of economic analysis, the use of econometrics and the fundamental assumptions that under-
lie models in economics, such as the theory of wage determination, attempt to explain why wages differ 
for women. According to feminist economists, these tools and models fail to explore and question fun-
damental aspects of the differences which exist between men and women. Many of the ‘traditional’ 
economic models assume rational behaviour, the pursuit of self-interest and autonomy in decision-making 
and feminist economists (among others) argue that these assumptions are subject to question, especially 
when it comes to gender. For example, if social and political institutions drive women down the road of the 
caring professions as a career choice, the idea of autonomy in decision-making breaks down.

One area of research of feminist economics has been the reasons for occupational segregation. Why 
are women often ‘encouraged’ down the road of the caring professions as a career rather than other occu-
pational routes? Part of the explanation they offer is that social, political and institutional structures are 
inherently discriminating between males and females. In part these social and political structures focus 
on the role of women in the home. For women who do stay at home (not always by choice), and raise 
children and look after the family, there is a considerable amount of labour expended in this role, but it is 
unpaid. If this were a ‘normal’ labour market based on the exchange of labour services, what sort of wage 
would women get? The answers to this question have important consequences for policymaking and for 
wage determination in occupations which mirror the work done by women in the household. For example, 
for those women who are working in the caring professions, does the wage they get paid equate with 
estimations of similar work done in the household if quantitative studies were carried out to arrive at such 
figures? Would such estimations highlight even further than many feminist economists already suspect 
that wages in these caring professions is held artificially low by discrimination?

Market power within the labour market gives rise to different outcomes than that predicted by a model 
based on the assumptions of perfect competition. In our analysis of the supply and demand of labour 
at the start of this chapter, for example, labour as a factor input in a market was assumed to be a mutu-
ally beneficial exchange between the employer (the owner of the apple orchard) and the workers (apple 
pickers). In many labour markets the existence of power in the hands of employers may mean that the 
exchange is more beneficial to them than to workers, and to women in particular.

That power might help to explain why women get paid less than men in many cases and why women 
face barriers to progression in some jobs. These are not reasons which form part of the assumptions of 
the neo-classical theory of the labour market where workers are free to enter and exit the labour market, 
and where there are no barriers to them progressing if they have the right skills and abilities which reflect 
the value of marginal product.

MonoPsony
The role of power in the labour market can also be seen in the case of monopsony, a market in which 
there is a single (or dominant) buyer. Imagine the labour market in a small town dominated by a single large 
employer. That employer can use its market power to exert an influence on the going wage and conditions 
of workers.
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A monopsony is in many ways similar to a monopoly. A monopsony firm in a labour market employs 
fewer workers than would a competitive firm: by reducing the number of jobs available, the monopsony 
firm moves along the labour supply curve, reducing the wage it pays and raising its profits. The existence 
of monopsonists reduces economic activity in a market below the socially optimal level, distorts outcomes 
and causes deadweight losses.

Figure 15.7 illustrates the situation. In a competitive market the employer would hire L1 workers at a 
wage rate of W1 where the demand curve for labour intersects the supply curve for labour. In a situation 
where an employer has monopsony power, the employer will take into account the fact that the supply 
curve for labour represents the average cost of labour. At the competitive wage W1, the number of people 
employed is L1 and so the total cost of employing L1 workers is the wage rate multiplied by the number of 
workers 3W L( )1 1 . The average cost of employing labour is thus the total cost divided by the number of 
workers, which is the wage rate W1.

monopsony a market in which there is a single (or dominant) buyer

The Wage rate and employment level in a Monopsony
An employer with monopsony power will set the number of workers employed where the marginal cost of labour equals the marginal 
product. The monopsonist will employ a lower number of workers than the competitive market outcome and at a lower wage rate.

figure 15.7
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A monopsonist will look to equate the marginal cost of labour with the marginal product. The MC of 
labour will be higher than the average cost of labour if the average cost of labour is rising. Each additional 
unit of labour employed must be higher than the average to keep the average rising. The MC of labour is 
shown by the curve MCL. If the monopsonist sets the employment level where the MC of labour equals 
the MP of labour, the number of workers employed will be L2, lower than the competitive number of 
workers employed. If the employer wishes to employ L2 amount of labour, then the wage rate workers 
will accept will be given by the supply curve of labour at W2. The wage rate in a monopsony situation will 
therefore be lower than the competitive wage rate.
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Monopsonies are likely to be relatively rare, although on a small scale, a number of towns in parts of 
Europe may be highly dependent on a major employer – a motor vehicle manufacturer, a steel works, or 
chocolate manufacturer, for example. In such situations, the analysis may have to be amended to take into 
consideration the effect that monopoly power of the employer has on the local labour market.

Wage differenTials
In most economies there are significant differences in the earnings of workers. To understand the wide 
variation in earnings that we observe, we must go beyond the general framework of the model of the 
labour market and examine more precisely what determines the supply and demand for different types of 
labour and the role of power and social norms.

compensating differentials
When a worker is deciding whether to take a job, there are a number of non-monetary characteristics 
which are taken into account. Individuals are not simply motivated by self-interest and rationality but also 
by altruism, compassion, duty, relationships, a belief in community and a sense of fairness. Those choos-
ing jobs in the caring professions, for example, might be motivated far more by a desire to care and the 
satisfaction gained in helping vulnerable people than by the wage.

Equally, some jobs require few skills and carry limited responsibilities, and these might be important to 
workers; others might require considerable skill and experience, some of which may be very dull, while 
others can be very dangerous. The way individuals judge these non-monetary characteristics determines 
how many people are willing (and able) to do the job at any given wage. The supply of labour for jobs requir-
ing limited skills, little experience and which carry few responsibilities may be greater than the supply of 
labour for highly skilled and dangerous jobs. As a result, these types of jobs tend to have lower equilibrium 
wages than those which require high skill levels and experience.

Economists use the term compensating differential to refer to a difference in wages that arises from 
non-monetary characteristics of different jobs. Compensating differentials are prevalent in the economy. 
Here are some examples:

●● Workers who maintain and repair major roads, such as motorways, are paid more than other public 
sector workers who repair roads in towns and cities. This is because the danger level of working on 
major roads is much higher, not to mention the fact that they often work unsociable hours when motor-
ways are less busy.

●● Workers who work night shifts at factories and in other forms of employment such as 24-hour retail 
outlets are paid more than similar workers who work day shifts. The higher wage compensates them 
for having to work at night and sleep during the day, a lifestyle that most people find undesirable (and 
disorientating!).

●● University lecturers and professors are on average paid less than lawyers and doctors, who have similar 
levels of education. Lecturers’ lower wages are offset by the intellectual and personal satisfaction that 
their jobs offer.

compensating differential a difference in wages that arises to offset the non-monetary characteristics of different jobs

Heterodox economists (those who adopt methodologies and approaches which are considered outside 
the mainstream of economics) argue that far from adopting a positive approach to estimating compen-
sating differentials, there is much normative judgement in considering compensating differentials which 
can lead to distortions in the labour market and differences in wages as a result. Feminist economists, 
for example, argue that some societal norms are based on judgements about the innate abilities of men 
and women and their capabilities, and have an impact on wage rates and opportunity. The view that 
women are not as physically capable as men to do certain jobs or that women are more adept in the 
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caring professions is a normative judgement and affects policy decisions and reinforces stereotypes. The 
result is that women tend to be funnelled towards low-paid and low-status jobs that have little to do with 
compensating differentials.

human capital
Human capital is the accumulation of investments in people. The most important type of human capital 
is education. Like all forms of capital, education represents an expenditure of resources at one point in 
time to raise productivity in the future. But, unlike an investment in other forms of capital, an investment 
in education is tied to a specific person, and this linkage is what makes it human capital.

human capital the accumulation of investments in people, such as education and on-the-job training

It is argued that workers with more human capital will earn more than those with less human capital. 
University graduates in Europe and North America, for example, earn almost twice as much over their 
working life as those workers who end their education after secondary school. This large difference tends 
to be even larger in less-developed countries, where educated workers are in scarce supply.

The human capital argument suggests that firms are willing to pay more for the highly educated because 
they have higher marginal products. Workers are willing to pay the cost of becoming educated only if there 
is a reward for doing so. In essence, the difference in wages between highly educated workers and less 
educated workers may be considered a compensating differential for the cost of becoming educated.

Human capital theory presents a causal relationship between education and training, increases in pro-
ductivity and, as a result, wages. The theory implies that the reason why women earn less than men can 
be explained, in part, by differences in human capital endowment. Feminist economists argue that the 
neo-classical model assumes that women choose to not invest as much in education or have less expe-
rience or training opportunities compared to men due to having to take time off in their careers to raise 
 families. Because of their other non-work responsibilities, women may choose to enter into lower paid jobs 
which provide more flexibility in managing their work and family lives. These explanations, it is argued, are 
underpinned by an assumption that female earnings supplement male earnings in the family household. 
Feminist economists argue that these assumptions lead to policy decisions on training and legislation on 
the flexibility of labour markets that are inappropriate, because they do not fundamentally address the 
discrimination of women in the workplace nor change the societal norms under which decisions are made.

ability, effort and chance
Football players in the top European leagues such as the English Premiership or the Spanish La Liga get 
paid more than those in the minor leagues, partly because they have greater natural ability. Natural ability is 
important for workers in all occupations. Because of heredity and upbringing, people differ in their physical 
and mental attributes. Some people have physical and mental strength, whereas others have less of both. 
Some people can solve complex problems, others less so. Some people are outgoing, others awkward 
in social situations. These and many other personal characteristics determine how productive workers are 
and therefore play a role in determining the wages they earn.

Closely related to ability is effort. Some people are prepared to put long hours and considerable effort 
into their work whereas others are content to do what they are required to do and no more. Firms may be 
prepared to reward workers directly by paying people on the basis of what they produce, and those who 
put in more effort may be more productive. Salespeople, for instance, are often paid based on a percent-
age of the sales they make. At other times, greater effort is rewarded less directly in the form of a higher 
annual salary or a bonus.

Chance also plays a role in determining wages. If a person attended college to learn how to repair 
analogue devices and then found this skill made obsolete by the developments in digital technology, he or 
she would end up earning a low wage compared to others with similar years of training. The low wage of 
this worker is due to chance.
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an alternative View of education: signalling
Some economists have proposed an alternative theory to human capital theory, which emphasizes that 
firms use educational attainment as a way of sorting between high-ability and low-ability workers. Accord-
ing to this view, when people earn a university degree, for instance, they do not become more productive, 
but they do signal their high ability to prospective employers. It is rational, therefore, for firms to interpret 
a degree as a signal of ability.

In the signalling theory of education, schooling has no real productivity benefit, but the worker signals 
their innate productivity to employers by their willingness to spend years in education. The action is being 
taken not for its intrinsic benefit but because the willingness to take that action conveys private informa-
tion to someone observing it.

The superstar Phenomenon
Although most actors earn little and often take other jobs to support themselves, some earns millions 
of euros for taking part in a production. Similarly, while most people who play tennis pay for their hobby, 
some earn millions on the professional circuit. These individuals are superstars in their fields, and often 
their great public appeal is reflected in astronomical incomes.

To understand the tremendous incomes of some individuals, we must examine the special features of 
the markets in which they sell their services. Superstars arise in markets that have two characteristics:

●● Every customer in the market wants to enjoy the good supplied by the best producer.
●● The good is produced with a technology that makes it possible for the best producer to supply every 

customer at low cost.

If Daniel Craig, for example, is the best actor around, then everyone will want to see his next film; 
seeing twice as many films by an actor half as good is not a valued substitute. Moreover, it is possible for 
everyone to enjoy Daniel Craig’s acting skills. Because it is easy to make multiple copies of a film, Daniel 
Craig can provide his service to millions of people simultaneously. According to Box Office Mojo in 2018, 
Daniel Craig’s lifetime gross total box office takings amount to $1,586,544,768, an average of $60,020,953 
per film; that’s a considerable value of marginal product to film producers! Similarly, because sport is 
broadcast on television, millions of fans can enjoy the athletic skills of footballers, rugby players, athletes, 
basketball players and so on.

above-equilibrium Wages: Minimum Wage laws, unions and efficiency Wages
For some workers, wages are set above the level that brings supply and demand into equilibrium. We are 
going to look at three possible reasons for this.

Minimum Wage laws Minimum wage laws are an example of a price floor. Minimum wage laws 
dictate the lowest price for labour that any employer may pay. Panel (a) of Figure 15.8 shows the labour 
market with the wage adjusting to balance labour supply and labour demand.

minimum wage the lowest price an employer may legally pay to a worker

Panel (b) of Figure 15.8 shows the labour market with a minimum wage. If the minimum wage is above 
the equilibrium level, the quantity of labour supplied exceeds the quantity demanded. The result is unem-
ployment. Thus, the minimum wage raises the incomes of those workers who have jobs, but it lowers the 
incomes of those workers who cannot find jobs.

To understand fully the minimum wage, keep in mind that the economy contains not a single labour 
market, but many labour markets for different types of workers. The impact of the minimum wage depends, 
in part, on the skill and experience of the worker.
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how a Minimum Wage affects the labour Market
Panel (a) shows a labour market in which the wage adjusts to balance labour supply and demand. Panel (b) shows the impact of a 
binding minimum wage. Because the minimum wage is a price floor, it causes a surplus: the quantity of labour supplied exceeds the 
quantity demanded. The result is unemployment. Panel (c) shows that the more elastic labour demand is, the higher will be ensuing 
unemployment. In panel (d), because the minimum wage is binding across the whole industry, firms are able to pass a higher proportion 
of the wage costs on as higher prices without a drastic fall in demand for output. The labour demand curve for an individual firm 
actually shifts to the right at or above the minimum wage, so that the impact on employment is much less.

figure 15.8
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Workers with high skills and much experience are not affected, because their equilibrium wages are 
well above the minimum. For these workers, the minimum wage is not binding. One would therefore 
expect a diagram such as that in panel (b) of Figure 15.8, where the minimum wage is above the equi-
librium wage and unemployment results, to apply primarily to the market for low-skilled and teenage 
labour. Note, however, that the extent of the unemployment that results depends upon the elasticities of 
the supply and demand for labour. In panel (c) of Figure 15.8 we have redrawn the diagram with a more 
elastic demand curve for labour and we can see that this results in a higher level of unemployment. It is 
often argued that the demand for unskilled labour is in fact likely to be highly elastic with respect to the 
price of labour because employers of unskilled labour, such as fast food restaurants, usually face highly 
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price-elastic demand curves for their own product and so cannot easily pass on wage rises in the form of 
higher prices without seeing their revenue fall.

This is only true, however, if one firm raises its price while others do not. If all fast food companies are 
forced to raise prices slightly to pay the minimum wage to their staff, this may result in a much smaller fall 
in the demand for the output of any one firm. If this is the case, then the imposition of a statutory mini-
mum wage may actually lead to a rightwards shift in the segment of the labour demand curve at or above 
the statutory minimum wage: a firm is able to pay the higher wage without drastically reducing its labour 
demand because it can pass on the higher wage costs by charging a higher price for its product, safe in 
the knowledge that other firms in the industry will have to do the same and hence that it will not suffer a 
dramatic fall in demand for its output.

In this case – as in panel (d) of Figure 15.8 – although there is an increase in unemployment relative to 
the case with no minimum wage, this is mainly because the supply of labour is higher with the minimum 
wage imposed. This is because some workers will be attracted by the higher wage to enter the labour 
market – second earners, for example, or young people who otherwise would have stayed in full-time 
education.

Advocates of minimum wage laws view the policy as one way to raise the income of the working poor. 
They point out that workers who earn the minimum wage can still afford only a relatively meagre standard 
of living. They argue that although a minimum wage can have some adverse effects, these effects are 
small and the benefits to workers are greater than the costs.

Opponents of the minimum wage contend that it is not the best way to combat poverty since it affects 
only the income of those in employment and may raise unemployment. They also note that not all mini-
mum wage workers are heads of households trying to help their families escape poverty – some may be 
second earners or even third earners in relatively well-off households.

An alternative to the minimum wage is the concept of the living wage. The living wage is calculated 
by the Centre for Research in Social Policy (CRSP), based at Loughborough University in the UK, for the 
Living Wage Foundation. The CRSP calculates the living wage based on an estimation of minimum house-
hold needs which provide an ‘acceptable’ standard of living in the UK. The result is published in November 
each year and is invariably higher than the minimum wage legislated by the UK government. For example, 
in November 2018, the minimum wage (referred to as the National Living Wage) was set at £7.83 (€8.95) 
per hour for people over 25 whereas the Living Wage was £9.00 (€10.29) per hour, and £10.55 (€12.07) in 
London. The Living Wage Foundation argues that paying a living wage is not only a moral responsibility of 
firms but is also beneficial in that a higher wage results in lower absenteeism, improves productivity and 
is beneficial to recruitment and retention. Payment of the Living Wage is voluntary.

living wage an hourly rate set independently, based on an estimation of minimum household needs which provide an 
‘acceptable’ standard of living in the Uk

In July 2015, the UK Chancellor of the Exchequer, announced that the government would be introduc-
ing an amendment to the minimum wage which was in existence. A legally binding National Living Wage 
(NLW) was introduced in April 2016 initially set at £7.20 for over-25s with a target to ensure that the NLW 
reaches 60 per cent of median earnings by 2020. Median earnings are calculated by arranging all wages 
from the highest to the lowest and choosing the middle value. The introduction of the NLW was in conjunc-
tion with steps to reduce benefits payments and was designed to shift incentives from welfare to work. 
The reductions in benefits will, argued the Chancellor, be compensated for by the NLW. The NLW is not 
the same as the Living Wage – the latter is calculated based on the cost of living and not median wages.

Monopsony and Minimum Wages We have seen how wage rates and the number of people employed 
could be lower than the competitive equilibrium when an employer has some market power. An employer 
with monopsony power will set the number of workers employed where the marginal cost of labour 
equals the marginal product, which was highlighted in Figure 15.7. If the minimum wage is set above the 
wage rate being paid by a monopsonist, the effect could actually be to increase employment rather than 
lead to unemployment. Referring back to Figure 15.7, if the minimum wage is set at the equilibrium wage 
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rate of W1 then the number of workers employed would rise from L2  to L1. The labour market outcome of 
a minimum wage, therefore, may depend on the extent to which the market is competitive; if employers 
have market power then a minimum wage might result in a net social benefit.

The Market Power of labour unions A second reason that wages might rise above their equilibrium 
level is the market power of labour unions. A union is a worker association that bargains with employers 
over wages and working conditions. Unions often raise wages above the level that would prevail without 
a union, perhaps because they can threaten to withhold labour from the firm by calling a strike. Studies 
suggest that union workers earn about 10 to 20 per cent more than similar non-union workers.

union a worker association that bargains with employers over wages and working conditions
strike the organized withdrawal of labour from a firm by a union

efficiency wages above-equilibrium wages paid by firms to increase worker productivity

self TesT Define compensating differential and give an example. Give two reasons why more educated 
workers earn more than less educated workers.

discrimination the offering of different opportunities to similar individuals who differ only by race, ethnic group, gender, 
age or other personal characteristics

efficiency Wages A third reason for above-equilibrium wages is suggested by the theory of 
efficiency wages. This theory holds that a firm can find it profitable to pay high wages because doing so 
increases the productivity of its workers. In particular, high wages may reduce worker turnover (hiring and 
training new workers is an expensive business), increase worker effort and raise the quality of workers 
who apply for jobs at the firm. In addition, a firm may feel it has to offer high wages to attract and keep 
the best people – this has been an argument put forward by the banking sector in response to plans by 
governments in Europe to tax bankers’ earnings in the wake of the Financial Crisis 2007–9. If this theory is 
correct, then some firms may choose to pay their workers more than they would normally earn.

The econoMics of discriMinaTion
The previous discussion hinted at the possibilities of discrimination, in particular based on gender, in the 
labour market. Discrimination occurs when the marketplace offers different opportunities to similar indi-
viduals who differ only by race, ethnic group, gender, age or other personal characteristics. Discrimination 
reflects some people’s prejudice against certain groups in society and may reflect institutional or societal 
biases and norms which reinforce discrimination.

Many countries will have some sort of legislation outlawing discrimination in any form in the labour 
market. While it is generally accepted that discrimination is unacceptable and abhorrent, the fact is it 
exists. One of the challenges is understanding when discrimination is indeed occurring and when what 
might appear to be ‘obvious’ discrimination can be explained by other factors. Separating out true discrimi-
nation from other reasons why wages might differ in the labour market is not easy. What follows are some 
insights which economists have discovered.
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Measuring labour Market discrimination
As noted, assessing the extent to which discrimination in labour markets affects the earnings of different 
groups of workers is not easy. Data from the Organisation for Economic Cooperation and Development 
(OECD) show that income inequalities in the UK are higher than those for France and Germany where the 
average income of the richest 10 per cent is around seven times as large as for the poorest 10 per cent. 
In the UK it is around 10 times, with the OECD average being around 9.5. A report published in 2010 by 
the National Equality Panel (Hills, J. et al. (2010) An Anatomy of Economic Inequality in the UK) showed 
that women earn 21 per cent less in terms of median hourly pay for all employees and 13 per cent less 
than men for those working full time. The report also found that Pakistani and Bangladeshi Muslim men 
and Black African Christian men earn between 13 and 21 per cent less than White British Christian men. 
Chinese men are one of the highest paid groups in Britain, but they are paid 11 per cent less than would 
be expected given their qualifications. In the EU, the average pay gap, defined as the difference in average 
gross hourly earnings of women and men, was estimated at 16.4 per cent in 2012.

Taken at face value, these differentials look like evidence that UK and European employers discriminate 
against those from ethnic minorities and women. Simply observing differences in wages among broad 
groups – Whites and Blacks, men and women – however, does not prove that employers discriminate.

Consider, for example, the role of human capital. Whether an individual has a degree, along with the 
type of degree, can account for some of these differences. Those with a degree in sciences may earn 
more than those who have degrees from the humanities and arts. Human capital may also be more impor-
tant in explaining wage differentials than measures of years of schooling suggest. The quality of education 
might affect the quality of human capital. The quality of education both in schools and at higher education 
can also be measured by expenditure, class size, ratio of teachers to pupils and so on. If we could meas-
ure the quality as well as the quantity of education, the differences in human capital among these groups 
would seem even larger.

The Federal Bureau of Statistics in Germany points out that gender pay differences in Germany may 
be due to a number of factors. These include differences in educational attainment, the type of employ-
ment (with many of the jobs women enter tending to be low-skill, low-paid jobs), and a high proportion of 
women working in part-time occupations. Only 41 per cent of women aged between 25 and 59 were in 
full-time employment compared to the EU average of 48 per cent, according to figures published by the 
German Federal Institute for Population Research in 2013.

Human capital acquired in the form of job experience can also help explain wage differences. In particular, 
women tend to have less job experience on average than men. One reason is that female labour force par-
ticipation has increased in industrialized economies over the past several decades. Because of this historic 
change, in both Europe and North America, the average female worker today is younger than the average 
male worker. In addition, women are more likely to interrupt their careers to raise children. For both reasons, 
the experience of the average female worker is less than the experience of the average male worker.

Men and women do not always choose the same type of work, and this fact may help explain some of the 
earnings differential between men and women. For example, women are more likely to be personal assis-
tants or receptionists and be in the caring professions, and men are more likely to be lorry drivers. The relative 
wages of personal assistants, receptionists and lorry drivers depend in part on the working conditions of each 
job. Because these non-monetary aspects are hard to measure, it is difficult to gauge the practical importance 
of compensating differentials in explaining the wage differences that we observe. Again, feminist economists 
argue that these are often due to the institutional and societal norms that exist in many economies and that 
there exists, as a result, institutional and societal discrimination which depresses women’s pay in comparison 
to men. It is not a case of sex discrimination but gender discrimination. Sex, it is argued, relates to the biolog-
ical differences between men and women whereas gender bias refers to the social and cultural construction 
of roles, rules and expectations attached to women and men in society, and which can distort outcomes.

discrimination by employers
If one group in society receives a lower wage than another group, after controlling for human capital and 
job characteristics, who is to blame for this differential? The answer is not obvious. It might seem natural 
to blame employers for discriminatory wage differences. After all, employers make the hiring decisions 
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that determine labour demand and wages. If some groups of workers earn lower wages than they should, 
then it seems that employers are responsible. Yet some economists are sceptical of this answer. They 
believe that competitive market economies provide a natural antidote to employer discrimination, in the 
form of the profit motive.

Imagine an economy in which workers, both male and female, are differentiated by their hair colour. 
Blondes and brunettes have the same skills, experience and work ethic. Yet, because of discrimination, 
employers prefer not to hire workers with blonde hair. Thus, the demand for blondes is lower than it oth-
erwise would be. As a result, blondes earn a lower wage than brunettes.

How long can this wage differential persist? In the neo-classical model, it will be assumed that a firm 
could hire blonde workers and pay lower wages and thus have lower costs than firms that hire brunettes. 
Over time, more and more ‘blonde’ firms enter the market to take advantage of this cost advantage. The 
existing ‘brunette’ firms have higher costs and, therefore, begin to lose money when faced with the new 
competitors. These losses induce some brunette firms to go out of business. Eventually, the entry of 
blonde firms and the exit of brunette firms cause the demand for blonde workers to rise and the demand 
for brunette workers to fall. This process continues until the wage differential disappears.

Put simply, business owners who care only about making money (and employ people of whatever 
colour hair) are at an advantage when competing against those who are discriminating and only employ 
brunettes. As a result, firms that do not discriminate tend to replace those that do. In this way, it is argued, 
competitive markets have a natural remedy for employer discrimination. Of course, this analysis is highly 
dependent on the assumptions made for a competitive market and presumes a number of societal norms 
and values, such as the importance of the profit motive, as a reason for conducting business.

discrimination by customers and governments
customer Preferences In some instances, a firm may discriminate on the basis that it perceives its 
customers have particular preferences. For example, security firms might seek to employ only male work-
ers on the assumption that customers would not feel confident if female workers were employed; firms 
with call centres may avoid employing workers with different regional or country-specific accents which 
it thinks its customer will either not understand or find difficult to listen to; or customer-facing firms may 
not employ disabled workers, those with particular religions and those with visible external practices like 
the wearing of the hijab and niqab by Muslim women. This, of course, is not to say that such normative 
judgements are correct or desirable but that there may be an explanation in relation to perceived customer 
preferences for discrimination. If such reasons exist, then governments may seek to implement legislation 
to prevent the outcomes occurring.

government Policy Another way for discrimination to persist in competitive markets is for the govern-
ment to mandate discriminatory practices. If, for instance, the government passed a law stating that 
women were not allowed to take front line combat roles in its armed forces or work down coal mines, or 
only people above a certain height or set of physical characteristics could work in the emergency services, 
then a wage differential could persist in a competitive market.

becker’s ‘employer Taste’ Model
One important piece of research into the economics of discrimination is from Nobel Prize winner Gary 
Becker from the University of Chicago who, in 1971, revised his earlier 1957 work on this area. The basis 
of the employer taste model is that (for whatever reason) some employees will resist working with other 
employees, possibly because of gender, sexual orientation or race. People may have a ‘taste’ for only 
working with certain groups of people. Those outside this accepted group may end up being disadvan-
taged as a result.

Assume that a UK firm, which grows asparagus, employs workers to cut the spears. It has a choice 
of employing locals or migrant workers. Local people have a prejudice against migrant workers for some 
reason. Our analysis of a competitive firm assumes that workers will be employed up to the point at which 
the wage equals the marginal revenue product of labour. Assume that both local and migrant workers 
have the same level of productivity. If the firm must employ workers at a going wage (which is above 
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the minimum wage) then it may choose not to employ workers from the migrant group because of the 
 preferences of its local workforce. If, however, the firm can pay migrant workers lower wages, then it 
faces a choice. There is an incentive for it to increase profits by employing the migrant workers from 
Europe. If migrant workers were prepared to work for the minimum wage, then the firm could lower its 
costs and increase profit as a result. Or it could only employ local workers at a higher wage rate and accept 
lower profits.

This is the ‘employer taste’ model – discrimination will exist because  employers do not employ labour 
from certain genders, race, etc. unless the workers are prepared to accept lower wages. This discrimina-
tion may continue while there is some limit to the competition in the labour market – in this case it might 
be that all firms are prepared to act in the same way.

However, if there were other asparagus farms in the area who were not discriminatory then one of 
these firms might choose to hire all workers at the minimum wage, which would increase its overall 
profits. Such a firm would also employ more workers (remember that the lower the wage rate the more 
workers a firm is willing to employ). There could be an influx of migrant workers to the area who are will-
ing to take advantage of the jobs available. These non-discriminatory firms could not only produce more 
output but at a lower wage cost per unit and so make more profit, possibly driving out the discriminatory 
firm from the industry.

In the UK, such a situation has manifested itself in recent years. The extension of membership of the 
EU in 2004 led to an increase in the number of migrant workers from countries such as Poland, Lithuania 
and the Czech Republic coming to Britain to find work. Many of these workers appeared willing to take 
jobs that paid relatively low wages, such as cutting asparagus spears. In Cambridgeshire, in the southeast 
of England, a large number found work on farms in the region, picking and packing fruit and vegetables. In 
the town of Wisbech, for example, there are tensions between ‘local’ and migrant workers from Eastern 
Europe, with local workers claiming that migrant workers are taking jobs because they are prepared to 
accept lower pay.

The sensitivity of the situation in Wisbech is difficult and towns like this voted overwhelmingly for 
‘leave’ in the referendum on whether the UK should leave or stay in the EU in June 2016. Indeed, in some 
districts of Wisbech, the ‘leave’ vote was around 80 per cent.

Some employers have been accused of exploiting migrant labour by paying them low wages, but some 
counter that they are paying at least the minimum wage and that they find migrant workers not only will-
ing to work for lower pay but that their productivity levels are relatively high compared with some ‘local’ 
labour. In this case not only are migrant workers prepared to work for lower wages but their marginal 
product is higher at each price (wage). Some farmers claim that ‘local’ workers are not prepared to do the 
sort of work that is available and believe that it is too low paid.

self TesT Why is it hard to establish whether a group of workers is being discriminated against? Explain 
how profit-maximizing firms tend to eliminate discriminatory wage differentials. How might a discriminatory 
wage differential persist?

The oTher facTors of ProducTion: land and caPiTal
Firms need to hire other factor inputs to production apart from labour. For example, our apple-producing 
firm might have to choose the size of its apple orchard (land) and the number of ladders to make available 
to its apple pickers, the baskets that are used to collect the picked apples, plus the trucks used to transport 
the apples, the buildings used to store them and even the trees themselves.

equilibrium in the Markets for land and capital
What determines how much the owners of land and capital earn for their contribution to the production 
process? Before answering this question, we need to distinguish between two prices: the purchase price 
and the rental price. The purchase price of land or capital is the price a person pays to own that factor of 
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production indefinitely. The rental price is the price a person pays to use that factor for a limited period of 
time. It is important to keep this distinction in mind because, as we will see, these prices are determined 
by somewhat different economic forces.

Having defined these terms, we can now apply the theory developed for the labour market to the 
markets for land and capital. Much of what we have learned about wage determination applies also to 
the rental prices of land and capital. As Figure 15.9 illustrates, the rental price of land, shown in panel (a), 
and the rental price of capital, shown in panel (b), are determined by supply and demand. Moreover, the 
demand for land and capital is determined just like the demand for labour. For both land and capital, the 
firm increases the quantity hired until the value of the factor’s marginal product equals the factor’s price. 
Thus, the demand curve for each factor reflects the marginal productivity of that factor.

The Markets for land and capital
Supply and demand determine the compensation paid to the owners of land, as shown in panel (a), and the compensation paid to the 
owners of capital, as shown in panel (b). The demand for each factor, in turn, depends on the value of the marginal product of that factor.

figure 15.9
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We can now explain how much income goes to labour, how much goes to landowners and how much 
goes to the owners of capital. Assuming that the factors of production are competitive and profit maximiz-
ing, each factor’s rental price must equal the value of the marginal product for that factor: labour, land and 
capital each earn the value of their marginal contribution to the production process.

Now consider the purchase price of land and capital. The rental price and the purchase price are related: 
buyers are willing to pay more for a piece of land or capital if it produces a valuable stream of rental 
income. As we have just seen, the equilibrium rental income at any point in time equals the value of that 
factor’s marginal product. Therefore, the equilibrium purchase price of a piece of land or capital depends 
on both the current value of the marginal product and the value of the marginal product expected to prevail 
in the future.

linkages between the factors of Production
We have seen that the price paid to any factor of production – labour, land or capital – equals the value of 
the marginal product of that factor. The marginal product of any factor, in turn, depends on the quantity of 
that factor that is available. Because of diminishing marginal product, a factor in abundant supply has a low 
marginal product and thus a low price, and a factor in scarce supply has a high marginal product and a high 
price. As a result, when the supply of a factor falls, its equilibrium factor price rises.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 15   tHe ecoNomIcs oF Factor markets   339

When the supply of any factor changes, however, the effects are not limited to the market for that 
factor. In most situations, factors of production are used together in a way that makes the productivity of 
each factor dependent on the quantities of the other factors available to be used in the production process. 
As a result, a change in the supply of any one factor alters the earnings of all the factors.

For example, suppose one night, lightning strikes the storehouse in which are kept the wooden ladders 
that the apple pickers use to pick apples from the orchards, and many of the ladders are destroyed in 
the ensuing fire. What happens to the earnings of the various factors of production? Most obviously, the 
supply of ladders falls and, therefore, the equilibrium rental price of ladders rises. Those owners who were 
lucky enough to avoid damage to their ladders now earn a higher return when they rent out their ladders 
to the firms that produce apples.

Yet the effects of this event do not stop at the ladder market. Because there are fewer ladders with which 
to work, the workers who pick apples have a smaller marginal product. Thus, the reduction in the supply of 
ladders reduces the demand for the labour of apple pickers, and this causes the equilibrium wage to fall.

This story shows a general lesson: an event that changes the supply of any factor of production can 
alter the earnings of all the factors. The change in earnings of any factor can be found by analyzing the 
impact of the event on the value of the marginal product of that factor.

What is capital income?

Labour income is a relatively easy concept to understand: it is the wages and salaries that workers get from their 
employers. The income earned by capital, however, is less obvious.

In our analysis, we have been implicitly assuming that households own the economy’s stock of capital –  equipment, 
machinery, computers, warehouses and so forth – and rent it to firms that use it. Capital income, in this case, is the 
rent that households receive for the use of their capital. This assumption simplified our analysis of how capital own-
ers are compensated, but it is not entirely realistic. In fact, firms usually own the capital they use and, therefore, they 
receive the earnings from this capital.

These earnings from capital, however, eventually get paid to households. Some of the earnings are paid in the 
form of interest to those households who have lent money to firms. (Anyone who has savings in a financial institution, 
who pays into a pension fund or an insurance policy is indirectly lending money to businesses). Bondholders and 
bank depositors are two examples of recipients of interest. Thus, when you receive interest on your bank account, 
that income is part of the economy’s capital income.

In addition, some of the earnings from capital are paid to households in the form of dividends. Dividends are pay-
ments by a firm to the firm’s shareholders. A shareholder is a person who has bought a share in the ownership of the 
firm and therefore is entitled to share in the firm’s profits. (This is usually called an equity or, quite simply, a share.)

A firm does not have to pay out all its earnings to households in the form of interest and dividends. Instead, it can retain 
some earnings within the firm and use these earnings to buy additional capital. Although these retained earnings do not 
get paid to the firm’s shareholders, the shareholders benefit from them nonetheless. Because retained earnings increase 
the amount of capital the firm owns, they tend to increase future earnings and, thereby, the value of the firm’s equities.

Under the assumptions of a competitive model, capital is paid according to the value of its marginal product and 
gets transmitted to households in the form of interest or dividends or whether it is kept within the firms as retained 
earnings.

fyi

self TesT What determines the income of the owners of land and capital? How would an increase in the 
quantity of capital affect the incomes of those who already own capital? How would it affect the incomes of 
workers?
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econoMic renT
Consider a professional footballer in a top European league. Some players in these leagues earn tens of 
thousands of euros a week. Assume a player earns €100,000 per week; if that player’s wages were cut to 
€50,000, would they still be a professional footballer? What if their wages were cut to €20,000 a week, or 
€5,000 a week? (€5,000 a week is still €260,000 a year). At what point would the player make the decision 
to stop being a professional footballer and switch to doing something else instead?

Now consider a plot of land and a series of machines used by a business for manufacturing CDs. 
The demand for CDs is falling, but the business could use the machines and factory to produce Blu-ray 
DVDs. At what point do the falling earnings from CDs lead to the business switching from CD produc-
tion to Blu-ray DVD production? If the earnings from CD or Blu-ray production fall, at what point does 
the firm decide to switch the use of the land and capital away from that particular use to another use 
altogether?

This is the subject of what is called economic rent. Economic rent is the amount a factor of production 
earns over and above its transfer earnings. Transfer earnings are, in turn, the minimum payment required 
to keep a factor of production in its current use. The transfer earnings of a factor, therefore, represent the 
opportunity cost of the factor being employed in its current use.

economic rent the amount a factor of production earns over and above its transfer earnings
transfer earnings the minimum payment required to keep a factor of production in its current use

Let us go back to our professional football example. Assume that a player is currently earning €200,000 
per year. The player also happens to be a qualified chartered surveyor and assume that the average annual 
income for those in this profession is €88,400. Provided the player earns in excess of the amount they 
could earn as a surveyor, it is rational for the player to continue as a professional footballer. If the play-
er’s wages were cut to €100,000 a year, then there would still be an incentive for the player to stay as a 
footballer. However, if the player’s wages were cut to €85,000, then they could earn more from being a 
surveyor and it would be rational for them to transfer to that occupation.

The difference between the amount the factor earns and the transfer earnings is termed the eco-
nomic rent. If the player earns €200,000, then the economic rent, in our example, is €111,600. This is the 
amount by which the player’s earnings could fall before there was an incentive to transfer to alternative 
employment.

We can see the size of the economic rent in Figure 15.10. The wage rate is given by the intersection 
of the demand and supply curve at W1. If the wage rate was W2, the number of people willing to work in 
this industry would be zero (the vertical intercept of the supply curve). At wage rates higher than W2, for 
example W3, L2 workers would be willing to offer their services. For the L2 worker, the wage rate of W3 is 
just sufficient to encourage them into that employment, but for all the other workers up to L2 the wage rate 
is higher than the amount they would be willing to earn to offer their services. A wage of W3, therefore, 
will yield some economic rent for these workers.

When L1 workers are employed, the total economic rent is given by the area above the supply curve, 
W1, A, W2. The area under the supply curve, shown by 0, W2, A, L1, is the value of the transfer earnings.

The principle of economic rent can be applied to all factors of production. It is important when thinking 
of land that you do not confuse the general use of the term rent with the economic definition. Economic 
rent has applications across a range of economic situations. In particular, it has been discussed with ref-
erence to taxation. If economic rent exists for any factor of production, the government could, in theory, 
tax a portion of that rent without affecting the employment of that factor in a particular use. A government 
might, therefore, debate how much of a banker’s bonus to tax if there is an assumption that a large part 
of the earnings of bankers represents economic rent. Governments might consider taxing land, and pro-
viding the tax does not push earnings below the transfer earnings then the land will continue to be used 
in its current form.
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economic rent
At the market wage rate of  W1 , the economic rent is shown by the area above the supply curve and the transfer earnings by the area 
below the supply curve.

figure 15.10
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conclusion
The main theory developed in this chapter is called the neo-classical theory of distribution. According to the 
neo-classical theory, the amount paid to each factor of production depends on the supply and demand for 
that factor. The demand, in turn, depends on that particular factor’s marginal productivity. In equilibrium, each 
factor of production earns the value of its marginal contribution to the production of goods and services.

The theory explains why some workers are paid more than others. It is because some workers can 
produce a good of greater market value than can others and so the wages of workers reflect the market 
prices of the goods they produce. In competitive markets, workers earn a wage equal to the value of their 
marginal contribution to the production of goods and services.

There are, however, many things that affect the value of the marginal product. Firms pay more for work-
ers who are more talented, more diligent, more experienced and more educated because these workers 
are more productive. Firms pay less to those workers against whom customers discriminate because 
these workers contribute less to revenue.

We have also looked at some different interpretations of the labour market by exploring the basics 
behind Marxist thinking on labour and the critique offered by feminist economists which present different 
perspectives on how wages are determined, and the importance and role of societal norms in understand-
ing wage rates and wage differences.

suMMary
●● The demand for labour is a derived demand that comes from firms that use factors to produce goods and services. 

Competitive, profit-maximizing firms hire each factor up to the point at which the value of the marginal product of 
the factor equals its price.

●● The supply of labour arises from individuals’ trade-off between work and leisure. An upwards sloping labour sup-
ply curve means that people respond to an increase in the wage by enjoying less leisure and working more hours.
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●● The price paid to each factor adjusts to balance the supply and demand for that factor. Because factor demand 
reflects the value of the marginal product of that factor, in equilibrium each factor is compensated according to its 
marginal contribution to the production of goods and services.

●● Because factors of production are used together, the marginal product of any one factor depends on the quantities 
of all factors that are available. As a result, a change in the supply of one factor alters the equilibrium earnings of 
all the factors.

●● Marxist theory of the labour market stresses the importance of surplus value which is exploited by owners of fac-
tors of production and means that labour does not earn the full value of the work they provide.

●● Feminist economists criticize the neo-classical theory of the labour market, suggesting that it is primarily male 
oriented, does not recognize the value of non-market labour activity, and that societal norms and approaches to 
research by ‘mainstream’ economics lead to outcomes and policies which mean opportunities for women in the 
labour market, as well as the wages they earn, are likely to be less than those available to males.

●● Workers earn different wages for many reasons. To some extent, wage differentials compensate workers for job attrib-
utes. Other things being equal, workers in hard, unpleasant jobs get paid more than workers in easy, pleasant jobs.

●● Workers with more human capital get paid more than workers with less human capital. There are criticisms of the 
human capital approach, which are based on the societal norms which underlie the theory.

●● Although years of education, experience and job characteristics affect earnings as neo-classical theory predicts, 
there is much variation in earnings that cannot be explained by things that economists can measure. Some unex-
plained variation in earnings can be attributed to natural ability, effort and chance and some to inherent biases and 
norms which exist in society.

●● Some economists have suggested that more educated workers earn higher wages not because education raises 
productivity but because workers with high natural ability use education as a way to signal their high ability to 
employers. If this signalling theory is correct, then increasing the educational attainment of all workers would not 
raise the overall level of wages.

●● Wages are sometimes pushed above the level that brings supply and demand into balance. Three reasons for 
above equilibrium wages are minimum wage laws, unions and efficiency wages.

●● Some differences in earnings are attributable to discrimination on the basis of race, gender or other factors. 
Measuring the amount of discrimination is difficult, however, because one must correct for differences in human 
capital and job characteristics.

●● In theory, competitive markets can limit the impact of discrimination on wages. If the wages of a group of workers 
are lower than those of another group for reasons not related to marginal productivity, then non-discriminatory 
firms will be more profitable than discriminatory firms. Profit-maximizing behaviour, therefore, can reduce discrim-
inatory wage differentials.

The Minimum Wage debate in economics
The debate between those in favour of a minimum wage and those who argue that government intervention in the 
labour market in this way merely increases unemployment and distorts labour markets, has highlighted sharp divi-
sions. In the UK the national minimum wage was introduced in 1999, somewhat later than those in New Zealand and 
Australia, which were introduced in the latter part of the 1800s. In 2018, 21 of the 27 EU countries had a minimum wage 
with Germany being one of the last to introduce legislation when its minimum wage came into force in January 2015. 
The debate over the costs and benefits of a minimum wage have continued for over 100 years. The debate is more than 
simply the rate at which a minimum wage is set; it is a debate which reflects the state of economics as a discipline.

In this chapter we have outlined the theory of competitive labour markets. If this is the basis on which you believe 
labour markets work, then a minimum wage set above the equilibrium wage will lead to unemployment, the extent of 
which being dependent on the elasticity of demand and supply of labour. The theory of competitive labour markets 

in The neWs
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has predictive powers, and one of the predictions is that a minimum wage set above the equilibrium market wage will 
lead to unemployment. Early opponents of minimum wages argued against it on this very basis.

Critics of the neo-classical model argued that the assumption that markets are highly competitive was inaccurate 
and that there are elements of monopsony power in most labour markets. Does this monopsony model of labour 
markets approximate to the way labour markets really work, and thus provide a more appropriate set of tools for 
analyzing the effects of a minimum wage, or does the perfectly competitive model reflect more closely what labour 
markets are like in reality? A study by Card and Krueger in 1995 in the United States suggested that in some contexts 
(their work focused on the fast food industry), a minimum wage might have a positive effect on employment. This 
outcome would not be predicted by the competitive model.

What this highlights is a fundamental methodological debate in economics. If the predictions of the competitive 
model of the labour market are inaccurate, then it brings into question whether such a model is of value. If the model 
is of limited value, then it raises the question whether it should be taught as the basis of the theory of the labour 
market to undergraduate students. Many economists align themselves with neo-classical principles, and if the fun-
damental assumptions on which they base their research and views was found to be wanting, then this brings into 
question their whole reason for being.

Economics is not simply about adherents to the neo-classical model and those opposing it. There are other 
schools of thought including the so-called ‘institutionalists’. Institutional economics places some emphasis on the 
role of institutions in shaping the goals, rules and social norms which influence economic activity. Institutions include 
the laws that governments pass, the customs that evolve over time and are accepted as norms in society, the codes 
of conduct that firms and households adopt, the way in which rules and norms are enforced, and the political power 
that rests with different social groups. Institutionalists might argue that the neo-classical theory of the labour market 
ignores where people and firms in society are in terms of their wealth (i.e. are people in an economy ‘rich’ or ‘poor’ 
on average) and are citizens essentially satisfied with their situation or very dissatisfied?

These are important considerations in the analy-
sis of minimum wages, they argue, because if society 
as a whole believes that wages for the low paid are 
too low and that there is considerable unfairness in 
labour markets with the low paid having little power, 
then their behaviour in response to the imposition 
of a minimum wage may be very different from the 
self-interested, rational being who is free to negotiate 
the sale of their labour and move from job to job as 
assumed by the neo-classical model.

The debate over the appropriate level of the min-
imum wage and, indeed, whether there should be a 
minimum wage at all, will continue. It could be argued 
that the actual level of the minimum wage is almost 
irrelevant – what is at stake is the very basis of the underpinning philosophy and methodology in economics.

Critical Thinking Questions

1 To what extent do you think that the assumptions of the neo-classical model of the labour market allow predic-
tions to be made about the minimum wage which are both negative and significant? explain your reasoning.

2 Minimum wage laws are set with the intention of helping the low paid. in low-paid jobs, what powers might 
employers have which might imply some element of monopsony exists in this market?

3 how might the existence of laws, rules, customs and social norms affect the predictions of the neo-classical 
model of the labour market in response to minimum wages, which institutionalists would argue render the out-
come inaccurate and unpredictable?

4 Why might a minimum wage in low-paid jobs such as the fast food industry actually increase employment?
5 in this chapter, we have looked at the living Wage. is the fact that, according to the living Wage foundation, 

‘thousands of employers are signed up and proudly displaying the living Wage employer Mark’ testament to the 
fact that institutionalist explanations of the labour market are not without foundation?

Reference: davidcard.berkeley.edu/papers/njmin-aer.pdf, accessed 8 February 2019.

The debate over the costs and benefits of a minimum wage 
have continued for over  100  years.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



344   PART 5   Factor markets

quesTions for reVieW
1 Explain how a firm’s production function is related to its marginal product of labour, how a firm’s marginal product of 

labour is related to the value of its marginal product and how a firm’s value of marginal product is related to its demand 
for labour.

2 Give two examples of events that could shift the demand for labour and two that could shift the supply of labour.

3 Explain how the wage can adjust to balance the supply and demand for labour while simultaneously equalling the value 
of the marginal product of labour.

4 If the population of Norway suddenly grew because of a large immigration, what would you expect to happen to wages? 
What would happen to the rents earned by the owners of land and capital?

5 Why do deep-sea divers assessing oil rigs in the North Sea get paid more than other workers with similar amounts of 
education?

6 Explain the idea of surplus value and why its existence means that workers do not get paid the full value of their labour, 
contrary to neo-classical explanations of wage rates.

7 What are the criticisms levelled against ‘mainstream’ theory of the labour market by feminist economists?

8 Give three reasons why a worker’s wage might be above the level that balances supply and demand.

9 What difficulties arise in deciding whether a group of workers has a lower wage because of discrimination?

10 Give an example of how discrimination might persist in a competitive market.

ProbleMs and aPPlicaTions
1 Suppose that the government proposes a new law aimed at reducing healthcare costs: all citizens are to be required to 

eat one apple daily.
a. How would this apple-a-day law affect the demand and equilibrium price of apples?
b. How would the law affect the marginal product and the value of the marginal product of apple pickers?
c. How would the law affect the demand and equilibrium wage for apple pickers?

2 Show the effect of each of the following events on the market for labour in the computer tablet manufacturing industry:
a. The government buys tablets for all university students.
b. More university students graduate in engineering and computer science.
c. Computer firms build new manufacturing factories.

3 Your enterprising uncle opens a sandwich shop that employs seven people. The employees are paid €12 per hour and a 
sandwich sells for €6. If your uncle is maximizing his profit, what is the value of the marginal product of the last worker 
he hired? What is that worker’s marginal product?

4 Imagine a firm that employs two types of workers – some with computer skills and some without. If technology advances 
so that computers become more useful to the firm, what happens to the marginal product of the two types of workers? 
What happens to equilibrium wages? Explain, using appropriate diagrams.

5 Assume that the value of a good is determined by the amount of labour time a worker puts into production. How does 
Marx explain why a worker who is inefficient and takes twice the time of the average worker to produce the good is not 
more valuable?

6 a.  To what extent should any model of the labour market take into consideration non-market labour employed in the 
home such as raising children and housework?

b. Do social norms and the approaches taken by economists in researching labour markets mean that women are 
routinely discriminated against?

c. Can the existence of lower wages in caring professions be purely explained by conventional economic theory of the 
labour market?
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7 This chapter has assumed that labour is supplied by individual workers acting competitively. In some markets, however, 
the supply of labour is determined by a union of workers.
a. Explain why the situation faced by a labour union may resemble the situation faced by a monopoly firm.
b. The goal of a monopoly firm is to maximize profits. Is there an analogous goal for labour unions?
c. Now extend the analogy between monopoly firms and unions. How do you suppose that the wage set by a union 

compares to the wage in a competitive market? How do you suppose employment differs in the two cases?
d. What other goals might unions have that make unions different from monopoly firms?

8 University students sometimes work as summer interns for private firms or the government. Many of these positions pay 
little or nothing.
a. What is the opportunity cost of taking such a job?
b. Explain why students are willing to take these jobs.
c. If you were to compare the earnings later in life of workers who had worked as interns and those who had taken 

summer jobs that paid more, what would you expect to find? Explain.

9 a. Explain the difference between a ‘minimum wage’ and a ‘living wage’.
b. What should governments use to base calculations of wage rates for the lower paid? Justify your response.
c. Proponents of the living wage argue that firms have a moral duty to pay it but that there are also benefits to firms of 

higher productivity and lower absenteeism as well as improved recruitment and retention. Critics argue that holding 
the wage rate above market equilibrium causes unemployment. What side of the argument do you agree with most? 
Explain your reasoning.

10 Consider three different policies which governments could use to tackle discrimination in the workplace. Comment on 
the likely success of these policies in reducing discrimination in the labour market.
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In much of our studies so far, we have looked at market outcomes and discussed welfare in terms of total 
surplus. In the last chapter, we touched on the fact that people earn different incomes, and some of the 

reasons why, including Marxist and feminist interpretations whose theories are not considered part of the 
mainstream neo-classical approach to economics.

In almost every economy in the world, there are wide differences in the way in which incomes are 
distributed among the population. In some economies, these gaps are very wide with a relatively small 
number of people being very rich and a relatively large number of people being poor.

In this chapter we discuss this distribution of income – a topic that raises some fundamental ques-
tions about the role of economic policy. We have noted that governments can sometimes improve 
market outcomes. This possibility is particularly important when considering the distribution of income. 
The market system may, if conditions are right, allocate resources efficiently, or at least as efficiently 
as any system yet devised, but it does not necessarily ensure that resources are allocated fairly, i.e. 
equitably.

There is a debate, therefore, about whether governments and international bodies should redistribute 
income to achieve greater equality both nationally and globally and if they do, what the most effective  
way of achieving this goal is. Advocates of market systems argue that if governments do get involved in 
such actions, the problem of trade-offs arises between equity and efficiency; policies to make the distri-
bution of income more equitable, distort incentives, alter behaviour and make the allocation of resources 
less efficient.

Critics of this approach dismiss the idea of a trade-off between equity and efficiency and argue that 
well-designed policies can improve inequality without any significant impact on efficiency. In addition, they 
also argue that inequality is responsible for misery, hunger, far lower life expectancies, and that there is a 
moral duty for seeking to improve equality that goes beyond the neo-classical assertions about efficiency 
and total surplus.

PART 6
InequAlITy

16 Income InequAlITy 
And PoveRTy
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The meAsuRemenT of InequAlITy
We begin our study of the distribution of income by addressing four questions of measurement:

 ● How much inequality is there in our society?
 ● How many people live in poverty?
 ● What problems arise in measuring the amount of inequality?
 ● How often do people move among income classes?

Income Inequality
Imagine that you lined up all the families in the economy according to their annual income. Then you divided 
the families into groups: the bottom 10 per cent, the next 10 per cent and so on up to the top 10 per cent. 
This would be dividing the population by deciles. If you divided the families into the bottom 20 per cent, 
the next 20 per cent and so on, this would be dividing the population by quintiles. We could then look at 
how incomes fall in these different groupings to get some indication of the income distribution. This is high-
lighted in Figure 16.1. Here we have depicted the population split into deciles. Panel A represents country X.  
Here, the top 10 per cent of the population earns a total of €1 million per year whereas the bottom  
10 per cent earns just €5,000 per year. In panel B, representing country Y, the top 10 per cent earns €250,000 
per year and the bottom 10 per cent earns €60,000 a year. Looking at the total incomes earned, country 
X is clearly richer with a total income of €2,040,000 compared to the total income of country Y which is 
€1,350,000. However, if we take the top 20 per cent of the population of country X, these people earn  
73.5 per cent of the total wealth of the country whereas in country Y, the top 20 per cent earn 35 per cent 
of the total income of the country. Which country would you prefer to live in?

This example shows that the distribution of income in country X is more unequal than in country Y. If 
you are one of the top 20 per cent of the population in country X you might be perfectly happy living in 
that country, but many people would prefer to live in country Y because the distribution of income seems 
‘fairer’. There have been a number of studies which seem to suggest that people have an innate sense of 
fairness which often overrides rational self-interest.

In country Y, the differences in incomes between the lower decile or quintile groups are less extreme 
than those of the top decile or quintile groups, but in country X the figures are skewed to one end of the 
scale, i.e. the richest 10 per cent or 20 per cent of the population account for a far higher proportion of 
income than the lower groups.

According to data from the IFS published in 2018 (Living Standards, Poverty and Inequality in the UK: 
2018), income inequality in the UK has remained broadly stable since the 1990s. However, the top 1 per 
cent of the population’s share of total income has grown from 5.7 per cent in 1990 to 7.8 per cent in 

Income Inequality: an example
The panels depict two countries’ 
populations divided into deciles and the 
total income earned per year by each decile. 
Panel A depicts country X where the top  
10 per cent of the population earn €1m per 
year and the bottom 10 per cent, €5,000.  
Panel B depicts country Y where the top  
10 per cent of the population earn a total of 
€250,000  per year and the bottom  
10 per cent, €60,000  per year.

fIguRe 16.1
Panel A.
Country X: Total Income per year = 2,040,000

Panel B.
Country Y:  Total Income per year = 1,350,000
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2016–17. Inequality among the bottom 99 per cent of the population has fallen due in part to the slowing 
of income growth at higher levels following the recession. According to the Office for National Statistics 
(ONS), the median equivalized disposable income in the UK in 2017–18 was around £540 per week (€606).  
In a review published in 2017, the ONS reported that 7.3 per cent of the UK population (about 4.6 million 
people) were experiencing ‘persistent poverty’. Relative poverty is defined by the ONS as an equivalized 
disposable income below 60 per cent of median income in the current year. Persistent poverty is defined 
as ‘being in relative income poverty in the current year and at least two of the three preceding years’. 
Across Europe there are similar income inequalities. According to Eurostat, around 118 million people in 
2016 were at risk of poverty across the EU, around 17.3 per cent of the population. The top quintile of the 
population of the EU received around 5.2 times as much income as the lowest quintile in 2016.

There are two common measures of income inequality which we will now look at, the Lorenz curve 
and the Gini coefficient.

The lorenz curve
We noted above that the population (or households) can be grouped in different ways. The Lorenz curve 
shows the relationship between the cumulative percentage of households and the cumulative percentage 
of income. Figure 16.2 shows the relationship in graphical form. If income is distributed evenly, then each 
proportion of households accounts for the same percentage of income, and the resulting line connecting 
all these points is a 45 degree line of perfect equality. For example, if total income in the country was  
€100 million, then the bottom 10 per cent would account for €10 million, the next 10 per cent, €10 million 
and so on. However, we know that such equality is highly unlikely, so what is called a Lorenz curve (rather 
than a single straight line) portrays the degree of inequality in a country.

Lorenz curve the relationship between the cumulative percentage of households and the cumulative percentage of income
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The lorenz curve
If each decile accounted for the same percentage of 
cumulative income, the line of perfect equality would be 
a 45  degree line. The Lorenz curve shows the degree of 
inequality in a country – the more bowed the curve the 
greater the degree of inequality.

fIguRe 16.2

Assume that the share of income in a country is that given in Table 16.1 measured in quintiles. The 
bottom 20 per cent (quintile) has a share of total income of 5 per cent, the second quintile, 10 per cent, 
the third, 25 per cent, the fourth 30 per cent and the top quintile 30 per cent. The share of income must 
add up to 100 per cent, and when we express the share as the cumulative share of income, we get the 
figures in the third column. We then plot the data from the third column onto our graph to get the Lorenz 
curve shown in Figure 16.2.

Compare the Lorenz curve in Figure 16.2 with that in Figure 16.3. The cumulative share in income in 
Figure 16.3 is taken from Table 16.2.
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The Lorenz curve in Figure 16.3 is more bowed than that in Figure 16.2. The reason is that the degree 
of income inequality in this country is greater than that in the country depicted in Figure 16.2. In this coun-
try, the bottom 40 per cent of households only account for 10 per cent of income whereas the top 20 per 
cent accounts for 60 per cent of total income. The more bowed the Lorenz curve the greater the degree 
of income inequality.

The gini coefficient
We have seen that the more bowed the Lorenz curve the greater the degree of income inequality. The Gini 
coefficient was developed by an Italian statistician, Corrado Gini (1884–1965) in 1912. The Gini coefficient 
measures the ratio of the area between the 45 degree line of perfect income equality (a benchmark of abso-
lute equality) and the Lorenz curve, to the entire area under the 45 degree line of perfect income equality.

5Gini coefficient
Area between the line of perfect income equality and Lorenz curve

Area under the line of perfect income equality
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The lorenz curve

Quintile Percentage share of income (%) Cumulative share of income (%)

Bottom 20 per cent 5 5
Second 20 per cent 10 15
Third 20 per cent 25 40
Fourth 20 per cent 30 70
Top 20 per cent 30 100

TAble 16.1

lorenz curve showing greater Inequality of Income
The Lorenz curve shown in the figure in comparison to the 
one in Figure 16.2 is more bowed, reflecting the greater 
degree of income inequality in this country. In this example, 
income is heavily concentrated in the hands of the top  
20  per cent of households.

fIguRe 16.3

lorenz curve showing greater Inequality of Income

Quintile Percentage share of income (%) Cumulative share of income (%)

Bottom 20 per cent 5 5
Second 20 per cent 5 10
Third 20 per cent 10 20
Fourth 20 per cent 20 40
Top 20 per cent 60 100

TAble 16.2

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 16   InCOMe InequalIty anD POVeRty   351

Comparing the Gini coefficient between different countries allows us to observe different income distri-
butions. The Gini coefficient tells us nothing about how income is distributed between different countries, 
merely that one country has a more unequal distribution than another.

The Gini coefficient is a number between 0 and 1. A Gini coefficient of 0 means that income equality is 
perfect; in other words there is no difference between the line of perfect income equality and the actual 
Lorenz curve. At the other extreme, if all income was in the hands of just one household, then the area 
between the line of perfect income equality and the actual Lorenz curve would be equal to 1. It follows, 
therefore, that the higher the Gini coefficient the greater the degree of income inequality.

The principle of the Gini coefficient is shown in Figure 16.4. In panel (a) the area between the line of 
perfect income inequality and the actual Lorenz curve is the orange shaded area A, and the total area 
under the 45 degree line of perfect income inequality is the triangle 0, X, 100 (area A plus the blue shaded 
area, B). Calculating the area A, and dividing that by the total area A B1 , gives the Gini coefficient. Calcu-
lating the area between the 45 degree line and the actual Lorenz curve is done through the use of integral 
calculus and is described in the maths supplement to this book. Panel (b) shows a situation where area A 
is much smaller than that shown for the country in panel (a) and in this case the income inequality would 
be reflected by a lower Gini coefficient.

Gini coefficient a measure of the degree of inequality of income in a country

The gini coefficient
The Gini coefficient is found by dividing the area A by the total area under the 45  degree line of perfect income equality (the area 
A B1 ).

fIguRe 16.4

100

Panel (a)

45 degree line
of perfect
income
equality

A

X

B

Actual
Lorenz
curve

90

80

70

60

50

40

30

20

10

403020100 50 60 70 80 90 100
Cumulative percentage of households

C
um

ul
at

iv
e 

pe
rc

en
ta

ge
 o

f i
nc

om
e

Panel (b)

45 degree line
of perfect
income
equality

X

B

Actual
Lorenz
curve

403020100 50 60 70 80 90 100
Cumulative percentage of households

100

90

80

70

60

50

40

30

20

10

C
um

ul
at

iv
e 

pe
rc

en
ta

ge
 o

f i
nc

om
e

A

gini coefficients in the uK and europe The Gini coefficient for the UK remained relatively stable 
between around 0.26 and 0.24 from 1961 to 1979 but rose quite markedly to 0.34 in the very early 1990s 
and reached 0.36 in 2007 before falling back to just over 0.34 in 2015–16. (Source: Institute for Fiscal Stud-
ies and The Equality Trust).

The Gini coefficient for the 28 countries of the EU pre-Brexit, expressed on a scale from 0–100, was  
30.3 in 2017, a slight decrease from 30.8 in 2016 and down from 30.5 in 2010. Slovenia is one of the coun-
tries in the EU with the lowest Gini coefficient, at 23.2 in 2017, whereas Bulgaria is one of the highest  
at 40.2.
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Problems in measuring Inequality
Although data on income distribution give us some idea about the degree of inequality in society, inter-
preting these data is not as straightforward as it might first appear. The data are based on households’ 
annual incomes. What people care about, however, is not their incomes but their ability to maintain a good 
standard of living. For various reasons, data on income distribution give an incomplete picture of inequality 
in living standards. We examine these reasons below.

The economic life cycle Incomes vary predictably over people’s lives. A young worker, especially one 
still engaged in full-time study, has a low income. Income then rises as the worker gains maturity and 

gini coefficients around the World

Having looked at some Gini coefficients in Europe, how do these compare with those across the rest 
of the world? Figure 16.5 shows some selected Gini coefficients from around the world for 2017 (data 
sourced from the World Bank). Collecting data on income inequality is not easy because not every country 
has advanced statistical services that can collect and publish such data.

There are relatively high Gini coefficients in South American countries. Brazil is termed an emerging 
economy, one of the so-called BRIC nations (Brazil, Russia, India and China), but while economic growth 
in Brazil has been relatively strong, the degree of inequality in the country is relatively high. In a highly 
developed country like the United States, income inequality is relatively high; whereas in the countries 
that used to be part of the former Union of Soviet Socialist Republics (USSR) and the Balkan countries 
which were allied to the USSR, income inequality is relatively low.

cAse sTudy

20 25 30 35 40 45 50 55

Honduras
Colombia

Brazil
Panama

Chile
Costa Rica

Paraguay
Bolivia

Ecuador
Peru

El Salvador
Argentina
Uruguay

United States
Georgia

Iran, Islamic Rep.
Montenegro

Armenia
Moldova
Kosovo

Kazakhstan
Ukraine

gini coefficients from around the World
The figure shows Gini coefficients from selected countries around the world arranged in ascending 
order of inequality.

fIguRe 16.5
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experience, peaking at around age 50, and then falls sharply when the worker retires at around age 65. 
This regular pattern of income variation is called the life cycle.

Because people can borrow and save to smooth out life cycle changes in income, their standard of 
living in any year depends more on lifetime income than on that year’s income. The young often borrow, 
perhaps to go to university or to buy a house, and then repay these loans later when their incomes rise. 
People have their highest saving rates when they are middle aged. Because people can save in anticipa-
tion of retirement, the large declines in incomes at retirement need not lead to similar declines in stand-
ards of living.

This behaviour was originally identified by Milton Friedman. Friedman was exploring the behaviour of 
consumption in response to changes in taxation and other short-term income boosting measures which 
were being used by many governments in the post-war world. These policies were based on the work 
of John Maynard Keynes, who suggested that governments needed to intervene in the economy to 
boost demand in economies in response to short-term shocks to the economy. Friedman suggested that 
these policies were not effective in changing consumption patterns to the extent that followers of Keynes 
argued.

Friedman hypothesized that consumers understood that they would face fluctuations in their incomes 
over their lifetime and would attempt to smooth consumption in response to short-term fluctuations in 
income. Friedman noted that income is more volatile than consumption and set about analyzing data to 
understand why this might be the case. Traditional methods of measuring the correlation between income 
and consumption ignored some important factors and resulted in measurement errors which disguised the 
true relationship. The results of his work led to the development of the permanent income hypothesis, 
which stated that individuals tend to consume only a fraction of their permanent or lifetime income in any 
period and, as a result, the average propensity to consume (the proportion of income spent on consump-
tion rather than saving) was equal to the marginal propensity to consume (the change in consumption as 
a result of a change in income).

life cycle the regular pattern of income variation over a person’s life

permanent income hypothesis a theory which suggests that consumers will smooth consumption over their lifetime 
in relation to their anticipated long-term average income

This normal life cycle pattern causes inequality in the distribution of annual income, but it does not 
represent true inequality in living standards. To gauge the inequality of living standards in our society, the 
distribution of lifetime incomes is more relevant than the distribution of annual incomes. Unfortunately, 
data on lifetime incomes are not readily available. When looking at any data on inequality, however, it is 
important to bear in mind that if the permanent income hypothesis holds, a person’s lifetime income 
smooths out the highs and lows of the life cycle, and as a result lifetime incomes tend to be more equally 
distributed across the population than are annual incomes.

Transitory versus Permanent Income Friedman built into the permanent income hypothesis the idea of 
transitory income. Incomes vary over people’s lives because of random and transitory forces. One year a 
frost kills off the Normandy apple crop and Normandy apple growers see their incomes fall temporarily. 
At the same time, the Normandy frost drives up the price of apples and English apple growers see their 
incomes temporarily rise. The next year the reverse might happen.

Just as people can borrow and lend to smooth out life cycle variation in income, they can also borrow 
and lend to smooth out transitory variation in income. When workers are in employment, they might save 
some of their earnings ‘for a rainy day’. Similarly, workers made redundant may use some of their savings, 
or borrow to maintain their lifestyle while they source another job. To the extent that families save and 
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borrow to buffer themselves from transitory changes in income, changes in earnings do not affect their 
standards of living. A family’s ability to buy goods and services depends largely on its permanent income, 
its normal, or average, income. To gauge inequality of living standards, the distribution of permanent 
income is more relevant than the distribution of annual income. Although permanent income is hard to 
measure, it is an important concept. Because permanent income excludes transitory changes in income, 
permanent income is more equally distributed than is current income.

economic mobility
‘The rich’ and ‘the poor’ are not groups consisting of the same families year after year. Economic mobility, 
the movement of people between income classes, is possible in many economies. Movements up the 
income ladder can be due to good luck or hard work, and movements down the ladder can be due to bad 
luck or laziness. Some of this mobility reflects transitory variation in income, while some reflects more 
persistent changes in income.

economic mobility the movement of people between income classes

poverty rate the percentage of the population whose family income falls below an absolute level called the poverty line
poverty line an absolute level of income set by the government below which a family is deemed to be in poverty. In the uK 
and europe this is measured by earnings less than 60 per cent of median income
absolute poverty a level of poverty where an individual does not have access to the basics of life – food, clothing and 
shelter
relative poverty a situation where an individual is not able to access what would be considered acceptable standards of 
living in society

Economic mobility can mean that poverty is not always a long-term problem for families. There are, 
however, families in developed countries that remain below the poverty line almost all their lives. Equally, 
families in less developed economies face lives of hardship along with lower life expectancy. Because it 
is likely that the temporarily poor and the persistently poor face different problems, policies that aim to 
combat poverty need to distinguish between these groups.

The Poverty Rate
How to measure ‘poverty’ is also not easy. A commonly used gauge of the distribution of income is the 
poverty rate. The poverty rate is the percentage of the population whose family income falls below an 
absolute level called the poverty line. Poverty is a relative concept – one person’s measure of poverty is 
what another person might call wealthy. A millionaire is wealthy compared to someone earning €50,000 a 
year, but is poor compared to a billionaire! For this reason, economists distinguish between absolute and 
relative poverty. Absolute poverty is when individuals do not have access to the basic requirements of 
life – food, shelter and clothing. Relative poverty occurs when individuals are excluded from being able 
to take part in what are considered the normal, acceptable standards of living in a society.

To get some idea of levels of poverty across different countries, therefore, similar measures must be 
used. In Europe the measure for defining the poverty line is set at 60 per cent of the median income. If 
measuring across Europe, this income must be equivalized and is called the equivalized household income 
and takes into account differences in the cost of living across the EU. If the median income is €20,000 then 
any family earning less than €12,000 a year would be classed as living in poverty. The median income in 
different European countries varies.
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The EU statistics service, Eurostat, publishes data showing at risk of poverty rates for persons falling 
under at least one of three criteria: at risk of poverty after social transfers (income poverty), severely 
materially deprived, and living in households with very low work intensity. These vary considerably across 
Europe. According to data published in 2018 by Eurostat, it is estimated around 29.4 per cent of the pop-
ulation of the EU is at risk of poverty. This figure is slightly lower compared to 31.9 per cent in 2013 but 
higher than 2008 when the figure was recorded at 28.2 per cent of the population (source: Eurostat online 
data code: ilc_peps01).

The highest risk countries tend to be those that were part of the former Soviet Union which have 
been undergoing considerable economic restructuring from command economies to market economies.  
In 2017 in Bulgaria, for example, 38.9 per cent of the population was at risk of poverty, in Romania it was  
35.7 per cent, and in Hungary 25.6 per cent. In Greece the percentage of the population at risk of poverty 
has increased from 27.6 per cent in 2009 to 34.8 per cent in 2017, largely due to the economic problems 
the country has faced since the Financial Crisis of 2007–9.

Looking at the poverty rate in addition to other data on inequality is important. We might observe that 
average incomes have risen over time, but not everyone is able to share in the increased prosperity that 
has occurred. Understanding why some people get left behind is crucial to developing support policies to 
help people gain a better standard of living.

other measures of Poverty The use of the poverty rate as a measure of poverty has been criticized as not 
taking into consideration broader factors that affect well-being. The Social Metrics Commission (SMC) pub-
lished a report in 2018 which was the result of research work carried out over a two-and-a-half year period 
into how poverty is measured and offering suggestions about a new way of measuring poverty. The SMC is 
an independent commission based at the Legatum Institute, a think tank located in London. The SMT noted 
that while the measure of 60 per cent of median income is used in the UK and Europe, the OECD uses a 
figure of 50 per cent of median income. The SMC noted that there was ‘no clear or documented rationale 
to choose a particular threshold’. The SMT’s proposed measure of poverty is based on the percentage of 
people living on less than 55 per cent of median income. Using this measure, the SMT says that 7.7 million 
people in the UK are living in persistent poverty and 14 million live below the poverty line. However, the 
SMT argues that measuring poverty should not just be based around incomes but should look at other 
factors such as all the assets that families have available and takes account of what it terms ‘inescapable 
costs’ which may influence whether families live in poverty, for example looking after disabled family mem-
bers, childcare costs, mortgages and rental costs. Other factors to be taken into account include ‘housing 
adequacy’. The SMT points out that around half of the 14 million classed as living in poverty, live in families 
with a disabled person and that almost 90 per cent of couples with a family where neither partner works 
are in poverty compared to just over 3 per cent of equivalent families where both adults work full time.

The work of the SMT and other organizations is important in highlighting the issues surrounding poverty 
and how it is measured because this can inform policy. For example, the statistic regarding the number of 
families in poverty where both adults are not in work might inform policy decisions about employment and 
welfare benefit policy, in seeking to encourage and make it easier for people to get into work as a means 
of helping them escape poverty.

The PolITIcAl PhIlosoPhy of RedIsTRIbuTIng Income
That the world’s economies have varying degrees of inequality, however it is measured, is not in doubt. 
What, and indeed whether, to do anything about inequality involves considerable differences of opinion. 
There are those who believe in the power of markets who would point to the market mechanism as the 
most effective way of alleviating poverty and inequality. There are those who feel the market is a flawed 
system which merely exacerbates poverty and inequality, in many cases because economic power lies in 
the hands of the wealthy and those who own factor inputs. These people look to governments and other 
bodies to implement policies to reduce poverty and inequality.

In looking at such policies, there are inevitably normative issues involved. Different policy options can 
be the subject of research which will provide some indication of the relative costs and benefits, but 
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ultimately, any policy decision is going to be driven by opinion on what is ‘right’, and what is ‘right’ may be 
influenced in turn by preferences and what is called relative position.

The idea of relative position is that humans view their own position against a reference point which 
provides us with a means of comparison on our feelings of well-being. What we have, what we own, 
the country in which we live, the facilities we have and our standard of living are not independent of any 
reference point. If, for example, a government cuts tax allowances which leaves middle-income earners 
€2,000 a year better off, we might assume that this would make those people happy that their well-being 
has improved given they can now afford to buy more goods and services with their increased income. 
However, if government also cuts tax allowances for higher-income earners which left this group €10,000 a 
year better off, the middle-income earners might feel they have been treated unfairly. The relative position 
of middle-income earners seems to have got worse even though they are €2,000 a year better off. Relative 
position has been offered as a reason why, despite the fact that many developed economies have experi-
enced relatively large growth rates since the late 1960s, surveys of populations of these countries do not 
show that happiness has increased at the same rate.

relative position the idea that humans view their own position against a reference point which provides a means of 
comparison on feelings of well-being

utilitarianism the political philosophy according to which the government should choose policies to maximize the total 
utility of everyone in society

Human beings make decisions, and in doing so they are influenced by moral and political standpoints 
and their own belief systems. These belief systems are, to a large extent, a matter of political philosophy, 
and we will look at some of the main schools of thought in this area.

utilitarianism
A prominent school of thought in political philosophy is utilitarianism. The founders of utilitarianism were 
the British philosophers Jeremy Bentham (1748–1832) and John Stuart Mill (1806–73). To a large extent, 
the goal of utilitarians is to apply the logic of individual decision-making to questions concerning morality 
and public policy. The starting point of utilitarianism is the notion of utility, which you might recall is the 
level of happiness or satisfaction that a person receives from consumption. Utility is a measure of well- 
being and, according to utilitarians, is the ultimate objective of all public and private actions. The proper 
goal of the government, they claim, is to maximize the sum of utility of everyone in society.

The utilitarian case for redistributing income is based on the assumption of diminishing marginal utility. 
It seems reasonable that an extra euro of income to a poor person provides that person with more addi-
tional utility than does an extra euro to a rich person. In other words, as a person’s income rises, the extra 
well-being derived from an additional euro of income falls. Imagine that Dieter and Ernst are the same, 
except that Dieter earns €80,000 per year and Ernst earns €20,000 per year. In this case, taking a euro from 
Dieter to pay Ernst will reduce Dieter’s utility and raise Ernst’s utility. Because of diminishing marginal 
utility, Dieter’s utility falls by less than Ernst’s utility rises. Thus, this redistribution of income raises total 
utility, which is the utilitarian’s objective. This assumption, together with the utilitarian goal of maximizing 
total utility, implies that the government should try to achieve a more equal distribution of income.

At first, this utilitarian argument might seem to imply that the government should continue to redistrib-
ute income until everyone in society has exactly the same income. Indeed, that would be the case if the 
total amount of income 2 €100,000 in our example – were fixed. But, in fact, it is not. Utilitarians reject 
complete equalization of incomes because they accept the idea that people respond to incentives.
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To take from Dieter to pay Ernst, the government must pursue policies that redistribute income, such 
as the income tax and welfare systems that operate in all industrialized countries. Under these policies, 
people with high incomes pay high taxes, and people with low incomes receive income transfers. We have 
noted, however, the argument that taxes distort incentives and cause deadweight losses. If the govern-
ment uses income taxes or reduced transfers to deduct from additional income people earn, both Dieter 
and Ernst have less incentive to work hard. As they work less, society’s income falls, and so does total 
utility. The utilitarian government must balance the gains from greater equality against the losses from 
distorted incentives. To maximize total utility, therefore, the government stops short of making society 
fully egalitarian.

The equity–efficiency Trade-off The argument above reflects the idea of the equity–efficiency trade-off. 
However, there are those who argue that this is a fallacy and that reducing inequality in society through 
tax and welfare policies does not have to mean that economic growth is sacrificed, and even if it is, the 
overall well-being of individuals who are helped and supported by such policies is more important than a 
measure of economic growth. Nobel Prize winning economist, Gunnar Myrdal, for example, argued that 
policies to reduce inequality could actually lead to more stable and improved economic growth because 
health, life expectancy and access to society through increased education and opportunities could lead to 
greater productivity and future growth. Countries like Denmark and Sweden have received praise for their 
investment in welfare systems and both countries appear near the top of lowest inequality measures and 
high up in surveys of happiness.

Supporters of the idea of redistribution of income argue that this shows the equity–efficiency trade-off 
is a myth, although there are those who counter that there are many reasons, not always positive, why 
Denmark and Sweden come near the top of happiness surveys, and not always because the populations 
of each country are actually happy but partly because of social norms which make it shameful to report 
feeling unhappy or discontented.

liberalism
A second way of thinking about inequality might be called liberalism. Philosopher John Rawls develops 
this view in his book A Theory of Justice. This book was first published in 1971, and it quickly became a 
classic in political philosophy.

Rawls begins with the premise that a society’s institutions, laws and policies should be just. He then 
takes up the natural question: how can we, the members of society, ever agree on what justice means? 
It might seem that every person’s point of view is inevitably based on their particular circumstances – 
whether they are talented or less talented, diligent or lazy, educated or less educated, born to a wealthy 
family or a poor one. Could we ever objectively determine what a just society would be?

To answer this question, Rawls proposes the following thought experiment. Imagine that before any of 
us is born, we all get together for a meeting to design the rules that govern society. At this point, we are all 
ignorant about the station in life each of us will end up filling. In Rawls’s words, we are sitting in an original 
position behind a veil of ignorance. In this original position, Rawls argues, we can choose a just set of rules 
for society because we must consider how those rules will affect every person. As Rawls puts it, ‘Since 
all are similarly situated, and no one is able to design principles to favour their particular conditions, the 
principles of justice are the result of fair agreement or bargain.’ Designing public policies and institutions 
in this way allows us to be objective about what policies are just.

Rawls then considers what public policy designed behind this veil of ignorance would try to achieve. 
In particular, he considers what income distribution a person would consider fair if that person did not 
know whether they would end up at the top, bottom or middle of the distribution. Rawls argues that a 

liberalism the political philosophy according to which the government should choose policies deemed to be just, as 
evaluated by an impartial observer behind a veil of ignorance
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person in the original position would be especially concerned about the possibility of being at the bottom 
of the income distribution. In designing public policies, therefore, we should aim to raise the welfare of 
the worst-off person in society. That is, rather than maximizing the sum of everyone’s utility, as a utilitarian 
would do, Rawls would maximize the minimum utility. Rawls’s rule is called the maximin criterion.

maximin criterion the claim that the government should aim to maximize the well-being of the worst-off person in 
society

Because the maximin criterion emphasizes the least fortunate person in society, it justifies public policies 
aimed at equalizing the distribution of income. By transferring income from the rich to the poor, society 
raises the well-being of the least fortunate. The maximin criterion would not, however, lead to a completely 
egalitarian society. If the government promised to equalize incomes completely, people would have less 
incentive to work hard, society’s total income might fall, and the least fortunate person might be worse off 
as a result. The maximin criterion still allows disparities in income, because these could improve incentives 
and thereby raise society’s ability to help the poor. Nonetheless, because Rawls’s philosophy puts weight on 
only the least fortunate members of society, it calls for more income redistribution than does utilitarianism.

Rawls’s views are controversial, but the thought experiment he proposes allows us to consider the redis-
tribution of income as a form of social insurance. That is, from the perspective of the original position behind 
the veil of ignorance, income redistribution is like an insurance policy. Homeowners buy fire insurance to 
protect themselves from the risk of their house burning down. Similarly, when we, as a society, choose 
policies that tax the rich to supplement the incomes of the poor, we are all insuring ourselves against the 
possibility that we might have been a member of a poor family. Because people dislike risk, we might 
regard ourselves as being fortunate to have been born into a society that provides us with this insurance.

It is not at all clear, however, that rational people behind the veil of ignorance would truly be so averse to 
risk as to follow the maximin criterion. Indeed, because a person in the original position might end up any-
where in the distribution of outcomes, he or she might treat all possible outcomes equally when designing 
public policies. In this case, the best policy behind the veil of ignorance would be to maximize the average 
utility of members of society, and the resulting notion of justice would be more utilitarian than Rawlsian.

libertarianism
A third view of inequality is called libertarianism. The two views we have considered so far – utilitarianism  
and liberalism – both view the total income of society as a shared resource that a social planner can  
freely redistribute to achieve some social goal. By contrast, libertarians argue that society itself earns 
no income – only individual members of society earn income. According to libertarians, the government 
should not take from some individuals and give to others to achieve any particular distribution of income.

libertarianism the political philosophy according to which the government should punish crimes and enforce voluntary 
agreements, but not redistribute income

For instance, philosopher Robert Nozick writes the following in his famous 1974 book, Anarchy, State, 
and Utopia:

We are not in the position of children who have been given portions of pie by someone who now 
makes last minute adjustments to rectify careless cutting. There is no central distribution, no person 
or group entitled to control all the resources, jointly deciding how they are to be doled out. What 
each person gets, he (sic) gets from others who give to him in exchange for something, or as a gift. 
In a free society, diverse persons control different resources, and new holdings arise out of the vol-
untary exchanges and actions of persons.
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Whereas utilitarians and liberals try to judge what amount of inequality is desirable in a society, Nozick 
denies the validity of this very question. The libertarian alternative to evaluating economic outcomes is to 
evaluate the process by which these outcomes arise. When the distribution of income is achieved unfairly –  
for instance, when one person steals from another – the government has the right and duty to remedy the 
problem. As long as the process determining the distribution of income is just, the resulting distribution 
can be deemed fair, no matter how unequal.

Nozick criticizes Rawls’s liberalism by drawing an analogy between the distribution of income in society 
and the distribution of marks awarded to students taking a course of study. Suppose you were asked to 
judge the fairness of the marks awarded in the economics course you are now taking. Would you imagine 
yourself behind a veil of ignorance and choose a marks distribution without knowing the talents and efforts 
of each student? Or would you ensure that the process of assigning marks to students is fair without 
regard for whether the resulting distribution is equal or unequal?

Libertarians conclude that equality of opportunities is more important than equality of incomes. They 
believe that the government should enforce individual rights to ensure that everyone has the same oppor-
tunity to use their talents and achieve success. Once these rules of the game are established, the govern-
ment has no reason to alter the resulting distribution of income.

libertarian Paternalism
Finally, we introduce a relatively new concept linked to these philosophies put forward by University of 
Chicago economists, Richard H. Thaler and Cass R. Sunstein (see Thaler, R.H. and Sunstein C.R. (2009) 
Nudge: Improving Decisions about Health, Wealth and Happiness. London: Penguin). Libertarian paternal-
ism recognizes that people should be free to choose but that ‘choice architects’ (the government in the 
case of making decisions about rectifying inequality) have a legitimate role in trying to influence people’s 
behaviour to make their lives longer, healthier and better – improving their utility. Thaler and Sunstein ques-
tion whether specific policy moves are the best way of changing behaviour to improve utility and whether 
‘nudges’ could achieve the end result while retaining the freedom of people to make choices. ‘Nudges’ 
relate to details that might often seem insignificant but when paid attention to, can influence the choices 
people make to ‘nudge’ them in the direction of improving their own and society’s welfare. Their work 
covers diverse areas but includes savings for pensions and social security systems, both of which have an 
impact on inequality in society.

self TesT Franz earns more than Paloma. Someone proposes taxing Franz to supplement Paloma’s income. 
How would a utilitarian, a liberal and a libertarian evaluate this proposal?

PolIcIes To Reduce PoveRTy
Poverty is one of the most difficult problems that policymakers face. Poor families are more likely than the 
overall population to experience homelessness, drug dependency, domestic violence, health problems, 
teenage pregnancy, illiteracy, unemployment, low educational attainment and have lower life expectancy. 
In the UK, the ONS has reported that people living in wealthy areas of Southern England have life expec-
tancies which are around 10 years longer than those who live in poor areas of Glasgow in Scotland. Within 
Scotland itself, the life expectancy of people in the least deprived areas is around 12.5 years longer than 
those in the most deprived areas. Even within Glasgow, a distance of a few miles can make a difference. 
According to the Glasgow Indicators Project developed by the Glasgow Centre for Population Health 
published in 2014, men in the richer neighbourhoods in Glasgow live 15 years, on average, longer than 
those from the poorest areas of the city. Members of poor families are both more likely to commit crimes 
and are more likely to be victims of crime. Although it is hard to separate the causes of poverty from the 
effects, there is no doubt that poverty is associated with various economic and social ills and with lower 
life expectancy.
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Here we consider some of the policy options which could and have been implemented to help alleviate 
poverty and inequality.

minimum Wage laws
As we noted earlier in the book, advocates of a minimum wage view it as a way of helping the working 
poor without any cost to the government. Critics view it as hurting those it is intended to help. Given 
the assumptions of competitive labour markets, for jobs with low levels of skill and experience, a high 
minimum wage forces the wage above the level that balances supply and demand. It therefore raises the 
cost of labour to firms and reduces the quantity of labour that those firms demand. The result is higher 
unemployment among those groups of workers affected by the minimum wage. Although those workers 
who remain employed benefit from a higher wage, those who might have been employed at a lower wage 
are worse off.

The magnitude of these effects, we know, depends on the elasticity of demand. Advocates of a high 
minimum wage argue that the demand for unskilled labour is relatively inelastic, so that a high minimum 
wage depresses employment only slightly. Critics of the minimum wage argue that labour demand is 
more elastic, especially in the long run when firms can adjust employment and production more fully. They 
also note that many minimum wage workers are teenagers from middle-income families, so that a high 
minimum wage is imperfectly targeted as a policy for helping the poor.

The effects are also dependent on the degree of substitutability between workers in different industries –  
the ease with which workers can transfer from one industry to another.

Minimum wage laws affect industries in different ways; some industries are not affected greatly by 
minimum wage laws because they already pay in excess of the minimum wage, and so the labour market 
equilibrium is not affected in that particular market. In low-paid industries, such as cleaning, hotel and 
catering, and restaurants, however, all employers are affected in the same way if they have to increase pay 
to meet minimum wage laws. As a result, minimum wage laws prevent one employer gaining any advan-
tage over another by paying workers lower wages and thus having lower costs. While minimum wage laws 
are a contentious issue, it is also a highly complex one requiring detailed analysis and an understanding 
that the labour market is not simply an amorphous ‘one’; it consists of many smaller markets, each of 
which has a varying influence on other markets.

social security
One way to raise the living standards of the poor is for the government of a country to supplement their 
incomes. The primary way in which the government does this is through social security. This is a broad 
term that generally encompasses government benefits which cover lone parents and carers, those inca-
pable of work, or else disabled, payments made to those in work and with families but who receive low 
incomes and must care for children, and unemployed people who are able and willing to work but tempo-
rarily cannot find a job.

social security government benefits that supplement the incomes of the needy

A common criticism of the social security system is that it may create bad incentives where people 
become too reliant on the benefits system or believe that it is an entitlement rather than a support mech-
anism. However, governments may introduce other mechanisms to create good incentives, for example 
making work more attractive than living off benefits by providing income top-ups – these act like a negative 
income tax, if an individual is in work but on low pay.

It is very difficult to tell the size and significance of the different incentive effects, both positive and 
negative. Proponents of the benefit system point out that being a poor, single mother is not easy, and 
they are sceptical that many people are encouraged to pursue such a life if it were not thrust upon 
them. Moreover, if it can be proved that a person is incapable of work or is disabled, it seems cruel 
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and ridiculous to argue that this is because of the benefits they are receiving. It is often easy, however, 
for the popular press to portray examples of those who abuse the system; it is important that, as a 
budding economist, you ask appropriate questions and try to distinguish between fact and opinion in 
such cases.

negative Income Tax
Whenever the government chooses a system to collect taxes, it affects the distribution of income. This is 
clearly true in the case of a progressive income tax, whereby high-income families pay a larger percentage 
of their income in taxes than do low-income families. Many economists have advocated supplementing 
the income of the poor using a negative income tax. According to this policy, every family would report 
its income to the government. High-income families would pay a tax based on their incomes. Low-income 
families would receive a subsidy. In other words, they would ‘pay’ a ‘negative tax’.

negative income tax a tax system that collects revenue from high-income households and gives transfers to low-income 
households

For example, suppose the government used the following formula to compute a family’s tax liability:

5 2Taxes due (1/3 of income) €10,000

In this case, a family that earned €60,000 would pay €10,000 in taxes, and a family that earned €90,000 
would pay €20,000 in taxes. A family that earned €30,000 would owe nothing and a family that earned 
€15,000 would ‘owe’ 2€5,000. In other words, the government would send this family a cheque for €5,000.

Under a negative income tax, poor families would receive financial assistance without having to demon-
strate need. The only qualification required to receive assistance would be a low income.

In-Kind Transfers
In-kind transfers are designed to provide the poor directly with some of the goods and services they 
need to raise living standards. For example, charities provide the needy with food, shelter and toys at 
Christmas. Governments in some countries give poor families vouchers that can be used to buy food or 
clothing in shops; the shops then redeem the vouchers for money. In the UK, families on low incomes 
may qualify for free school meals for their children and medical benefits such as free prescriptions, dental 
treatment and eyesight tests.

in-kind transfers transfers to the poor given in the form of goods and services rather than cash

Advocates of in-kind transfers argue that such transfers ensure the poor get what they need most. 
Among the poorest members of society, alcohol and drug addiction is more common than it is in society 
as a whole. By providing the poor with food and shelter rather than cash, society can be more confident 
that it is not helping to support such addictions.

Advocates of cash payments, on the other hand, argue that in-kind transfers are inefficient and disre-
spectful. The government does not know, they say, what goods and services the poor need most. Many 
of the poor are ordinary people down on their luck. Despite their misfortune, they are in the best position 
to decide how to raise their own living standards. Rather than giving the poor in-kind transfers of goods 
and services that they may not want, it may be better to give them cash and allow them to buy what they 
think they need most.
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Anti-Poverty Policies and Work Incentives
Many policies aimed at helping the poor can have unintended consequences. Suppose it is estimated that 
a family needs an income of €15,000 a year to maintain a reasonable standard of living and the government 
promises to guarantee every family that income. Whatever a family earns, the government makes up the 
difference between that income and €15,000.

The incentive effects of this policy might mean that any person who earns under €15,000 by working 
has less incentive to find and keep a job. For every euro that the person would earn, the government would 
reduce their income supplement by one euro. In effect, the government taxes 100 per cent of their addi-
tional earnings to give an effective marginal tax rate of 100 per cent. The adverse effects of this high effec-
tive tax rate can persist over time. A person who is discouraged from working loses the on-the-job training, 
skills and experience that a job might offer them. In addition, his or her children miss the lessons learned by 
observing a parent with a full-time job, and this may adversely affect their own ability to find and hold a job.

Although the anti-poverty policy we have been discussing is hypothetical, it is not as unrealistic as 
it might first appear. In the UK, for example, some benefits aimed at helping the poor are tied to family 
income. As a family’s income rises, the family becomes ineligible for these benefits. When all benefits 
being received are taken together, it is common for families to face effective marginal tax rates that are 
very high. Sometimes the effective marginal tax rates even exceed 100 per cent, so that poor families 
are worse off when they earn more: they are caught in a poverty trap. In addition, by taking work, some 
families face additional costs such as childcare which can exacerbate the problem. The unintended conse-
quence of such a policy is to discourage families from working. According to critics of anti-poverty policies, 
these social security benefits alter work attitudes and create a culture of poverty.

One proposed solution to this problem is to reduce benefits to poor families more gradually as their 
incomes rise. For example, if a poor family loses €0.30 of benefits for every extra €1 it earns, then it faces 
an effective marginal tax rate of 30 per cent. Although this effective tax reduces work effort to some 
extent, it does not eliminate the incentive to work completely. The problem with this solution is that it 
greatly increases the cost of the social security system. The more gradual the phase out, the more families 
are eligible for some level of benefits – and the more the social security system costs. Thus, policymakers 
face a trade-off between burdening the poor with high, effective marginal tax rates and burdening taxpay-
ers with a costly anti-poverty programme affecting the government’s finances.

There are various other ways to try to reduce the work disincentive of anti-poverty programmes, such 
as stopping or reducing benefits to people who have not found a job within a reasonable period of time 
or who have turned down job offers for no good reason. In the UK, this kind of reasoning underpins the 
structure of the benefits paid to the unemployed, called Jobseeker’s Allowance. To receive the allowance, 
the claimant must be capable of starting work immediately and of actively taking steps to find a job, such 
as attending interviews, writing applications, improving their skills or seeking job information. They must 
also have a current ‘jobseeker’s agreement’ with the Employment Service, which includes such informa-
tion as their hours available for work, their desired job and any steps that the claimant is willing to take to 
find work (such as moving to a different town). They must be prepared to work up to 40 hours a week and 
have a reasonable prospect of finding work (i.e. not place too many restrictions on the type of work they 
are willing to undertake). If a claimant refuses to take up a job offer without good reason, they may be 
denied further payments of Jobseeker’s Allowance.

self TesT List three policies aimed at helping the poor and discuss the pros and cons of each.

conclusIon
People have long reflected on the distribution of income in society. Plato, the ancient Greek philosopher, 
concluded that in an ideal society the income of the richest person would be no more than four times the 
income of the poorest person. Although the measurement of inequality is difficult, it is clear that many 
economies have much more inequality than Plato recommended.
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The issue of poverty and inequality arouses passions and generates considerable debate, but much 
of this is driven by different belief systems and, as a result, getting consensus on the best and most 
effective way of dealing with the problem is challenging. Philosophers, economists and policymakers do 
not agree on how much income inequality is desirable, or even whether public policy should aim to alter 
the distribution of income. Much of public debate reflects this disagreement. Whenever taxes are raised, 
for instance, politicians argue over how much of the tax increase should fall on the rich, people from the 
middle-income group and the poor.

If the trade-off between equity and efficiency is not a fallacy, as some claim, then consideration must 
be given to the extent to which any policy penalizes those who are prepared to work hard and be suc-
cessful (however that is measured) and reward the workshy, lazy and unsuccessful. The use of such 
terminology as ‘workshy’, ‘lazy’, ‘hardworking’ and ‘successful’ are emotive terms which betray a belief 
system about what is important and valued in society. If economics is to make a contribution, it must 
take into account these different value systems in researching policies targeted at alleviating poverty and 
inequality.

summARy
 ● Data on the distribution of income show wide disparity in industrialized economies.

 ● Because in-kind transfers, the economic life cycle, transitory income and economic mobility are so important for 
understanding variation in income, it is difficult to gauge the degree of inequality in our society using data on the 
distribution of income in a single year. When these other factors are taken into account, they tend to suggest that 
economic well-being is more equally distributed than is annual income.

 ● Political philosophers differ in their views about the role of government in altering the distribution of income. 
Utilitarians would choose the distribution of income to maximize the sum of utility of everyone in society. Liberals 
would determine the distribution of income as if we were behind a ‘veil of ignorance’ that prevented us from 
knowing our own stations in life. Libertarians would have the government enforce individual rights to ensure a fair 
process, but then not be concerned about inequality in the resulting distribution of income. Libertarian paternalism 
advocates ‘nudging’ people in directions which improve both their own and society’s overall welfare.

 ● Various policies aim to help the poor – minimum wage laws, social security, negative income taxes and in-kind 
transfers. Although each of these policies helps some families escape poverty, they also have unintended side 
effects. Because financial assistance declines as income rises, the poor often face effective marginal tax rates 
that are very high. Such high effective tax rates discourage poor families from escaping poverty on their own.

capitalism, liberalism and Inequality
There are many people who point out that the capitalist system is synonymous with inequality. Libertarians suggest 
that governments should set up and maintain the structures of society which allow the capitalist system to flourish 
and allow people to go about their business of earning income unencumbered by unnecessary government interfer-
ence. This implies that governments can act independently of the capitalist system, maintaining an objective view on 
the system and tweaking laws and institutions to ensure that the system operates as efficiently as possible.

However, this ignores the potential for government to be subjective in its operation and, in the words of Karl Marx, 
become a ‘committee to manage the affairs of the bourgeoisie’. Far from society being the ‘liberal meritocracy’ that 
Smith’s invisible hand might suggest, it becomes a system where power becomes concentrated in the hands of those 
who seek to further their own ambitions and who have the social and political connections to be able to do so.

In The neWs

(Continued )
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quesTIons foR RevIeW
1 What is meant by the terms ‘income inequality’ and ‘income distribution’?

2 Explain the Lorenz curve and what it measures.

3 How is the Gini coefficient calculated and what does it show?

4 How does the extent of income inequality in your country compare to that of other nations around the world?

5 Poverty is described as a relative concept – what does this mean?

6 Distinguish between absolute and relative poverty.
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Branko Milanović, the author of a book 
entitled Capitalism Alone (Harvard University 
Press, 2019), noted some issues facing capi-
talism: one is a rising share of capital income 
as a proportion of total income. This not only 
runs counter to the idea of a meritocracy but 
also casts doubt on the idea of a property-own-
ing democracy. In addition, the increase in 
the share of capital income further increases 
inequality and presents barriers in the way of 
attempts to overcome inequality and poverty.

If these traits in capitalism are taking place, 
and their consequences as noted by Milanović 
are correct, the implication is that someone or 
something needs to intervene to correct these 
problems and help those who find themselves 
in poverty or subject to the problems which 
arise from inequality. That, of course, further 
implies that there is an assumption that inequality is a social ill and needs to be reduced.

Assuming we accept that inequality is a ‘bad’, the perhaps obvious focus of attention on correcting this bad is the 
government. But if the government has evolved to become a ‘committee to manage the affairs of the bourgeoisie’, 
then how confident can we be that policies such as minimum wage laws, welfare benefits and tax policy to redis-
tribute income, are designed and implemented with the interest of those who need them most in mind? Indeed, if a 
meritocracy is desirable, then to what extent is any interference by government warranted? Should people not be 
left to pursue their own interests and well-being with government designed to ensure that those who work hard get 
the full benefits of their efforts?

Critical Thinking Questions

1 What do you understand by the term ‘liberal meritocracy’? given the discussion in this chapter, to what extent 
do you agree that this should be a fundamental principle underlying how we view our society?

2 Why might an increase in the share of capital income to total income lead to an increase in inequality?
3 What do you think marx meant by government becoming a ‘committee to manage the affairs of the bourgeoisie’? 

do you agree that this is the case?
4 The article notes that inequality can be assumed to be a ‘bad’. do you agree that inequality is ‘bad’ and that there 

should be steps taken to reduce inequality? In thinking about your answer, consider your response to question 
1 and the idea of a meritocracy.

5 To what extent would you agree with the view that policies to address inequality and poverty, such as those 
mentioned in the article, should be pursued by governments? In framing your answer, take into account the points 
raised in the article about the nature of government, meritocracy and the issues in capitalism as noted by milanović.

How confident can we be that policies to redistribute income are 
designed and implemented with the interest of those who need 
them most in mind?
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7 When gauging the amount of inequality, why do transitory and life cycle variations in income cause difficulties?

8 How would a utilitarian, a liberal and a libertarian determine how much income inequality is permissible?

9 What are the pros and cons of in-kind (rather than cash) transfers to the poor?

10 Describe how anti-poverty programmes can discourage the poor from working. How might you reduce this disincentive? 
What are the disadvantages with your proposed policy?

PRoblems And APPlIcATIons
1 What factors might account for the levels of income inequality that exist in a country? Use the country you are studying 

in as a case study to help illustrate your answer.

2 According to the World Bank, the Gini coefficient in Portugal, measured on a scale from 0–100, was 35.5 in 2017 whereas 
the Gini coefficient in Norway was 27.5. Does this mean that the bottom 20 per cent of the population in Portugal must be 
poorer than the equivalent quintile in Norway? Explain.

3 Economists often view life cycle variation in income as one form of transitory variation in income around people’s 
lifetime, or permanent, income. In this sense, how does your current income compare to your permanent income? Do 
you think your current income accurately reflects your standard of living?

4 The chapter discusses the importance of economic mobility.
a. What policies might the government pursue to increase economic mobility within a generation?
b. What policies might the government pursue to increase economic mobility across generations?
c. Do you think we should reduce spending on social security benefits to increase spending on government programmes 

that enhance economic mobility? What are some of the advantages and disadvantages of doing so?

5 Consider two communities. In one community, 10 families have incomes of €100 each and 10 families have incomes of €20 
each. In the other community, 10 families have incomes of €200 each and 10 families have incomes of €22 each.
a. In which community is the distribution of income more unequal? In which community is the problem of poverty likely 

to be worse?
b. Which distribution of income would Rawls prefer? Explain.
c. Which distribution of income do you prefer? Explain.

6 Suppose there are two possible income distributions in a society of 10 people. In the first distribution, nine people would 
have incomes of €30,000 and one person would have an income of €10,000. In the second distribution, all 10 people would 
have incomes of €25,000.
a. If the society had the first income distribution, what would be the utilitarian argument for redistributing income?
b. Which income distribution would Rawls consider more equitable? Explain.
c. Which income distribution would Nozick consider more equitable? Explain.

7 Suppose that a family’s tax liability equalled its income multiplied by one half, minus €10,000. Under this system, some 
families would pay taxes to the government, and some families would receive money from the government through a 
‘negative income tax’.
a. Consider families with pre-tax incomes of €0, €10,000, €20,000, €30,000 and €40,000. Make a table showing pre-tax 

income, taxes paid to the government or money received from the government, and after-tax income for each family.
b. What is the marginal tax rate in this system (i.e. out of every €1 of extra income, how much is paid in tax)? What is the 

maximum amount of income at which a family receives money from the government?
c. Now suppose that the tax schedule is changed, so that a family’s tax liability equals its income multiplied by one 

quarter, minus €10,000. What is the marginal tax rate in this new system? What is the maximum amount of income at 
which a family receives money from the government?

d. What is the main advantage of each of the tax schedules discussed here?

8 John and Carlos are utilitarians. John believes that labour supply is highly elastic, whereas Carlos believes that labour 
supply is quite inelastic. How do you suppose their views about income redistribution differ?

9 Why is an understanding of belief systems important in assessing approaches to dealing with poverty and inequality?

10 Do you agree or disagree with each of the following statements? What do your views imply for public policies, such as 
taxes on inheritance?
a. ‘Every parent has the right to work hard and save to give his or her children a better life.’
b. ‘No child should be disadvantaged by the sloth or bad luck of his or her parents.’
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Consider this typical day. You wake up in the morning and make some coffee from beans grown in Kenya, 
or tea from leaves grown in Sri Lanka. Over breakfast, you listen to a radio programme on a device 

made in China. You get dressed in clothes manufactured in Thailand. You drive to the university in a car 
made of parts manufactured in more than a dozen countries around the world. Then you open up your 
economics textbook published by a company located in Hampshire in the UK, printed on paper made from 
trees grown in Finland and written by authors from the United States and England.

Every day you rely on many people from around the world, most of whom you do not know, to provide you 
with the goods and services that you enjoy. Such interdependence is possible because people trade with one 
another. One of the early insights from economists like Adam Smith and David Ricardo was that trade can 
be beneficial, and this insight is something that many economists still hold dear. In this chapter we will look 
at the benefits to trade and at arguments which cast doubt on the extent to which trade benefits everyone.

The ProduCTion PossibiliTies FronTier
We begin our analysis by looking at a model of the economy where no trade takes place and simplified to 
the production of goods in two categories, capital goods and consumer goods. The country has a certain 
amount of resources of land, labour and capital available to allocate between the production of these 
goods which can be shown using a production possibilities frontier (PPF). (You might also see this referred 
to as a production possibilities boundary or production possibilities curve – they are the same thing.) The 
production possibilities frontier is a graph that shows the various combinations of output – in this case, 
capital goods and consumer goods – that the economy can produce given the available factors of produc-
tion and technology that firms can use to turn these factors into output.

PArT 7
TrAde

17 inTerdePendenCe And 
The GAins From TrAde

production possibilities frontier a graph that shows the combinations of output that the economy can possibly 
produce given the available factors of production and technology
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Figure 17.1 is an example of a PPF. In this economy, if all resources were devoted to the production of 
capital goods, the economy would produce 1 million units of capital goods and no consumption goods. If 
all resources were used to produce consumer goods, the economy would produce 3 million units and no 
capital goods. The two end points of the PPF represent these extreme possibilities. If the economy were to 
divide its resources between the two goods, it could produce 700,000 capital goods and 2 million consumer 
goods, shown in the figure by point A. The economy can produce at any point on or inside the production 
possibilities frontier, but it cannot produce at points outside the frontier. The outcome at point D is not possi-
ble because the economy does not have enough of the factors of production to support that level of output.

Production
possibilities
frontier
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0.75
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0.3

0

Quantity of
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(millions of units)

0.8 1.7 2 3
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capital goods
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The Production Possibilities Frontier
The production possibilities frontier shows the 
combinations of output – in this case, capital and 
consumer goods – that the economy can produce 
given its factor endowment. The economy can 
produce any combination on or inside the frontier. 
Points outside the frontier are not feasible given the 
economy’s existing resources.

FiGure 17.1

An outcome is said to be efficient if the economy is getting all it can from the scarce resources it has 
available. Points on the PPF represent efficient levels of production. When the economy is producing at 
such a point, say point A, there is no way to produce more of one good without producing less of the 
other. Point B represents an inefficient outcome. For some reason, the economy is producing less than it 
could from the resources it has available and so some of its resources are lying idle (they are unemployed 
or underemployed). At point B, the country is producing only 300,000 units of capital goods and 800,000 
consumer goods. If the source of the inefficiency were eliminated, the economy could move from point 
B to point A, increasing production of both capital goods (to 700,000) and consumer goods (to 2 million).

The production possibilities frontier illustrates the idea of a trade-off in that once a society has reached 
the efficient points on the frontier, the only way of getting more of one good is to get less of the other. 
When the economy moves from point A to point C, for instance, society produces more capital goods but 
at the expense of producing fewer consumer goods.

opportunity Cost The PPF can also be used to show opportunity cost. If some factors of production are 
reallocated from the consumer goods industry to the capital goods industry, moving the economy from 
point A to point C, for example, it gives up 300,000 consumer goods to get 50,000 additional capital goods. 
The opportunity cost of the additional 50,000 capital goods gained is the 300,000 consumer goods sacrificed.

Calculating Opportunity Costs Remember that the opportunity cost is the cost expressed in terms of the next 
best alternative sacrificed – what must be given up in order to acquire something. In the example the country 
had to give up 300,000 consumer goods to acquire 50,000 additional capital goods. The opportunity cost can 
be expressed in terms of either capital goods or consumer goods – they are the reciprocal of each other.
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As a general principle we can express the opportunity cost as a ratio expressed as the sacrifice of one 
good in terms of the gain in the other:

5Opportunity cost of good y
Sacrifice of good x

Gain in good y

Expressing the opportunity cost in terms of good x  would give:

5Opportunity cost of good x Sacrifice of good Y
Gain in good x

The opportunity cost of one additional unit of consumer goods or capital goods can be calculated by 
firstly writing out the known quantities:

The OC of 300,000 consumer goods is 50,000 capital goods.
Divide both quantities by the number of consumer goods:

The OC of consumer goods is capital goods300,000
300,000

50,000
300,000

Now complete the calculation to get the opportunity cost of one additional unit of consumer goods in 
terms of capital goods sacrificed:

The OC of one consumer good is 0.17 (2dp) capital goods.

This tells us that for every 1 additional unit of consumer goods acquired, we must give up 0.17 of a 
capital good.

To find the opportunity cost of capital goods in terms of consumer goods, follow the same process but 
in reverse.

The OC of 50,000 capital goods is 300,000 consumer goods.

The OC of consumer goods is consumer goods50,000
50,000

300,000
50,000

The OC of one capital good is six consumer goods.

The shape of the Production Possibilities Frontier
The PPF in Figure 17.2 is bowed outwards (concave to the origin). This is due to the fact that when 
economies move resources from one use to another, unless they are perfect substitutes (in which case 
the PPF would be a straight line), as the rate at which the increase in output of one good increases, 
the opportunity cost in terms of the other changes. For example, if the economy is using most of its 
resources to make consumer goods at point A in Figure 17.2, land, labour and capital are being used 
to make consumer goods even if these resources are not best suited to making these goods. If the 
country moves from point A to point B, the gain in capital goods is 250,000 units but the sacrifice in 
consumer goods is 200,000. The opportunity cost of one additional unit of capital goods will be 0.8 con-
sumer goods sacrificed. Resources released from producing consumer goods are now able to produce 
capital goods, a use to which they may be more appropriately suited. If the economy moves from point 
B to point C, the gain in capital goods is a further 200,000 units but the sacrifice in terms of consumer 
goods is now 700,000. The opportunity cost of 1 additional unit of capital goods now is 3.5 consumer 
goods sacrificed.

If the country continues to shift resources to capital goods from consumer goods, the ease of substi-
tutability of factors becomes weaker and the sacrifice in consumer goods becomes greater. Moving from 
point C to point D yields an additional 250,000 capital goods but at a cost of 1.1 million units of consumer 
goods. The opportunity cost of 1 additional unit of capital goods is now 4.4 units of consumer goods. The 
reason that the opportunity cost in terms of consumer goods is rising is that the resources being put to 
use producing more capital goods are now less suited to the purpose and so the sacrifice in consumer 
goods increases.
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The PPF illustrates two of the key questions any economy must answer: what is to be produced and 
how will the output be produced? Most economies could use the resources it has at its disposal in a vari-
ety of ways. For example, it is possible that the UK could allocate resources to the production of oranges. 
Large amounts of land could be set aside for the construction of glasshouses in which the climate, water 
and nutrition needs of orange trees are controlled by computer technology. In Spain the same amount 
of oranges could be produced using far fewer resources simply because the climate is more conducive 
to growing oranges. The opportunity cost of using resources in this way in the UK is likely to be high, 
therefore.

A shift in the Production Possibilities Frontier
The PPF shows the trade-off between the production of different goods at a given time, but the trade-off 
can change over time. For example, technological advances can mean that factors of production are con-
siderably more productive in terms of output per unit per time period. Countries might also be in a position 
to recover or make use of more natural resources, or the effects of education in the country mean the 
labour force becomes more productive. Over time, therefore, opportunity cost ratios of production change 
and this can affect the shape and position of the PPF.

Figure 17.3 shows three possible outcomes. In panel (a) the PPF has shifted outwards showing that it 
is now possible to produce more of both capital goods and consumer goods as indicated by the move to 
point B. If all resources were devoted to capital goods, the economy could now produce 1.2 million units, 
and if all resources were devoted to consumer goods, the country could produce 3.6 million units. The 
relative opportunity cost ratios, however, remain the same because the PPF has shifted outwards, parallel 
at every point to the original curve. Because of this economic growth, society might move production from 
point A to point B, enjoying more consumer goods and more capital goods.

Panel (b) shows a shift in the PPF but this time the economic advances in the productivity of the capital 
goods industry is greater than that of the consumer goods industry. If all resources were now devoted to 
capital goods production, the country could produce 1.5 million units, and if it devoted all output to con-
sumer goods it could produce 3.2 million units. The opportunity cost ratio at all points on the new PPF will 
now be different from those on the original PPF.

Panel (c) shows the situation where the economic advances in productivity in the consumer goods 
industry is greater than in the capital goods industry. In this case, if all resources were devoted to produc-
ing consumer goods, the country could now produce 3.7 million units, and if all resources were devoted 
to producing capital goods, 1.1 million units could be produced.
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The shape of the Production 
Possibilities Frontier
The PPF is concave to the origin. The shape 
of the PPF reflects the opportunity cost of 
producing different quantities of capital goods 
and consumer goods. If the country switches 
resources from consumer goods to capital goods, 
the opportunity cost in terms of the increase in 
consumer goods sacrificed for every additional 
unit of capital goods rises as the output 
combination moves from point A to point D.

FiGure 17.2
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It may also be possible that productivity in one industry might actually reduce while that in the other 
rises, in which case the PPF might take the look of that in panel (d) of Figure 17.3. In this case there has been 
an increase in productivity in the capital goods industry but a reduction in the consumer goods industry.

selF TesT Use the information in Figure 17.3 to calculate the opportunity cost ratios of both capital and 
consumer goods in each scenario presented in the different panels. Assume, in each case, that the country moves 
from devoting all its resources to capital goods and then switches to devoting all its resources to consumer goods.

Quantity of
capital goods

(millions of units)

Quantity of
capital goods

(millions of units)

Quantity of
capital goods

(millions of units)

Quantity of
capital goods

(millions of units)

Quantity of
consumer goods
(millions of units)

Quantity of
consumer goods
(millions of units)

Quantity of
consumer goods
(millions of units)

Quantity of
consumer goods
(millions of units)

(a)

3.0

1.2

1.0

3.6

A
B

(b)

3.0

1.5

1.0

3.2

(c)

3.0

1.1
1.0

3.7

(d)

3.0

1.5

1.0

2.8

0

0

0

0

shifts in the Production Possibilities Frontier
Panels (a) to (d) show different shifts in the PPF as a result of changes in the productivity of factors used in producing capital and 
consumer goods.

FiGure 17.3

The PPF simplifies a complex economy to highlight and clarify some basic ideas. We can now extend 
the analysis to look at how different factor endowments and factor productivity in different countries can 
lead to countries trading and gaining advantages.
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inTernATionAl TrAde
Each country has its own PPF and in isolation faces choices about the use of resources to produce goods. 
If the country wants to increase the amount of goods available to all its citizens, then it can rely on increas-
ing the number of factors it has at its disposal or the efficiency with which its resources are used to shift 
the PPF outwards. In addition to this, countries might also choose to engage in trade as a means of pro-
viding benefits to its citizens and effectively shift the PPF.

A Parable for the modern economy
We are going to use a simple example to illustrate how trade can lead to benefits. Imagine that there are 
two goods in the world, beef and potatoes, and two people in the world (our analogy for two different 
countries), a cattle farmer named Silvia and a market gardener named Johan, each of whom would like to 
eat both beef and potatoes.

Assume initially that the cattle farmer can produce only meat and the market gardener can produce 
only potatoes. In one scenario, the farmer and the gardener could choose to have nothing to do with each 
other. After several months of eating beef roasted, boiled, fried and grilled, the cattle farmer might decide 
that self-sufficiency is not all she expected. The market gardener, who has been eating potatoes mashed, 
fried and baked, would most likely agree. It is easy to see that trade would allow them to enjoy greater 
variety: each could have beef and potatoes.

Now assume that the farmer and the gardener are each capable of producing both goods. In this case 
each has a PPF analogous to two different countries. Suppose, for example, that the market gardener 
can rear cattle and produce meat, but that he is not very good at it, and that the cattle farmer is able to 
grow potatoes, but her land is not very well suited to this crop. The PPF for Johan and Silvia would look 
like those in Figure 17.4. Panel (a) shows Silvia’s PPF and panel (b) shows Johan’s. Because Silvia is more 
efficient in the production of meat than she is producing potatoes, the shape of the PPF reflects the 
opportunity cost of any decision to divert more of her resources away from producing meat to producing 
potatoes. If Silvia devoted all her time and resources to producing meat, she could produce QM, the verti-
cal intercept. If she makes the decision to divert resources to the production of potatoes, the sacrifice in 
terms of lost meat output is relatively high compared to the gains in output of potatoes as shown by the 
move from point A to point B.
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(a) Silvia’s PPF (b) Johan’s PPF

differing opportunity Cost ratios
Panels (a) and (b) show Silvia and Johan’s PPFs respectively. Silvia is more skilled in producing meat while Johan is more skilled 
in producing potatoes, although both could divert resources to produce the other good. The opportunity cost ratios for each are 
different – the opportunity cost to Silvia of diverting resources from meat to potatoes is high while for Johan the opportunity cost of 
diverting resources from potatoes to meat is high.

FiGure 17.4
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Johan’s situation is the reverse of this and is shown in panel (b). If Johan allocates all resources to  producing 
potatoes, he produces QP. If he diverts resources away from potato production towards meat production, he 
sacrifices a relatively large amount of output of potatoes to gain a relatively small amount of meat as shown 
by the movement from C to D. The opportunity cost of diverting resources to meat for Johan is high.

Economically, it would be more efficient for Johan and Silvia to cooperate with each other, specialize 
in what they both do best and benefit from trading with each other at some mutually agreeable rate of 
exchange. For example, they might agree to a rate of exchange of 1 kg of meat for every 5 kg of potatoes.

The gains from trade are less obvious, however, when one person is better at producing every good. 
For example, suppose that Silvia is better at rearing cattle and better at growing potatoes than Johan. In 
this case, should the farmer or gardener choose to remain self-sufficient, or is there still reason for them 
to trade with each other?

Production Possibilities
Suppose that Johan and Silvia each work 8 hours a day, 6 days a week (a working week of 48 hours) and 
take Sunday off. They can spend their time growing potatoes, rearing cattle, or a combination of the two. 
Table 17.1 shows the amount of time each person takes to produce 1 kg of each good. The gardener can 
produce 1 kg of meat in 6 hours and 1 kg of potatoes in an hour and a half. The farmer, who is more produc-
tive in both activities, can produce a kilogram of meat in 2 hours and a kilogram of potatoes in 1 hour. The 
last columns in Table 17.1 show the amounts of meat or potatoes the gardener and farmer can produce in 
a 48-hour working week, producing only that good.

The Production opportunities of Johan the Gardener and silvia the Farmer

Time needed to make  
1 kg of:

Amount of meat or potatoes 
produced in 48 hours

Meat Potatoes Meat Potatoes

Johan 6 hrs/kg 1.5 hrs/kg 8 kg 32 kg
Silvia 2 hrs/kg 1 hr/kg 24 kg 48 kg

TAble 17.1

Panel (a) of Figure 17.5 illustrates the amount of meat and potatoes that Johan can produce. If he 
devotes all 48 hours of his time to potatoes, he produces 32 kg of potatoes (measured on the horizontal 
axis) and no meat. If he devotes all his time to meat, he produces 8 kg of meat (measured on the vertical 
axis) and no potatoes. If Johan divides his time equally between the two activities, spending 24 hours a 
week on each, he produces 16 kg of potatoes and 4 kg of meat. The figure shows these three possible 
outcomes and all others in between.

This graph is Johan’s PPF. Note that in this case, the PPF is a straight line indicating that the slope is constant 
and thus the opportunity cost to Johan of switching between potatoes and meat is constant. Johan faces a 
trade-off between producing meat and producing potatoes. If Johan devotes an extra hour to producing meat, 
he sacrifices potato production. Assume Johan starts at point A producing 4 kg of meat and 16 kg of potatoes. 
If he then devoted all resources to producing potatoes, he would produce 32 kg of potatoes and sacrifice 4 kg 
of meat. Using our opportunity cost formula, the opportunity cost of an additional unit of potatoes to Johan is 
a sacrifice of 4 kg of meat for a gain of 16 kg of potatoes. The opportunity cost of 1 additional kilo of potatoes is, 
therefore, 0.25 kg of meat. Every additional 1 kg of potatoes produced would involve a trade-off of 14 kg of meat. 
Conversely, if Johan chose to increase meat production by 1 kg he would have to sacrifice 4 kg of potatoes.

Panel (b) of Figure 17.5 shows the PPF for Silvia. If she devotes all 48 hours of her working week to 
potatoes, she produces 48 kg of potatoes and no meat. If she devotes all of her time to meat production, 
she produces 24 kg of meat and no potatoes. If Silvia divides her time equally, spending 24 hours a week 
on each activity, she produces 24 kg of potatoes and 12 kg of meat. If Silvia moved from devoting half her 
time producing each to producing all potatoes, the opportunity cost of an additional unit of potatoes is the 
sacrifice in meat of 12 kg divided by the gain in potatoes of 24 kg. The opportunity cost of an additional unit 
of potatoes for Silvia is 0.5. Silvia would sacrifice 1

2 kg of meat for every 1 kg of additional potatoes. The 
slope of this PPF is, therefore, 0.5. If Silvia shifted production to meat from potatoes, the opportunity cost 
of an additional 1 kg of meat would be 2 kg of potatoes sacrificed.
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If the gardener and farmer choose to be self-sufficient, rather than trade with each other, then each 
consumes exactly what he or she produces. In this case, the PPF is also the consumption possibilities 
frontier. That is, without trade, Figure 17.5 shows the possible combinations of meat and potatoes that 
Johan and Silvia can each consume.

Although these PPFs are useful in showing the trade-offs that the gardener and farmer face, they do 
not tell us what Johan and Silvia will actually choose to do. To determine their choices, we need to know 
the tastes of the gardener and the farmer. Assume they choose the combinations identified by points A 
and B in Figure 17.5: Johan produces and consumes 16 kg of potatoes and 4 kg of meat, while Silvia pro-
duces and consumes 24 kg of potatoes and 12 kg of meat.

specialization and Trade
After several years of feeding her family on combination B, Silvia gets an idea and she goes to talk to 
Johan:

Silvia: Johan, I have a proposal to put to you. I know how to improve life for both of us. I think you should 
stop producing meat altogether and devote all your time to growing potatoes. According to my calcula-
tions, if you devote all of your working week to growing potatoes, you’ll produce 32 kg of potatoes. If 
you give me 15 of those 32 kg, I’ll give you 5 kg of meat in return. You will have 17 kg of potatoes left to 
enjoy and 5 kg of meat every week, instead of the 16 kg of potatoes and 4 kg of meat you now make do 
with. If you go along with my plan, you’ll have more of both foods. (To illustrate her point, Silvia shows 
Johan panel (a) of Figure 17.6.)
Johan: That seems like a good deal for me, Silvia, but how is it that we can both benefit?
Silvia: Suppose I spend 12 hours a week growing potatoes and 36 hours rearing cattle. Then I can pro-
duce 12 kg of potatoes and 18 kg of meat. You will give me 15 kg of your potatoes in exchange for the 
5 kg of my meat. This means I end up with 27 kg of potatoes and 13 kg of meat. So I will also be able to 
consume more of both foods than I do now. (She points out panel (b) of Figure 17.6.)

The Production Possibilities Frontier
Panel (a) shows the combinations of meat and potatoes that Johan can produce. Panel (b) shows the combinations of meat and 
potatoes that Silvia can produce. Both PPFs are derived from Table 17.1 and the assumption that the gardener and farmer each work 8  
hours a day.

FiGure 17.5
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Johan: Hmm, sounds like a good idea, let me think about it.
Silvia: To help, I’ve summarized my proposal for you in a simple table. (The farmer hands the gardener 
a copy of Table 17.2.)
Johan: (after pausing to study the table) These calculations seem correct; so we can both be better off?
Silvia: Yes, because trade allows each of us to specialize in doing what we do best. You will spend more 
time growing potatoes and less time rearing cattle. I will spend more time rearing cattle and less time 
growing potatoes. As a result of specialization and trade, each of us can consume more meat and more 
potatoes without working any more hours.

selF TesT Draw an example of a PPF for Jan, who is stranded on an island after a shipwreck and spends 
his time gathering coconuts and catching fish. Does this frontier limit Jan’s consumption of coconuts and fish if 
he lives by himself? Does he face the same limits if he can trade with natives on the island?

how Trade expands the set of Consumption opportunities
The proposed trade between the gardener and the farmer offers each of them a combination of meat and potatoes that would be 
impossible in the absence of trade. In panel (a), the gardener consumes at point A*  rather than point A. In panel (b), the farmer 
consumes at point B*  rather than point B. Trade allows each to consume more meat and more potatoes.

FiGure 17.6
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The Gains from Trade: A summary

Johan Silvia

Meat Potatoes Meat Potatoes

Without trade:
   Production and consumption 4 kg 16 kg 12 kg 24 kg
With trade:
   Production 0 kg 32 kg 18 kg 12 kg
With trade Gets 5 kg Gives 15 kg Gives 5 kg Gets 15 kg
   Final consumption 5 kg 17 kg 13 kg 27 kg
Gains from trade:
   Increase in consumption 11 kg 11 kg 11 kg 13 kg

TAble 17.2
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The PrinCiPle oF ComPArATive AdvAnTAGe
The principle of comparative advantage helps explain why benefits from trade can arise even though 
Johan, the gardener, is not as efficient in both rearing cattle and growing potatoes as Silvia the farmer.

As a first step in the explanation, consider the following question: in our example, who can produce 
potatoes at lower cost – the gardener or the farmer? There are two possible answers, which provide the 
key to understanding the gains from trade. The slope of the production possibilities frontier discussed 
above will help us to solve the puzzle.

Absolute Advantage
One way to answer the question about the cost of producing potatoes is to compare the inputs required 
by the two producers. Economists use the term absolute advantage when comparing the productivity 
of one person, firm or nation to that of another. The producer that requires a smaller quantity of inputs to 
produce a good is said to have an absolute advantage in producing that good.

absolute advantage exists where a producer can produce a good using fewer factor inputs than another

In our example, the farmer has an absolute advantage both in producing meat and in producing pota-
toes, because she requires less time than the gardener to produce a unit of either good. The farmer needs 
to input only 2 hours to produce a kilogram of meat, whereas the gardener needs 6 hours. Similarly, Silvia 
needs only 1 hour to produce a kilogram of potatoes, whereas Johan needs 1.5 hours. Based on this infor-
mation, we can conclude that the farmer has the lower cost of producing potatoes, if we measure cost in 
terms of the quantity of inputs.

opportunity Cost and Comparative Advantage
There is another way to look at the cost of producing potatoes. Rather than comparing inputs required, we 
can compare the opportunity costs. Let’s first consider Silvia’s opportunity cost in relation to the amount 
of hours she needs to work. According to Table 17.1, producing 1 kg of potatoes takes her 1 hour of work. 
When Silvia spends that 1 hour producing potatoes, she spends 1 hour less producing meat. Because 
Silvia needs 2 hours to produce 1 kg of meat, 1 hour of work would yield 1

2 kg of meat. Hence the farmer’s 
opportunity cost of producing 1 kg of potatoes is 1

2 kg of meat.
Now consider Johan’s opportunity cost. Producing 1 kg of potatoes takes him 11

2 hours. Because he 
needs 6 hours to produce 1 kg of meat, 11

2 hours of work would yield 1
4 kg of meat. Hence the gardener’s 

opportunity cost of 1 kg of potatoes is 1
4 kg of meat. These are the opportunity costs we worked out using 

our formula earlier.
Table 17.3 shows the opportunity costs of meat and potatoes for the two producers. Remember 

that the opportunity cost of meat is the inverse of the opportunity cost of potatoes. Because 1 kg of 
potatoes costs the farmer 1

2 kg of meat, 1 kg of meat costs the farmer 2 kg of potatoes. Similarly, 
because 1 kg of potatoes costs the gardener 1

4 kg of meat, 1 kg of meat costs the gardener 4 kg of 
potatoes.

The opportunity Cost of meat and Potatoes

Opportunity cost of:

1 kg of meat 1 kg of potatoes

Gardener 4 kg potatoes   0.25 kg meat
   Farmer 2 kg potatoes    0.5 kg meat

TAble 17.3
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Comparative advantage describes the opportunity cost of two producers; the producer who gives up 
less of other goods to produce good X has the smaller opportunity cost of producing good X and is said to 
have a comparative advantage in producing it. In our example, Johan the gardener has a lower opportunity 
cost of producing potatoes than does Silvia, the farmer: a kilogram of potatoes costs Johan only 1

4 kg of 
meat, while it costs Silvia 1

2 kg of meat. Conversely, Silvia has a lower opportunity cost of producing meat 
than does Johan: a kilogram of meat costs Silvia 2 kg of potatoes, while it costs Johan 4 kg of potatoes. 
Thus, Johan the gardener has a comparative advantage in growing potatoes, and Silvia the farmer has a 
comparative advantage in producing meat.

comparative advantage the comparison among producers of a good according to their opportunity cost. A producer is 
said to have a comparative advantage in the production of a good if the opportunity cost is lower than that of another producer

Although it is possible for one person to have an absolute advantage in both goods (as Silvia does in 
our example), it is impossible for one person to have a comparative advantage in both goods. Because 
the opportunity cost of one good is the inverse of the opportunity cost of the other, if a person’s oppor-
tunity cost of one good is relatively high, their opportunity cost of the other good must be relatively low. 
Comparative advantage reflects the relative opportunity cost. Unless two people have exactly the same 
opportunity cost, one person will have a comparative advantage in one good, and the other will have a 
comparative advantage in the other good.

Comparative Advantage and Trade
In theory, differences in opportunity cost and comparative advantage create the gains from trade. The 
theory predicts that when each person specializes in producing the good for which they have a compara-
tive advantage, total production in the economy rises, and this increase in the size of the economic cake 
can be used to make everyone better off.

Consider the proposed deal from the viewpoint of Johan. He gets 5 kg of meat in exchange for 15 kg 
of potatoes. In other words, Johan buys each kilogram of meat for a price of 3 kg of potatoes. This price 
of meat is lower than his opportunity cost for 1 kg of meat, which is 4 kg of potatoes. Thus, the gardener 
benefits from the deal because he gets to buy meat at a good price.

Now consider the deal from Silvia’s viewpoint. The farmer buys 15 kg of potatoes for a price of 5 kg of 
meat. That is, the price of potatoes is 1

3 kg of meat. This price of potatoes is lower than her opportunity cost 
of 1 kg of potatoes, which is 1

2 kg of meat. The farmer benefits because she can buy potatoes at a good price.

These benefits arise because each person concentrates on the activity for which they have the lower 
opportunity cost: the gardener spends more time growing potatoes, and the farmer spends more time 
producing meat. As a result, the total production of potatoes and the total production of meat both rise. 
In our example, potato production rises from 40 to 44 kg, and meat production rises from 16 to 18 kg. The 
gardener and farmer share the benefits of this increased production.

The legacy of Adam smith and david ricardo

Economists have long understood the principle of comparative advantage. Here is how Adam Smith put the argument:

It is the maxim of every prudent master of a family, never to attempt to make at home what it will cost him [sic] 
more to make than to buy. The tailor does not attempt to make his own shoes, but buys them off the shoemaker. The 

FYi

(Continued )
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should Countries in europe Trade with other Countries?
Our model of Johan and Silvia can be extended to represent whole countries. Many of the goods that 
Europeans enjoy are produced abroad, and many of the goods produced across Europe are sold abroad. 
Goods produced abroad and purchased for use in the domestic economy are called imports. An import 
leads to a flow of money out of the country in payment. Goods produced domestically and sold abroad are 
called exports and lead to a flow of money into the country.

shoemaker does not attempt to make his own clothes but employs a tailor. The gardener attempts to make neither 
the one nor the other, but employs those different artificers. All of them find it for their interest to employ their whole 
industry in a way in which they have some advantage over their neighbours, and to purchase with a part of its 
produce, or what is the same thing, with the price of part of it, whatever else they have occasion for.

This quotation is from Smith’s 1776 book, An Inquiry into the Nature and Causes of the Wealth of Nations, which 
was a landmark in the analysis of trade and economic interdependence.

Smith’s book inspired David Ricardo to become an economist, having already made his fortune as a stockbroker 
in the City of London. In his 1817 book, Principles of Political Economy and Taxation, Ricardo developed the principle 
of comparative advantage as we know it today. The principle was originally put forward by Robert Torrens, a British 
Army officer and owner of the Globe newspaper, in 1815. Ricardo’s defence of free trade was not a mere academic 
exercise. Ricardo put his economic beliefs to work as a member of the British parliament, where he opposed the Corn 
Laws, which restricted the import of grain.

The conclusions of Adam Smith and David Ricardo form the basis of arguments in favour of free trade and against 
the imposition of tariffs or other restraints on trade. These arguments have had their critics, including the late Joan 
Robinson, a widely respected Cambridge economist, who noted that the theory Ricardo developed was largely based 
on an historical context of early nineteenth-century Britain and its trade with Portugal, and that economies had 
evolved over time. Some of the assumptions that Ricardo had made do not hold in modern economies in the same 
way (that all resources are employed and that prices are stable), and this means that the theory must be reassessed 
in the light of the way economies have changed.

selF TesT Jan can gather 10 coconuts or catch one fish per hour. His friend, Marie, can gather 30 coconuts 
or catch two fish per hour. What is Jan’s opportunity cost of catching one fish? What is Marie’s? Who has an 
absolute advantage in catching fish? Who has a comparative advantage in catching fish?

imports goods produced abroad and purchased for use in the domestic economy leading to an outflow of funds from a 
country
exports goods produced domestically and sold abroad leading to an inflow of funds into a country

To see how countries can benefit from trade, suppose there are two countries, Germany and the 
Netherlands, and two goods, machine tools and cut flowers. Imagine that the two countries produce cut 
flowers equally well: a German worker and a Dutch worker can each produce 1 tonne per month. By con-
trast, because Germany has more land suitable for manufacturing, it is better at producing machine tools: 
a German worker can produce 2 tonnes of machine tools per month, whereas a Dutch worker can produce 
only 1 tonne of machine tools per month.

The principle of comparative advantage states that each good should be produced by the country that 
has the smaller opportunity cost of producing that good. Because the opportunity cost of an additional 
1 tonne of cut flowers is 2 tonnes of machine tools in Germany but only 1 tonne of machine tools in the 
Netherlands, the Dutch have a comparative advantage in producing cut flowers. The Netherlands should 
produce more cut flowers than it wants for its own use and export some of them to Germany. Similarly, 
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because the opportunity cost of a tonne of cut flowers is 1 tonne of machine tools in the Netherlands but 
only 1

2 a tonne of machine tools in Germany, the Germans have a comparative advantage in producing 
machine tools. Germany should produce more machine tools than it wants to consume and export some 
of it to the Netherlands. Through specialization and trade, both countries can have more machine tools and 
more cut flowers.

In reality, of course, the issues involved in trade among nations are more complex than this simple 
example suggests. Most important among these issues is that each country has many citizens with differ-
ent interests. International trade can make some individuals worse off, even as it makes the country as a 
whole better off. When Germany exports machine tools and imports cut flowers, the impact on a German 
machine tools worker is not the same as the impact on a German cut flower worker.

selF TesT Suppose that the world’s fastest typist happens to be trained in brain surgery. Should they do 
their own typing or hire a personal assistant? Explain.

The deTerminAnTs oF TrAde
Having seen that there are benefits to countries of trading, in this next section we look at the gains and 
losses of international trade. Consider the market for olive oil. The olive oil market is well suited to examin-
ing the gains and losses from international trade: olive oil is made in many countries around the world, and 
there is much world trade in it. Moreover, the olive oil market is one in which policymakers often consider 
(and sometimes implement) trade restrictions to protect domestic olive oil producers from foreign com-
petitors. We examine here the olive oil market in the imaginary country of Isoland.

The equilibrium without Trade
Assume that the Isolandian olive oil market is isolated from the rest of the world. By government decree, 
no one in Isoland is allowed to import or export olive oil, and the penalty for violating the decree is so large 
that no one dares try.

Because there is no international trade, the market for olive oil in Isoland consists solely of Isolandian 
buyers and sellers. As Figure 17.7 shows, the domestic price adjusts to balance the quantity supplied by 
domestic sellers and the quantity demanded by domestic buyers. The figure shows the consumer and 
producer surplus in equilibrium without trade. The sum of consumer and producer surplus measures the 
total benefits that buyers and sellers receive from the olive oil market.

The equilibrium without international Trade
When an economy cannot trade in world markets, the price 
adjusts to balance domestic supply and demand. This figure 
shows consumer and producer surplus in an equilibrium 
without international trade for the olive oil market in the 
imaginary country of Isoland.

FiGure 17.7
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Now suppose that Isoland elects a new president. The president campaigned on a platform of ‘change’ 
and promised the voters bold new ideas. Their first act is to assemble a team of economists to evaluate 
Isolandian trade policy. The president asks them to report back on three questions:

 ● If the government allowed Isolandians to import and export olive oil, what would happen to the price of 
olive oil and the quantity of olive oil sold in the domestic olive oil market?

 ● Who would gain from free trade in olive oil and who would lose, and would the gains exceed the losses?
 ● Should a tariff (a tax on olive oil imports) or an import quota (a limit on olive oil imports) be part of the 

new trade policy?

The World Price and Comparative Advantage
The first issue our economists take up is whether Isoland is likely to become an olive oil importer or an olive 
oil exporter. In other words, if free trade were allowed, would Isolandians end up buying or selling olive oil 
in world markets? To answer this question, the economists compare the current Isolandian price of olive oil 
with the price of olive oil in other countries. We call the price prevailing in world markets the world price. If 
the world price of olive oil is higher than the domestic price, then Isoland would become an exporter of olive 
oil once trade is permitted. Isolandian olive oil producers would be eager to receive the higher prices avail-
able abroad and would start selling their olive oil to buyers in other countries. Conversely, if the world price 
of olive oil is lower than the domestic price, then Isoland would become an importer of olive oil. Because 
foreign sellers offer a better price, Isolandian olive oil consumers would buy olive oil from other countries.

world price the price of a good that prevails in the world market for that good

In essence, comparing the world price and the domestic price before trade indicates whether Isoland 
has a comparative advantage in producing olive oil. The domestic price reflects the opportunity cost of 
olive oil: it tells us how much an Isolandian must give up to get one unit of olive oil. If the domestic price 
is low, the cost of producing olive oil in Isoland is low, suggesting that Isoland has a comparative advan-
tage in producing olive oil relative to the rest of the world. If the domestic price is high, then the cost of 
producing olive oil in Isoland is high, suggesting that foreign countries have a comparative advantage in 
producing olive oil. By comparing the world price and the domestic price before trade, we can determine 
whether Isoland is better or worse at producing olive oil than the rest of the world.

The Winners And losers From TrAde
To analyze the welfare effects of free trade, the Isolandian economists begin with the assumption that 
Isoland is a small economy compared with the rest of the world, so that its actions have a negligible effect 
on world markets. The small economy assumption has a specific implication for analyzing the olive oil 
market: if Isoland is a small economy, then the change in Isoland’s trade policy will not affect the world 
price of olive oil. The Isolandians are said to be price-takers in the world economy. They can sell olive oil at 
this price and be exporters or buy olive oil at this price and be importers.

The Gains and losses of an exporting Country
Figure 17.8 shows the Isolandian olive oil market when the domestic equilibrium price before trade is below 
the world price. Once free trade is allowed, the domestic price rises to equal the world price. No seller of 
olive oil would accept less than the world price, and no buyer would pay more than the world price.
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With the domestic price now equal to the world price, the domestic quantity supplied is greater than 
the domestic quantity demanded, Isoland sells olive oil to other countries. Thus, Isoland becomes an olive 
oil exporter. Although domestic quantity supplied and domestic quantity demanded differ, the olive oil 
market is still in equilibrium because there is now another participant in the market: the rest of the world. 
One can view the horizontal line at the world price as representing the demand for olive oil from the rest 
of the world. This demand curve is perfectly price elastic because Isoland, as a small economy, can sell as 
much olive oil as it wants at the world price.

Now consider the gains and losses from opening up trade. Clearly, not everyone benefits. Trade forces 
the domestic price to rise to the world price. Domestic producers of olive oil are better off because they 
can now sell olive oil at a higher price, but domestic consumers of olive oil are worse off because they 
must buy olive oil at a higher price.

To measure these gains and losses, we look at the changes in consumer and producer surplus, which 
are shown in the graph and table in Figure 17.9. Before trade is allowed, the price of olive oil adjusts to 
balance domestic supply and domestic demand. Consumer surplus, the area between the demand curve 
and the before trade price, is area 1A B. Producer surplus, the area between the supply curve and the 
before trade price, is area C. Total surplus before trade, the sum of consumer and producer surplus, is area 

1 1A B C.
After trade is allowed, the domestic price rises to the world price. Consumer surplus is area A (the area 

between the demand curve and the world price). Producer surplus is area 1 1B C D (the area between 
the supply curve and the world price). Thus, total surplus with trade is area 1 1 1A B C D.

These welfare calculations show who wins and who loses from trade in an exporting country, given the 
assumptions of the model. Sellers benefit because producer surplus increases by the area 1B D. Buyers 
are worse off because consumer surplus decreases by the area B. Because the gains of sellers exceed 
the losses of buyers by the area D, total surplus in Isoland increases.

This analysis of an exporting country yields two conclusions:

 ● When a country allows trade and becomes an exporter of a good, domestic producers of the good are 
better off and domestic consumers of the good are worse off.

 ● Trade raises the economic well-being of a nation in the sense that the gains of the winners exceed the 
losses of the losers.

international Trade in an exporting Country
Once trade is allowed, the domestic price rises to equal the 
world price. The supply curve shows the quantity of olive 
oil produced domestically, and the demand curve shows the 
quantity consumed domestically. Exports from Isoland equal 
the difference between the domestic quantity supplied and 
the domestic quantity demanded at the world price.
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The Gains and losses of an importing Country
Now suppose that the domestic price before trade is above the world price. Once again, after free trade is 
allowed, the domestic price must equal the world price. As Figure 17.10 shows, the domestic quantity sup-
plied is less than the domestic quantity demanded. The difference between the domestic quantity demanded 
and the domestic quantity supplied is bought from other countries, and Isoland becomes an olive oil importer.

how Free Trade Affects Welfare in an 
exporting Country
When the domestic price rises to equal the world 
price, sellers are better off (producer surplus rises 
from C to 1 1B C D ), and buyers are worse off 
(consumer surplus falls from 1A B  to A). Total 
surplus rises by an amount equal to area D, 
indicating that trade raises the economic well-being 
of the country as a whole.

FiGure 17.9
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international Trade in an importing Country
Once trade is allowed, the domestic price falls to equal the 
world price. The supply curve shows the amount produced 
domestically, and the demand curve shows the amount 
consumed domestically. Imports equal the difference 
between the domestic quantity demanded and the domestic 
quantity supplied at the world price.

FiGure 17.10

In this case, the horizontal line at the world price represents the supply of the rest of the world. This 
supply curve is perfectly elastic because of the assumptions made that Isoland is a small economy and, 
therefore, can buy as much olive oil as it wants at the world price.
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Now consider the gains and losses from trade. Once again, not everyone benefits. When trade forces 
the domestic price to fall, domestic consumers are better off (they can now buy olive oil at a lower price), 
and domestic producers are worse off (they now must sell olive oil at a lower price). Changes in con-
sumer and producer surplus measure the size of the gains and losses, as shown in the graph and table in 
Figure 17.11. Before trade, consumer surplus is area A, producer surplus is area 1B C, and total surplus is 
area 1 1A B C. After trade is allowed, consumer surplus is area 1 1A B D, producer surplus is area C, 
and total surplus is area 1 1 1A B C D.

These welfare calculations show who wins and who loses from trade in an importing country, given 
the assumptions of the model. Buyers benefit because consumer surplus increases by the area 1B D. 
Sellers are worse off because producer surplus falls by the area B. The gains of buyers exceed the losses 
of sellers, and total surplus increases by the area D.

how Free Trade Affects Welfare in an 
importing Country
When the domestic price falls to equal the 
world price, buyers are better off (consumer 
surplus rises from A to 1 1A B D ), and sellers 
are worse off (producer surplus falls from 

1B C  to C ). Total surplus rises by an amount 
equal to area D, indicating that trade raises the 
economic well-being of the country as a whole.
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This analysis of an importing country yields two conclusions parallel to those for an exporting country:

 ● When a country allows trade and becomes an importer of goods, domestic consumers of the good are 
better off and domestic producers of the good are worse off.

 ● Trade raises the economic well-being of a nation in the sense that the gains of the winners exceed the 
losses of the losers.

Having completed our analysis of trade, we can draw a conclusion that trade can make everyone better 
off. If Isoland opens up its olive oil market to international trade, the change will create winners and losers, 
regardless of whether Isoland ends up exporting or importing olive oil. Notice that in our analysis, we 
have not made a judgement about the winners and losers – whether the gain to the producers is more 
valuable than the loss to the consumers. In this analysis the key is the effect on total welfare, which in 
this case has risen for Isoland. In the real world, policymakers may have to take into consideration the 
power which resides with different groups. If domestic consumers of olive oil in Isoland had considerable 
lobbying power compared with olive oil producers, then policy decisions may be affected which distort 
outcomes and reduce total welfare. The effect on consumers, for example, might be limited in comparison 
with the gains to producers, but presenting arguments in this way does not always win political points! 
This is something that must always be considered, because while economic analysis may point to a clear 
policy decision and outcome, there are many other factors that decision-makers must take into account, 
as exemplified when we look at the arguments for restricting trade.
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In our example, the gains of the winners exceed the losses of the losers, so the winners could com-
pensate the losers and still be better off. In this sense, trade can make everyone better off. But will trade 
make everyone better off? Probably not.

In practice, compensation for the losers from international trade is rare. Without such compensation, 
opening up to international trade is a policy that expands the size of the economic cake, while perhaps 
leaving some participants in the economy with a smaller slice.

We can now see why the debate over trade policy is so often contentious. Whenever a policy creates 
winners and losers, the stage is set for a political battle. Nations sometimes fail to enjoy the gains from 
trade simply because the losers from free trade have more political influence than the winners. The losers 
lobby for trade restrictions, such as tariffs and import quotas.

other benefits of international Trade

Our conclusions so far have been based on the standard analysis of international trade. There are several other eco-
nomic benefits of trade beyond those emphasized in the standard analysis which can be taken into account. Here, in 
a nutshell, are some of these other benefits:

•	 increased variety of goods. Goods produced in different countries are not exactly the same. German beer, for instance, 
is not the same as US beer. Free trade gives consumers in all countries greater variety from which to choose.

•	 lower unit costs through economies of scale. Some goods can be produced at low unit or average cost only if 
they are produced in large quantities. A firm in a small country cannot take full advantage of economies of scale if 
it can sell only in a small domestic market. Free trade gives firms access to larger world markets and allows them 
to realize economies of scale more fully.

•	 Increased competition. A company shielded from foreign competitors is more likely to have market power, which 
in turn gives it the ability to raise prices above competitive levels. This is a type of market failure. Opening up trade 
fosters competition with the benefits that arise from more competitive markets.

•	 Enhanced flow of ideas. The transfer of technological advances around the world is often thought to be linked to inter-
national trade in the goods that embody those advances. The best way for a poor, agricultural nation to learn about the 
computer revolution, for instance, is to buy some computers from abroad, rather than trying to make them domestically.

•	 Generates economic growth. For poor countries, the increase in output can be a trigger to generating economic 
growth, which may also bring an improvement in the standard of living for its citizens.

FYi

resTriCTions on TrAde
Despite the benefits that can arise from trade, the fact that there will always be winners and losers as we 
have seen means that arguments for restricting trade in some way are regularly promoted. We will look 
at three main methods of restricting trade – tariffs, quotas and non-tariff barriers – and then some of the 
arguments for trade barriers.

The effects of a Tariff
The Isolandian economists turn their attention to considering the effects of a tariff – a tax on imported 
goods. The tariff matters only if Isoland becomes an olive oil importer. Concentrating their attention on this 
case, the economists compare welfare with and without the tariff.

tariff a tax on goods produced abroad and sold domestically
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The graph in Figure 17.12 shows the Isolandian market for olive oil. Under free trade, the domestic price 
equals the world price. A tariff raises the price of imported olive oil above the world price by the amount of the 
tariff. Domestic suppliers of olive oil, who compete with suppliers of imported olive oil, can now sell their olive 
oil for the world price plus the amount of the tariff. Thus, the price of olive oil – both imported and domestic – 
rises by the amount of the tariff and is, therefore, closer to the price that would prevail without trade.

The change in price affects the behaviour of domestic buyers and sellers. Because the tariff raises 
the price of olive oil, it reduces the domestic quantity demanded from QD

1  to QD
2 and raises the domestic 

quantity supplied from QS
1  to QS

2. Thus, the tariff reduces the quantity of imports and moves the domestic 
market closer to its equilibrium without trade.

Now consider the gains and losses from the tariff. Because the tariff raises the domestic price, domes-
tic sellers are better off and domestic buyers are worse off. In addition, the government raises revenue. 
To measure these gains and losses, we look at the changes in consumer surplus, producer surplus and 
government revenue. These changes are summarized in the table in Figure 17.12.

The effects of  
a Tariff
A tariff reduces 
the quantity of 
imports and moves 
a market closer to 
the equilibrium that 
would exist without 
trade. Total surplus 
falls by an amount 
equal to area 

1D F . These two 
triangles represent 
the deadweight loss 
from the tariff.
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The area D + F shows the fall in total surplus and represents the
deadweight loss of the tariff.

Before the tariff, the domestic price equals the world price. Consumer surplus, the area between the 
demand curve and the world price, is area 1 1 1 1 1A B C D E F. Producer surplus, the area between 
the supply curve and the world price, is area G. Government revenue equals zero. Total surplus – the sum 
of consumer surplus, producer surplus and government revenue – is area 1 1 1 1 1 1A B C D E F G.

Once the government imposes a tariff, the domestic price exceeds the world price by the amount of 
the tariff. Consumer surplus is now area A 1 B. Producer surplus is area 1C G. Government revenue, 
which is the quantity of after tariff imports times the size of the tariff, is area E. Thus, total surplus with the 
tariff is area 1 1 1 1A B C E G.

To determine the total welfare effects of the tariff, we add the change in consumer surplus (which is negative), 
the change in producer surplus (positive) and the change in government revenue (positive). We find that total 
surplus in the market decreases by the area 1D F. This fall in total surplus is the deadweight loss of the tariff.
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A tariff causes a deadweight loss simply because a tariff is a type of tax and can distort incentives and 
change the allocation of resources. In this case, we can identify two effects. First, the tariff on olive oil raises 
the price of olive oil that domestic producers can charge above the world price and, as a result, encourages 
them to increase production of olive oil (from QS

1  to QS
2). Second, the tariff raises the price that domestic olive 

oil buyers must pay and, therefore, encourages them to reduce consumption of olive oil (from QD
1  to QD

2). Area 
D represents the deadweight loss from the over-production of olive oil, and area F represents the deadweight 
loss from the under-consumption. The total deadweight loss of the tariff is the sum of these two triangles.

The effects of an import Quota
The Isolandian economists next consider the effects of an import quota – a limit on the quantity of imports. 
Imagine that the Isolandian government distributes a limited number of import licences. Each licence gives 
the licence holder the right to import 1 tonne of olive oil into Isoland from abroad. The Isolandian economists 
want to compare welfare under a policy of free trade and welfare with the addition of this import quota.

import quota a limit on the quantity of a good that can be produced abroad and sold domestically

The graph and table in Figure 17.13 show how an import quota affects the Isolandian market for olive oil. 
Because the import quota prevents Isolandians from buying as much olive oil as they want from abroad, 
the supply of olive oil is no longer perfectly elastic at the world price. Instead, as long as the price of olive oil 
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The area D + F shows the fall in total surplus and represents the
deadweight loss of the quota.

The effects of an import Quota
An import quota, like a tariff, reduces the quantity of imports and moves a market closer to the equilibrium that would exist without 
trade. Total surplus falls by an amount equal to area 1D F . These two triangles represent the deadweight loss from the quota. In 
addition, the import quota transfers 9 1 0E E  to whoever holds the import licences.
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in Isoland is above the world price, the licence holders import as much as they are permitted, and the total 
supply of olive oil in Isoland equals the domestic supply plus the quota amount. That is, the supply curve 
above the world price is shifted to the right by exactly the amount of the quota. The supply curve below the 
world price does not shift because, in this case, importing is not profitable for the licence holders.

The price of olive oil in Isoland adjusts to balance supply (domestic plus imported) and demand. As the 
figure shows, the quota causes the price of olive oil to rise above the world price. The domestic quantity 
demanded falls from QD

1  to QD
2 and the domestic quantity supplied rises from QS

1  to QS
2. Not surprisingly, 

the import quota reduces olive oil imports.
Because the quota raises the domestic price above the world price, domestic sellers are better off and 

domestic buyers are worse off. In addition, the licence holders are better off, because they make a profit 
from buying at the world price and selling at the higher domestic price. To measure these gains and losses, 
we look at the changes in consumer surplus, producer surplus and licence holder surplus.

Before the government imposes the quota, the domestic price equals the world price. Consumer 
surplus, the area between the demand curve and the world price, is area 1 1 1 1 9 1 0 1A B C D E E F. 
Producer surplus, the area between the supply curve and the world price, is area G. The surplus of licence 
holders equals zero because there are no licences. Total surplus, the sum of consumer, producer and 
licence holder surplus, is area 1 1 1 1 9 1 0 1 1A B C D E E F G.

After the government imposes the import quota and issues the licences, the domestic price exceeds 
the world price. Domestic consumers get surplus equal to area 1A B, and domestic producers get sur-
plus equal to area 1C G. The licence holders make a profit on each unit imported equal to the difference 
between the Isolandian price of olive oil and the world price. Their surplus equals this price differential 
times the quantity of imports, equal to the area of the rectangle 9 1 0E E . Total surplus with the quota is the 
area 1 1 1 9 1 0 1A B C E E G.

To see how total welfare changes with the imposition of the quota, we add the change in consumer 
surplus (which is negative), the change in producer surplus (positive) and the change in licence holder sur-
plus (positive). We find that total surplus in the market decreases by the area 1D F. This area represents 
the deadweight loss of the import quota.

This analysis should seem somewhat familiar. Indeed, if you compare the analysis of import quotas in 
Figure 17.13 with the analysis of tariffs in Figure 17.12, you will see that they are essentially identical. Both 
tariffs and import quotas raise the domestic price of the good, reduce the welfare of domestic consum-
ers, increase the welfare of domestic producers and cause deadweight losses. There is only one differ-
ence between these two types of trade restriction: a tariff raises revenue for the government (area E in 
Figure 17.12), whereas an import quota creates surplus for licence holders (area 9 1 0E E  in Figure 17.13).

Tariffs and import quotas can be made to look even more similar. Suppose that the government tries to 
capture the licence holder surplus for itself by charging a fee for the licences. A licence to sell 1 tonne of 
olive oil is worth exactly the difference between the Isolandian price of olive oil and the world price, and 
the government can set the licence fee as high as this price differential. If the government does this, the 
licence fee for imports works exactly like a tariff: consumer surplus, producer surplus and government 
revenue are exactly the same under the two policies.

In practice, however, countries that restrict trade with import quotas rarely do so by selling the import 
licences. For example, in 1991, the EU reached an agreement with Japan to ‘voluntarily’ limit the sale 
of Japanese cars in member countries of the EU. In this case, the Japanese government allocates the 
import licences to Japanese firms, and the surplus from these licences (area 9 1 0E E ) accrues to those 
firms. This kind of import quota is, from the standpoint of the welfare of the EU, strictly worse than an 
EU tariff on imported cars. Both a tariff and an import quota raise prices, restrict trade and cause dead-
weight losses, but at least the tariff produces revenue for the EU rather than for Japanese auto compa-
nies. It is perhaps not surprising, therefore, that this arrangement was terminated at the end of 1999.

Although in our analysis so far import quotas and tariffs appear to cause similar deadweight losses, a 
quota can potentially cause an even larger deadweight loss, depending on the mechanism used to allocate 
the import licences. Suppose that when Isoland imposes a quota, everyone understands that the licences 
will go to those who spend the most resources lobbying the Isolandian government. In this case, there 
is an implicit licence fee – the cost of lobbying. The revenues from this fee, however, rather than being 
collected by the government, are spent on lobbying expenses. The deadweight losses from this type of 
quota include not only the losses from overproduction (area D) and under-consumption (area F) but also 
whatever part of the licence holder surplus (area 9 1 0E E ) is wasted on the cost of lobbying.
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non-Tariff barriers
Barriers to trade are sometimes not obvious, but nevertheless present significant restrictions on the ability 
of firms to buy and sell goods from and to other countries. We will briefly outline some of the main ones.

Complex or discriminatory rules of origin and Quality Conditions Countries may impose strict rules 
on the production of goods in its domestic market relating to technical specifications, health and safety, 
production standards and so on. Exporters may find it difficult to meet these rules or if they can, the 
rules increase the cost of production considerably and thus make the imports less competitive against 
domestically produced goods. In addition, firms may be required to give precise details as to where 
goods come from – something which is not easy given the widespread use of many different component 
parts from across the globe in many cases. The country establishing the non-tariff barriers (NTB) may 
only allow goods to be imported if they adhere to strict rules of origin, which exporters might not be able 
to meet.

sanitary or Phyto sanitary Conditions Firms may be required to provide details of food and plant exports, 
which again have to adhere to strict conditions. Phyto sanitary refers to the health of plants. Exporting 
firms may have to show that plants are free from pest and disease, and that measures have been taken to 
ensure the conditions of growth adhere to the standards laid down by the country setting the NTB. In the 
case of food exports, a country may set very high food safety standards and regulations which exporters 
find difficult or costly to meet.

Administrative regulations Some countries might set up administrative procedures that must be met 
prior to any goods or services coming into the country. The paperwork or ‘red tape’ involved can be exces-
sive and add to the costs of the exporter, which again makes the firm less competitive. Some countries 
might require excessive or unreasonable labelling, or packaging regulations, or set burdensome customs 
entry procedures, including the necessity of providing valuations of goods at the point of entry, which 
might be challenged (given value can be a subjective issue), or certification to prove authenticity, which 
again can lead to an increase in costs.

Currency manipulation Some countries might implement measures to artificially influence the value of 
their currency, leading to exporters facing a higher price than would otherwise be the case, which reduces 
their competitiveness against domestic producers.

The lessons for Trade Policy The team of Isolandian economists can now write to the new president:

Dear Madam President,

You asked us three questions about opening up trade. These are our answers.

Question: If the government allowed Isolandians to import and export olive oil, what would happen to 
the price of olive oil and the quantity of olive oil sold in the domestic olive oil market?
Answer : Once trade is allowed, the Isolandian price of olive oil would be driven to equal the price 
prevailing around the world. If the world price is higher than the Isolandian price, our price would rise. 
The higher price would reduce the amount of olive oil Isolandians consume and raise the amount of 
olive oil that Isolandians produce. Isoland would, therefore, become an olive oil exporter. This occurs 
because, in this case, Isoland would have a comparative advantage in producing olive oil.

Conversely, if the world price is lower than the Isolandian price, our price would fall. The lower price 
would raise the amount of olive oil that Isolandians consume and lower the amount of olive oil that 
Isolandians produce. Isoland would, therefore, become an olive oil importer. This occurs because, in 
this case, other countries would have a comparative advantage in producing olive oil.

Question: Who would gain from free trade in olive oil and who would lose, and would the gains exceed 
the losses?
Answer : The answer depends on whether the price rises or falls when trade is allowed. If the price 
rises, producers of olive oil gain and consumers of olive oil lose. If the price falls, consumers gain and 
producers lose. In both cases, the gains are larger than the losses. Thus, free trade raises the total 
welfare of Isolandians.
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Question: Should a tariff or an import quota be part of the new trade policy?
Answer : A tariff, like most taxes, has deadweight losses: the revenue raised would be smaller than 
the losses to the buyers and sellers. In this case, the deadweight losses occur because the tariff would 
move the economy closer to our current no-trade equilibrium. An import quota works much like a tariff 
and would cause similar deadweight losses. The best policy, from the standpoint of economic effi-
ciency, would be to allow trade without a tariff or an import quota.

We hope you find these answers helpful as you decide on your new policy.
Your obedient servants,

Isolandian economics team

selF TesT Draw the supply and demand curve for wool suits in the country of Autarka. When trade is 
allowed, the price of a suit falls from 300 to 200 grams of gold. In your diagram, what is the change in consumer 
surplus, the change in producer surplus and the change in total surplus? How would a tariff on suit imports 
alter these effects?

The Arguments for restricting Trade
The letter from the economics team persuades the new president of Isoland to consider opening up trade 
in olive oil. She notes that the domestic price is now high compared to the world price. Free trade would, 
therefore, cause the price of olive oil to fall and hurt domestic olive oil producers. Before implementing the 
new policy, she asks Isolandian olive oil companies to comment on the economists’ advice.

Not surprisingly, the olive oil companies are opposed to free trade in olive oil. They believe that the 
government should protect the domestic olive oil industry from foreign competition. Let’s consider some 
of the arguments they might give to support their position and how the economics team might respond.

The Jobs Argument Opponents of free trade often argue that trade with other countries destroys domes-
tic jobs. In our example, free trade in olive oil would cause the price of olive oil to fall, reducing the quantity 
of olive oil produced in Isoland and thus reducing employment in the Isolandian olive oil industry. Some 
Isolandian olive oil workers would lose their jobs.

The counter argument to this is that trade can create jobs at the same time that it destroys them. 
When Isolandians buy olive oil from other countries, those countries obtain the resources to buy other 
goods from Isoland. Isolandian workers would move from the olive oil industry to those industries in which 
Isoland has a comparative advantage. This assumes that workers can move easily between different jobs, 
which of course, is possible but by no means cost free. The movement of workers between industries 
does impose hardship in the short run, but in the long run it can be argued that it allows Isolandians as a 
whole to enjoy a higher standard of living.

The national security Argument When an industry is threatened with competition from other countries, 
opponents of free trade often argue that the industry is vital for national security. Free trade would allow 
Isoland to become dependent on foreign countries to supply vital resources. If a war later broke out, 
Isoland might be unable to produce enough to defend itself and remain self-sufficient.

Some economists acknowledge that protecting key industries may be appropriate when there are 
legitimate concerns over national security. It is also possible that this argument may be used too quickly 
by producers eager to gain at consumers’ expense. Certainly, it is tempting for those in an industry to 
exaggerate their role in national defence to obtain protection from foreign competition.

The infant industry Argument New industries sometimes argue for temporary trade restrictions to help 
them get started. After a period of protection, the argument goes, these industries will mature and be 
able to compete with foreign competitors. Similarly, older industries sometimes argue that they need 
protection to help them adjust to new conditions. In 2002, for example, when US President George Bush 
imposed steep tariffs on the import of steel from the EU, he argued that the industry needed protection 
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in order to be able to afford to pay the pensions and healthcare costs of its retired workers, and while it 
was going through a period of adjustment to make its production more efficient in order to be able to cope 
with intense foreign competition.

Some economists are sceptical about such claims. The primary reason is that the infant industry argu-
ment is difficult to implement in practice. To apply protection successfully, the government would need 
to decide which industries will eventually be profitable and whether the benefits of establishing these 
industries exceed the costs to consumers of protection. Yet ‘picking winners’ is extraordinarily difficult. It 
is made even more difficult by the political process, which often awards protection to those industries that 
are politically powerful. Once a powerful industry is protected from foreign competition, the ‘temporary’ 
policy is hard to remove.

In addition, some economists are sceptical about the infant industry argument even in principle. Sup-
pose, for instance, that the Isolandian olive oil industry is young and unable to compete profitably against 
foreign rivals, but there is reason to believe that the industry can be profitable in the long run. In this 
case, the owners of the firms should be willing to incur temporary losses to obtain the eventual profits. 
Protection is not necessary for an industry to grow. Firms in various industries – such as many internet 
firms today – incur temporary losses in the hope of growing and becoming profitable in the future. Many 
of them succeed, even without protection from foreign competition.

The unfair Competition Argument A common argument is that free trade is desirable only if all coun-
tries play by the same rules. If firms in different countries are subject to different laws and regulations, 
then it is unfair (the argument goes) to expect the firms to compete in the international marketplace. For 
instance, suppose that the government of Neighbourland subsidizes its olive oil industry by giving olive oil 
companies large tax breaks. The Isolandian olive oil industry might argue that it should be protected from 
this foreign competition because Neighbourland is not competing fairly.

Would it, in fact, hurt Isoland to buy olive oil from another country at a subsidized price? Certainly, 
Isolandian olive oil producers would suffer, but Isolandian olive oil consumers would benefit from the low 
price. Moreover, the case for free trade is no different: the gains of the consumers from buying at the low 
price would exceed the losses of the producers. Neighbourland’s subsidy to its olive oil industry may be 
a bad policy, but it is the taxpayers of Neighbourland who bear the burden. Isoland can benefit from the 
opportunity to buy olive oil at a subsidized price.

The Protection as a bargaining Chip Argument Another argument for trade restrictions concerns the 
strategy of bargaining. Many policymakers claim to support free trade but, at the same time, argue that 
trade restrictions can be useful when we bargain with our trading partners. They claim that the threat of a 
trade restriction can help remove a trade restriction already imposed by a foreign government. For exam-
ple, Isoland might threaten to impose a tariff on olive oil unless Neighbourland removes its tariff on wheat. 
If Neighbourland responds to this threat by removing its tariff, the result can be freer trade.

The problem with this bargaining strategy is that the threat may not work. If it doesn’t work, the country 
has a difficult choice. It can carry out its threat and implement the trade restriction, which would reduce 
its own economic welfare. Or it can back down from its threat, which would cause it to lose prestige in 
international affairs. Faced with this choice, the country might wish that it had never made the threat in 
the first place.

The us–China Trade War

For many years, some Americans have complained that trade with China is ‘unfair’. China has been 
accused of manipulating its currency to keep export prices artificially low and so gain an advantage in 
international trade. The election of Donald Trump with a promise to ‘Make America Great Again’ and put 
the interests of US workers and jobs first led to Mr Trump threatening to impose tariffs on some Chinese 
imports into the United States. That threat was countered by China with tariffs being imposed on US 
imports into China. In March 2018, the United States announced tariffs would be imposed on $3 billion 
worth of Chinese goods coming into the United States. China retaliated by imposing $3 billion worth of 

CAse sTudY
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tariffs on US exports in early April. This was met with a further response from the United States of $46 
billion worth of tariffs on Chinese imports on 2 April. China announced $50 billion of tariffs on US imports 
on 4 April, and a day later, the United States announced tariffs on $100 billion of Chinese imports.

The tit-for-tat threats and announcements continued into the summer, and in July 2018 the United 
States made good a threat originally made in June by imposing tariffs of 10 per cent on $200 billion worth of 
Chinese imports. There was a wide range of goods included in the list subjected to the $200bn, including 
construction materials, parts for cars, fish, rice, vegetables and even bovine semen.

A statement released by the US Government in July 2018, stated:

For many years, China has pursued abusive trading practices with regard to intellectual property 
and innovation. [US Trades Representatives] (USTR) conducted a thorough investigation over an 
8-month period, including public hearings and submissions. In a detailed 200-page report, USTR 
found that China has been engaging in industrial policy which has resulted in the transfer and 
theft of intellectual property and 
technology to the detriment of 
our economy and the future of 
our workers and businesses.

China rejected the claims made by 
the United States.

This ‘trade war’ did not have the 
universal support of US businesses. 
Some complained that retaliatory 
tariffs by China was damaging their 
business, and other businesses in 
the United States noted that the 
tariffs would increase import costs 
and affect their competitiveness. 
Supporters of tariffs might argue 
that higher import costs would 
force importers to turn to domes-
tically produced products, but it is 
not always that simple. Globally, 
the trade dispute acted to depress 
stock markets as the prospect of 
a decline in global trade and the 
resulting effects on economic 
growth were calculated.

The trade dispute between the US and China has implications for 
the global economy.

CriTiCisms oF ComPArATive AdvAnTAGe TheorY
The theory of comparative advantage has appeal and intuitively makes sense. In some surveys of econ-
omists, there seems to be a considerable number who agree that free trade is essentially a ‘good’ thing. 
The belief in free trade is based on the benefits espoused by the theory of comparative advantage. As 
noted earlier, there have been criticisms of the theory because of the context in which it was developed 
and that its assumptions are too simplistic to describe modern economies.

For example, countries with a large supply of unskilled labour and land might reasonably be expected to 
have a comparative advantage in the production of primary products and to trade the surplus of these with 
other more developed nations who may have a comparative advantage in the production of manufactured 
goods. In Africa, this scenario applies to many countries, but these countries seem to have failed to reap 
the benefits of trade in the way that the theory suggests and remain extremely poor.
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Other developing economies like India, China and South Korea, in contrast, have seen more rapid growth 
and improvement in their citizens’ well-being. China’s leaders have invested heavily in manufacturing indus-
try, South Korea in large enterprises, and India has a reputation in software and computer program devel-
opment. Given that there are plenty of other countries in the world that had developed industries in these 
fields, it can be argued that India, China and South Korea were not exploiting comparative advantage. 
Rather, a conscious decision by the authorities to invest and build skills in industries where they did not 
have a comparative advantage has helped them to develop at a faster rate than many countries in Africa.

Rather than focus on comparative advantage, a more relevant point is that countries may make active 
decisions to specialize not in those industries in which it has the factor endowments that give them 
comparative advantage, but in industries where the benefits to the population as a whole are likely to be 
greatest. For countries like China, South Korea and India, these decisions might be based on what is called 
the Prebisch–Singer hypothesis. This hypothesis states that as incomes rise, spending on manufactured 
goods rises, while spending on primary products falls. For countries focusing on primary products, like 
many in Africa which have appropriate resource endowments, they are likely to become poorer over time 
compared to those which invest in manufactured goods production.

Prebisch–Singer hypothesis a hypothesis suggesting that the rate at which primary products exchange for 
manufactured goods declines over time, meaning that countries specializing in primary goods production become poorer

Attempts to impose free trade on countries based on the theory of comparative advantage, therefore, 
could lead to countries not gaining the benefits the theory predicts. Joan Robinson noted that Ricardo’s 
analysis focused on Britain and Portugal and used cloth and wine as the two goods concerned, with Britain 
having the comparative advantage in cloth production and Portugal in wine production. In specializing in 
wine production, the cloth industry in Portugal withered, but the benefits from exporting wine were also 
limited because the global market for wine was not expanding quickly.

Empirical research into the Prebisch–Singer hypothesis, published in 2013 by Arezki, Hadri, Lougani and 
Rao for the International Monetary Fund, looked at 25 primary products since 1650 and found that results 
on the Prebisch–Singer hypothesis were mixed but that ‘in the majority of cases, the Prebisch–Singer 
hypothesis is not rejected’. Critics of the theory of comparative advantage thus point to historical evidence 
that gains from trade can be garnered through investment in goods that have higher value in world trade 
markets rather than in goods where resource endowments suggest they have a comparative advantage.

oTher Theories oF inTernATionAl TrAde
There have been a number of other theories of international trade which have been developed and we will 
provide an overview of some of these in the next section.

Factor endowments: The hecksher–ohlin Theory
This theory derives from work by two Swedish economists, Eli Hecksher and Bertil Ohlin, the latter being 
jointly awarded the Nobel Prize in Economics in 1979 (with James Meade) for his work on the theory of 
international trade.

Hecksher and Ohlin’s theory was based around the idea that any produced good or service represents 
a bundle of factors of production which go into their production. Different countries have different endow-
ments of factors of production. Some have abundant supplies of raw materials such as oil, copper, iron 
ore and so on, whereas others might have greater supplies of productive land and labour. This means that 
different counties will have a comparative advantage in the production of goods and services in which they 
have relevant factor endowments. Saudi Arabia, for example, has a comparative advantage in the produc-
tion of oil, given the large reserves of oil it has, whereas Bangladesh has a comparative advantage in the 
production of goods which utilize labour-intensive production methods.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 17   INTERDEPENDENCE AND THE GAINS FROM TRADE   393

Of course, most countries will import raw materials, component parts and semi-finished products and 
use these to help produce goods and services which they then export. Countries, therefore, have different 
patterns of trade depending on the relative proportions of imports and exports. This pattern of trade will 
be partly dependent on the relative factor endowments that countries have. The Hecksher–Ohlin theory 
offers a prediction on what this pattern of trade is likely to be.

In simple terms, it is likely that a country will tend to import goods and services where the factor 
endowments to produce those goods and services in that country are relatively scarce. Equally, where a 
country has a relative abundance of factor endowments which enable it to produce goods and services, 
it is likely to export those goods and services. There are benefits to trade, therefore, between countries 
with different factor endowments.

For example, assume two countries which use only capital and labour in the production of two goods, 
X and Y. Country A is a capital abundant country, having a greater factor endowment of capital in rela-
tion to labour, whereas country B is endowed with a greater amount of labour in relation to capital. The 
amount of capital per unit of labour is higher in country A whereas the amount of labour per unit of cap-
ital is greater in country B. If we look at the two goods, assume that the production of good X requires 
more units of capital per unit of labour to produce. Good X, therefore, is relatively capital intensive. Good 
Y, on the other hand, requires more labour per unit of capital in production and so is the more labour 
intensive good.

The Hecksher–Ohlin theory predicts that country A would produce good X, the capital intensive good, 
and country B would produce good Y, the labour intensive good. Country A would export good X and 
import good Y, and country B would export good Y and import good X. Both countries benefit from trade. 
In summary, the theory predicts that a country will export goods that are intensive in the factor in which 
it has an abundance and import goods which are intensive in the factor in which its factor endowment is, 
in relative terms, more limited.

Patterns of trade can change as a result of changes in relative factor endowments. In China, for exam-
ple, the existence of large quantities of relatively cheap labour meant that China was able to export goods 
which were relatively labour intensive. In recent years, the innovation and investment in capital in China 
is shifting the relative factor endowments of the country and its trading pattern is changing as a con-
sequence. These factor endowments, therefore, are not set and governments can adjust endowments 
through judicious investment and incentives, as in the cases of India and South Korea.

The stolper–samuelson Theory
The Heckscher–Ohlin model is based on two factors of production. Within this model, Paul Samuelson 
and Wolfgang Stolper explored what might happen if output and prices in a two-factor model changed as 
a result of trade. In our analysis of international trade, it has been suggested that free trade can benefit 
countries as a whole, even though within countries involved in trade there will be individuals who are win-
ners and some who are losers. Over the years, attempts to negotiate a reduction in global tariff barriers 
and open economies of both the developed world and the less developed world to trade has been a focus 
of global economic policy. However, if economies of low-wage countries enter into trade with economies 
of high-wage countries, would those workers in high-wage economies suffer?

Intuitively, it might seem obvious that free trade could indeed affect workers in high-wage economies. 
Some economists would reject this intuition on the basis that low wages reflect the fact that workers 
are not as productive. In ‘poorer’ countries, the supply of large numbers of low-paid workers might be 
explained by the fact that investment in capital was low in comparison to high-wage economies and thus 
workers were nowhere near as productive.

We have seen how the Heckscher–Ohlin model suggested that a country will export goods that are 
intensive in the factor in which it has an abundance and import goods which are intensive in the factor in 
which its factor endowment is more limited. There will be winners and losers in international trade, but 
workers can move from industries where demand is declining in a country where cheaper imported goods 
replace domestically produced products, to those industries which are expanding because of the increase 
in export opportunities. Wolfgang Stolper and Paul Samuelson explored whether this would indeed be the 
case and investigated links between trade, tariffs and factor prices and developed the Stolper–Samuelson 
theorem.
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The basis of the theory works as follows. Assume Isoland produces two goods, X and Y, using only 
the factor inputs land and labour. Good X is labour intensive and good Y is land intensive. A free trade 
agreement is made with another country which results in imports of good X into Isoland. This results in 
the supply of good X rising and the price of good X in Isoland falling. If the price of good X falls, then the 
wages paid to workers producing good X fall and some workers will find themselves out of work.

Workers producing good Y, the land intensive good, will also see a fall in their wages, because the 
supply of labour in Isoland has risen as a result of the workers in good X being made unemployed. The 
price of good Y will also fall, therefore. A fall in the price of good Y will result in an increase in quantity 
demanded, and businesses producing good Y seek to increase the amount of good Y being produced.

As good Y is land intensive, the increase in production of good Y leads to an increase in demand for 
land, which bids up its price. The result is that workers in Isoland face a fall in wages and an increase in 
the price they pay for land. The opening up of trade has had a damaging effect on workers in all industries.

This simple model can be extended to the way in which workers in developed countries have been 
affected as international trade has grown and trade has increased between developed economies and 
less developed economies. Labour in developed economies do not, based on this theory, benefit from 
international trade in quite the same way that traditional trade theory predicts.

Now take a further example. Isoland produces two goods, X and Y, with X being labour intensive as 
before, but good Y is now capital intensive. The wage rate paid to labour is W  and the factor income to cap-
ital is R. Isoland not only produces the labour intensive good X, it also imports the good. Isoland exports 
quantities of the capital intensive good Y.

Assume that Isoland imposes a tariff on imports of good X. The price of good X increases as a result, 
and there is an incentive for producers of good X to increase output in response to the increase in price of 
good X. If we assume that all the factor inputs, labour and capital, are fully employed in producing goods 
X and Y in Isoland, the expansion in output of good X must come at the expense of good Y, which will see 
a contraction.

The expansion of output in good X leads to a rise in demand for labour (recall that labour is a derived 
demand), but the demand for capital remains stable. Higher wages in the good Y industry result in a reduc-
tion in the return on capital R( ). Stolper and Samuelson hypothesized that the reduction in the return to 
capital would result in an increase in the wage rate of labour W( ) that would be likely to be higher than the 
increase in the price of imports of good X. Their conclusion was that in the case where a country produces 
goods which compete with imports and which are relatively labour intensive (in this example), labour will 
benefit, but the owners of capital suffer from the effect of the tariff.

The Stolper–Samuelson theory predicts that when economies engage in international trade and face 
fixed world prices, there will be overall gains from a reduction in tariffs. Regardless, changes in trade 
policy will see both winners and losers. One of the implications of the Stolper–Samuelson theory is the 
extent to which the process of globalization, the increasing interdependence among world economies, 
has resulted in an increase in trade between low-wage economies and more developed economies, and 
increased wage differentials between low-skilled and higher-skilled wages. In studies carried out since the 
publication of the Stolper–Samuelson theory in the early 1940s, there has been some corroboration of the 
predictions made by the theory. However, there are equally studies which have cast doubt on the extent 
to which the theories assumptions and predictions hold.

The imitation Gap or imitation lag hypothesis
Countries may have different factor endowments, but dynamic events in the economy can result in one 
country innovating at a different rate from others. When new products are developed, it may take time 
before these products are replicated and/or developed further by other countries, hence the term ‘gap’ or 
‘lag’ in this hypothesis. This hypothesis was developed by Michael V. Posner (1931–2006), a British econo-
mist who worked at the University of Cambridge and was also an advisor to the UK government.

When a new product is developed, the innovation may be centred in a particular country. This country, 
therefore, has an advantage in the production of this good. Assuming it is successful, there will be a period 
of time before rival firms are able to also produce variants of the same good and compete. The time lag 
will be dependent on the nature of the technology involved, the resources needed and the investment 
required to enable the product to be commercially viable and available.
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In addition to the supply-side of the equation, there will also be demand-side lags. It might take time for 
the product to become known and accepted. If and when an alternative supply does become available from 
other countries, consumers in different countries may take time to come to accept and embrace the substi-
tute products – if indeed they do at all. For example, Apple has introduced a number of innovative products 
which have resulted in ‘imitations’, most notably in smartphones and the associated operating systems 
which run applications. Other technology companies have attempted to replicate Apple products and devel-
oped rival mobile operating systems such as Android (developed by Google), Windows Phone, BlackBerry 
10 and Ubuntu Touch. Some of these systems have been accepted by the market and others have not and 
have been discontinued. Even if new products are introduced which are very good imitations, it may be 
more challenging to gain market penetration because of existing brand loyalty and familiarity.

The imitation lag hypothesis, therefore, suggests that international trade and the pattern of imports 
and exports in different countries can be affected by the development of new products and highlights the 
importance of innovation to improving and maintaining export performance. Economic development can 
be driven by export-led growth and the imitation lag hypothesis points to the importance for countries of 
the need to support and encourage innovation, research and development, and entrepreneurship if the 
country is to maintain its position in international trade.

Product Cycle Theory
The product life cycle is a schematic representation of the stages a product goes through from develop-
ment, through launch, growth, maturity and eventual decline. The basic principles of the product life cycle 
can be extended to international trade theory. Product cycle theory has become an extension of the imita-
tion lag hypothesis in explaining changes in trade patterns. Product cycle theory was developed by the US 
economist, Raymond Vernon (1913–99). Product life cycle theory suggests that products are developed 
and go through an early growth stage (assuming they are successful). Product cycle theory notes that at 
this stage in the development of a product, it is most likely that sales will take place in the country in which 
the product was developed and so international trade in the product will be non-existent.

As the product enters the maturity stage, techniques of mass production and commercialization of the 
product will have been developed, and firms producing the product will be able to benefit from economies 
of scale. As the product becomes more competitive, it will begin to generate sales abroad as firms enter 
negotiations to develop trading agreements and contracts. If the product is one introduced in an already 
developed economy, it is likely that the trading opportunities will be with other similarly developed econ-
omies. However, it is also likely that less developed economies will begin copying these products, and if 
they have cheaper labour costs, for example, they can offer similar products for sale around the world at 
lower prices than those which may be in force in the country of origin. Trade patterns thus begin to change 
as countries with advantages of certain factor endowments begin to take market share. The domestic 
country in which the product originated might begin to find that exports of the product begin to slow, and 
even decline, while imports of the imitation products grow and gain greater market share.

As the product continues along the product life cycle (a stage Vernon referred to as the ‘standardised 
product stage’), production may have transferred almost entirely to developing countries, and developed 
economies will have shifted their focus onto developing other new products which help generate export 
revenue and growth. Product cycle theory reflects the dynamics of international trade and changing trade 
patterns.

Consumer Tastes: The linder Theory
Countries in the world can be classified as ‘high income’, ‘middle income’ and ‘low income’. Consumers 
in these different countries will have different purchasing habits and patterns, and this can be reflected 
in the types of goods and services produced in the country. For example, in a high-income country, the 
type of goods and services domestic firms produce might cater for more sophisticated financial products, 
more technology based luxuries and more highly processed foods. In low-income countries, these types 
of goods would not be in such high demand. Firms in these countries would tend to produce goods and 
services which might be regarded as basic necessities. As a consequence, the trade which different coun-
tries engage in is a function of the goods and services it produces.
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Swedish economist, Hans Martin Staffan Burenstam Linder (1931–2000), argued that trade patterns 
are influenced by the extent to which there is an overlap in the demand from consumers across countries 
with different income levels. In the theory of comparative advantage, we stated that it was not possible 
for a country to have a comparative advantage in all goods, because the opportunity cost of one good is 
the inverse of the opportunity cost of another. The Linder hypothesis argues that trade can take place in 
the same good and be beneficial to both countries provided consumer tastes overlap. This is observed 
in the UK, which both imports and exports oil. Linder argued that even if countries have different income 
levels, there can be instances where there is a common demand for goods, which can mean trade in 
those goods can take place and be beneficial to both countries.

ConClusion
The principle of comparative advantage shows that trade can make everyone better off. Despite these 
apparent benefits, there are fierce debates about trade policy. The theory of comparative advantage has 
been criticized as having assumptions which are too static and which do not reflect the way in which 
economies have developed since the original theory was developed in the early nineteenth century. 
Other theories of international trade have been developed over the years, but all are subject to debate 
and criticism.

Regardless of the benefits of free trade, most countries in the world have some sort of trade restric-
tions in place, or group together to get the benefits of free trade between themselves while imposing 
trade restrictions on those countries outside the free trade ‘club’.

summArY
 ● PPFs provide a model to show potential output of goods and services in an economy and the opportunity cost ratios 

of diverting resources to different uses.

 ● The PPF can shift outwards if countries find ways of improving their factor productivity or exploit factor endow-
ments more effectively.

 ● The shape and position of a PPF is dependent on the productivity of factor inputs and degree of specialization 
involved in the country in different industries.

 ● Each person consumes goods and services produced by many other people, both in their country and around the 
world. Interdependence and trade are desirable because they allow people to enjoy a greater quantity and variety 
of goods and services.

 ● There are two ways to compare the ability of two people in producing a good. The person who can produce the 
good with the smaller quantity of inputs is said to have an absolute advantage in producing the good. The person 
who has the smaller opportunity cost of producing the good is said to have a comparative advantage. The gains 
from trade are based on comparative advantage, not absolute advantage.

 ● The theory of comparative advantage shows that trade can make everyone better off through specialization.

 ● The effects of free trade can be determined by comparing the domestic price without trade to the world price. A 
low domestic price indicates that the country has a comparative advantage in producing the good and that the 
country will become an exporter. A high domestic price indicates that the rest of the world has a comparative 
advantage in producing the good and that the country will become an importer.

 ● When a country engages in trade there are winners and losers, but many economists argue that the benefits to the 
winners outweigh the losses to the losers.

 ● Despite the supposed gains from trade, most countries impose some sort of barrier to trade. Two of the most com-
monly used barriers are tariffs and quotas.

 ● A tariff is a tax on imports and raises the price of imports coming into a country. Domestic producers of goods 
where a tariff has been imposed are better off, and the government raises revenue. However, consumers will be 
worse off.
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 ● An import quota – a limit on imports – has effects that are similar to those of a tariff. Under a quota, however, the 
holders of the import licences receive the revenue that the government would collect from a tariff.

 ● There are various arguments for restricting trade: protecting jobs, defending national security, helping infant 
industries, preventing unfair competition and responding to foreign trade restrictions.

 ● Critics of the theory of comparative advantage argue that the assumptions of the theory do not hold in real life, that 
the development of the theory was based on a particular historical context which does not exist anymore, and that 
developing countries investing in higher value industries, rather than those in which they have the factor endow-
ments which provide comparative advantage, have seen greater economic benefits.

 ● Other theories of international trade focus on factor endowments, take into account time lags in responding to a 
dynamic economy, the product cycle and changing consumer tastes.

Trade Wars
The rallying cry of Donald Trump in the US presidential election in 2016 was to ‘Make America Great Again’ and to 
focus on policies that protected and boosted US jobs and US workers. On election, Mr Trump imposed a range of 
tariffs on goods like steel and aluminium and in 2018 a spate of tariffs was imposed on a range of Chinese goods amid 
claims from the United States that China did not ‘play fair’ in international trade, a claim which China rejects.

The move towards an increase in protectionism led to fears that global trade would contract affecting the growth 
potential for many countries. In the United States, the imposition of tariffs had the support of many people who 
claimed that the benefits of free trade were far more illusory than economists might suggest. As has been noted in 
this chapter, there will inevitably be winners and losers in any issue relating to international trade. What is important 
to consider is who are the winners, who are the losers, what power does each have and what is the extent of the 
gains and losses they suffer?

If the United States imposes a 10 per cent or even a 25 per cent tariff on the import of rice from China, for example, 
economics tells us that the demand for rice in the United States will fall as its price rises. That reduces the quantity of 
imports into the United States. But consider users of rice; does this mean they will stop using and consuming rice in 
the same quantities as before the tariff or will they seek to buy rice from elsewhere? One option would be to switch to 
buying rice from US producers. Rice is produced in parts of the United States, primarily California, Texas, Mississippi, 
Missouri and Arkansas, but US rice production 
only accounts for a small percentage of global 
production. Global production of rice is around 
480 million tonnes whereas total production 
in the United States is only around 13 million 
tonnes, about 2.7 per cent. It is unlikely, there-
fore, that consumers of rice in the United States 
can switch to buying domestically produced 
rice. Unless consumption of rice falls dramati-
cally, it is likely that imports of rice from China, 
which has the tariff, would switch to imports of 
rice from other countries which do not have tar-
iffs imposed on them.

Existing rice producers like Vietnam, 
Malaysia and India might be the countries to 
step in and take advantage of the trade dis-
pute between the United States and China and 

in The neWs

The trade dispute between the US and China might provide 
opportunities for existing rice producers.
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export their rice to the lucrative US market. Which of these countries is best placed to replace the Chinese exports 
of rice? That largely depends on how geared up producers are in the country to expand production and fill the gap 
left by China. That is not easy, and the institutional, legal and regulatory framework for business in each country 
will make it easier for some to respond than others. This in part is measured by what is call the ‘Ease of Doing 
Business Index’ (EoDBI). This index is compiled at the World Bank and is a measure of the legal, regulatory and 
institutional factors that exist in a country which influence the ease with which businesses can set up, operate 
and flourish.

In 2018, Malaysia was ranked 15th and classed as ‘very easy’, Vietnam came in at 69th classed as ‘easy’, and  
India was ranked 77th, classed as ‘medium’. The EoDBI generates its rankings based on 10 key factors which include 
the tax regime, registering property, enforcing contracts, accessing credit and electricity, and the process which 
must be followed to set up a business. If countries like India, for example, want to be a ‘winner’ out of the trade dis-
pute between the United States and China, its government might find it wise to focus on improving the comparative 
advantage India has over rivals like Malaysia and Vietnam.

Critical Thinking Questions

1 ‘Protectionism is the only way in which a country can ensure that its own workers and jobs are secured from 
unfair competition from abroad.’ unpick this statement using the theories outlined in this chapter and comment 
on the extent to which you agree with the view in the statement.

2 Why do you think that many economists are supporters of free trade? Why might non-economists consider the 
benefits of trade to be ‘illusory’?

3 Analyze the difference in the possible outcomes of a country imposing a tariff of 25 per cent on goods from one 
country to that of a similar tariff on imports of a good from a range of countries.

4 To what extent do you think the ease of doing business in a country can be a source of comparative advantage?
5 Assume that the united states imposes a tariff on rice exported by China. Analyze the economics of this decision 

taking into account different theories of international trade covered in this chapter.

QuesTions For revieW
1 Draw a PPF for a country producing only computers and wheat. What determines the shape and position of the PPF you 

have drawn? Use your diagram to show the opportunity cost of different output combinations.

2 What does the domestic price that prevails without international trade tell us about a nation’s comparative  
advantage?

3 Explain how absolute advantage and comparative advantage differ.

4 Can two countries gain from trade if the opportunity cost ratios relating to the production of goods they can both produce 
is the same? Explain.

5 Thousands of tourists visit European cities every year. Is tourism an import or an export to a country? Explain.

6 Draw the supply and demand diagram for an importing country. What is consumer surplus and producer surplus  
before trade is allowed? What is consumer surplus and producer surplus with free trade? What is the change in  
total surplus?

7 Describe what a tariff is and its economic effects. What is an import quota? Compare its economic effects with those 
of a tariff.

8 List five arguments often given to support trade restrictions. How do economists respond to these arguments?

9 Outline the main principles of the role of factor endowments in the Hecksher–Ohlin theory.

10 How do time and the product cycle influence trade patterns?
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Problems And APPliCATions
1 Draw the PPF for a country which produces just oranges and cars. Assume that the country is better at producing 

oranges than cars.
a. What can you say about the opportunity cost of the country diverting more resources into producing cars?
b. The country discovers new resources which will mean that its ability to produce cars is significantly improved. What 

happens to the shape of the PPF as a result of this discovery?
c. What can you say about the opportunity cost facing the country after this new discovery?

2 Look at the table below which shows the production possibilities for two products, pens and pencils.

Point Pens Pencils

A 10   0
B   5 10
C   2 25

a. Calculate the opportunity cost of producing 1 additional pen between points A and B.
b. Calculate the opportunity cost of producing 1 additional pencil between points A and B.
c. Calculate the opportunity cost of producing 1 additional pen between points B and C. What conclusions can you come 

to about this opportunity cost compared to the calculation you made in a. above?
d. Calculate the opportunity cost of producing 1 additional pencil between points B and C. What conclusions can you 

come to about this opportunity cost compared to the calculation you made in b. above?

3 European and Chinese workers can each produce 4 capital goods a year. A European worker can produce 10 tonnes of 
grain a year, whereas a Chinese worker can produce 5 tonnes of grain a year. To keep things simple, assume that Europe 
and China have 100 million workers each.
a. For this situation, construct a table analogous to Table 17.1.
b. Graph the PPF of the European and Chinese economies.
c. For Europe, what is the opportunity cost of a car? Of grain? For China, what is the opportunity cost of a car? Of grain? 

Put this information in a table analogous to Table 17.3.
d. Which has an absolute advantage in producing capital goods? In producing grain?
e. Which has a comparative advantage in producing capital goods? In producing grain?
f. Without trade, half of Europe and China’s workers produce capital goods and half produce grain. What quantities of 

capital goods and grain do Europe and China produce?
g. Starting from a position without trade, give an example in which trade makes both Europe and China better off.

4 The UK and Poland both produce cakes and coats. Suppose that a UK worker can produce 50 cakes per hour or 1 coat 
per hour. Suppose that a Polish worker can produce 40 cakes per hour or 2 coats per hour.
a. Which country has the absolute advantage in the production of each good? Which country has the comparative 

advantage?
b. If the UK and Poland decide to trade, which commodity will Poland trade to the UK? Explain.
c. If a Polish worker could produce only 1 coat per hour, would Poland still gain from trade? Would the UK still gain from 

trade? Explain.

5 The world price of wine is below the price that would prevail in France in the absence of trade.
a. Assuming that French imports of wine are a small part of total world wine production, draw a graph for the French 

market for wine under free trade. Identify consumer surplus, producer surplus and total surplus in an appropriate 
table.

b. Now suppose that an outbreak of phyloxera (a sap sucking insect which damages grape vines) in California and 
South America destroys much of the grape harvest there. What effect does this shock have on the world price of 
wine? Using your graph and table from part (a), show the effect on consumer surplus, producer surplus and total 
surplus in France. Who are the winners and losers? Is France better or worse off?

6 Suppose that EU countries impose a common tariff on imported cars to protect the European car industry from foreign 
competition. Assuming that Europe is a price-taker in the world car market, show on a diagram: the change in the quantity 
of imports, the loss to European consumers, the gain to European car manufacturers, government revenue and the 
deadweight loss associated with the tariff. The loss to consumers can be decomposed into three pieces: a transfer to 
domestic producers, a transfer to the government and a deadweight loss. Use your diagram to identify these three pieces.
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7 Answer the questions on comparative advantage below.
a. Explain how countries in Africa, which have an abundance of labour as a natural resource, can benefit from trade 

and allow countries to grow by specializing in the export of primary products.
b. What factors might have caused countries in Africa to have not exploited their comparative advantage so that they 

have remained relatively poor in comparison to some of the more rapidly developed nations?
c. Does the Prebisch–Singer hypothesis suggest that the theory of comparative advantage is of limited use in explaining 

modern trade between nations?

8 Explain why the increase in globalization since the late 1960s might have resulted in a widening of the gap between the 
pay of low-skilled workers and high-skilled workers in developed economies.

9 Innovators in a country develop new technology which revolutionizes the way minerals can be extracted in mining 
industries, reducing the capital cost considerably. How would you expect this innovation will affect patterns of trade in 
subsequent years across the globe?

10 To what extent do you think there is a link between the product cycle theory as developed by Vernon and the Linder 
theory? Explain.
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Economics is a study of the choices that people make and the resulting interactions they have with one 
another. In making these decisions, information is crucial, and the availability of information influences 

the behaviour of economic agents in making decisions. Perhaps one of the major developments in eco-
nomics in recent years has been the influence of academics from other disciplines offering explanations 
for the interactions humans have with one another. Two key people in this respect have been Daniel 
Kahneman and Amos Tversky, both psychologists. Kahneman became the first psychologist to win the 
Nobel Prize for Economics, a prize Kahneman insists would have been shared with his friend and fellow 
researcher, Amos Tversky, had Tversky not died at the relatively young age of 59 in 1996.

The insights from psychology into the study of economic issues has come to be referred to as behav-
ioural economics. It offers a view of human behaviour and interactions that is more subtle and com-
plex than that found in conventional economic theory, but may also be more accurate in explaining how 
humans make choices when compared to the standard economic model. Some of the insights from 
psychology have been combined with research on the role information plays in decision-making. We have 
looked at market failure in this book, and information, or the lack of it, can play a role in many aspects of 
what is considered market failure. In this chapter we will look at some of the insights into informational 
and behavioural economics which has pushed the boundaries of understanding and opened up new and 
interesting avenues of research.

PrinciPal and agEnt
To begin we look at the principal–agent problem. The two parties to an economic decision can be referred 
to as principal and agent. A principal is a person or organization for whom another person (called the 
agent) is performing some act – they can be seen as the client. An agent is a person or organization who is 
performing an act or acting on behalf of another person or organization (the principal) – they can be seen as 
an advisor. The agent invariably has some information which is not known to the principal. In most cases, 
the principal is using the agent to act for them and to bring about a desired exchange.

Part 8
HEtErodox Economics

18 information 
and BEHavioural 
Economics
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The relationship between principal and agent is a key one and has been of increasing interest in recent 
years, following the Financial Crisis of 2007–9. It is often referred to as the principal–agent problem; why 
is the relationship a problem?

To explain, consider this example. You want to go on holiday and decide to visit a travel agent, who will 
be performing the act of supplying you with a suitable holiday. You rely on the information given to you in 
making your decision on a holiday. If the travel agent tells you that hotel x  is excellent, has superb views, 
is quiet, peaceful and romantic with excellent food and service, and is valued highly by other customers, 
how do you know that this is really the case? You might have suspicions that the hotel may be in the 
middle of a building site, be overrun by noisy children, have less than average food, poor service and poor 
quality rooms. You could check the accuracy of the information given by the travel agent by going away and 
looking at a review site on the Internet or checking a satellite image of the area to verify the information 
given. Such actions involve additional cost. You might presume that the agent must be giving you accurate 
information, because if they did not, they would lose your custom and you could share your experience on 
other review sites on the web. The wish to get repeat custom and the profit motive might be a sufficient 
monitoring device to ensure that the travel agent is acting in your best interest in the advice they are 
giving, but there may be other motivations that you are unaware of which are driving their advice. Quite 
simply, you cannot be sure that the interests of the agent are sufficiently aligned with your interests as the 
principal. At the heart of the principal–agent problem is asymmetric information.

asymmEtric information
Many times in life, one individual, business or organization knows more about something than another. 
In economics, the different access to information of buyers and sellers or any two people is called 
asymmetric information. (Something which is symmetric is identical on both sides – when it is asym-
metric, one side is different from the other.)

principal a person for whom another person, called the agent, is performing some act
agent a person who is performing an act for another person, called the principal

asymmetric information where two parties have access to different information

Examples abound. A worker knows more than their employer about how much effort they put into their 
job. A seller of a used car knows more than the buyer about the car’s condition. The first is an example of 
a hidden action, whereas the second is an example of a hidden characteristic. In each case, the party in 
the dark (the employer, the car buyer) would like to know the relevant information, but the informed party 
(the worker, the car seller) may have an incentive to conceal it. This is another aspect of the principal–agent 
problem, where invariably the agent has access to information which may not be shared with the principal. 
It can, however, also be the case that the principal has an incentive to hide information from the agent.

Because asymmetric information is so prevalent, economists have devoted much effort in recent 
 decades to studying its effects. The 2001 Nobel Prize in Economics was awarded to three economists 
(George Akerlof, Michael Spence and Joseph Stiglitz) for their pioneering work on this topic. Let’s discuss 
some of the insights that this research has revealed.

Hidden actions and moral Hazard
moral Hazard Moral hazard is a problem that arises when the agent is performing some task on behalf 
of the principal. In many cases the principal is not able to monitor the behaviour of the agent. This might 
be because the agent has specific expertise and the principal does not have the knowledge to monitor the 
agent’s behaviour, and even if the agent explained it is not certain the principal could be sure that what 
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they were being told was accurate. In the example of the travel agent, it is possible to do some research 
to check the information given by the agent as a means of monitoring the agent’s behaviour (at additional 
cost to the principal), but this is not always possible. If the principal cannot perfectly monitor the agent’s 
behaviour, the agent might have an incentive to undertake less effort than the principal considers desirable 
and as a result the agent may not be fully responsible for the consequences of their actions. The phrase 
moral hazard refers to the risk, or ‘hazard’, of inappropriate or otherwise ‘immoral’ behaviour by the agent.

moral hazard the tendency of a person who is imperfectly monitored to engage in dishonest or otherwise undesirable 
behaviour

The employment relationship is an example where moral hazard occurs. In this situation the employer 
is the principal and the worker is the agent. The moral hazard problem is the temptation of imperfectly 
monitored workers to shirk their responsibilities. Employers can respond to this problem in various ways:

●● Better monitoring. Parents hiring nannies or au pairs have been known to plant hidden video cameras 
in their homes to record the individual’s behaviour when the parents are away. The aim is to record any 
instances of irresponsible behaviour.

●● High wages. Some employers may choose to pay their workers a wage above the level that equilibrates 
supply and demand in the labour market. A worker who earns an above-equilibrium wage is less likely 
to shirk, because if they are caught and lose their job, they might not be able to find another high paying 
job. Paying higher wages than equilibrium is called efficiency wages.

●● Delayed payment. Firms can delay part of a worker’s compensation, so if the worker is caught shirking and 
loses their job, they suffer a larger penalty. One example of delayed compensation is the year-end bonus. 
Similarly, a firm may choose to pay its workers more later in their lives. Thus, the wage rises that workers 
get as they age may reflect not just the benefits of experience but also a response to moral hazard.

These various mechanisms to reduce the problem of moral hazard need not be used alone. Employers can 
use a combination of them.

Beyond the workplace, there are many other examples of moral hazard. Individuals with insurance 
cover, be it fire, motor vehicle or medical insurance, may behave differently as a result of having that cover. 
A motorist, for example, might drive more recklessly in the knowledge that in the event of an accident the 
cost will be met primarily by the insurance company. Similarly, families choosing to live near a river may 
benefit from the scenic views, but the increased risk of flooding imposes a cost to the insurance company 
and the government in the event of a serious flood.

Moral hazard has also been much discussed in the wake of the Financial Crisis 2007–9 with regard to 
the behaviour of individuals in the investment banking arms of banks. The risks that were being taken by 
some dealers were seen as being too great. As the problems came to light the potential for a number of 
banks to collapse was considerable and the effect on the wider economy meant that governments and 
international institutions stepped in to rescue banks. The phrase ‘too big to fail’ was widely used, and it 
can be argued that many in the banking industry knew this. As a result, dealers and their managers were 
more willing to take risks that might be considered reckless, even immoral, because they knew that they 
would not have to face the full consequences of their decision-making and actions.

adverse selection Moral hazard can lead to adverse selection. This means that the market process 
may end up with ‘bad’ outcomes because of asymmetric information. Adverse selection occurs when the 
buyer (principal) knows more about their situation than the seller (agent). The seller knows this and would 
rather avoid having to do business with these buyers and so might be tempted to charge a higher price as 
a result. Other buyers, whom sellers don’t want to avoid, might be put off buying the good because it is 
too high a price – the very people whom the seller would rather do business with.

adverse selection where a principal knows more about their situation than the agent, leading to the agent preferring not 
to do business with the principal
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Adverse selection is a feature of banking, finance and insurance industries. A bank, for example, may 
set rules and regulations for its accounts which may lead to some customers, who are not very profitable 
to the bank, adversely selecting the bank – customers the bank would rather not have.

In insurance, the person seeking insurance cover has more information about their situation than the 
insurer. A person who knows they are high risk will look to buy insurance but not necessarily divulge the 
extent of the risk they pose to the insurance company. The insurance company would prefer not to have 
to take on these high-risk buyers. It may be difficult for the insurance company to distinguish between its 
high-risk and low-risk customers; many insurance companies use sophisticated statistical devices to try to 
do this. The insurance company would rather take on the low-risk customers than the high-risk ones, but 
high-risk customers may be more likely to seek out policies from an insurance company. Because of this, 
all seekers of insurance may have to pay higher premiums.

In the wake of the Financial Crisis 2007–9, it became clear that some investment banks were putting 
very risky assets into financial products, and clients buying these products did not know the full extent of 
the risk they were buying. In this case clients (the principals) were dealing with suppliers (agents) whom 
they would have been better off not dealing with.

There are ways to address the problem: an insurance company may require homeowners to buy smoke 
detectors and burglar alarms, or pay higher premiums if there is a history of reckless driving (or even 
refuse to provide insurance cover to the individual); and the government may prohibit the building of 
homes on land with a high risk of flooding, or impose new regulations to curb the behaviour of banks. 
But the insurance company does not have perfect information about how cautious homeowners are, 
the  government does not have perfect information about the risk that families undertake when choosing 
where to live, and regulators do not know fully the risks that bankers take in investment decisions. As a 
result, the problem of moral hazard persists.

Hidden characteristics: adverse selection and the lemons Problem
the market for used cars The classic example of adverse selection is the market for used cars. Sellers 
of used cars know their vehicles’ defects, while buyers often do not. Because owners of the worst cars 
are more likely to sell them than are the owners of the best cars, buyers are apprehensive about getting a 
poor car. If you are unlucky enough to buy a poor car, then we might say that you have bought a ‘lemon’. 
This was the term used by Nobel Prize winner George Akerlof, in his much cited research article, ‘The 
Market for Lemons’ (see Akerlof, G. (1970) ‘The Market for Lemons: Quality, Uncertainty and the Market 
Mechanism’. Quarterly Journal of Economics, 84: 488–500). His co-prize winners in 2001, Joseph Stiglitz 
and Michael Spence, also used the term in the context of asymmetric information; it comes from the old 
fashioned fruit or gambling machines where three wheels spin and come to rest indicating a picture of a 
fruit that determines the pay out; traditionally, a lemon was bad luck, paying out nothing.

Akerlof used the market for used cars as the basis for his explanation. In this market, the seller has 
information about the car that the buyer does not have. The seller might know the history of the car and 
details about how it was driven, whether it has been involved in any accidents and so on. The buyer only 
has the word of the seller on which to base their decision. Few car buyers have the expertise to be able 
to conduct a thorough check of a vehicle and be able to verify the seller’s claims. This is a clear case of 
asymmetric information.

Akerlof suggested that there would be two types of cars in the market: good cars ‘(oranges)’ and bad 
cars ‘(lemons)’. If you go to buy a second-hand car from a dealer, you do not know whether the dealer 
is selling you an orange or a lemon. You might be willing to pay a reasonable price to buy an orange, but 
clearly not willing to pay that same price to buy a lemon. The seller, however, knows whether the car they 
are trying to sell you is a lemon or an orange. If the seller presents you with a vehicle which they claim is 
a good quality car, as a buyer, you have to consider whether it is an orange or a lemon. In effect, there is 
a probability of 0.5 that it will be one or the other.

Given that you have imperfect information, you simply do not know whether the car you are buying is 
an orange or a lemon. To get an orange, you might have to pay €10,000. The seller, on the other hand, who 
has a lemon for sale, will be prepared to accept almost anything to get rid of it. Let’s say that they are 
willing to accept €4,000 for it. If you offer the seller €4,000 for the car they are trying to sell and it is a sure 
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fire orange, they will laugh you out of the showroom. As the buyer, however, you are not sure whether you 
want to offer €10,000 for the possibility of buying a lemon.

Akerlof also raised the issue about why anyone would want to sell a good car in the first place. If an 
individual owns a good car, it is highly unlikely that they would get the true value of the car paid to them. 
Logic would suggest that the only reason they would want to sell their existing car and buy another is 
because they were looking to replace a sub-standard vehicle with a better quality one. If everyone does 
this would the market exist at all?

The result is that the market tends to be dominated by lemons. The seller is not willing to sell oranges 
for less than €10,000, but the buyer is unwilling to pay that much because of the possibility of being sold 
a lemon. The conclusion that Akerlof came to was that the market in this type of scenario would only see 
low-quality goods traded.

As a result of this information asymmetry, many people avoid buying vehicles in the used car market. 
This lemons problem can explain why a used car only a few weeks old sells for thousands of euros less 
than a new car of the same type. A buyer of the used car might surmise that the seller is getting rid of the 
car quickly because the seller knows something about it that the buyer does not.

the labour market A second example of adverse selection occurs in the labour market. According to 
efficiency wage theory, workers vary in their abilities, and they may know their own abilities better than 
do the firms that hire them. When a firm cuts the wage it pays, the more talented workers are more likely 
to quit, knowing they are better able to find other employment. Conversely, a firm may choose to pay an 
above-equilibrium wage to attract a better mix of workers.

Suppose that a firm is not doing so well and needs to cut the wage bill. It can do this either by reduc-
ing wages or by keeping wages where they are and laying off workers at random for a few weeks. If it 
cuts wages, the very best workers may quit, because they surmise, they will be able to find a better job 
elsewhere. Of course, the better workers who are randomly selected when the firm chooses instead to 
impose layoffs may also choose to quit and find a steadier job elsewhere. In this case only some of the 
best workers quit (since not all of them are laid off, because workers were chosen randomly) while if the 
firm cuts wages, all (or most probably a great number) of the best workers will quit.

the insurance market A third example of adverse selection occurs in markets for insurance. For exam-
ple, buyers of health insurance know more about their own health problems than do insurance companies. 
Because people with greater hidden health problems are more likely to buy health insurance than are 
other people, the price of health insurance reflects the costs of a sicker than average person. As a result, 
people in average health may be discouraged from buying health insurance by the high price.

When markets suffer from adverse selection, market failure can occur. In the used car market, owners 
of good cars may choose to keep them rather than sell them at the low price that sceptical buyers are 
willing to pay. In the labour market, wages may be stuck above the level that balances supply and demand, 
resulting in unemployment. In insurance markets, buyers with low risk may choose to remain uninsured, 
because the policies they are offered fail to reflect their true characteristics. Advocates of government 
provided health insurance sometimes point to the problem of adverse selection as one reason not to trust 
the private market to provide the right amount of health insurance on its own.

signalling to convey Private information
Although asymmetric information is sometimes a motivation for public policy, it also motivates some 
individual behaviour that otherwise might be hard to explain. Markets respond to problems of asymmetric 
information in many ways. One of them is signalling, which refers to actions taken by an informed party 
for the sole purpose of credibly revealing private information.

signalling an action taken by an informed party to reveal private information to an uninformed party
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Firms may spend money on advertising to signal to potential customers that they have high- quality prod-
ucts. Students may study for university degrees to signal to potential employers that they are high-ability 
individuals. The signalling theory of education asserts that education increases a person’s productivity, 
rather than merely conveying information about innate talent. These two examples of signalling (advertis-
ing and education) may seem very different, but below the surface they are much the same: in both cases, 
the informed party (the firm, the student) is using a signal to convince the uninformed party (the customer, 
the employer) that the informed party is offering something of high quality.

What does it take for an action to be an effective signal? Obviously, it must be costly. If a signal were 
free, everyone would use it, and it would convey no information. For the same reason, there is another 
requirement: the signal must be less costly, or more beneficial, to the person with the higher-quality 
product. Otherwise, everyone would have the same incentive to use the signal, and the signal would 
reveal nothing.

Consider again our two examples. In the advertising case, a firm with a good product reaps a larger 
 benefit from advertising, because customers who try the product once are more likely to become repeat 
customers. Thus, it is rational for the firm with the good product to pay for the cost of the signal ( advertising), 
and it is rational for the customer to use the signal as a piece of information about the product’s quality. 
In the education case, a talented person can get through university more easily than a less talented one. 
Thus, it is rational for the talented person to pay for the cost of the signal (education), and it is rational for 
the employer to use the signal as a piece of information about the person’s talent.

The world is replete with instances of signalling. Magazine advertisements sometimes include the 
phrase ‘as seen on TV’. Why does a firm selling a product in a magazine choose to stress this fact?  
One possibility is that the firm is trying to convey its willingness to pay for an expensive signal (a slot on 
 television) in the hope that consumers will infer that its product is of high quality. For the same reason, 
graduates of elite universities are always sure to put that fact on their CVs.

screening to induce information revelation
When an uninformed party takes actions to induce the informed party to reveal private information, the 
phenomenon is called screening.

screening an action taken by an uninformed party to induce an informed party to reveal information

Some screening is common sense. A person buying a used car may ask that it be checked by a car 
mechanic before the sale. A seller who refuses this request reveals their private information that the car 
is a lemon. The buyer may decide to offer a lower price or look for another car.

Other examples of screening are more subtle. For example, consider a firm that sells car insurance. The 
firm would like to charge a low premium to safe drivers and a high premium to risky drivers. But how can it 
tell them apart? Drivers know whether they are safe or risky, but the risky ones won’t admit to it. A driver’s 
history is one piece of information (which insurance companies in fact use) but, because of the intrinsic 
randomness of some car accidents, history is an imperfect indicator of future risks.

The insurance company might be able to sort out the two kinds of drivers by offering different insurance 
policies that would induce them to separate themselves. One policy would have a high premium and cover 
the full cost of any accidents that occur. Another policy would have low premiums but would have, say, a 
€1,000 excess (that is, the driver would be responsible for the first €1,000 of damage, and the insurance 
company would cover the remaining risk). Notice that the excess is more of a burden for risky drivers 
because they are more likely to have an accident. Thus, with a large enough excess, the low premium 
policy with an excess would attract the safe drivers, while the high premium policy without an excess 
would attract the risky drivers. Faced with these two policies, the two kinds of drivers would reveal their 
private information by choosing different insurance policies.
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asymmetric information and Public Policy
We have examined two kinds of asymmetric information – moral hazard and adverse selection – and we 
have seen how individuals may respond to the problem with signalling or screening. Now let’s consider 
what the study of asymmetric information suggests about the proper scope of public policy.

The tension between market success and market failure is central in microeconomics. We have learned 
that the equilibrium of supply and demand is efficient, given certain assumptions, in the sense that it max-
imizes the total surplus that society can obtain in a market. This conclusion is tempered by the problem 
of public goods and externalities. In the behaviour of firms, we have seen how game theory sheds light 
on how behaviour may be influenced in response to the availability of different information. The study of 
asymmetric information gives us new reasons to be wary of markets. When some people know more than 
others, the market may fail to put resources to their best use. People with high-quality used cars may have 
trouble selling them because buyers will be afraid of getting a lemon. People with few health problems 
may have trouble getting low-cost health insurance because insurance companies lump them together 
with those who have significant (but hidden) health problems.

Although asymmetric information may imply government action, three facts complicate the issue. First, 
as we have seen, the private market can sometimes deal with information asymmetries on its own using 
a combination of signalling and screening. Second, the government may not have any more information 
than the private parties. Even if the market’s allocation of resources is not first best, it may be second 
best. That is, when there are information asymmetries, policymakers may find it hard to improve upon the 
market’s admittedly imperfect outcome. Third, the government is itself an imperfect institution, as we have 
seen in our analysis of government failure.

the deadweight loss of christmas

For millions of people around the world, 25 December is a day for exchanging gifts. Using the standard 
economic model to explain gift-giving presents problems because the assumption of the self-interest 
of the purchaser is distorted by the fact that the purchaser is buying something not to satisfy their own 
preferences but anticipating the preferences of the recipient. Joel Waldfogel reviewed this issue in a 1993 
paper (Waldfogel, J. (1993) ‘The Deadweight Loss of Christmas’. The American Economic Review, 83(5): 
1328–36). Waldfogel began with the premise that the optimal outcome for a gift-giver would be to replicate 
the choices the recipient would have made if they had spent the same amount of money the gift-giver had 
spent. The difference between the two would be the deadweight loss of gift-giving.

Waldfogel’s research suggested that the size of the deadweight loss could be between a tenth and a 
third of the value of the gift. Gift-giving can be inefficient when the utility of the recipient could have been 
higher if they had spent the same 
amount of money that the gift-giver 
spent themselves. The size of the 
deadweight loss is dependent on 
the extent to which the gift-giver 
can replicate the preferences of 
the recipient – and this obviously 
depends on the extent of the infor-
mation asymmetry between them. 
If the gift-giver knows the recipi-
ent extremely well (i.e. has perfect 
information about the recipient’s 
preferences) then they can rep-
licate that person’s preferences 
and the gift will yield value above 
its cost. However, the existence 

casE study

Oh dear, more deadweight loss!

(Continued )
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BEHavioural Economics
Economics is a study of human behaviour, but it is not the only field that can make that claim. The social 
science of psychology also sheds light on the choices that people make in their lives. The fields of eco-
nomics and psychology usually proceed independently, in part because they address a different range of 
questions. Behavioural economics makes use of basic psychological insights to explain human behaviour, 
especially when faced with making decisions and when faced with choices.

Earlier in the book we introduced what is referred to as ‘the standard economic model’ and looked at 
some behavioural approaches to explaining consumer behaviour, which cast doubt on the assumption that 
people always behave rationally. Here we explore these ideas in more detail.

People aren’t always rational
Economic theory is populated by a particular species, sometimes called Homo economicus. Two promi-
nent behavioural economists from the University of Chicago, Richard Thaler (the winner of the 2017 Nobel 
Prize in Economics) and Cass Sunstein, refer to them as ‘econs’. Members of this species are always 
rational. As managers of firms, they maximize profits. As consumers, they maximize utility. Given the 
constraints they face, they rationally weigh all the costs and benefits and choose the best possible course 
of action.

Real people, however, are Homo sapiens. Although in many ways they resemble the rational, calcu-
lating people assumed in economic theory, they are far more complex. They can be forgetful, impulsive, 
confused, emotional and short-sighted. These imperfections of human reasoning are the stock in trade of 
psychologists.

Herbert Simon, one of the first social scientists to work at the boundary of economics and psychol-
ogy, suggested that humans should be viewed not as rational maximizers but as satisficers. Rather than 
always choosing the best course of action, they make decisions that are merely ‘good enough’, in other 
words, decisions may be made based on securing a satisfactory rather than optimal outcome.

of information asymmetry is likely to mean that there will be some deadweight loss associated with 
gift-giving.

What is the best sort of gift to give? The gift-giver must estimate the utility the recipient will receive 
from the gift. If they give cash, the recipient can use that cash to maximize their preferences, but any other 
gift may not match the utility the recipient could have achieved if they had spent the money themselves. 
The more ignorant the gift-giver is of the preferences of the recipient, the greater the deadweight loss. 
It can be argued, therefore, that giving cash is always the best gift to give, unless the giver knows the 
preferences of the recipient extremely well.

This brings us to the type of giver; is one type of giver likely to have more knowledge about the pref-
erences of the recipient than another? Waldfogel’s research suggested that aunts/uncles and grandpar-
ents’ gifts are most likely to be associated with higher deadweight losses, whereas those from friends and 
significant others have the lowest.

sElf tEst A person who buys a life insurance policy pays a certain amount per year and receives for their 
family a much larger payment in the event of their death. Would you expect buyers of life insurance to have 
higher or lower death rates than the average person? How might this be an example of moral hazard, and of 
adverse selection? How might a life insurance company deal with these problems?

satisficers those who make decisions based on securing a satisfactory rather than optimal outcome
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We saw earlier in the book how humans might be considered as only ‘near rational’ or that they exhibit 
bounded rationality. We also saw how humans make systematic mistakes or errors in decision-making 
under different conditions. What follows are some further findings which have an effect on consumer 
decision-making.

mental accounting You may know some people who steadily collect money in tins so as to have money 
to pay a bill when it arrives – electricity, gas, holidays and so on. This is an example of how people have 
a tendency to separate money into different accounts based on different criteria. Having these accounts 
might provide the individual with some comfort, but they might also be completely irrational. For exam-
ple, if an individual diverts some portion of their income into a savings account each month to save for a 
holiday, while at the same time only paying off the minimum amount on their credit card, this would be 
deemed highly irrational. The diverted money would be better spent on reducing the debt, which is also 
accruing interest over time – the longer the debt is deferred, the larger the debt will be. The fact that 
people do not do this suggests that they attach a subjective value to each ‘account’, which is not a logical 
and rational allocation of their funds.

Similarly, when people receive funds from unexpected sources, such as a tax rebate or a bonus pay-
ment from work, they tend to view it and spend it differently from their ‘normal income’. This is also an 
example of irrational behaviour; regardless of the origin of the money, it is still money and can be allocated 
in exactly the same way to satisfy preferences.

Herd mentality There are occasions when people make decisions which follow those of a much larger 
group – sometimes this group may not be tangible, but for some reason individuals are persuaded by the 
apparent power of the group. For example, in periods where house or stock prices are rising there may 
be a tendency for individuals to make decisions on the purchase of these assets which are at odds with 
their ‘true value’. Indeed, this is how asset price bubbles arise. Individuals may make decisions based on 
herd behaviour because of reasons of social conformity (humans have a tendency to want to ‘belong’ to a 
group and to reflect the behaviour of the group), and because there may be a sense of ‘If so many people 
are making these decisions they can’t all be wrong,’ and feelings that other people may be more informed.

Prospect theory Imagine that someone offered you the prospect of winning €200, but then a day later 
losing €100, or of winning €100. Which would you choose? Research suggests that more people would 
choose the second option. Closer inspection of the choices offered reveal that they are both the same in 
terms of the net gain to individuals – the net gain in each case is €100. So why do more people choose the 
second option if the net gain is the same?

Kahneman and Tversky suggested the reason was because people do not value gains and losses in the 
same way. Losses appear to be attached with more emotion than do gains. Prospect theory suggests 
that when presented with different prospects (outcomes) from a transaction or an exchange, people will 
value the losses and gains differently, even if the value of each is the same. This helps explain, for example, 
why some people are willing to drive 25 km to save €10 on a €50 item, but would not be willing to drive 
the same distance to save the same amount of money (€10) on a €500 item even though the nominal 
saving is the same.

prospect theory a theory that suggests people attach different values to gains and losses and do so in relation to some 
reference point

This insight has important implications for financial decisions where the risk of making losses in relation 
to the gains that could be made are important. In such situations, decision-makers might exhibit risk aver-
sion to the potential for making losses but undervalue the potential gains that could be made. This is partly 
because humans attach reference points to decision-making, which mean we place values on changes 
rather than on absolute magnitudes. For example, if we are in a room which is heated to 35 degrees 
 Celsius and then walk into a room which is heated to 25 degrees Celsius, we would suggest that the room 
is ‘cold’, whereas at other times most people consider 25 degrees Celsius to be ‘warm’.
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When evaluating gains and losses from decision-making, therefore, we react to some reference point. 
This is possibly why humans place such a value on a loss rather than a gain; gains provide a different 
 reference point compared to losses. This also helps explain why the owner of something tends to place a 
higher value on it than anyone else – the endowment effect.

endowment effect where the value placed on something owned is greater than on an identical item not owned

If we are putting up a house for sale, for example, not only are we pricing the asset value of the house 
in terms of the bricks and mortar components, but there will also be a considerable emotional investment 
in it, and the value of that emotional investment will be priced into the sale – it is the value we place on 
losing all those emotional experiences. For the buyer who has not got these emotional ties to the property, 
the value will be far less. Similar experiences exist when people buy tickets for key sporting or musical 
events. Once the ticket is ‘owned’ it tends to be valued far more highly, because the owner can now begin 
to articulate in their mind the value of the loss they will experience if they give up the ticket.

The way losses and gains are presented, therefore, can have an effect on the way in which we make 
choices and decisions, and the way in which businesses can exploit human psychology. This is linked to 
the section on framing outlined earlier in the book.

People care about fairness
Another insight about human behaviour is best illustrated with an experiment called the ultimatum game. 
The game works like this: two volunteers (who are otherwise strangers to each other) are told that they 
are going to play a game and could win a total of €100. Before they play, they learn the rules. The game 
begins with a flip of a coin, which is used to assign the volunteers to the roles of player A and player B. 
Player A’s job is to propose a division of the €100 prize (in whole euros) between themselves and the other 
player. After player A makes their proposal, player B decides whether to accept or reject it. If they accept 
it, both players are paid according to the proposal. If player B rejects the proposal, both players walk away 
with nothing. In either case, the game then ends.

Before proceeding, stop and think about what you would do in this situation. If you were player A, what 
division of the €100 would you propose? If you were player B, what proposals would you accept?

Conventional economic theory assumes in this situation that people are rational wealth maximizers. 
This assumption leads to a simple prediction: player A should propose that they get €99 and player B gets 
€1, and player B should accept the proposal. After all, once the proposal is made, player B is better off 
accepting it as long as they get something out of it (remember, people are assumed to act at the margin – 
a €1 gain is better than nothing). Moreover, because player A knows that accepting the proposal is in player 
B’s interest, player A has no reason to offer them more than €1.

Yet when experimental economists ask real people to play the ultimatum game, the results are very dif-
ferent from this prediction. People in the role of player B usually reject proposals that give them only €1 or 
a similarly small amount. Knowing this, people in the role of player A usually propose giving player B much 
more than €1. Some people will offer a 50 :50 split, but it is more common for player A to propose giving 
player B an amount such as €30 or €40, keeping the larger share for themselves. In this case, player B  
usually accepts the proposal.

What’s going on here? The natural interpretation is that people are driven in part by some innate sense 
of fairness. A 99 :1 split seems so wildly unfair to many people that they reject it, even to their own detri-
ment. By contrast, a 70 : 30 split is still unfair, but it is not so unfair that it induces people to abandon their 
normal self-interest.

Critics of the standard economic theory argue that the innate sense of fairness is not appropriately con-
sidered. The results of the ultimatum game suggest that it should be. In our study of the labour market, we 
noted that wages are determined by labour supply and demand. Some economists have suggested that 
the perceived fairness of what a firm pays its workers should also enter the picture. Thus, when a firm has 

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 18   inFormAtion And BeHAVioUrAL economics   411

an especially profitable year, workers (like player B) may expect to be paid a fair share of the prize, even 
if standard equilibrium does not dictate it. The firm (like player A) might well decide to give workers more 
than the equilibrium wage, for fear that the workers might otherwise try to punish the firm with reduced 
effort, strikes or even vandalism.

To return to the ultimatum game, do you think that a sense of fairness may have its price? If the players 
were given, say, €1,000 to divide to the nearest €100, and player A proposed a split of €900 to themselves 
and €100 to player B, do you think that player B would be just as likely to reject the proposal as before? 
What if the prize money were raised to €1 million, to be divided to the nearest €100,000? The answer may 
depend on framing – behaviour and decision-making will be dependent on the way decision problems or 
choices are framed.

People are inconsistent over time
Imagine some dreary task, such as doing your laundry or tidying your room. Now consider the following 
questions:

1. Would you prefer (A), to spend 50 minutes doing the task immediately or (B), to spend 60 minutes doing 
the task tomorrow?

2. Would you prefer (A), to spend 50 minutes doing the task in 90 days or (B), to spend 60 minutes doing 
the task in 91 days?

When asked questions like these, many people choose B to question 1 and A to question 2. When looking 
ahead to the future (as in question 2), they minimize the amount of time spent on the dreary task. Faced 
with the prospect of doing the task immediately (as in question 1), they choose to put it off

In some ways, this behaviour is not surprising: everyone procrastinates from time to time, but from 
the standpoint of the theory of rational humans, it is puzzling. Suppose that, in response to question 2, a 
person chooses to spend 50 minutes in 90 days. Then, when the ninetieth day arrives, we allow them to 
change their mind. In effect, they then face question 1, so they opt for doing the task the next day. Why 
should the mere passage of time affect the choices they make?

Many times in life, people make plans for themselves but then they fail to follow them through. A 
smoker promises themselves that they will quit, but within a few hours of smoking their last cigarette, 
they crave another and break their promise. A person trying to lose weight promises that they will stop 
eating chocolate bars, but when they see the tempting array of confectionery at the supermarket, the 
promise is forgotten. In both cases, the desire for instant gratification induces the decision-maker to 
 abandon their own past plans.

Some economists believe that the consumption–saving decision is an important instance where people 
exhibit this inconsistency over time. For many people, spending provides a type of instant gratification. 
Saving, like passing up the cigarette or the dessert, requires a sacrifice in the present for a reward in the 
distant future. Just as many smokers wish they could quit and many overweight individuals wish they ate 
less, many consumers wish they saved more.

An implication of this inconsistency over time is that people should try to find ways to commit their 
future selves to following through on their plans. A smoker trying to quit may throw away their cigarettes, 
and a person on a diet may put a lock on the refrigerator and ask someone else to do the shopping. What 
can a person who saves too little do? They should find some way to lock up their money before they 
spend it. Some personal pension plans do exactly that. A worker can agree to have some money taken 
out of their salary payment before they ever see it. The money is placed in an account and invested on 
their behalf by the pension company. When they retire, they can use the money to fund a pension, but the 
money can only be used before retirement with a penalty. This is one reason why people take out pension 
plans: they protect people from their own desires for instant gratification.

sElf tEst Describe at least three ways in which human decision-making differs from that of the rational 
individual of conventional economic theory.
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conclusion
This chapter has examined some of the issues in informational and behavioural explanations of human 
decision-making. You may have noticed that we have sketched out ideas rather than fully developing 
them. This is no accident. One reason is that you might study these topics in more detail in advanced 
courses. Another reason is that these topics remain active areas of research and, therefore, are still being 
developed.

To see how these topics fit into the broader picture, recall the ideas that markets can be a good way 
to organize economic activity, and that governments can sometimes improve market outcomes. As you 
study economics, you can more fully appreciate the benefits and limitations of these ideas. The study 
of asymmetric information facilitates a more critical awareness of the claims made in favour of both 
market-based outcomes and of the suggestion that any market failure can be improved by involving gov-
ernment. If there is a unifying theme to these topics, it is that life is messy. Information is imperfect, 
government is imperfect, and people are imperfect.

summary
●● In many economic transactions, information is asymmetric. When there are hidden actions, principals may be 

concerned that agents suffer from the problem of moral hazard.

●● When there are hidden characteristics, buyers may be concerned about the problem of adverse selection among 
the sellers. Private markets sometimes deal with asymmetric information with signalling and screening.

●● The study of psychology and economics reveals that human decision-making is more complex than is assumed in 
conventional economic theory.

●● Human beings make errors in decision-making that reflect biases and can also be influenced by the way informa-
tion is framed and how they value outcomes.

●● People are not always rational; they care about the fairness of economic outcomes (even to their own detriment), 
and they can be inconsistent over time.

does Behavioural Economics Have all the answers?
The UK government has recognized the importance of information and behavioural economics to decision-making. 
The government partly funds the Behavioural Insights Team (BIT) in conjunction with an innovation charity and its 
employees, which number around 150. The BIT (also dubbed ‘The Nudge Unit’) lays claim to have:

[s]tarted life inside 10  Downing Street as the world’s first government institution dedicated to the application of 
behavioural sciences. Our objectives remain the same as they always have been:
•	 making public services more cost-effective and easier for citizens to use;
•	 improving outcomes by introducing a more realistic model of human behaviour to policy; and wherever 

possible;
•	 enabling people to make ‘better choices for themselves’.

The very fact that the UK government has invested in the BIT is testament to how far this branch of economics 
has come. It is almost fashionable to debunk traditional economics as being ‘broken’ and based on outmoded ways 
of thinking and suspect empirical techniques and assumptions.

The BIT is charged with looking at ways in which understanding of human behaviour can be utilized to improve 
outcomes which may include encouraging people to invest in pensions for their retirement, recycle waste more 

in tHE nEws
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efficiently and donate organs, among other things. Of course, now we know that humans don’t behave rationally, it 
makes sense to get rid of old-fashioned economic ideas and replace them with shiny new behavioural economics 
ones. Doesn’t it?

Behavioural economics may, however, have more in common with traditional economics than meets the eye. 
Reading some of the papers produced by leading figures in the movement reveals a considerable reliance on the use 
of mathematical models to reveal understanding. What Kahneman and his colleagues have done is to largely model 
human behaviour based on different assumptions than those in the standard economic model, but they produce mod-
els to predict human behaviour nonetheless, and this could be argued to be an extension of neo-classical economic 
principles of explaining behaviour.

Kahneman and Thaler would both argue that there is some merit in traditional economic theory which should be 
woven in with new insights. Some academics who have been put into the behavioural economics camp have argued 
that the insights research brings can be hijacked by politicians who are seeking to give the impression that policy 
is well thought out and based on sound research. For example, it is suggested that ‘nudge’ techniques can be the 
‘best way’ to improve energy efficiency by, for example, making people aware of the amount of electricity they are 
using through having devices in the homes whirring away and ringing up the cash being ‘spent’, or by revealing more 
clearly what other ‘energy-efficient’ people are spending.

Would a policy based on this behavioural technique be as effective as increasing the price of electricity through 
a tax? We know that if prices rise, then demand falls – a ‘law’ of economics. Which policy would be more effective in 
increasing energy efficiency, and what would the consequences be in each case? In his book The End of Alchemy: 
Money, Banking and the Future of Global Finance, the former Governor of the Bank of England, Mervyn King, notes:

The danger in the assumption of behavioural economics that people are intrinsically irrational is that it leads to 
the view that governments should intervene to correct ‘biases’ in individual decisions or ‘nudge’ them towards 
optimal outcomes. But why do we feel able to classify behaviour as ‘irrational’? Are policy-makers more 
rational than the voters whose behaviour they wish to modify?

Behavioural economics may be at a critical point in its development. Few doubt that it can reveal important insights 
into human behaviour, but as is often the case with such developments, those who have immersed themselves in the 
research associated with the field are often the most aware of its potential limitations.

reference: King, M. (2016) The End of Alchemy: Money, Banking and the Future of Global Finance. London: Little, 
Brown.

Critical Thinking Questions

1 to what extent do you think behavioural economics offers a more ‘realistic model of human behaviour’?
2 does the market mechanism allow people to ‘make better decisions for themselves’ or is it always the case that 

people need a ‘nudge’ to help them make better decisions?

The Behavioural Insights Team (BIT) has a laudable mission but how far does it meets its aims?

(Continued )
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3 Behavioural economics has been used as a means of trying to encourage people to donate organs by a ‘nudge’ 
which presents people with a scenario where they ask themselves whether they would have an organ trans-
plant if they needed it, and if so this should be an incentive for them to help others. what are the assumptions 
behind such a policy, and to what extent do you think it will be successful in increasing organ donations?

4 do you think that making people aware of their spending on electricity and gas is a more effective way of 
improving energy efficiency, or would a tax on gas and electricity raising its price be more effective? Justify 
your reasoning.

5 look at the following extract from the quote by mervyn King: ‘But why do we feel able to classify behaviour as 
“irrational”? are policy-makers more rational than the voters whose behaviour they wish to “modify”?’ to what 
extent is the sort of behaviour described in this chapter ‘irrational’? do you agree with mervyn King that policy-
makers are no more rational than voters? Explain.

reference: www.behaviouralinsights.co.uk/, accessed 11 February 2019.

QuEstions for rEviEw
1 Explain, using examples, the difference between a ‘principal’ and an ‘agent’.

2 Why does the existence of asymmetric information mean that economic decisions do not conform to the 
assumptions of the standard economic model?

3 What is the difference between a ‘hidden action’ and a ‘hidden characteristic’?

4 What is moral hazard? List three things an employer might do to reduce the severity of this problem.

5 What is adverse selection? Give an example of a market in which adverse selection might be a problem.

6 Define signalling and screening and give an example of each.

7 Why can mental accounting lead to irrational decision-making?

8 Why might herd mentality lead to asset prices rising faster than the fundamental value of the assets?

9 Use an example to explain prospect theory.

10 Describe the ultimatum game. What outcome from this game would conventional economic theory predict?  
Do experiments confirm this prediction? Explain.

ProBlEms and aPPlications
1 In each of the following cases, who is the principal and who is the agent, and explain why there might be asymmetry 

of information.
a. A suspicious wife hires a private detective to report on the movements of her husband.
b. A car leasing company providing a holidaymaker with a rental vehicle.
c. A homeowner seeking insurance for her home against flooding.
d. An individual making a routine visit to the dentist for a check-up.

2 In the situations in Question 1 above, identify the hidden actions and the hidden characteristic(s).

3 Each of the following situations involves moral hazard. In each case, identify the principal and the agent, and 
explain why there is asymmetric information. How does the action described reduce the problem of moral hazard?
a. Landlords require tenants to pay security deposits.
b. Firms compensate top executives with options to buy company shares at a given price in the future.
c. Car insurance companies offer discounts to customers who install anti-theft devices in their cars.
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4 Suppose that Live Long and Prosper Health Insurance Ltd charges €5,000 annually for a family insurance policy. The 
company’s president suggests that the company raise the annual price to €6,000 to increase its profits. If the firm 
followed this suggestion, what economic problem might arise? Would the firm’s pool of customers tend to become more 
or less healthy on average? Would the company’s profits necessarily increase?

5 A boyfriend can signal to a girlfriend that he loves her by giving an appropriate gift. Do you think saying ‘I love you’ can 
also serve as a signal? Why or why not?

6 Some AIDS activists believe that health insurance companies should not be allowed to ask applicants if they are infected 
with the HIV virus that causes AIDS. Would this rule help or hurt those who are HIV positive? Would it exacerbate or 
mitigate the problem of adverse selection in the market for health insurance? Do you think it would increase or decrease 
the number of people without health insurance? In your opinion, would this be a good policy?

7 The government is considering two ways to help the needy: giving them cash or giving them free meals at soup kitchens. 
Provide an argument for giving cash. Present an argument, based on asymmetric information, for why the soup kitchen 
may be better than the cash handout.

8 Michael turns up to an interview in a brand new designer suit. What do you think Michael is trying to do? How might the 
employer find out if Michael represents a good investment as a prospective employee?

9 Imagine that you are in charge of health policy in your country. A mutation of the swine flu virus leads to a rapid increase 
in the number of people contracting the virus, with the expectation that 1,200 people will die as a result. There are 
medications and inoculation programmes that will help save some lives, but it is inevitable that some people will die. 
Your problem is presenting the news to the population. Your officials present you with the following four wordings as 
part of your speech on the policy: 
a. Our inoculation programme will save the lives of 400 people.
b. We are going to offer a programme to all the population that will have a one-third chance that 1,200 people will live.
c. Unfortunately, despite the best efforts of this government, our inoculation programme will not be enough to save 

everyone and so I must tell you that even with the programme, 400 people will die.
d. Our inoculation programme will help, but I must be honest with you and tell you that the programme has a one-third 

chance that no one will die but a two-thirds chance that 1,200 people will die.

Which option would you choose? Does it matter which one you chose? Why? Why not? How does this highlight prospect 
theory and the idea of framing?

10 There is now ample scientific evidence that smoking is dangerous to health and that eating too much and exercising 
too little can lead to medical problems such as diabetes. Many people seek to adapt their behaviour in the light of this 
evidence. They try to stop smoking, or vow to go to the gym to exercise more and reduce the amount of sugary foods 
they eat. In many cases, people do not follow through on their promises and vows.
a. Are these examples of irrational behaviour?
b. How does the content of this chapter help you to explain why people do not carry through their plans to stop smoking 

or exercise more and live a healthier lifestyle?
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IntroductIon
If you look at economics textbooks for undergraduate courses, you may find that many of them contain 
similar information on similar topics, organized in much the same way. This, in part, is a reflection of the 
way in which typical undergraduate curricula are organized and how economics is taught. We have noted 
that research in the discipline of psychology has been incorporated into economics in providing alternative 
explanations of the way in which humans behave. Information and behavioural economics is not ‘new’; 
Herbert Simon, for example, was working on ideas relating to satisficing in the 1940s and 1950s; Daniel 
Kahneman and Amos Tversky were researching decision-making under conditions of uncertainty in the 
late 1960s and early 1970s, and Akerlof’s famous ‘lemons’ paper was published in 1970.

If you looked at textbooks from the 1970s onwards, you may be forgiven for thinking that these ‘new’ 
ideas didn’t exist; few textbooks included anything on information and behavioural economics. Few men-
tioned Marxist economics, and almost none included anything on feminist economics.

The diet the undergraduate student was fed on was the theory of markets, supply and demand, the 
theory of the firm, factor markets, measures of economic growth, and macroeconomic policies. The 
assumptions of rational self-interest, almost perfect information and ease of movement of factors and 
resources was presented around equilibrium analysis. Markets began in equilibrium, something happened 
to disturb that equilibrium and ‘forces’ would act to move markets back to a state of rest. The world of 
the rational man (because it was invariably male) and the approach to doing economics was to base 
research on this assumption, and the assumption that rational ‘man’ is a maximizer acting under con-
straints dominated economics as a discipline. Models of behaviour were developed and tested based 
on these assumptions and increasingly utilized mathematics to help provide rigour and certainty to the 
discipline. This is ‘neo-classical’ economics.

A World Before Markets
Organizing economic activity through markets is a relatively new phenomenon, given that it was around 
1.8 million years ago that the hunter–gatherer species evolved. These species survived by living off food 
gathered from the wild – plants and animals. Around 10,000 years ago, humans became more domesti-
cated and survived more through the development of agriculture and living in groups than roaming the 
land. As agricultural techniques developed, communities gradually grew and established early trade rela-
tionships through barter – that is, the exchange of one good or service for another. Trade is only possible 
with the existence of surpluses, and the fertility of land in such circumstances becomes important. It is 
perhaps not surprising that land became important in tribes gaining power. Power relationships became 
an increasingly important feature of human society. The ownership and right to use land was the basis of 
the feudal society, which was typical across large parts of Europe dating as far back as the fifth century.

The feudal system was hierarchical based on the ownership or right to use land. In return for the varying 
rights for the use of land, groups pledged allegiance to their superior. The relationships were often based on 
the provision of service in return for the right to use land, with such ‘service’ often being military in nature.

Feudal society was primarily a subsistence society with inhabitants using the land to provide for their 
needs. However, trade between groups and countries was steadily growing, mostly based on barter. 

Heterodox tHeorIes 
In econoMIcs
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Trade led to improvements in the standard of living and the developments of towns and cities, in many 
cases located near major ports and rivers to facilitate the transport of goods. This signalled the growth in 
what was termed mercantilism, where nation states became the focus of economic wealth and power. 
At the heart of this wealth and power was gold, and to a lesser extent silver. Trade developed alongside 
the growth in national identity, and merchants who acted as brokers between producers and consumers 
became more wealthy and powerful as a result.

While trade was regarded as being mainly beneficial, nation states were not averse to imposing import 
restrictions if they felt that imports were damaging the national interest. In order to encourage trade, the 
development of monopoly power over the production of goods through craft guilds became more common. 
Craft guilds not only ‘guaranteed’ high-quality goods but also reflected the importance of national power, 
wealth and prestige. To facilitate the trade in these goods, barter became less efficient and a monetary 
system, often based on gold, began to develop. Of course, transporting gold long distances to facilitate 
trade was dangerous and risky, and, as a result, early banking systems developed to guarantee exchange 
and facilitate the safe and secure movement of funds between traders.

classical economics
It was in the midst of the mercantilist era that Adam Smith was writing. Smith was looking to analyze and 
explain the increasingly complex economic system that had evolved. The idea of the importance of nation 
states can be seen in the background of Smith’s idea of the invisible hand. Individuals can act to promote 
their own well-being, but at the same time their actions also promote the well-being of society as a whole 
(or the nation state).

Smith and his contemporaries had identified the market system, which is the basis of so much of 
the teaching in undergraduate economics. The market system brings together buyers and sellers, with 
price acting as a signal to both and influencing their respective behaviour. The basis of the market system 
was individuals acting in self-interest. Why individuals acted in the way they do, and the consequences 
of their decision-making, were subjected to analysis. To understand the system and the behaviour of eco-
nomic actors, some simplification had to be made and models were developed for this purpose. These 
models became more and more sophisticated as the techniques for analysis and the methodologies of 
research were developed and refined. The fundamentals of market analysis which forms a core of under-
graduate first year courses and beyond was developed in the period from the late eighteenth century to 
the end of the nineteenth century and included the work of highly respected thinkers including Smith 
himself, David Ricardo, Thomas Malthus and John Stuart Mill. It is possible to summarize common beliefs 
and approaches of classical economics:

●● Humans are essentially self-interested and act to maximize their individual welfare.
●● The interests of individuals and of societies can be maximized through the workings of markets. Prices 

act as signals to economic actors and markets ensure that resources are allocated to their most effi-
cient uses through the ‘invisible hand’.

●● The role of government in the market system should be minimized to that which ensures that market 
systems can operate efficiently. This is primarily through enforcing laws and property rights, and the 
provision of defence and justice.

This summary is important because it contains the fundamental belief systems of those economists 
who subscribe to the market system as being the most efficient and effective way of allocating scarce 
resources. It not only helps to understand the basis of microeconomics but also of macroeconomics. 
Economists who believe in the power of free markets are more likely to be supportive of policy measures 
which have their roots in market-based solutions to solve both micro and macroeconomic problems.

neo-classical economics and Marginalism
The interest in economics and the methodology of analyzing economic issues developed through the 
application of mathematics to help understand, explain and predict economic change. This was particularly 
prevalent in the development of marginal analysis, the understanding of the behaviour of economic actors 
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at the margin. Maths was used as a means of providing a proof of behaviour, but rested on a number of 
assumptions, not least that economic actors behave rationally and seek to maximize or minimize subject 
to constraints. The development of constrained optimization techniques of economic analysis is associ-
ated with William Jevons, Leon Walras, Karl Menger, Wilfredo Pareto and Knut Wicksell.

These methods of analysis were being reflected by other noted economists including Alfred  Marshall, 
who popularized the use of supply and demand models initially used by Antoine Augustin Cournot, 
and Francis Ysidro Edgeworth who, along with Walras, explored concepts in general equilibrium. 
General equilibrium is a logical extension to neo-classical economic beliefs, in that if the move to equilib-
rium was the natural state for an individual market, then it was equally natural for all markets to ultimately 
move to equilibrium.

general equilibrium a theory where all markets in an economy are in equilibrium and the millions of individual decisions 
aggregate to balance supply and demand and result in an efficient allocation of resources

heterodox a term which represents an array of different schools of thought in economics that are outside what may be 
considered the mainstream or orthodox economics

The neo-classical belief in the power of free markets and the application of mathematical and statis-
tical methodologies to analyze and understand economics has dominated the discipline for many years. 
The neo-classical approach can be synonymous with the term ‘mainstream’ to describe the dominant 
philosophy and methods used by economists. Increasingly, critics are coming to the fore arguing that the 
‘mainstream’ is not only too narrow but based on assumptions which are empirically unsupported.

the Post-crisis criticism
The Financial Crisis 2007–9 focused attention on the discipline. If the models used were so sophisticated, 
why hadn’t economists predicted the Crisis? Did the Crisis spell the end for mainstream economics? 
Could behavioural economics provide more answers than neo-classical models? Was the dominance of 
neo-classical models perpetuated by the continued teaching of students of this basic philosophy, and were 
other ideas and approaches in economics being subjugated as a result?

The Financial Crisis 2007–9 brought a debate which had been taking place in economics for many years 
to popular attention. While the neo-classical approach may have dominated, there were other approaches 
and methodologies being discussed, debated and researched. Some of these approaches had been part 
of the discipline for many years but had not gained widespread attention. The popularity of behavioural 
economics led to calls for wider recognition of the role that other disciplines could contribute to an under-
standing of human behaviour and decision-making. Sociology, anthropology, political science and decision 
sciences were all other discipline areas that were suggested could enrich our understanding of human 
behaviour and decision-making, and thus enrich economics. However, it does take time for influences to 
feed through and usurp the mainstream.

The continued dominance of ‘mainstream’ economics led to an increasing use of the term ‘heterodox’ 
to describe other ideas and strands in economics that tended to remain on the periphery of the discipline. 
The word heterodox means not adhering or conforming to accepted or orthodox beliefs or standards. 
In economics, it has come to be associated with ideas and methodologies which are outside the ‘main-
stream’ of economics, where the term ‘mainstream’ is associated with the neo-classical approach. There 
are plenty of economists who would take issue with this labelling of the discipline and would argue that 
neo-classical economics is not the mainstream.

The philosophical debate on this is interesting, and readers are urged to explore it in more detail.  
However, that debate goes beyond the scope of this book. In this chapter, we are presenting three 
approaches to economics, most of which have been around for some time but are not associated with 
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the mainstream, whatever that means. These approaches are institutional economics, feminist economics 
and complexity theory. We are not suggesting that these are the only three schools of thought that form 
heterodox economics, but they are useful in framing the way we think about what we have looked at so 
far in this book. Some readers may be in institutions where modules will be provided in second or third 
year courses on these and other schools of thought. This section, like that on information and behavioural 
economics, is designed to provide a ‘taster’ of the key ideas to whet the appetite.

InstItutIonAl econoMIcs
In our coverage of microeconomics, we have described situations where individuals and firms engage 
in trade and exchange. Modern economies have come to increasingly rely on specialization. The Nobel 
Prize winning economist Milton Friedman famously described the economic lessons that could be learnt 
through looking at the humble pencil. Few people have a full understanding about how this seemingly 
simple product is made, such is the complex web of people and firms involved in its production. The key 
point is that in producing a pencil, there are many examples of specialization which form part of the pro-
duction process. Specialization has allowed humans to produce surpluses which can then be traded. This 
is the basis for the development of markets.

For markets to form and work, there must be rules which bind those who take part in them. Trust is 
fundamental to the process of making transactions, but so far, we have said little about how and why 
individuals and firms are prepared to undertake transactions with, mostly, complete strangers. We have 
seen that information is rarely complete or perfect. Transactions, therefore, are carried out in situations of 
uncertainty. In many cases, transactions that are carried out provide benefits to both parties involved in 
the transaction. These transactions may also provide external costs and benefits which are not taken into 
account by the parties to the transaction.

For transactions to take place in a complex world under conditions of uncertainty, there have to be ‘rules’ 
which those involved in transactions adhere to. These ‘rules’, referred to as institutions, help to reduce 
uncertainty and risk associated with any transaction. Institutional economics explores and seeks to explain 
these ‘rules’. These ‘rules’ or institutions help frame the way people make decisions. Institutions help pro-
vide the incentives and disincentives to decision-making and give power to those making decisions. This 
might sound grandiose, but even at a very simple level of going to the university campus shop and buying 
a sandwich, an individual is making a decision which is associated with a host of ‘rules’. The buyer will want 
to know that the sandwich is tasty, provides value for money, is what it says it is and, perhaps most impor-
tant of all, is safe to eat. The seller needs to know that the buyer will hand over the money to complete the 
transaction and thereby assume the legal right of ownership transferred by the process of the transaction. 
Additionally, the seller will want to know that the consumer will get sufficient enjoyment and satisfaction 
from the product so that they will return and repeat the transaction many times in the future.

institutions the rules which govern the interaction of human beings in the economy characterized by regulations, 
legislation, social norms and other human-derived conventions that govern behaviour in markets

Market transactions A market is any place that brings together buyers and sellers to agree a price. 
Transactions within markets involve two processes; one is a transfer of money from the buyer to the 
seller, and the second is the transfer of a product (which can be a physical good or a service) on a vol-
untary basis from the seller to the buyer. There is an important legal background to market transactions. 

self test Would institutional economists view ‘money’ as an institution? Explain.

The nature of transactions was explored in the 1930s by John R. Commons. Commons identified three 
main types of transaction: market transactions, managerial transactions and political transactions.
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The assumption is that both the buyer and the seller begin the transaction process as equals under the 
law. However, this does not mean that both parties to a transaction are equal in terms of the power they 
have in the bargaining process that is part of engaging in a transaction. Firms can have considerable power 
in the bargaining process as we have seen in our discussion of imperfect competition. The bargaining pro-
cess can also be skewed in cases where buyers have monopsony power.

Political transactions Political transactions relate to the laws, rules and regulations that are created in 
a society and which provide a framework for decision-makers – individuals, firms and organizations. Many 
societies have groups of people who have the power vested in them to make decisions about how the 
legal framework of the society is determined. These legal frameworks help govern how goods and ser-
vices are produced and how wealth is distributed among the individuals in that society. In some cases, the 
tax and welfare benefit system will help determine how wealth is distributed. In other cases, it may be the 
legal structure which helps frame how transactions are made, the rights and responsibilities of the individ-
uals and firms involved in making transactions, or the way in which property rights are defined which can 
help determine wealth distribution. For example, a factory producing goods where there is a by-product 
which could be a pollutant is vested with certain rights over the ownership of capital, how it is able to treat, 
reward and sanction its workers, how it manages its costs, how it sells its output, and the decisions it can 
make about how to distribute the income it generates. Equally, the firm is bound by the rules, regulations 
and legislation governing what it is allowed to do or must do with the waste that it produces. Political trans-
actions have created the rules and regulations around which the firm must behave and, therefore, how the 
various costs and benefits of the activity it is involved with are distributed and controlled.

Managerial transactions In any organization there is some form of hierarchy where one person has  
some responsibility over others. In these circumstances, one person has the right to exercise some con trol  
over a subordinate. In businesses, for example, there is a legal framework which governs the control one 
person can exercise over another. Managerial transactions refer to the relationships that exist bet-
ween people and their subordinates.

Activities in markets, therefore, take place within the bounds of these three types of transactions and, 
indeed, in many cases, market activity will be affected by all three of these transaction types at any one 
time. It follows that market outcomes are not simply determined by the forces of supply and demand, and 
the work of the ‘invisible hand’, but are heavily influenced by the laws, rules, regulations and environment 
created by these transaction types. The behaviour of economic actors, individuals, firms, organizations and 
governments are influenced by the environment in which they are operating and in which they are making 
decisions.

Bounded rationality
Bounded rationality refers to the idea that humans make decisions not under conditions of perfect infor-
mation, but under the constraints of limited and sometimes unreliable information. This implies that eco-
nomic actors cannot process or compute all the information necessary to make choices on a constrained 
optimization basis. Rational choice is thus constrained. The neo-classical idea of an equilibrium based on 
economic actors maximizing or minimizing is not possible under the assumption of bounded rationality.  
Institutions – the rules and regulations which arise to frame decision-making in markets – mean that 
boundedly rational economic actors can seek to maximize and minimize, but in doing so encounter  
transaction costs. Institutional economists argue that research into these transaction costs is an important 
part of economics and helps shed light on decision-making, which neo-classical economics either ignores 
or marginalizes.

transactions costs
The existence and study of transactions costs in market economies is a central feature of institutional 
economics. There are varying definitions of transactions costs, but each has a similar theme which 
is encapsulated by Ronald Coase writing in 1993, that there is a ‘cost of using the price mechanism’. 
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Transactions costs have been likened to the idea of friction in physics. Friction is the force that resists 
the motion between two surfaces. In markets, transaction costs are the forces that resist the decision- 
making of economic actors when interacting in markets. Transactions costs can manifest themselves 
in information seeking, bargaining, decision-making or enforcement costs, and the costs of policing 
 legislation, rules and regulation. In emphasizing the importance of transaction costs, institutional econ-
omists invite the thought experiment of what a capitalist system would be like without any transactions 
costs. In such a system free from any frictions ‘money, the firm and public regulation would become 
irrelevant’ (Furubotn, E.G. and Richter, R. (1991) ‘The New Institutional Economics: An Assessment’. 
In Furubotn, E.G. and Richter, R (eds) The New Institutional Economics. Texas A&M University Press,  
College Station).

strands of Institutional economics
There are a number of areas where research in institutional economics has been carried out, and we have 
already touched upon some of these areas in this book.

search and Bargaining theory Recall that a market is any place which brings together buyers and sell-
ers with a view to agreeing a price. On agreeing a price, an exchange is made which involves the transfer 
of rights and responsibilities on the part of both the buyer and seller.

To put this in concrete terms, think of the process that an individual might go through in buying an item. 
Many people will look online to carry out some research on certain items, especially if they are high-priced 
items. They will look at the competition, survey the prices charged by different suppliers, read reviews on 
the item by other consumers, and then maybe make their choice online or go to a bricks and mortar retailer 
to make their purchase.

Once they have made the purchase, the story does not end; there is an expectation on the part of 
the seller that payment will be made, with there being sufficient funds to honour the transaction. For the 
buyer, there is an expectation that the item purchased will fulfil the purpose for which it was bought, and 
there may be various laws and regulations which govern the rights of the buyer and the responsibilities of 
the seller should the product fail to do so.

For example, there are regulations and laws governing advertising, including what firms can and cannot 
say and claim about the products they are selling and the prices they are offering. There are also laws pro-
tecting the rights and establishing the responsibilities of the buyer and seller in the transaction process. 
These laws are covered by contract law. Contract theory is an important strand of research in institutional 
economics.

The work done by consumers in researching products and their choice options prior to purchase is 
a part of transactions cost theory and is researched under search and bargaining theory. Some of this 
research will incorporate game theory. It is not just consumers buying products which covers this area, 
the transactions that take place between firms and those looking to buy services are particularly rele-
vant. Consider the position of small agricultural and horticultural suppliers entering into agreements with 
large supermarkets to supply their products, or individuals seeking the services of a lawyer to facilitate a 
divorce. The power relationships, possibilities of asymmetric information and behavioural influences in the 
way the exchange is bargained, concluded and the subsequent relationship between the parties, is all part 
of the research of institutional economists.

Property rights In this book we have also looked at the importance of property rights in establishing the 
rules around which exchange and decision-making can take place. Property rights confer the exclusive 
rights of an individual or group to determine how a resource is used, including how to generate an income 
from the resource or sell it. The conferring of property rights changes the incentives and choices of indi-
viduals and firms involved in transactions. For example, if property rights over the ownership of rivers and 
seas is established, this changes the behaviour of those who either use the rivers and seas to generate 
a living or who might use these resources inappropriately in the absence of property rights. The Euro-
pean Union’s Common Fisheries Policy is an example of the rules, regulations and legislation governing 
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fishing rights across Europe. Equally, the rights over how rivers can be used are designed to influence  
the  decision-making of those who use rivers, to protect the rights of landowners, fisherfolk, those who 
enjoy using rivers for recreation, and simply to maintain the aesthetic beauty of rivers. In addition. Property 
rights confer responsibilities on those who might use rivers in other ways, for example in disposing of  
waste products or other forms of pollution activity. Daniel Ankarloo, in a paper called ‘New Institutional 
 Economics and Economic History’ (2002, Capital and Class, 26(3), doi.org/10.1177/030981680207800102) 
notes that:

If property rights are easily delineated, well protected, and enforced by the state, then the transac-
tion costs will be low, and the gains from trade inherent in the neo-classical market argument will be 
realised. If not, exchange will not occur and the market will not be put to work.

Public choice theory One other strand of research by institutional economists has been public choice 
theory. It is suggested that neo-classical economists have viewed the role of the state as a benevolent 
policymaker or benevolent dictator who acts in the public interest. Public choice theory has questioned 
the extent to which the state can act dispassionately in the public interest. Nobel Prize winner James 
 Buchannan and his colleague Gordon Tullock were the pioneers of public choice theory. Public choice 
theorists did not deny that economic actors behaved with self-interest at heart but researched how this 
self-interest affected decision-making when placed in a collective context.

Economic actors in a political setting are also self-interested, albeit that they may have entered politics 
with more altruistic motives. Buchanan noted that he was adopting a more sceptical approach to the work-
ing of government. Individuals who are part of government make decisions on financing, organizing and 
using assets which do not belong to them. It may also be the case that they are not necessarily going to 
benefit directly from the use of these assets. The incentives to act ‘in the public interest’, even if that can 
ever be defined appropriately, is thus weak and can result in government failure as we saw in an earlier 
chapter in this book.

summary
Neo-classical theory emphasizes behaviour framed around the operation of markets as the basis for 
exchange and trade. The ‘invisible hand’ is said to guide outcomes which are efficient. At the heart of 
neo-classical theory is the self-interested rational individual. Institutional economics does not necessar-
ily dismiss any or all of the assumptions made by neo-classical theory but recognizes that markets can 
only work when ‘frictions’ are recognized. These ‘frictions’ are researched across different strands but 
include contract theory, search and bargaining theory, public choice theory, property rights and transac-
tion costs.

feMInIst econoMIcs
Of the 47 Nobel Prize winners in Economics since 1969, only one has been a woman (Elinor Ostrom in 
2009 for her work on local commons). The Nobel Prize committee praised Ostrom for ‘challenging the con-
ventional wisdom’ and in particular adopting different research methods from those typical in economic 
science. The challenging of conventional wisdoms, norms and ways of researching and discovery, is per-
haps what encapsulates the essence of feminist economics.

By focusing on econometric and mathematical methods, and with the preponderance of neo-classically 
trained faculty in many universities, feminist economists ask if the right questions and right approaches 
are being used to analyze key economic issues. In addition, they suggest that the conclusions that arise 
from existing methods of research may ignore the role which women play in society, make assumptions 
that miss key features of society and reinforce gender inequality and inefficiency.

Feminist economics had its origins in the dissatisfaction with ‘mainstream economics’ seemingly ignor-
ing the role of women. It has developed into a much broader school of thought. What follows are some of 
the areas where feminist economists have been active in research.
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economic Methodology
The methodology of ‘mainstream’ economics has been based around the increased use of mathematical 
models, is centred on constrained optimization models and, critics argue, focuses on ‘economic man’. 
Feminist economists argue that this methodology might lead to results which do not present a full expla-
nation of how outcomes of decision-making are reflected in society. This is perhaps encapsulated in the 
focus by ‘mainstream’ economists on homo economicus – economic man. The classical economists were 
almost exclusively male and were writing in a time where men dominated society. The role of women 
was very different at that time, and perhaps it is not surprising that economists from the eighteenth and 
nineteenth centuries wrote about economics from a male perspective.

Feminist economists argue that this is no longer acceptable, appropriate or accurate given the change 
in the role of women in society. To continue to focus on homo economicus is to perpetuate the latent bias 
that can influence research and research outcomes. In many cases, this might not be intentional on the 
part of the researcher, but by failing to explicitly acknowledge gender, research might ignore important 
outcomes and influences which have simply not been considered.

For example, when governments change tax rates and the welfare system, the effects of these changes 
might be analyzed on the basis of how they affect ‘people’ but by not explicitly recognizing that ‘people’ 
comprise a wide range of types. It is not simply that the outcomes on males and females might differ but 
are not recognized or acknowledged in analysis, but there might also be differences in the outcomes for 
people from different racial and ethnic backgrounds which are not factored into the analysis sufficiently.

In many principles of economics textbooks, you will see reference to the economy divided into ‘firms’ 
and ‘households’. This is a convenient way to simplify the key economic actors in an economy but, feminist 
economists argue, fails to take account of important differences in economic outcomes. The very concept 
of a household can be construed to be a masculine one where the head of the household is male and who 
makes the primary decisions on how the ‘household’ is run and determines the supply of labour into the 
market. It is such concepts, it is argued, which help explain why work done in households is unpaid and is 
not counted in national income statistics, and so are inherently biased against women.

Feminist economists promote a research methodology which includes a broader range of influences 
on human behaviour. These include the influence of power, distinctions between reason and emotion, 
autonomy and dependence, and the role of social relationships. Incorporating these aspects of human 
behaviour in decision-making might mean adopting research methods and models which are not overtly 
focused on mathematics but embrace qualitative or mixed methods research.

John W. Cresswell, in his 2015 book A Concise Introduction to Mixed Methods Research defines mixed 
methods research as:

An approach to research in the social, behavioural, and health sciences in which the investigator 
gathers both quantitative (closed-ended) and qualitative (open-ended) data, integrates the two and 
then draws interpretations based on the combined strengths of both sets of data to understand 
research problems.

By adopting a broader approach to investigating economic questions and incorporating different research 
approaches, it is argued that insights and understanding will be generated which more rigid neo-classical 
economic methodology might miss.

self test Why do feminist economists argue that a focus on economic methodology which emphasizes 
the importance of models and mathematics is too ‘masculine’ and ignores important variables that can affect 
outcomes?

Macroeconomics
One of the foundations of the study of macroeconomics is looking at measures of economic well- 
being. One of these measures uses gross domestic product (GDP) as a way in which economic growth 
is measured. GDP measures the value of the goods and services produced in an economy in a given 
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time period, and which are recorded as a consequence of market activity. Macroeconomics is concerned 
with economic growth and with standards of living. An increase in the standard of living is related to an 
economy’s ability to produce goods and services. Feminist economists argue that looking at well-being 
from a lens of economic growth in an economy’s ability to produce more goods and services is a limited 
definition of well-being and ignores important questions and outcomes for different groups in society. The 
focus on economic growth is a reflection of how we define ‘success’ and may include inherent biases 
against gender which are not highlighted.

One of the biggest criticisms from feminist economics is that measures of well-being such as GDP 
fail to take into account the value of output which does not go through markets, such as the work carried 
out by women in the home in caring for families. By ignoring the role which women play in the home and 
the social and economic benefits that are derived from non-paid work (primarily carried out by women), 
the analysis of wealth creation and well-being, they argue, is incomplete and inaccurate. This unpaid work 
provides considerable benefits to well-being which are simply not acknowledged in traditional measures 
of economic ‘success’.

Policies adopted by many European governments since the Financial Crisis of 2007–9 have tended to 
be associated with ‘austerity’. Government spending has been cut and taxes raised in an effort to reduce 
government deficits and bring down government debt. When these policies are implemented, the effect 
on men and women may be very different. What is reported by ‘mainstream’ economics, partly due to the 
methodologies adopted, might not address these different effects. This may, in part, be due to economists 
and policymakers not asking particular questions about how the effects might differ. Reducing real spend-
ing on health and social care, for example, might disproportionately affect women who may need different 
access to health and social care facilities, and are also disproportionately represented in the labour force 
in these service industries. For example, if local governments cut back on care for the elderly, infirm and 
disabled, there is an increased risk that women will have to take on the responsibilities for care. Some will 
have to give up work to fulfil these care duties with the subsequent economic problems that this presents.

Research by Alisa McKay, Jim Campbell, Emily Thomson and Susanne Ross, published in 2013, looked 
at the recession in the UK following the Financial Crisis and the differing effects on men and women. 
(McKay et al., 2013. Economic Recession and Recovery in the UK: What’s Gender Got to Do With It? www 
.tandfonline.com/doi/full/10.1080/13545701.2013.808762#.Uq8KzPRdX_M.)

They found that in the initial phases of the recession, men were affected disproportionately as the 
recession hit jobs in male-dominated industries such as construction. However, as the recession ended 
but austerity policies took hold, employment in the public sector, where female workers predominate, 
fell by 7 per cent whereas in the more male-dominated private sector, employment rose by 5 per cent. 
Between 2010 and 2012, they found that 96 per cent of the job growth was accounted for by men. In 
addition, as public sector pay was either stagnant or fell in real terms in the UK, the pay of women was 
affected disproportionately compared to men.

Many governments in Europe are finding that, with an ageing population, the pressure on health care 
provision is increasing. In many countries, the life expectancy of women is higher than that of men and, as 
a result, the number of elderly women in society needing additional health and social care will be greater. 
The value of feminist economics is that questions and research focus may be on areas which are not tra-
ditionally thought of or explored.

labour Markets
A particular area where feminist economists have been active researchers is in the analysis of labour mar-
kets. Gender inequality in the workplace is not simply the fact that women are often paid different rates 
for the same job, despite legislation outlawing this in many countries, but in the under-representation of 
women across all sections of society. This, it is argued, is not only something that is unfair and inequitable, 
but it is also damaging to the potential growth of a country.

To get a better understanding of the extent to which there is inequality in the labour market between 
men and women, feminist economists have utilized econometric models to seek to quantify the extent 
to which there is a pay gap between men and women. This sort of research can provide quantitative 
measures of inequality between the sexes, but some feminist economists argue that it does not neces-
sarily help provide explanations, because the use of quantitative methods might not take into account the 
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range of qualitative factors that may help explain gender inequality. It is important, it is argued, that the 
difference between ‘sex’ and ‘gender’ is made clear at the outset. ‘Sex’ refers to the biological difference 
between males and females, and, in some cases, these biological differences can explain why women 
might earn less than men. For example, if one compares the earnings of women and men between the 
ages of 21 and 35, it is likely that the earnings of men are higher. Does this imply there is discrimination 
of women in the labour market? Possibly, but there might also be explanations that are related to biology. 
Between those ages, a proportion of women might take time off work to start or develop a family, and this 
might explain some of the difference in earnings.

However, the idea of ‘gender’ is related to the social beliefs about males and females that exist in society. 
How people view males and females and the way that people may have been conditioned to view women 
might be important in explaining wage differentials and other labour market inequalities. For example, to 
what extent might an employer demonstrate a latent bias in employing or promoting women in the work-
place between the ages of 21 and 35 because they might harbour the feeling that their employment might 
be disrupted by time off to start or build a family? Their decision-making may not consciously be taking this 
into consideration, but the inbuilt social biases that can exist might influence their decision to employ or 
promote a male rather than a female. Feminist economists are interested in exploring these kinds of social 
beliefs and raising these kinds of questions which may not be subject to quantifiable reduction.

The social and power relationships which exist in the labour market can also influence market outcomes 
in ways that mainstream economics might not consider or explore, especially in principles texts where 
basic concepts are being described. For example, in the neo-classical theory of distribution, in equilibrium, 
the wage rate is equal to the value of the marginal product of labour. This implies that in purchasing labour 
services by firms through the paying of a wage, the supply of services by labour is a mutually beneficial 
exchange. Feminist economists argue that this ‘simple’ theory does not take into account the power 
relationships between employer and employee, where the employer may have considerable power over 
the employee. Females, it is argued, may suffer disproportionately from employer power in many different 
ways, not least because the workplace is still dominated by men in many countries. Women supplying 
labour services, therefore, might not enjoy as beneficial an exchange as men in the labour market.

coMPlexIty econoMIcs
Throughout introductory courses in economics, the idea of equilibrium is central to analysis. Individual 
markets and the economy as a whole are all in equilibrium. Comparative static analysis typically begins 
with a state of equilibrium, introduces some change and explores the process by which a new equilibrium 
is established. The analysis then compares the initial equilibrium state with the new equilibrium and notes 
the change in outcomes. Complexity economics challenges this world of equilibrium and explores a world 
of non-equilibrium.

Complexity economics coalesced in the 1980s when a group of economists and physicists met in 
Santa Fe, New Mexico, to discuss fundamental questions in their respective disciplines and how ideas in 
each discipline might inform developments and thinking in the other. The meeting lasted for 10 days, with 
one of the leading researchers on complexity economics, W. Brian Arthur, describing the meeting as ‘exhil-
arating – and exhausting’. Subsequent work triggered by this meeting began to reveal the key features of 
complexity economics that would form the basis of further research.

Key features of complexity economics
The main feature of complexity economics is an assumption that economies and markets are unlikely to 
ever be in equilibrium. This is partly because economic actors make decisions after taking into account the 
current situation they face and considering what other actors might do in response to what they them-
selves do. Economic actors are thus highly interrelated in their interaction with one another. The economic 
environment is not linear. In the traditional economic theory of markets, for example, if price is above 
market equilibrium, some buyers will drop out of the market and price will eventually be forced back to equi-
librium. It is as if the buyer reacts to the market conditions rather than being proactive to market conditions.
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This leads us to a second feature of complexity economics. Economic actors in the neo-classical model 
are assumed to be rational and self-interested. In complexity economics this assumption is relaxed or at 
least modified so that they view situations they are in and make decisions and devise strategies based on 
their perception and understanding of the situation they face. Markets and the economy are not moving 
from one static point to another; rather they are organic, they evolve and are always in a situation of 
change. Viewing economic actors in this way allows complexity economists to take into account the 
effects of politics, power, class, social beliefs and conventions, and uncertainty in modelling markets and 
the economy.

Questioning economic explanations

The approach of complexity economists facilitates the asking of fundamental questions about existing 
economic explanations. In December 2018, the online fashion retailer ASOS announced a revenue and 
profits warning. In the next 24 hours, the company’s share price fell by over 40 per cent. According to 
the market, the firm’s shares were worth £41.86 on Friday 14 December but only £26.14 on Monday 17 
December. The change in the share price meant that the market value of ASOS had fallen from around 
£6.4 billion in March 2018 to just under £2 billion in December 2018.

The ‘standard’ economic explanation would suggest that the demand curve for ASOS shares shifted 
to the right by a large degree causing a surplus in the market for ASOS shares and, as a consequence, 
the price of the company’s shares fell dramatically. The reason for the fall in demand would be due to 
buyers placing a lower value on the utility of owning ASOS shares. Complexity economists would point 
out that the company had not changed so dramatically in the space of three days in December 2018. It 
still had the same amount of capital 
equipment, people and assets on 
Monday 17 December as it had on 
Friday 14 December. To explain the 
change in the market as a change 
in equilibrium price from over £40 
one day to around £26 three days 
later does not serve to provide a full 
explanation of what happened to 
ASOS. A different explanation might 
be necessary other than that the 
demand for ASOS shares shifted to 
the right and price subsequently fell 
to a new equilibrium; for example, 
the change might be due to ‘herd 
mentality’.

cAse study

Sudden and dramatic changes in share prices might not always be 
explained by economic fundamentals.

Complexity economists assume that economic actors adjust their behaviour in response to the situa-
tions and outcomes that they themselves create and are part of. This behaviour will result in new outcomes 
which will in turn require adjustment of behaviour and strategy, and so on. Markets and the economy 
are not given, but are constantly evolving; economic actors will innovate, develop new technologies and 
reinvent themselves in response to the changes they themselves experience and have contributed to. 
 Collectively, the actions of economic actors generate outcomes which will impact on their future behaviour.

Economic analysis is not conducted under the assumption of some underlying order where economic 
‘forces’ will return to equilibrium after being disturbed. Such conditions might exist in the world of physics, 
but economics deals with humans and is not, therefore, subject to such underlying order. Complexity 
economics embraces the idea of uncertainty in decision-making, something that behavioural economics 
has also highlighted.
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decision-Making under conditions of uncertainty Think about any decision an individual must make; 
these decisions are almost always associated with something in the future. When you were deciding 
about going to university, the decision was about something that was going to happen in the future. If you 
are deciding whether to purchase a sandwich, the benefit derived from the consumption of that sandwich 
will happen in the future – albeit perhaps not far in the future but nevertheless it is in the future. Any deci-
sion, therefore, involves an element of the unknown and the risks, costs and benefits of the decision are 
subject to uncertain probabilities. These probabilities can, in some cases, be influenced by our own actions 
and, in other cases, they are influenced by actions that are completely outside our control.

In making the choice of where to go to university, you could have had some influence on that outcome 
by working harder in high school or at sixth form so that you were in a better position to get the grades 
needed for entry. However, sheep farmers who rely on exports to Europe had very little opportunity to 
influence outcomes in the latter part of 2018 and early 2019 when the UK was still in a state of flux about 
Brexit. The fate of the withdrawal agreement and whether the UK would face a hard Brexit or a second 
referendum was unknown, and farmers had very little opportunity to influence outcomes to improve the 
probability that they would be able to sell their products into Europe without difficulty.

If economic actors are operating under uncertainty, then they cannot know what an optimal decision 
can be. If an individual does not know what an optimal move might be, then other economic actors also do 
not know, and the uncertainty becomes self-reinforcing. The result is that markets and the economy are in 
constant flux as economic actors learn and adapt to the changing situations they face and explore different 
options and opportunities. For example, in August 2018, the discount supermarket Lidl announced that it 
would be selling a six bottle pack of prosecco for £20, around £15 cheaper than the ‘normal’ price. Lengthy 
queues formed outside many Lidl stores across the UK as shoppers tried to take advantage of the offer. 
There were reports of anger, frustration, disappointment and even violence as many consumers ended up 
being disappointed as stocks ran out. Complexity theory would suggest that far from repeating the same 
behaviour in the future, economic actors (both consumers and the supermarket) will react to the situation 
they face and behave differently next time and adapt in response to what they learnt from this particular 
experience.

the Importance of time: Intertemporal considerations One of the problems with equilibrium analysis 
in economics, according to complexity theory, is that ‘time’ is not fully factored into the analysis. How have 
economies emerged in the first place? How have they morphed and changed; how have structures and 
institutions in economies emerged and changed; what role has innovation and governance played in the 
way economies have evolved? These are all questions which have a time element. The issues and debates 
which occupied David Ricardo in the eighteenth and nineteenth centuries are different from the issues and 
debates which occupy the minds of economists in 2020, but the use of equilibrium analysis does not, it is 
argued, play a sufficiently important role in explaining and predicting. Equilibrium analysis says little about 
how markets form, for example, and how they change over time. As a consequence, complexity theorists 
argue that equilibrium analysis is carried out independent of time.

It is not just complexity theorists that have questioned the value of equilibrium analysis and its inde-
pendence of time. Joan Robinson, in a paper published in the Review of Economic Studies (Robinson, J. 
(1953) ‘The Production Function and the Theory of Capital’. Review of Economic Studies, 21(2): 81–106), 
noted:

The neo-classical economist thinks of a position of equilibrium as a position towards which an econ-
omy is tending to move as time goes by. But it is impossible for a system to get into a position of 
equilibrium, for the very nature of equilibrium is that the system is already in it, and has been in it for 
a certain length of time.

Equilibrium is a ‘state of rest’ but if economic actors are seeking to adjust their positions and decision- 
making at all times, through innovation for example, then markets or the economy cannot be in  equilibrium, 
by definition.

W. Brian Arthur, in his book Complexity and the Economy (2015, Oxford University Press) echoes the 
sentiments that many have posed since the Financial Crisis 2007–9 and the apparent inability of econ-
omists to predict the Crisis. Arthur notes that a contributory cause of the Crisis was the exploitation of 
the financial system by a relatively small number of people who were in a position to do so. He argues 
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that equilibrium economics may not factor in such exploitation in advance because equilibrium analysis 
assumes that economic actors have no incentive to change their present behaviour and so exploitative 
behaviour cannot happen.

Arthur goes on to argue that complexity economics provides an opportunity to take these factors into 
consideration, because it assumes that the economy is a ‘web of incentives’ and that markets, and thus 
the economy as a whole, are open to new behaviours which will vary in response to current situations and 
how those situations change. This line of thinking acknowledges that outcomes cannot always be mod-
elled by mathematical and statistical methods alone. Mathematics and statistics rely on certainty and on 
being able to estimate probabilities with a degree of certainty; complexity economics sees problems in a 
different way, which takes into account time, incentives, uncertainty and change.

self test Explain why proponents of complexity theory take non-equilibrium as the basis for analysis.

conclusIon
This chapter has attempted to introduce some ideas and approaches to economics which exist alongside 
neo-classical economics, information economics and behavioural economics. They may not be specifically 
referenced in many first year undergraduate courses, but increasingly students are questioning the ortho-
doxy they perceive as being given to them in the curriculum and asking what other explanations exist for 
the economic phenomena we witness, and whether other approaches provide a more effective way in 
which we can theorize and predict. Universities invariably laud ‘critical thinking’ as being a key skill which 
an undergraduate education should develop. Critical thinking implies that we do not accept the status quo, 
that we question it, seek alternative explanations and answers, and ask the fundamental question, ‘Why?’ 
Introducing other approaches to economics is not to dismiss the rich heritage of the discipline but to 
acknowledge that, as economies do, the discipline changes and evolves, and situations and circumstances 
change. We hope that this brief introduction has encouraged you to find out more and to exercise those 
vitally important critical thinking skills.

suMMAry
●● The idea of ‘markets’ is a relatively new one in human history.

●● Classical economists sought to explain and understand the working of markets as they observed them at a par-
ticular point in time.

●● The failure of economists to foresee the Financial Crisis 2007–9 led to questions being asked about the relevance 
of economics as a discipline and its methodologies.

●● Heterodox economics covers different schools of thought and approaches to ‘doing economics’, which are con-
sidered to be outside the mainstream. Many of these schools of thought are not new, but interest in some has been 
revived as a result of questions asked following the Crisis.

●● Institutional economics looks at the rules that govern human interactions in markets and seeks to explain these 
‘rules’ and how they influence decision-making and economic outcomes.

●● Feminist economists seek to focus attention on broader factors influencing decision-making and outcomes, and 
particularly ask questions about how and why outcomes can be very different depending on gender.

●● Feminist economics advocates a broader approach to economic methodology and in particular paying attention to 
the role of power, social relationships, reason and emotion, and autonomy and dependence.

●● Complexity economists are interested in exploring economic decision-making and outcomes which are based in 
non-equilibrium.

●● Complexity economics assumes that economic actors adapt and change as the circumstances they face change 
and, as such, markets and economies are in a constant state of flux.
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economics at university: Way Beyond time for change?
Different views, opinions, approaches and methods have existed in economics for almost as long as the profession 
has existed. Despite this, some approaches and methods tend to rise and dominate whereas others remain on the 
periphery. The Financial Crisis 2007–9 brought the discipline into sharp focus with many in the media suggesting 
economics was in a crisis of its own. It seems that this crisis in economics was put down to widespread failure to 
‘predict’ the Financial Crisis. In an interview in 2018, the Bank of England’s chief economist, Andy Haldane, agreed 
that economics had come up short in its ability to forecast. Not only was the Financial Crisis one of the ‘failures of 
forecasting’ but the forecasts of the effects of the referendum vote in the UK to leave the EU were also inaccurate; 
the Bank of England had predicted that there would be a considerable slowdown in economic activity in the wake of 
a no vote, but that did not materialize in the first two years post the referendum vote.

One of Haldane’s reported comments from the interview was that economics had failed to build irrational behav-
iour into its models sufficiently and to do so in the context of human behaviour in the twenty-first century. One of the 
reasons why Haldane is concerned that economics does not lose its reputation is that the profession has a powerful 
seat at the table of governments around the world, because it is relied upon as providing expert analysis on which 
policy decisions are based. If the analysis is flawed, then why should politicians trust or even need economists?

Perhaps one of the reasons why economics has got into this position is its claim that it can predict. In physics, 
explanations of physical forces can be investigated, theories developed, tested and validated which allow physicists 
to make predictions which are largely accurate. Economics is not dealing with physical forces but human behaviour. 
Reading criticisms of economics in the media, it seems that many commentators bemoan the inability of economists 
to forecast but equally invariably note that ‘some economists got it right’. The few that did predict problems in finan-
cial markets in the mid-noughties have been hailed as visionaries and have obviously ‘got’ what economics is about. 
There are many cases where people predict all manner of events and, in the vast majority of cases, are wrong in their 
predictions, but on rare occasions they will get seemingly wild and bizarre predictions right.

Many see the root of the problem in the way in which economics is taught in universities. Critics argue that 
the curriculum in too many institutions is dominated by males, teaching predominantly neo-classical methodologies 
which fail to give students sufficient exposure to different approaches and methods in the subject. The result is they 
leave university with a particular world view about the discipline, and those that continue in academia merely prop-
agate the same approaches in subsequent years to their students.

The criticism of economics and the call for 
more heterodox approaches to be included in 
university curricula has been acted upon by 
some universities. This may be in the addition 
of elective modules which deal with heterodox 
schools of thought; in other cases, courses are 
being redesigned to include insights from other 
disciplines such as sociology, psychology and 
anthropology; and in others, modules are being 
offered in employability skills which can help 
budding economists to better communicate 
their ideas and analysis to non- economists. To 
some academics, the opportunity to offer more 
‘ pluralism’ in economics degrees is a clear 
‘ market opportunity’, whereas to others it is 
paying lip service to pluralism in ideas, and they 
argue that the basis of economics has not really 
changed despite all the apparent soul searching.

In tHe neWs

Some economists adopt methodologies of science but ultimately 
the subject is not dealing with physical forces but human  
behaviour.
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Critical Thinking Questions

1 Why do you think that some approaches to economics dominate whereas others remain on the periphery?
2 ‘economics should be about explaining not predicting; you can’t predict human behaviour.’ consider this state-

ment in the light of the apparent failure of economics to forecast or prevent the financial crisis 2007–9 and the 
inaccuracy in the forecast over the behaviour of the economy in the aftermath of the referendum in the uK on 
Brexit.

3 to what extent do you think that approaches such as those covered in this chapter and insights from other dis-
ciplines enrich economics – or do they simply add to confusion?

4 should economics be worried about its future because it might lose the confidence of policymakers if forecasts 
and predictions continue to be inaccurate?

5 consider the economics curriculum at the institution you are studying in. do you think the curriculum reflects 
different approaches to the discipline, and does the economics department reflect the debate in economics 
about its future?

QuestIons for revIeW
1 Explain how and why markets only developed in relatively recent times in human history.

2 What are the fundamental assumptions and approaches of classical and neo-classical economics?

3 What are the key ‘rules’ which institutional economists focus research on?

4 Briefly describe the three main types of transactions.

5 Why is an understanding of transaction costs important in understanding markets and the economy?

6 Why do feminist economists question the effectiveness of neo-classical approaches to economics in providing answers 
to questions which affect women?

7 What is the difference between ‘sex’ and ‘gender’, and why is an understanding of this difference important in economic 
analysis?

8 Explain why feminist economists criticize the use of GDP as a measure of well-being.

9 Explain why complexity economics focuses on non-equilibrium analysis rather than equilibrium analysis.

10 Explain why complexity economists argue that any decision has to take into account time.

ProBleMs And APPlIcAtIons
1 Consider a world without markets.

a. Why is money not necessary in this world?
b. Does specialization exist in this world? Explain.
c. Is exchange a feature of this world and, if so, what role do you think bargaining plays between the parties to any 

exchange?

2 It is said that classical economists were of a particular time and place and that their analysis is now not relevant, albeit, 
at the time it was hugely influential and insightful. Comment on this view.

3 a.  Define the term ‘mainstream’ in relation to the discipline of economics.
b. Why do you think that the neo-classical approach came to be the ‘mainstream’ in economics?
c. Look at the curriculum you are following in your undergraduate course. Is it ‘mainstream’? Explain.
d. To what extent do you think it is important that for a ‘well-rounded’ course of study, students need to be exposed to 

different approaches to economics, or is it the case that these are simply distractions that take students away from 
what economists do?
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4 Why is trust such a fundamental requirement for a market system to work effectively?

5 Re-read the opening paragraph under the heading Institutional Economics about the pencil. Consider a recent purchase 
you have made. Sketch out the web of people and firms involved in the production of the item you purchased and try to 
identify the ‘rules’ that existed to ensure the transaction took place.

6 ‘If transaction costs did not exist, the market system would not be needed.’ Critically examine this comment.

7 You are asked by ministers in government to use your knowledge of economics to make recommendations on ways in 
which the value of non-paid work in the home by (mainly) women can be calculated so that this can be incorporated into 
national calculations of well-being. What suggestions would you make to these ministers? Outline the suggestions and 
some of the costs and benefits of your suggestions.

8 ‘It is time to dispense with any reference in economics textbooks to homo economicus because that merely frames any 
debate, discussion, and analysis from the wrong perspective and encourages latent bias towards women.’ Do you agree 
with this statement? Why or why not?

9 ‘Economics is as much a science as any other science and has much in common with physics.’
a. Consider the approach taken to research and investigation in economics and that in physics. To what extent are the 

two disciplines similar and to what extent are they different?
b. Are ‘forces’ and the concept of equilibrium similar in both disciplines? Explain.

10 Because any decision involves some intertemporal consideration which cannot be satisfactorily estimated or forecast 
at the time of decision-making, economics should concern itself only with explaining past events rather than trying to 
forecast future events. Do you agree?
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Economics is divided into two branches: microeconomics and macroeconomics. Microeconomics is the 
study of how individual households and firms make decisions and how they interact with one another 

in markets. Macroeconomics is the study of the economy as a whole.
There are a number of areas of controversy in macroeconomics. Some of the disagreements of econo-

mists stem from economic history and different schools of thought, which have shaped thinking over the 
last 250 years. It must be remembered that some of the most revered economic thinkers were people of 
their day, describing, analyzing and thinking about problems which were highly relevant at particular points 
in history. Economies and the context in which they operate do not stand still, and what was relevant 
and prescient about the way an economic system was thought to have worked in one period of history 
does not necessarily mean that its mechanics and analysis can be transferred to other time periods. For 
example, the analysis of the causes of the Great Depression of the 1930s and the policy options which 
were appropriate to remedy some of the problems caused by the crisis, may have some similarities to the 
causes and consequences of the Financial Crisis of 2007–9. However, the world in 2007 was a very differ-
ent place from that of 1929–30. Given the differences, to what extent are policy measures which derived 
from the analysis of the Great Depression relevant and applicable to post-Crisis economies?

Before we look at measures of economic well-being, we are going to briefly introduce some key schools 
of thought which have applied analysis to the way the economy works. It is sensible to keep these in mind 
as we progress through the second half of the book and our study of macroeconomics.

Marxist EconoMics
Karl Marx’s analysis of economics and economic systems is based on the idea that ‘modern’ human  history 
is dominated by class struggles and the exploitation of one class by another. This exploitation is based 
on economic power, slaves and slave owners, feudal lords and peasants, and ultimately, under a capitalist 
economic system, the bourgeoisie, capital-owning class and the proletariat. Marx had an  explanation for 
the tendency of capitalism to experience repeated crises.

Part 9
thE Data of 
MacroEconoMics

20 MEasuring a nation’s 
WEll-BEing anD thE 
PricE lEvEl
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At the heart of his argument is the labour theory of value. Marx suggested that over a business cycle, 
the rate of profit would decline. He saw equilibrium not in terms of market clearing but the tendency for 
rates of profit on capital to equalize to capitalists who are in constant competition with each other. This 
market competition prevents capitalists from taking all surplus value for themselves; some of it must be 
reinvested to maintain the advantage over competitors. Some of this investment is in machinery, which 
Marx referred to as ‘constant capital’.

Improvements in technology mean that this investment increases the ratio of constant capital to 
 variable capital (labour). If this ratio increases at a faster rate than the ratio of surplus value to variable cap-
ital, there will be a tendency for the rate of profit to fall. Ultimately, this drive by capitalists to keep ahead 
of each other would drive some businesses out of the market, and unemployment (the reserve army of 
the unemployed) would increase as a result. Pressure on wages will cause wage rates to fall, causing the 
rate of profit to fall, and the process would begin over.

Ultimately, these crises would lead to workers taking to organizing themselves and ultimately taking 
the means of production into their own hands, possibly through revolution. One of the features of social-
ism, the social ownership and greater democratic control of the means of production, was a greater focus 
on equity as opposed to efficiency. This was a recognition that the outcomes of classical economic theory 
might be ‘efficient’ but not necessarily ‘fair’. Marx was writing at a time when the amount of labour work-
ing in factories was extensive; it is perhaps no surprise that their latent power was to be feared. It is easy 
to see why the owning class was wary of the development of trade unions and organized labour. Marx’s 
critique challenged the neo-classical orthodoxy and represented a challenge to the fundamental basis of 
the ‘organized, civilized’ society of the late nineteenth century.

thE austrian school
We have already encountered some of the economists associated with the Austrian School – Menger, 
Jevons and Walras. Menger wrote Principles of Economics, published in 1871, and argued that the  analysis 
of economics, such as individual preferences and decisions at the margin, were universally applicable, 
much along the same lines that the classical economists had argued for using the ‘law of demand and 
supply’. Menger’s view was not accepted by other economists in Germany at the time, notably William 
Roscher, a professor at the University of Leipzig from 1848 until his death in 1894. It was, allegedly, some 
of Roscher’s students who used the term ‘Austrian school’, as a means of insulting Menger and others on 
the faculty at the University of Vienna. Despite the insult, economists of the Austrian school have made 
significant contributions to economic thinking, although since the 1930s the Austrian school has been 
associated with universities other than Vienna, for example Chicago. In particular, Ludwig von Mises, 
Friedrich Hayek (the Nobel Prize winner for Economics in 1974 who taught at the University of Chicago) 
and Friedrich von Wieser have been at the forefront of an intellectual tradition that is linked to the Austrian 
school.

The fundamental beliefs associated with the Austrian school are those of the power of free markets, 
 private property, property rights and individual choice, but tempered by an understanding of decision- 
making over time and under conditions of uncertainty. Austrian school economists recognize that ultimately 
individuals are the only ones that make choices, but in so doing generate unintended consequences. 
In analyzing choices, a focus on the process and relationships of exchange and bargaining is important. 
This reflects the idea that understanding human sciences like economics is not a case of being able to pre-
dict, but rather to understand. Recognition of the role of subjective views in economics is thus important 
in analyzing issues such as utility and opportunity cost.

Thinkers in the Austrian school tradition have made numerous contributions to macroeconomics, most 
notably in the field of monetary theory for which Hayek received his Nobel Prize. Austrian economists are 
noted for proposing free banking and the denationalization of money. Free banking would see the abolition 
of central banks, and a system where banks would compete in a free market, setting interest rates and 
issuing their own currency.
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KEynEsianisM
Keynesian economics is associated with the work of John Maynard Keynes (1883–1946). The very fact that 
a school of thought is named after him is perhaps a testament to the importance of Keynes. Keynes stud-
ied under Alfred Marshall and Arthur Pigou at Cambridge in the early 1900s, where he eventually ended 
up teaching. His most notable work, The General Theory of Employment, Interest and Money, published 
in 1936, has influenced subsequent generations of economists and presented a challenge to neo-classical 
and Austrian school assumptions that free markets, left to their own devices, clear. Keynes suggested that 
there was no reason that, for example, labour markets should clear, and that the persistence of unemploy-
ment over a period could be due to demand deficiencies in the economy. Demand deficiencies could be 
corrected by government intervention in the economy, by using tax and spending instruments to boost 
aggregate demand (or to reduce it when the economy was overheating). Keynes’ ideas were developed by 
other notable economists including Joan Robinson, John Hicks, James Tobin, Arthur Okun, Robert Solow 
and Paul Samuelson.

Some of these developments were christened ‘New Keynesianism’, in particular, the work of Samuelson 
and Solow in developing the so-called ‘neo-classical synthesis’, which sought to explain the short-term 
 failure of markets to clear because of sticky wages and prices. The attempt to explain Keynesian ideas in 
the context of neo-classical principles was coined ‘bastard Keynesianism’ by Joan Robinson.

A number of developed economies adopted Keynesian demand management policies after the Second 
World War, and unemployment remained relatively low and growth stable up until the late 1960s, when 
global pressures began to have wider economic impacts. The collapse of the Bretton Woods system of 
fixed exchange rates against gold, and the oil price shocks caused by the tensions between Arabs and 
Israelis in the early 1970s, began to reveal fault lines in economies.

Some argued that demand management policies had led to complacency among firms and workers, 
who expected governments to always come to the rescue when economic times got hard. This, it is 
argued, led to a lack of competitiveness and an over-reliance on the state. In the 1960s, research by econ-
omists into the role of money and monetary policy, and the problems being experienced by a number 
of countries of accelerating inflation and rising unemployment (stagflation), led to the decline in the use 
of demand management policies. Keynesian ideas became eclipsed by monetarism. The Financial Crisis 
2007–9 and the subsequent global recession led to a resurgence of interest in Keynes’ ideas.

MonEtarisM
Monetarism has become associated with a number of things, not least an assumption that all monetarists 
are advocates of free markets. This is not the case. Monetarism is essentially linked to a number of beliefs, 
most notably that in the long run increases in the money supply have no effect on real variables (so-called 
monetary neutrality), but in the short run this neutrality may not exist. Monetary neutrality implies that 
an increase in the money supply will, over a period, lead to an increase in the price level, but not in real 
 variables such as output, consumption and relative prices. The idea that changes in the money supply 
would lead to changes in the price level was encapsulated in the Fisher equation of exchange.

One of the leading economists of the monetarist school was Milton Friedman, winner of the Nobel Prize 
for Economics in 1976. Friedman had challenged aspects of Keynes’ ideas when he published A Theory 
of the Consumption Function in 1957, which developed the idea of the permanent income hypothesis. In 
other work, he researched price determination in individual markets, but his association with the revival 
of monetarism is perhaps what he will be remembered for. Friedman noted that ‘inflation is always and 
everywhere a monetary phenomenon’. The subjugation of Keynesian demand management policies in 
the 1970s as inflation accelerated alarmingly in a number of developed economies, and the acceptance 
of Friedman’s analysis of the role of the money supply, led to a greater focus on attempting to control the 
money supply as a means of controlling inflation.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



436   PART 9   The daTa of macroeconomics

In the UK and the United States, the respective governments announced targets for the growth in the 
money supply throughout much of the 1980s, but in the event failed to achieve these targets. The policy 
was abandoned in favour of exchange rate targeting and, later, inflation targeting.

thE naturE of MacroEconoMics
The goal of macroeconomics is to explain the economic changes that affect many households, firms and 
markets simultaneously. Economists analyze the economy as a whole, as it provides an indication of the 
overall well-being. We can identify two measures of well-being. Subjective well-being refers to the way 
in which people evaluate their own happiness, and objective well-being refers to measures of the quality 
of life and uses indicators such as educational attainment, measures of the standard of living, life expec-
tancy and so on. Many of the macroeconomic variables which economists study are inextricably linked 
with these definitions of well-being. Having a reasonable income means that people can afford to buy the 
necessities and luxuries in life which contribute to subjective well-being. Countries with higher national 
incomes can provide better quality education, more secure jobs, higher quality of housing, infrastructure 
and healthcare, among other things, which affect objective well-being.

One of the most common ways in which the well-being of an economy is measured is through gross 
domestic product, or simply GDP, which measures the total income of a nation. GDP is a widely reported 
macroeconomic statistic, but it has its critics, and the way the data are collected also has limitations. As 
with many things, what is considered a good measure of well-being depends on underlying belief sys-
tems and judgements. For example, GDP measures focus on incomes, with the implication that higher 
national income equates to an increased ability to acquire more goods and services, which in turn means 
increased well-being. This can be interpreted as being based on a consumerist value system, which may 
not take adequate account of factors which can also contribute to subjective and objective well-being. 
Some economists have pointed out that despite considerable increases in GDP since the late 1960s 
in many developed countries, reports of subjective well-being have not risen by the same amount. There 
may be a number of reasons for this, but it seems that what economists and politicians might use as a 
measure of the health and wealth of an economy are not perceived in the same way by the citizens of a 
country.

We will begin our investigation of measures of well-being by looking at national income. Given the 
caveats outlined above, this remains one of the most important ways in which well-being is reported and 
measured.

thE EconoMy’s incoME anD ExPEnDiturE
Incomes are used as a measure of well-being because incomes can be used to purchase life’s necessities 
and luxuries. Income is, therefore, equated with the standard of living. Recall that the standard of living is 
defined as the amount of goods and services that can be purchased by the population of a country. By this 
definition, those with higher incomes enjoy higher standards of living – better housing, better healthcare, 
fancier cars, more frequent and luxurious holidays and so on. The same logic can be applied to a nation’s 
overall economic well-being. To judge whether an economy is doing well or poorly, we can look at the total 
income that everyone in the economy is earning. This is the task of GDP.

GDP measures two things at once: the total income of everyone in the economy and the total 
expenditure on the economy’s output of goods and services. These two things are really the same 
because every transaction has two parties: a buyer and a seller. Every euro of spending by some buyer 
is a euro of income for a seller. For example, if Michael pays Astrid €20 to clean the windows at his 
house, Astrid is a seller of a service and Michael is a buyer. Astrid earns an income of €20 and Michael 
spends €20. Thus the transaction contributes equally to the economy’s income and to its expenditure. 
GDP, whether measured as total income or total expenditure, rises by €20.
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the circular flow of income
The equality of income and expenditure can be seen through the circular flow diagram in Figure 20.1. This 
is a model which describes all the transactions between households and firms in a simple economy. In this 
economy, the market for goods and services is where households and firms interact through firms pro-
viding goods and services which are bought by households. The spending by households on these goods 
and services represents the revenue of firms. The two also interact in the market for factors of production. 
Firms use the money they receive from the sale of goods and services to purchase the factors of produc-
tion (land, labour, capital and enterprise) from households who provide these factor services. The factor 
incomes received by households (wages, rent, interest and profit) are used to pay for goods and services. 
In this economy, money flows from households to firms and then back to households.

Not all of the incomes households receive are spent in the market for goods and services. Some of this 
income is subject to tax which is paid to the government. Some income will be saved, and the funds find 
their way into financial institutions in the form of pension saving, insurance and assurance, and saving in 
bank accounts. Some of the income spent on goods and services by households leaves the economy in 
the form of spending on imports. Similarly, some of the income ( )Y  received by firms is paid to the gov-
ernment in business taxes. Taxes ( )T , saving ( )S  and spending on imports ( )M  are referred to as leakages 
from the circular flow.
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the circular flow Diagram
Households buy goods and services from firms, and firms use the revenue from sales to pay wages to workers, rent to landowners, 
interest on capital and profit to owners of firms. GDP equals the total amount spent by households in the market for goods and 
services. It also equals the total wages, rent, interest and profit paid by firms in the markets for the factors of production. Leakages to 
the circular flow include taxes, savings and spending on imports whereas injections to the circular flow include government spending, 
investment and revenue generated from exports.

figurE 20.1
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Governments use tax revenue and borrowing from financial institutions to spend on government 
 services and investment on infrastructure, education, health, defence and so on, representing govern-
ment spending ( )G  which goes back into the circular flow. Firms make use of the funds provided by savers 
in financial institutions through borrowing to finance investment spending on new plant, equipment and 
expansion. This investment ( )I  finds its way back into the market for goods and services. Firms will also 
sell some of the goods and services they produce abroad, and so the revenue from exports ( )X  flows back 
into the system. Financial institutions also lend money overseas and firms overseas invest money into the 
country which is recorded as net capital outflow ( )NCO . Government spending ( )G , investment spending ( )I  
and revenue from exports ( )X  are referred to as injections to the circular flow.

In theory, measuring GDP through income or expenditure will arrive at the same result. National income 
( )NY , national expenditure and GDP are invariably used synonymously. A common measure of showing 
GDP is to add up the sum of expenditures in the economy – consumer spending ( )C , investment spending 
( )I , government spending ( )G  and the difference between the amount paid out on imports ( )M  and that 
received in exports ( )X  (net exports: ( )2X M  or NX ). This provides a measure of GDP given by the follow-
ing equation:

( ) 5 1 1 1GDP NY C I G NX

sElf tEst What two things are measured by GDP? How can it measure two things at once?

gross domestic product (GDP) the market value of all final goods and services produced within a country in a given 
period of time

thE MEasurEMEnt of gross DoMEstic ProDuct
Gross domestic product (GDP)  is the market value of all final goods and services produced within a 
country in a given period of time.

Let’s consider each phrase in this definition.

‘gDP is the Market value …’
GDP adds together many different kinds of products into a single measure of the value of economic 
 activity. To do this, it uses market prices. Because market prices measure the amount people are willing 
to pay for different goods, they reflect the value of those goods. If the price of an apple is twice the price 
of an orange, then an apple contributes twice as much to GDP as does an orange.

‘… of all …’
GDP includes all items produced in the economy and sold in markets. GDP measures the market value 
of not just apples and oranges but also pears and grapefruit, books and films, haircuts, healthcare and 
so on.

GDP also includes the market value of the housing services provided by the economy’s stock of hous-
ing. For rental housing, this value is easy to calculate – the rent equals both the tenant’s expenditure and 
the landlord’s income. Yet many people own the place where they live and, therefore, do not pay rent. The 
government includes this owner occupied housing in GDP by estimating its rental value. That is, GDP is 
based on the assumption that the owner, in effect, pays rent to themselves, so the rent is included both 
in their expenditure and income.
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There are many goods and services that are traded, but not through official recorded markets, and 
these transactions may not appear in GDP figures. For example, vegetables bought at the greengrocer’s 
shop or the supermarket are part of GDP, but vegetables grown in your garden are not. There are many 
trades which are carried out on a cash basis and hidden from the authorities. For example, a plumber 
might do a repair on a boiler, be paid in cash and not declare this as part of their income, or a teenager 
child-minds for a couple on a Saturday night and gets paid, but the value of this work is hidden from GDP 
figures. This type of activity is referred to as the ‘informal’, ‘shadow’ or ‘black’ economy. It is extremely dif-
ficult to measure the size of the shadow economy, but some studies put the number of people engaging 
in shadow work at 30 million in the EU, and anything up to a quarter of a country’s GDP. Some estimates 
have put the size of the shadow economy in the UK at around £150bn (€190bn) a year and across Europe 
as a whole, around €2 trillion.

There are also transactions of goods and services in markets which are illegal and, as such, are unlikely 
to be declared to tax authorities. This can also affect the value of GDP. From September 2014, the UK’s 
national statistical service, the Office for National Statistics (ONS), included estimates of the level of 
activity in illegal drugs and prostitution to bring the figures for the UK National Accounts in line with meth-
ods used across other EU countries. The ONS estimated that the average impact on the UK economy by 
including illegal drugs and prostitution amounts to around £11 billion (€12.3 billion) per year.

A number of economists have noted that calculations of GDP do not take into account the value of 
work carried out by housewives and househusbands, and neither is the value of childcare work carried out 
by grandparents, for example. Feminist economists, in particular, criticize the distinction between ‘pro-
ductive’ work carried out in markets and ‘unproductive work’ which is not. The work done in supporting 
families in the home can contribute significantly to overall well-being and is the centre of most people’s 
lives. This contribution is not considered in GDP calculations, and as a result not only undervalues the 
true measure of well-being in the economy but also the value of women’s productive contribution to the 
economy.

‘… final …’
When a paper company sells paper to a greetings card company, the paper is called an intermediate good, 
and the card is called a final good. GDP includes only the value of final goods. The reason is that the value 
of intermediate goods is already included in the prices of final goods. Adding the market value of the paper 
to the market value of the card would be double counting. That is, it would (incorrectly) count the paper 
twice.

An important exception to this principle arises when an intermediate good is produced and, rather than 
being used, is added to a firm’s inventory of goods to be used or sold at a later date. In this case, the 
intermediate good is taken to be ‘final’ for the moment, and its value as inventory investment is added to 
GDP. When the inventory of the intermediate good is later used or sold, the firm’s inventory investment is 
negative, and GDP for the later period is reduced accordingly.

‘… goods and services …’
GDP includes both tangible goods (food, clothing, cars) and intangible services (haircuts, house cleaning, 
doctor’s visits). When you (legally) download an album by your favourite band, you are buying a good, and 
the purchase price is part of GDP. When you pay to hear a concert by the same band, you are buying a 
service, and the ticket price is also part of GDP.

‘… Produced …’
GDP includes goods and services currently produced. It does not include transactions involving items 
produced in the past. When you buy a new textbook for your economics course, the value of the textbook 
is included in the GDP of the country in which the publisher operates. When one person sells a used text-
book to another person, the value of the used textbook is not included in GDP.
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‘… Within a country …’
GDP measures the value of production within the geographic confines of a country. When an Australian 
citizen works temporarily in the UK, their production is part of UK GDP. When a UK citizen owns a factory 
in Bulgaria, the production at their factory is not part of UK GDP (it’s part of Bulgaria’s GDP). Thus items are 
included in a nation’s GDP if they are produced domestically, regardless of the nationality of the producer.

‘… in a given Period of time’
GDP measures the value of production that takes place within a specific interval of time. Usually that 
interval is a year or a quarter of a year (three months). GDP measures the economy’s flow of income and 
expenditure during that interval.

When the government reports the GDP for a quarter, it usually presents GDP ‘at an annual rate’. This 
means that the figure reported for quarterly GDP is the amount of income and expenditure during the 
quarter multiplied by four. The government uses this convention so that quarterly and annual figures on 
GDP can be compared more easily.

In addition, when the government reports quarterly GDP, it presents the data after they have been 
modified by a statistical procedure called seasonal adjustment. The unadjusted data show clearly that the 
economy produces more goods and services during certain times of the year than during others (as you 
might guess, December’s holiday shopping season is a high point in many countries, while the period 
before and after Ramadan is a high point for many Muslim countries). When monitoring the condition of 
the economy, economists and policymakers often want to look beyond these regular seasonal changes. 
Therefore government statisticians adjust the quarterly data to take out the seasonal cycle.

sElf tEst Which contributes more to GDP – the production of €1 of tin or the production of €1 of gold? Why?

other Measures of income

When the ONS or Eurostat computes the GDP every three months for the UK and the EU respectively, they also 
 compute various other measures of income to arrive at a more complete picture of what’s happening in the economy. 
These other measures differ from GDP by excluding or including certain categories of income. What follows is a brief 
description of five of these income measures, ordered from largest to smallest, based on the UK.

•	 Gross national product (GNP) is the total income earned by a nation’s permanent residents (called nationals).  
It differs from GDP by including income that domestic citizens earn abroad and excluding income that foreigners 
earn in the domestic country, as we saw above. For most countries, domestic residents are responsible for most 
domestic production, so GDP and GNP are quite close.

•	 Net national product (NNP) is the total income of a nation’s residents (GNP) minus losses from depreciation. 
Depreciation is the wear and tear on the economy’s stock of equipment and structures, such as lorries rusting 
and computers becoming obsolete.

•	 National income (NY) is the total income earned by a nation’s residents in the production of goods and  services. 
It differs from net national product by excluding indirect business taxes (such as sales taxes) and including 
 business subsidies. NNP and NY also differ because of a ‘statistical discrepancy’ that arises from problems in 
data collection.

fyi

(Continued )
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thE coMPonEnts of gDP
Spending in the economy takes many forms. At any moment, the Müller family may be having lunch in a 
Munich restaurant; Honda may be building a car factory on the banks of the Rhine; and the German army 
may be procuring weapons from German arms manufacturers. German GDP includes all of these various 
forms of spending on domestically produced goods and services. Similarly, each country in Europe will 
monitor the forms of spending and income to arrive at the GDP for that country.

Earlier we noted that national income could be described by the equation:

; 1 1 1Y C I G NX

Notice that we have used the three bar, ‘identically equals’ symbol, ‘;’, in this equation. This is because 
the equation is an identity – an equation that must be true by the way the variables in the equation are 
defined. In this case, because each euro or pound of expenditure included in GDP is placed into one of 
the four components of GDP, the total of the four components must be equal to GDP. For the most part 
we’ll follow normal practice in dealing with identities and use the usual equals sign, ‘5’. Let’s look at each 
of these four components more closely.

consumption
Consumption is spending by households on goods and services. ‘Goods’ include household spending on 
durables, such as cars and appliances like washing machines and fridges, and non-durable goods, such as 
food and clothing.

•	 Personal income is the income that households and non-corporate businesses receive. Unlike NY, it excludes 
retained earnings, which is income that corporations have earned but have not paid out to their owners. It also 
subtracts corporate income taxes and contributions for social insurance. In addition, personal income includes the 
interest income that households receive from their holdings of government debt and the income that  households 
receive from government transfer programmes, such as welfare and social security payments.

•	 Disposable personal income is the income that households and non-corporate businesses have left after 
 satisfying all their obligations to the government. It equals personal income minus personal taxes and certain 
non-tax  payments (such as parking tickets).

Although the various measures of income differ in detail, they almost always tell the same story about economic 
conditions. When GDP is growing rapidly, these other measures of income are usually growing rapidly; when GDP is 
falling, these other measures are usually falling as well.

consumption spending by households on goods and services, with the exception of purchases of new housing

‘Services’ include such intangible items as haircuts, entertainment and medical care. Household spend-
ing on education is also included in consumption of services (although one might argue that it would fit 
better in the next component).

investment
Investment is the purchase of buildings, equipment and machinery that will contribute to future produc-
tive output. It is the sum of purchases of capital equipment, inventories and structures. Investment in 
structures includes expenditure on new housing. By convention, the purchase of a new house is the one 
form of household spending categorized as investment rather than consumption.
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The treatment of inventory accumulation is noteworthy. When Sony produces a smartphone and, 
instead of selling it, adds it to its inventory, Sony is assumed to have ‘purchased’ the phone for itself. That 
is, the national income accountants treat the phone as part of Sony’s investment spending. If Sony later 
sells the phone out of inventory, Sony’s inventory investment will then be negative, offsetting the positive 
expenditure of the buyer. Inventories are treated this way because one aim of GDP is to measure the value 
of an economy’s production, and goods added to inventory are part of that period’s production.

government spending
Government spending includes spending on goods and services by local and national governments. 
It includes the salaries of government workers and spending on public works.

government spending spending on goods and services by local and national governments

transfer payment a payment for which no good or service is exchanged

net exports spending on domestically produced goods and services by foreigners (exports) minus spending on foreign 
goods by domestic residents (imports)

investment spending on capital equipment, inventories and structures, including household purchases of new housing

The meaning of ‘government spending’ requires a little clarification. When the government pays the 
salary of an army general, that salary is part of government spending. What happens when the gov-
ernment pays a social security benefit to one of the elderly? Such government spending is called a 
transfer payment because it is not made in exchange for a currently produced good or service. Transfer 
payments alter household income, but they do not reflect the economy’s production (from a macroeco-
nomic standpoint, transfer payments are like negative taxes). Because GDP is intended to measure income 
from, and expenditure on, the production of goods and services, transfer payments are not counted as 
part of government spending.

net Exports
Net exports equal the purchases of domestically produced goods and services by foreigners (exports), 
which generates a flow of funds into a country, minus the domestic purchases of foreign goods (imports), 
which result in funds leaving a country. A domestic firm’s sale to a buyer in another country, such as the 
sale of Sony phones to customers in Europe, increases Japanese net exports.

The ‘net’ in ‘net exports’ refers to the fact that the value of imports is subtracted from the value of 
exports. This subtraction is made because imports of goods and services are included in other compo-
nents of GDP. For example, suppose that a UK household buys a £30,000 car from Volvo, the Swedish car 
maker. That transaction increases consumption in the UK by £30,000 because car purchases are part of 
consumer spending in the UK. It also reduces net exports by £30,000 because the car is an import (note 
it represents an export for Sweden). In other words, net exports include goods and services produced 
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abroad (with a minus sign) because these goods and services are included in consumption, investment 
and government purchases (with a plus sign). Thus when a domestic household, firm or government buys 
a good or service from abroad, the purchase reduces net exports – but because it also raises consump-
tion, investment or government purchases, it does not affect GDP. The above example shows the impor-
tance of making sure that we focus on a particular country when discussing imports and exports because 
of the potential for confusion to arise.

Once GDP figures are published, they can be presented in different ways. One of the most common is 
GDP per head or per capita. GDP per capita is found by dividing the GDP of a country by the population of 
that country to express national income per head of the population. This measure is useful in comparing 
GDP across different countries.

revisions to gDP figures

National or regional statistical services such as the ONS or Eurostat have very sophisticated systems for 
collecting and calculating national income data. The European system of national and regional accounts 
(known as ESA95) compiles data on the structure and developments of member state economies. It uses 
an agreed accounting framework which is recognized across the world to allow each economy to be 
described and to be able to draw accurate and reliable comparisons between different regions and econ-
omies or groups of economies. It is worth trying to imagine how challenging a task collecting all this data 
actually is. Just look around you whenever you are out at the amount of economic activity which is taking 
place – people buying and selling goods and services in shops, there are online transactions, people 
travelling on public transport, people using their cars for which they have bought insurance, fuel and 
paid for maintenance, road sweepers cleaning up litter, emptying bins and removing chewing gum from 
the pavements, police patrolling the streets and so on. Trying to collect all the data for the expenditures 
that are taking place is a massive task. Inevitably, any published GDP figure is provisional and statistical 
services continue to update the data they receive and publish revised figures on a regular basis.

Providing accurate data is important, because business, government and investment decisions are 
all made with the macroeconomic environment in mind. It is made very clear, therefore, that GDP data 
when published is subject to revision and these revisions can sometimes be significant. Initial  figures 
for quarterly GDP are referred to as 
‘flash estimates’ because they are 
based on a fraction of the total data 
used for final estimate. The ONS, for 
example, will provide at least two 
revisions to initial estimates. Once 
all the data are in, initial estimates 
can be confirmed or revised up  
or down. Announcements on GDP 
data, therefore, need to be looked  
at with some caution – one quarter’s 
 figures may not necessarily be a  
reliable indicator of the pattern of 
GDP over time.

casE stuDy

Data flows in from the economy all the time and results in the 
necessity to revise GDP figures.

sElf tEst List the four components of expenditure. Which of these do you think accounts for the largest 
proportion of GDP in a country? Why?
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rEal vErsus noMinal gDP
Changes in total expenditure on goods and services from one year to another can be looked at in two 
ways:

1. The economy is producing a larger output of goods and services (a real increase); or
2. Goods and services are being sold at higher prices (a nominal increase).

When studying changes in the economy over time, these two effects are separated. The focus is on a 
measure of the total quantity of goods and services the economy is producing that is not affected by 
changes in the prices of those goods and services.

To do this, economists use a measure called real GDP. Real GDP answers a hypothetical question: 
what would be the value of the goods and services produced this year if we valued these goods and 
services at the prices that prevailed in some specific year in the past? By evaluating current produc-
tion using prices that are fixed at past levels, real GDP shows how an economy’s overall production 
of goods and services changes over time. The GDP figures produced using this method are called 
GDP at constant prices. GDP figures produced without taking into consideration the change in prices 
over time are called GDP at current or market prices and are calculated by taking the output of goods 
and services and multiplying by the price of those goods and services in the reporting year.

real GDP the production of goods and services valued at constant prices
GDP at constant prices gross domestic product calculated using prices that existed at a particular base year, which 
takes into account changes in inflation
GDP at current or market prices gross domestic product calculated by multiplying the output of goods and services 
by the price of those goods and services in the reporting year

To see more precisely how real GDP is constructed, let’s consider an example.

a numerical Example
Table 20.1 shows some data for an economy that produces only two goods – apples and potatoes. The 
table shows the quantities of the two goods produced and their prices in the years 2019, 2020 and 2021.

Prices and quantities

Year
Price of apples 

per kg (€)
Quantity of 
apples (kg)

Price of potatoes 
per kg (€)

Quantity of 
potatoes (kg)

2019 1 100 2  50
2020 2 150 3 100
2021 3 200 4 150

Year Calculating nominal GDP
2019 (€1 per kg apples 100 kg) (€2 per kg potatoes 50 kg) €2003 1 3 5

2020 (€2 per kg apples 150 kg) (€3 per kg potatoes 100 kg) €6003 1 3 5

2021 (€3 per kg apples 200 kg) (€4 per kg potatoes 150 kg) €1,2003 1 3 5

Year Calculating real GDP (base year 2019)
2019 (€1 per kg apples 100 kg) (€2 per kg potatoes 50 kg) €2003 1 3 5

2020 (€1 per kg apples 150 kg) (€2 per kg potatoes 100 kg) €3503 1 3 5

2021 (€1 per kg apples 200 kg) (€2 per kg potatoes 150 kg) €5003 1 3 5

Year Calculating the GDP deflator
2019 (€200/€200) 100 1003 5

2020 (€600/€350) 100 1713 5

2021 (€1,200/€500) 100 2403 5

taBlE 20.1 real and nominal gDP
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To compute total spending in this economy, we would multiply the quantities of apples and potatoes 
by their prices. In the year 2019, 100 kg of apples are sold at a price of €1 per kg, so expenditure on apples 
equals €100. In the same year, 50 kg of potatoes are sold for €2 per kg, so expenditure on potatoes also 
equals €100. Total expenditure in the economy – the sum of expenditure on apples and expenditure on 
potatoes – is €200. This amount, the production of goods and services valued at current or market prices 
(i.e. the price existing in the reporting year), is called nominal GDP.

nominal GDP nominal GdP the production of goods and services valued at current prices

GDP deflator a measure of the price level calculated as the ratio of nominal GdP to real GdP times 100

The table shows the calculation of nominal GDP for these three years. Total spending rises from €200 
in 2019 to €600 in 2020 and then to €1,200 in 2021. Part of this rise is attributable to the increase in the 
quantities of apples and potatoes produced, and part is attributable to the increase in the prices of apples 
and potatoes.

To obtain a measure of the amount produced that is not affected by changes in prices, we use real GDP, 
the production of goods and services valued at constant prices. Real GDP is calculated by first choosing 
one year as a base year. We then use the prices of apples and potatoes in the base year to compute the 
value of goods and services in all of the years. In other words, the prices in the base year provide the basis 
for comparing quantities in different years.

Suppose that we choose 2019 to be the base year in our example. We can then use the prices of apples 
and potatoes in 2019 to compute the value of goods and services produced in 2019, 2020 and 2021. Table 20.1 
shows these calculations. To compute real GDP for 2019 we use the prices of apples and potatoes in 2019 (the 
base year) and the quantities of apples and potatoes produced in 2019. (For the base year, real GDP always 
equals nominal GDP.) To compute real GDP for 2020, we use the prices of apples and potatoes in 2019 (the 
base year) and the quantities of apples and potatoes produced in 2020. Similarly, to compute real GDP for 
2021, we use the prices in 2019 and the quantities in 2021. When we find that real GDP has risen from €200 
in 2019 to €350 in 2020 and then to €500 in 2021, we know that the increase is attributable to an increase in 
the quantities produced, because the prices are being held fixed at base year levels.

The growth rate in real GDP takes the difference between GDP across the two time periods under 
consideration denoted by GDP GDPt t 12 2 , divided by GDP in year t 12 . Multiplying the result by 100 gives the 
percentage rate of growth in real GDP.

( )
1001

1

5
2

32

2

Growth rate of real GDP in year t
GDP GDP

GDP
t t

t

the gDP Deflator
Nominal GDP reflects both the prices of goods and services and the quantities of goods and services the 
economy is producing. In contrast, by holding prices constant at base year levels, real GDP reflects only 
the quantities produced. From these two statistics we can compute a third, called the GDP deflator, 
sometimes also referred to as the implicit price level, which reflects the prices of goods and services but 
not the quantities produced.

The GDP deflator is calculated as follows:

1005 3GDP Deflator
Nominal GDP

Real GDP

Because nominal GDP and real GDP must be the same in the base year, the GDP deflator for the base 
year always equals 100. The GDP deflator for subsequent years measures the change in nominal GDP from 
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the base year that cannot be attributable to a change in real GDP by measuring the current level of prices 
relative to the level of prices in the base year.

Imagine that the quantities produced in the economy rise over time, but prices remain the same. In 
this case, both nominal and real GDP rise together, so the GDP deflator is constant. Now suppose that 
prices rise over time, but the quantities produced stay the same. In this second case, nominal GDP rises 
but real GDP remains the same, so the GDP deflator rises as well. Notice that, in both cases, the GDP 
deflator reflects what’s happening to prices, not quantities. Real GDP is found by taking the nominal GDP 
and dividing by the GDP deflator.

5Real GDP
Nominal GDP
GDP Deflator

Let’s now return to our numerical example in Table 20.1. The GDP deflator is computed at the bottom of 
the table. For 2019, the base year, nominal GDP is €200, and real GDP is €200, so the GDP deflator is 100. 
For the year 2020, nominal GDP is €600, and real GDP is €350, so the GDP deflator is 171. Because the 
GDP deflator rose in year 2020 from 100 to 171, we can say that the price level increased by 71 per cent.

The GDP deflator is one measure that economists use to monitor the average level of prices in the 
economy. We examine another – the consumer prices index – later in this chapter, where we also describe 
the differences between the two measures.

sElf tEst Define real and nominal GDP. Which is a better measure of economic well-being? Why?

gross value added the contribution of domestic producers, industries and sectors to an economy

chain linking
We have looked at measuring GDP through income and expenditure methods and said that in theory they 
are the same. GDP can also be measured by looking at the output or production method. The price of a 
product represents the value of the inputs that went into production. At each stage of the production pro-
cess the value of output can be recorded – the value added. The ONS defines gross value added (GVA) 
as the ‘contribution to the economy of each individual producer, industry or sector’. GVA is used as the 
measure of the output and income approaches to measuring GDP. Statistics offices usually classify output 
according to industry types – construction, agriculture forestry and fisheries, mining, services and so on.

The measure for GDP is a ‘volume measure’, measuring ‘how much’ has been produced. In the UK 
the ONS must produce a single measure of GDP and does this by using the three approaches – income, 
expenditure and output – with the final figure reflecting the three measures. In theory these measures 
should all be the same, but the process of collecting information from millions of transactions means that 
in reality they would never be exact.

Imagine a situation, for example, where someone has some work done on their house – say the plas-
tering of a room. The total price for the work paid by the owner of the house might be £1,500 – this should 
represent the sum of the resources used in the job. The plasterer may declare to Her Majesty’s Revenue 
and Customs (HMRC, that is responsible for collecting UK taxes) that the work represented income of 
£1,200 (to evade paying income tax – illegal, but nevertheless it happens), and the resources used might 
have included the plasterboard, plaster, electricity, buckets, nails, water, trowels and hawks, the vehicles 
to get to and from the builders’ merchants, etc. It is easy to see how, even in such a simple example, it 
becomes incredibly difficult to keep track of every item involved!

The choice of which base year to use in calculating real GDP is also important. Up until early 2004, the 
ONS used a method referred to as ‘fixed base aggregations’. For example, it might have compared the 
data using 1995 as the base year. However, as with any statistical data which use a base year in their com-
pilation, this can lead to inconsistencies because circumstances change. Goods, for example, that were 
common in 1995 may not exist anymore and there might be some products that were not available at that 
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time – Blu-ray DVDs, for example. In general, the more you can update the base year, the more accurate 
the statistics will be.

Fixed base aggregations in GDP statistics were used as follows. The growth of the different parts of the 
economy was given weights when trying to arrive at the final figure for GDP. This takes account of their 
relative importance in the economy and a base year of 1995 was used to help determine these weights. 
These base years were updated every five years.

The method, known as ‘annual chain linking’, helps to overcome these problems. Rather than updat-
ing the base year every five years, this method does it every year, calculating the prices in previous years’ 
prices (PYPs). You will see GDP tables expressed as ‘GDP (CVM)’, where CVM means Chained Volume 
Measures, as opposed to ‘GDP in constant prices’. The ONS and other statistical services are constantly 
looking to update their methods to provide more reliable and accurate data, and this is one example of 
such a revision of methods.

annual chain linking a method of calculating GdP volume measures based on prices in the previous year

Table 20.2 shows an example of how the chain linking method works. We will use our previous example 
of an economy producing apples and potatoes in the years 2019 and 2020 with the following prices and 
quantities.

chain linking

Year
Price of apples 

per kg (€)
Quantity of 

apples per kg
Price of potatoes 

per kg (€)
Quantity of 

potatoes

2019 1 100 2  50
2020 2 150 3 100

taBlE 20.2

2019 nominal GDP (100 €1) (50 €2) €2005 3 1 3 5

2020 nominal GDP (150 €2) (100 €3) €6005 3 1 3 5

If 2019 is used as the base year, the value of 2019 and 2020 production at 2019 prices is as follows:
2019: Nominal GDP Real GDP €2005 5

2020: Real GDP (150 €1) (100 €2) €3505 3 1 3 5







The percentage change in real GDP

(350 200)
200

100 75%5
2

3 5

Chain-weighted real GDP uses average prices over the time period:

Average price of apples between 2019 and 2020
(€1 €2)

2
€1.505

1
5

Average price of potatoes between 2019 and 2020
(€2 €3)

2
€2.505

1
5

2019 GDP at average prices (100 €1.50) (50 €2.50) €2755 3 1 3 5

2020 GDP at average prices (150 €1.50) (100 €2.50) €4755 3 1 3 5







Percentage change in chain-weighted GDP

(€475 €275)
275

100 72.7%5
2

3 5

Implicit GDP Deflator
Nominal GDP

Real GDP
1005 3

In 2019,the implicit GDP deflator
200
200

100 1005 3 5

In 2020,the implicit GDP deflator
600
350

100 171.45 3 5

The percentage change in the implicit GDP deflator 71.4%5

With chain weighting, the base year is the mid-point between the two years.
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The 2019 chain-weighted GDP deflator
2019

100

200
275

100 72.7

20195 3

5 3 5

Nominal GDP
Real GDP at average prices









The 2020 chain-weighted GDP deflator
2020

100

600
475

100 126.3

20205 3

5 3 5

Nominal GDP
Real GDP at average prices







The percentage change in the chain-weighted GDP deflator

(126.3 72.7)
72.7

100 73.7%5
2

3 5

In terms of analysis of the data it should make little difference, but recognizing it enables you to be 
more confident that the data are more likely to be accurate and reliable compared to the previous meas-
ures. The vast majority of official data is produced using chain-weighted measures.

thE liMitations of gDP as a MEasurE of WEll-BEing
The use of GDP as a measure of well-being is well established. Yet some people dispute the validity of 
GDP as a measure of well-being. Critics of the use of GDP suggest that it is too focused on material pos-
sessions and income. They argue that there are many things that are not measured by GDP but contribute 
to the quality of life and economic well-being, such as the health of a country’s children, or the quality of 
their education, or even the beauty of the poetry making up their literary heritage.

To counter this, it can be argued that GDP might not measure these things, but nations with larger 
GDPs can afford better healthcare, better educational systems and can afford to teach more of their 
citizens to read and enjoy poetry. GDP does not take account of our intelligence, integrity, courage or 
wisdom, but all these laudable attributes are easier to foster when people are less concerned about being 
able to afford the material necessities of life. In short, GDP does not directly measure those things that 
make life worthwhile, but it does measure our ability to obtain the inputs into a worthwhile life.

It is widely recognized, however, that GDP is not a perfect measure of well-being. Some things that 
contribute to a good life are left out of GDP.

 ● Leisure. Suppose, for instance, that everyone in the economy suddenly started working every day of 
the week, rather than enjoying leisure at the weekends. More goods and services would be produced, 
and GDP would rise. Yet, despite the increase in GDP, we should not conclude that well-being had 
improved. The loss from reduced leisure would offset the gain from producing and consuming a greater 
quantity of goods and services.

 ● Work in the home and volunteer work. Because GDP uses market prices to value goods and services, 
it excludes the value of much activity that takes place outside of markets. In particular, GDP omits the 
value of goods and services produced at home. Volunteer work also contributes to the well-being of 
those in society, but GDP does not reflect these contributions.

 ● The quality of the environment. Imagine that the government eliminated all environmental regulations. 
Firms could then produce goods and services without considering the pollution they create, and GDP 
might rise. Yet well-being would most likely fall. The deterioration in the quality of air and water would 
more than offset the gains from greater production.

 ● Distribution of incomes. A society in which 100 people have annual incomes of €50,000 has GDP of 
€5 million and, not surprisingly, GDP per capita of €50,000; so does a society in which 10 people earn 
€500,000 and 90 suffer with nothing at all. Few people would look at those two situations and call them 
equivalent. GDP per person tells us what happens to the average person, but behind the average lies a 
large variety of personal experiences. GDP does not tell us much about income distributions.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 20   measUrinG a naTion’s WeLL-BeinG and The Price LeVeL   449

the Economics of happiness
Despite the massive increase in wealth, incomes and access to material goods and services for many 
people in developed countries since the late 1960s, our perception of happiness has not really changed that 
much. Numerous surveys have highlighted relatively stable rates of ‘happiness’ in rich countries.  Professor 
Richard Layard, one of a group of economists including Andrew Oswald, Stephen Nickell, Robert Skidelsky, 
Tim Besley, Will Hutton, and those behavioural economists that we have met before in this book, have 
studied this apparent paradox. Layard states that in relation to Western societies: ‘on average, people are 
no happier than they were fifty years ago’ (Layard, R. (2005) Happiness: Lessons from a New Science. 
London: Penguin).

Psychologists and economists have found that links between how people see their own happiness and 
other things that might influence their judgement are statistically strong. This also seems to apply across 
different countries. As a result, we might be able to conclude that there are a range of factors that can 
contribute to a definition of happiness; if you are fortunate enough to find yourself being able to boast of 
having these characteristics, or in some cases managing to avoid them, then you are more likely to be 
happy.

Layard identified some key factors that may contribute to ‘happiness’. He suggested that some of the 
factors associated with promoting happiness include sex, socializing, relaxing, praying, worshipping or 
meditating, eating, exercising, watching TV and shopping, among others. Other studies have suggested 
that an individual’s level of education, health, whether they are married, single or divorced, the level of 
income enjoyed, whether they are working/unemployed/retired, their aspirations, and whether they have 
experienced bereavement, can all be contributory factors.

From such characteristics, equations to statistically arrive at measures of well-being can be derived. 
These have been used by both economists and psychologists and have been found to be surprisingly reli-
able in statistical terms. One of the leading thinkers on the economics of happiness is Professor Andrew 
Oswald who is based at the University of Warwick. Oswald offers the following formula:

a b «5 1 1W Xit it it

In this formula, itW  is the reported well-being of an individual at a particular time period, X  represents a 
collection of variables that are known to be characteristics affecting well-being at a particular time period: 
these could be economic, such as income, or demographic (such as gender). The final term is an error 
term, which is used to take into account unobserved factors that may have an impact on the final outcome.

One of the factors above that may be affecting happiness levels more than we might expect is aspira-
tions. You are very likely, whatever your age, to have been regaled by your parents that things were different 
in their day and that ‘people these days have so much more’. That is very true, but what might also be the 
case is that different generations are starting to expect more. If your parents have managed to reach middle 
age and have a comfortable Jaguar to drive around in, you might start to expect such a vehicle to be the norm 
and would hope it might be your first car and so on.

Layard suggests that unhappiness results from society viewing how it is developing in terms of a zero-sum 
game. What he means by this is that we might increasingly view the scramble to gain money and status in 
terms of a competitive game that has a winner and a loser. If one person gets a high ranking job with a large 
salary and lots of status, it means that another person somehow loses out – either by not being able to get 
that same job, or in some sort of psychological way. Such a perception of life being a zero-sum game is a 
source of much unhappiness. This reflects the idea of positional externalities.

If we know something of the factors that can contribute to making someone ‘happy’ and also that our 
current measure is not the best at reflecting this, then it makes sense to look elsewhere for a measure of 
well-being. One such idea is to use something called the Measure of Domestic Progress (MDP). The MDP 
looks at many of the factors that we might associate with economic growth but takes into consideration the 
relative effects of economic growth and other things that GDP calculations do not consider. For example, 
there is an attempt to place a value on the amount of unpaid domestic work that is carried out, which is taken 
as being a positive factor in contributing to well-being. It also assigns a negative effect to various social and 
environmental impacts of growth such as pollution, depletion of natural resources, and costs of crime and 
family breakdown.
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Other attempts to suggest more effective measures of improvements in well-being include such things 
as the Measure of Economic Welfare (MEW) developed by James Tobin and William Nordhaus, the Index 
of Sustainable Economic Welfare, and the Genuine Progress Indicator.

Personal Well-Being Measures
To take into consideration some of the limitations of GDP and to make use of some of the research carried 
out on well-being, a number of national statistical offices now publish data which attempt to measure 
subjective and objective well-being. The ONS in the UK is one such body. It has published reports on 
personal well-being in the UK since 2012 using four ‘high-level’ measures and 41 headline measures. The 
report is produced through a survey which asks around 165,000 people a series of questions. The four 
‘high-level’ measures are:

1. Overall, how satisfied are you with your life nowadays?
2. Overall, to what extent do you feel the things you do in your life are worthwhile?
3. Overall, how happy did you feel yesterday?
4. Overall, how anxious did you feel yesterday?

Answers are given on a scale of 0 to 10 with 10 being ‘completely’ and 0 being ‘not at all’. The 
 headline measures include areas such as personal health and finances, the environment, relationships, 
where people live, education and skills, the economy and governance. The ONS hopes that the reports 
offer a further insight into national well-being which supplements other data such as GDP measures. 
Given the report has only been published since 2012, the ability to identify longer-term trends is in its 
infancy, but one key factor that has been noted is that there is a relationship between reported well- 
being and the state of the economy, with unemployment being a particular contributor to low levels of 
well-being.

Other statistical offices such as Eurostat and the OECD are also developing well-being statistics which 
reflect the recognition that GDP figures alone do not offer a full picture of well-being. Eurostat’s Quality of 
Life indicators include similar categories to the ONS reports and include data on material living conditions, 
work, health, education, leisure and social interaction, economic and physical safety, governance and basic 
rights, the natural and living environment, and the overall experience of life.

intErnational DiffErEncEs in gDP anD thE Quality of lifE
GDP data is used as a way of comparing well-being across different countries. Rich and poor countries 
have vastly different levels of GDP per person. Data from the World Bank shows that in 2017, the average 
GDP per capita in constant 2010 US dollars in high-income countries was around $41,538 whereas in 
middle-income countries it was $4,992. Life expectancy at birth in high-income countries in 2016 is 80, 
whereas in low-income countries, the figure is 63. Data from UNESCO shows that literacy rates in coun-
tries such as Afghanistan were around 32 per cent in 2011, 60 per cent in Bangladesh and 29 per cent in 
Benin, whereas in developed countries, the rates are now almost 100 per cent.

These data show a clear pattern. In rich countries people can expect to live longer, and almost all of 
the population can read. In poor countries, people typically can expect to live much shorter lives, and the 
proportion of the population which is literate is relatively low.

Although data on other aspects of the quality of life are less complete, they tell a similar story. 
Countries with low GDP per capita tend to have more infants with low birth weight, higher rates of 
infant mortality, higher rates of maternal mortality, higher rates of child malnutrition and less common 
access to safe drinking water. In countries with low GDP per capita, fewer school age children are 
actually in school, and those who are in school must learn with fewer teachers per student. These 
countries also tend to have fewer televisions, fewer telephones, fewer paved roads and fewer house-
holds with electricity.
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MEasuring thE cost of living
When people get their wages and buy the goods and services they need to live and enjoy life, the price 
of these goods and services determines how many goods and services can be bought. Over time, prices 
change, and it can be difficult to make comparisons of wages and prices over time. The cost of living 
refers to how much money people need to maintain certain standards of living in terms of the goods and 
services they can afford to buy. In the UK in 1900, for example, a copy of The Times newspaper was priced 
at 1.2p, a pint of beer or milk could be bought for less than 1p and a dozen fresh eggs was 6.9p. In 1930, 
the average house price in the UK was £590; a loaf of bread was around 3p (these prices are expressed 
in decimal currency equivalents). At the turn of the twenty-first century, the average level of prices was 
66 times the level of 1900. Because prices were so much lower in the early 1900s than they are today, 
it is not clear whether people enjoyed a lower or higher standard of living given average wages in 1900 
compared to average wages today.

cost of living how much money people need to maintain standards of living in terms of the goods and services they can 
afford to buy

price level a snapshot of the prices of goods and services in an economy at a particular period of time

Consumer Prices Index a measure of the overall prices of the goods and services bought by a typical consumer

Taking a snapshot of prices of goods and services in an economy at a particular point in time gives the 
price level. Looking at how the price level changes over time is the rate of change of the price level. To 
see how the price level changes and, therefore, to provide a way of comparing the cost of living over time, 
we need to find some way of turning money figures into meaningful measures of purchasing power. That 
is exactly the job of a statistic called the Consumer Prices Index (CPI).

The CPI is used to monitor changes in the cost of living over time. When the CPI rises, the typical family 
must spend more money to maintain the same standard of living. Economists use the term inflation to 
describe a situation in which the economy’s overall price level is rising and deflation when the overall price 
level is falling. The inflation rate is the percentage change in the price level from the previous period; if this 
is negative, the economy is experiencing deflation.

thE consuMEr PricEs inDEx
The Consumer Prices Index (CPI) is a measure of the overall prices of the goods and services bought by 
a typical consumer. Each month, a government body (in the UK the ONS and in Europe, Eurostat) com-
putes and reports the CPI.

how the consumer Prices index is calculated
To see how these statistics are constructed, let’s consider a simple economy in which consumers buy only 
two goods – salad and burgers. Table 20.3 shows the five steps that the ONS and Eurostat follow. (We 
will use the ONS as the base for the example here, but the principle applies to the way price changes are 
measured in Europe as a whole.)
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calculating the consumer Prices index and the inflation rate:  
an Example

This table shows how to calculate the CPI and the inflation rate for a hypothetical economy in which  
consumers buy only salad and burgers.

Step 1: Survey consumers to determine a fixed basket of goods

4 salads and 2 burgers.

Step 2: Find the price of each good in each year

Year Price of salad (€) Price of burgers (€)

2019 1 2

2020 2 3

2021 3 4

Step 3: Compute the cost of the basket of goods in each year

2019 (€1 per salad 4 salads) (€2 per burger 2 burgers) €83 1 3 5

2020 ( ) ( )€2 per salad 4 salads €3 per burger 2 burgers €143 1 3 5

2021 ( ) ( )€3 per salad 4 salads €4 per burger 2 burgers €203 1 3 5

Step 4: Choose one year as a base year (2019) and compute the CPI in each year

2019 







€8
€8

100 1003 5

2020 







€14
€8

100 1753 5

2021 







€20
€8

100 2503 5

Step 5: Use the CPI to compute the inflation rate from previous year

2019 







(175 100)
100

100 75%
2

3 5

2020 







(250 175)
175

100 43%
2

3 5

taBlE 20.3

1. Fix the basket. The first step in computing the CPI is to determine which prices are most important to 
the typical consumer. If the typical consumer buys more salad than burgers, then the price of salad is 
more important than the price of burgers and, therefore, should be given greater weight in measuring 
the cost of living. The ONS sets these weights by surveying consumers and finding the basket of goods 
and services that the typical consumer buys. In the example in Table 20.3, the typical consumer buys  
a basket of four salads and two burgers.

2. Find the prices. The second step is to find the prices of each of the goods and services in the basket 
for each point in time. The table shows the prices of salad and burgers for three different years.

3. Compute the basket’s cost. The third step is to use the data on prices to calculate the cost of the 
basket of goods and services at different times. The table shows this calculation for each of the three 
years. Notice that only the prices in this calculation change. By keeping the basket of goods the same 
(four salads and two burgers), we are isolating the effects of price changes from the effect of any quan-
tity changes that might be occurring at the same time.

4. Choose a base year and compute the index. The fourth step is to designate one year as the base 
year, which is the benchmark against which other years are compared. To calculate the index, the price 
of the basket of goods and services in each year is divided by the price of the basket in the base year, 
and this ratio is then multiplied by 100. The resulting number is the CPI.

In the example in Table 20.3, the year 2019 is the base year. In this year, the basket of salad and 
burgers costs €8. Therefore the price of the basket in all years is divided by €8 and multiplied by 100. 
The CPI is 100 in 2019. (The index is always 100 in the base year.) The CPI is 175 in 2020. This means that 

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 20   measUrinG a naTion’s WeLL-BeinG and The Price LeVeL   453

the price of the basket in 2020 is 175 per cent of its price in the base year. Put differently, a basket of 
goods that costs €100 in the base year costs €175 in 2020. Similarly, the CPI is 250 in 2021, indicating 
that the price level in 2021 is 250 per cent of the price level in the base year.

5. Compute the inflation rate. The fifth and final step is to use the CPI to calculate the inflation rate, 
which is the percentage change in the price index from the preceding period. That is, the inflation rate 
between two consecutive years is computed as follows:

2 100
( 2 1)

1
5 3

2
Inflation rate in year

CPI in year CPI in year
CPI in year

In our example, the inflation rate is 75 per cent in 2020 and 43 per cent in 2021.

5CPI
Cost of basket of goods in year t prices

Cost of basket of goods in base year pricesyear t

The inflation rate is given by:
( ) ( )

( )
1001

1

5
2

32

2

Inflation
Price index Price index

Price indexyear t
year t year t

year t

inflation rate the percentage change in the price index from the preceding period

producer prices index a measure of the prices of a basket of goods and services bought by firms

Although this example simplifies the real world by including only two goods, it shows how statistics 
offices compute the CPI and the inflation rate. The offices collect and process data on the prices of thou-
sands of goods and services every month and, by following the five foregoing steps, determines how quickly 
the cost of living for the typical consumer is rising. In addition to the CPI for the overall economy, statistics 
offices also calculate price indices for the sub-categories of ‘goods’ and of ‘services’ separately, as well as 
the producer prices index (PPI), which measures the prices of a basket of goods and services bought by 
firms rather than consumers. Because firms eventually pass on their costs to consumers in the form of 
higher consumer prices, changes in the PPI are often thought to be useful in predicting changes in the CPI.

Problems in Measuring the cost of living
The goal of the CPI is to measure changes in the cost of living – how much people must pay to purchase 
goods and services. In other words, the CPI tries to gauge how much incomes must rise to maintain a 
constant standard of living. Assume that an individual in 2019 has an income of €120 per week and only 
buys burgers at €2 each. Their standard of living is 60 burgers a week. In 2020, burgers rise in price to 
€3 and so the standard of living, assuming income does not change, is now only 40 burgers a week. We 
would say that the individual’s standard of living has fallen because they can now afford to consume fewer 
burgers. To keep their standard of living constant at 60 burgers, the person’s income needs to rise from 
€120 per week to €180 per week. If the rise in incomes keeps pace with the rise in prices, then the indi-
vidual’s standard of living will remain constant. If incomes rise by a lower percentage than the CPI, then 
standards of living are being eroded. If incomes rise at a faster rate than the CPI, standards of living are 
improving, and people are better off.

The CPI, however, is not a perfect measure of the cost of living. Three problems with the index are 
widely acknowledged but are difficult to solve.

substitution Bias The first problem is called substitution bias. When prices change from one year to 
the next, they do not all change proportionately: some prices rise more than others and some prices fall. 
Consumers respond to these differing price changes by buying less of the goods whose prices have risen 
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by large amounts and buying more of the goods whose prices have risen less or perhaps even have fallen 
(and, of course, different consumers will respond to price changes in different ways because of the price 
elasticity of demand). Consumers substitute towards goods that have become relatively less expensive. If 
a price index is computed assuming a fixed basket of goods, it ignores the possibility of consumer substi-
tution and, therefore, overstates the increase in the cost of living from one year to the next.

Let’s consider a simple example. Imagine that in the base year apples are cheaper than pears, and so 
consumers buy more apples than pears. When the statistics office constructs the basket of goods, apples 
will be weighted more heavily than pears. Suppose that next year pears are cheaper than apples. Consum-
ers may respond to the price changes by buying more pears and fewer apples. Yet, when computing the 
CPI, the statistics office uses a fixed basket, which in essence assumes that consumers continue buying 
the now expensive apples in the same quantities as before. For this reason, the index will measure a much 
larger increase in the cost of living than consumers actually experience.

the introduction of new goods The second problem with the CPI is the introduction of new goods. 
When a new good is introduced, consumers have more variety from which to choose. Greater variety, in 
turn, makes each euro or pound more valuable, so consumers need fewer units of currency to maintain 
any given standard of living. Yet because the CPI is based on a fixed basket of goods and services, it does 
not reflect this change in purchasing power.

For example, when video players were introduced, consumers were able to watch their favourite films 
at home. Compared with going to the cinema, the convenience was greater and the cost was less. A 
perfect cost of living index would have reflected the introduction of the video player with a decrease in 
the cost of living. The CPI, however, did not decrease in response to the introduction of the video player. 
Eventually, the ONS did revise the basket of goods to include video players, and subsequently the index 
reflected changes in their prices. As time has passed the index has had to be revised to take account of 
the decline in the video and the rise of the DVD, then Blu-ray DVDs and, more recently, the increase in 
downloading and streaming of films.

unmeasured Quality change The third problem with the CPI is unmeasured quality change. If the 
quality of a good deteriorates from one year to the next, the effective value of a euro or pound falls, 
even if the price of the good stays the same. Similarly, if the quality rises from one year to the next, the 
effective value of a euro or pound rises. Statistics offices do their best to account for quality change. 
When the quality of a good in the basket changes – for example, when a car model has more horse-
power or gets better fuel mileage from one year to the next – statistics offices adjust the price of the 
good to account for the quality change. They are, in essence, trying to compute the price of a basket of 
goods of constant quality.

To take another example, in 2004 the ONS introduced digital cameras into the CPI for the first time. 
As well as the problems associated with introducing a new good into the index that we discussed earlier, 
digital cameras are also subject to very rapid technological progress – features such as zoom and the 
number of megapixels keep on improving rapidly, and the sale of digital cameras has now been impacted 
by the developments in camera technology which is incorporated into smartphones. Thus while the aver-
age price of a digital camera or a smartphone might remain the same over a period, the average quality 
may have risen substantially. The ONS attempts to correct for this by a method known as hedonic quality 
adjustment. This involves working out the average characteristics (e.g. screen size, number of megapix-
els, zoom features, etc.) of the average digital camera and adjusting the price when one of these average 
characteristics increases. Despite these efforts, changes in quality remain a problem, because quality is so 
hard to measure.

relevance of the cPi A final problem with the index is that people may not see the reported CPI meas-
ure of inflation as relevant to their particular situation. This is because their spending patterns are individual 
and might not be typical of the representative pattern on which the official figures are based. For example, 
if an individual spent a high proportion of their income on fuel and their mortgage, the effect of price rises 
in gas, electricity, petrol, and a rise in mortgage rates would have a disproportionate effect on their expe-
rience of inflation. This different perception of inflation can have an effect on expectations, the importance 
of which we will see later.
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Because of the different perceptions that people have about inflation and how it affects them, the ONS 
published a Personal Inflation Calculator (PIC) in 2007. The PIC allows users to be able to input their own 
details such as what their personal monthly expenditure is, how much they spend on food, meals out, 
alcohol, clothing and footwear, fuel for transport and so on. In addition, the calculator looks at what is 
spent on utilities such as water, council tax, vehicles, holidays and housing.

The ONS hopes that the PIC will help people to develop more of an interest in how inflation is cal-
culated and be more aware of how the reality of price rises in their lives might differ to the officially 
published figures.

What is in the cPi’s Basket?

When constructing the CPI, the UK ONS tries to include all the goods and services that the typical consumer buys. 
Moreover, it tries to weight these goods and services according to how much consumers buy of each item. Every 
month the ONS collects around 180,000 prices of 700 goods and services from around 150 areas throughout the UK 
that are supposed to be representative of the goods and services used on a regular basis. As buying habits change, 
the basket of goods and services must change also. Each year the ONS announces a revision to the basket of goods 
and services that make up the basis of inflation figures in the UK. The ONS must take into consideration not only 
how representative the sample of goods and services is but also any changes in importance in the typical household 
budget, and whether the replacement brands that shops bring in are of comparable quality.

Some goods and services that are not as representative any more are removed from the basket. This is measured 
by the amount spent on these goods and services. If consumer expenditure on items exceeds £400 million annually, 
then these are normally included in the basket, but if expenditure falls below £100 million, then there must be a very 
good reason put forward to keep these goods in the basket. In recent years this has included microwave ovens, 
which first made an appearance in the index in the 1980s. They are still popular, say the ONS, but their reliability and 
falling prices means that the amount spent on them has reduced, and as a result they have been removed from the 
basket. Other items that have dropped out include film for 35 mm cameras (the cameras themselves dropped out in 
2007), top 40 CD singles, and television repairs. As technology changes the way we live, the ONS says that people 
prefer to download music rather than buy singles, and households tend to replace TVs rather than get them repaired.

The goods and services that have come into the basket in recent years include e-cigarette refills and liquid, craft 
beers, protein powder, games consoles, online subscriptions and music streaming subscription.

fyi

the gDP Deflator versus the consumer Prices index
Recall that the GDP deflator is the ratio of nominal GDP to real GDP. Because nominal GDP is current 
output valued at current prices, and real GDP is current output valued at base year prices, the GDP deflator 
reflects the current level of prices relative to the level of prices in the base year.

Economists and policymakers monitor both the GDP deflator and the CPI to gauge how quickly prices 
are rising. Usually, these two statistics tell a similar story. Yet there are two important differences that can 
cause them to diverge.

The first difference is that the GDP deflator reflects the prices of all goods and services produced 
domestically, whereas the CPI reflects the prices of all goods and services bought by consumers. For 
example, suppose that the price of an aeroplane produced by Dassault, a French aerospace firm, and sold 
to the French Air Force rises. Even though the aeroplane is part of GDP in France, it is not part of the basket 
of goods and services bought by a typical consumer. Thus the price increase shows up in the GDP deflator 
for France but not in France’s CPI.

As another example, suppose that Volvo raises the price of its cars. Because Volvos are made in 
Sweden, the car is not part of French GDP. But French consumers buy Volvos, and so the car is part of the 
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typical consumer’s basket of goods. Hence a price increase in an imported consumption good, such as a 
Volvo, shows up in the CPI but not in the GDP deflator.

This first difference between the CPI and the GDP deflator is particularly important when the price of 
oil changes. Although the UK does produce some oil, as with many parts of Europe, much of the oil used 
in the UK is imported from the Middle East. As a result, oil and oil products such as petrol and heating oil 
comprise a much larger share of consumer spending than they do of GDP. When the price of oil changes, 
the CPI changes by much more than does the GDP deflator.

The second and subtler difference between the GDP deflator and the CPI concerns how various prices 
are weighted to yield a single number for the overall level of prices. The CPI compares the price of a fixed 
basket of goods and services with the price of the basket in the base year. While, as we have seen, the 
ONS revises the basket of goods on a regular basis, in contrast, the GDP deflator compares the prices 
of currently produced goods and services with the prices of the same goods and services in the base 
year. Thus the group of goods and services used to compute the GDP deflator changes automatically over 
time. This difference is not important when all prices are changing proportionately. However, if the prices 
of different goods and services are changing by varying amounts, the way we weight the various prices 
matters for the overall inflation rate.

The inflation rate as measured by both the GDP deflator and the CPI do tend to move together.

sElf tEst Explain briefly what the CPI is trying to measure and how it is constructed.

corrEcting EconoMic variaBlEs for thE EffEcts 
of inflation
The purpose of measuring the overall level of prices in the economy is to permit comparisons of monetary 
figures from different points in time. Now that we know how price indices are calculated, let’s see how we 
might use such an index to compare a certain figure from the past to a figure in the present.

Money figures from Different times
To compare money figures over a period of time, we need to know the level of prices in both the historical 
year and the level of prices today. To compare money figures, we need to inflate the historical figure into 
today’s currency. A price index determines the size of this inflation correction.

The formula for turning euro or pound figures from year T  into today’s euros or pounds is the following 
(assuming the price level today and the price level in year T  are measured against the same base year):

’ 5 3Amount in today s currency Amount in year T currency
Price level today

Price level in year T

A price index such as the CPI measures the price level and determines the size of the inflation correc-
tion. To illustrate, let us take an example of the salary for members of parliament in the UK. In 1947 this 
was £1,000 per year according to the House of Commons Information Office. The ONS reports the prices 
index (PI) for 1947 at 28.9 and for 2020, 1018.6. Substituting these figures into the formula gives:

5 3Salary in Salary in
PI in
PI in

2020 £ 1947 £
2020
1947







2020 £1000

1018.6
28.9

5 3Salary in

2020 £35,2305Salary in

We find that the salary paid to an MP in 1947 is equivalent to a salary in 2020 of £35,230. Assume that 
the basic annual salary of an MP in 2020 was £74,000. It seems that an MP in 2020 is considerably better 
off in terms of salary earned than their compatriots in 1947.
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indexation
As we have just seen, price indices are used to correct for the effects of inflation when comparing monetary 
figures from different times. This type of correction shows up in many places in the economy. When some 
money amount is automatically corrected for inflation by law or contract, the amount is said to be indexed 
for inflation. For example, many long-term contracts between firms and unions include partial or complete 
indexation of the wage to the CPI. Such a provision is called a cost of living  allowance, or COLA. A COLA 
automatically raises the wage each year based on the CPI or other measure, at a particular point in time.

indexed the automatic correction of a money amount for the effects of inflation by law or contract

nominal interest rate the interest rate as usually reported without a correction for the effects of inflation
real interest rate the interest rate corrected for the effects of inflation

sElf tEst Why is it important to adjust for inflation when considering wage increases and the returns from 
any financial investment?

Income tax brackets – the income levels at which the tax rates change – are also often moved annually 
in line with inflation, although, in most countries, they are not formally indexed. Indeed, there are many 
ways in which the tax system is not indexed for inflation, even when perhaps it should be.

real and nominal interest rates
Correcting economic variables for the effects of inflation is particularly important, and somewhat tricky, 
when we look at data on interest rates. Savings deposited in an interest-bearing account provide a return 
based on the interest rate available. Conversely, when people borrow from a bank to fund purchases such 
as a car, interest is payable on the loan. Interest represents a payment in the future for a transfer of money 
in the past. As a result, interest rates always involve comparing amounts of money at different points in 
time. To fully understand interest rates, we need to know how to correct for the effects of inflation.

Let’s consider an example. Suppose that Carla deposits €1,000 in a savings account that pays an annual 
interest rate of 10 per cent. After a year passes, Carla has accumulated €100 in interest. Carla then with-
draws her €1,100. Is Carla €100 richer than she was when she made the deposit a year earlier?

The answer depends on what we mean by ‘richer’. Carla does have €100 more than she had before. 
In other words, the number of euros has risen by 10 per cent. If prices have risen at the same time, each 
euro now buys less than it did a year ago. Thus her purchasing power has not risen by 10 per cent. If the 
inflation rate was 4 per cent, then the amount of goods she can buy has increased by only 6 per cent. If 
the inflation rate was 15 per cent, then the price of goods has increased proportionately more than the 
number of euros in her account. In that case, Carla’s purchasing power has actually fallen by 5 per cent.

The interest rate that the savings account pays is called the nominal interest rate, and the interest 
rate corrected for inflation is called the real interest rate. We can write the relationship between the 
nominal interest rate, the real interest rate and inflation as follows:

p5 2r it t t

The real interest rate in a particular time period ( ) 5rt  nominal interest rate in that time period ( ) 2it  
inflation rate in the same time period ( )pt .

The real interest rate is the difference between the nominal interest rate and the rate of inflation. The 
nominal interest rate tells you how fast the number of pounds or euros in your bank account rises over 
time. The real interest rate tells you how fast the purchasing power of your bank account rises over time.
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conclusion
This chapter has discussed how economists measure well-being and the cost of living. Much of the study 
of macroeconomics we will look at in the rest of this book is aimed at revealing the long-run and short-run 
determinants of a nation’s GDP. Why, for example, do most economies experience fluctuations in eco-
nomic activity? Why are key macroeconomic measures such as inflation, unemployment, interest rates 
and exchange rates important in determining economic well-being? What can governments do to promote 
more rapid growth in GDP? What can policymakers do to reduce the severity of fluctuations in GDP? These 
are the questions we will take up shortly.

Despite the focus on GDP as a measure of economic well-being, we must not forget the limitations of 
this measure and that overall economic well-being may include many factors other than income.

When comparing figures in monetary or nominal terms from different times, it is important to keep in 
mind that a pound or euro today is not the same as a pound or euro 10 years ago or, most likely, 10 years 
from now. We have seen how economists measure the overall level of prices in the economy and how 
they use price indices to correct economic variables for the effects of inflation. This analysis is only a 
starting point. We have not yet examined the causes and effects of inflation or how inflation interacts with 
other economic variables. To do that, we need to go beyond issues of measurement. Having explained 
how economists measure macroeconomic quantities and prices, we are now ready to develop the models 
that explain long-run and short-run movements in these variables.

suMMary
 ● Because every transaction has a buyer and a seller, the total expenditure in the economy must equal the total 

income in the economy.

 ● GDP measures an economy’s total expenditure on newly produced goods and services and the total income 
earned from the production of these goods and services. More precisely, GDP is the market value of all final goods 
and services produced within a country in a given period of time.

 ● GDP is divided among four components of expenditure: consumption, investment, government purchases and net 
exports. Consumption includes spending on goods and services by households, with the exception of purchases of 
new housing. Investment includes spending on new equipment and structures, including households’ purchases 
of new housing. Government spending includes spending on goods and services by local and central governments. 
Net exports equal the value of goods and services produced domestically and sold abroad (exports) minus the 
value of goods and services produced abroad and sold domestically (imports).

 ● Nominal GDP uses current prices to value the economy’s production of goods and services. Real GDP uses con-
stant base year prices to value the economy’s production of goods and services. The GDP deflator – calculated 
from the ratio of nominal to real GDP – measures the level of prices in the economy.

 ● GDP is one measure of economic well-being. It has limitations because it excludes many activities which occur 
illegally and does not take account of the benefits to well-being from work done outside markets such as looking 
after the home, rearing children, caring and volunteer work.

 ● Because of the limitations of using GDP, a number of governments are now supporting efforts to report on broader 
measures of well-being which include both subjective and objective reporting of how people feel about their lives 
and circumstances.

 ● The CPI shows the changes in the prices of a basket of goods and services relative to the prices of the same basket 
in the base year. The index is used to measure the overall level of prices in the economy. The percentage change 
in the CPI measures the inflation rate.

 ● The CPI is an imperfect measure of the cost of living for three reasons. First, it does not take into account con-
sumers’ ability to substitute towards goods that become relatively cheaper over time. Second, it does not take into 
account increases in the purchasing power of money due to the introduction of new goods. Third, it is distorted 
by unmeasured changes in the quality of goods and services. Because of these measurement problems, the CPI 
overstates true inflation.

 ● Although the GDP deflator also measures the overall level of prices in the economy, it differs from the CPI because 
it includes goods and services produced rather than goods and services consumed. As a result, imported goods 
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affect the CPI but not the GDP deflator. In addition, while the CPI uses a fixed basket of goods, the GDP deflator 
automatically changes the group of goods and services over time as the composition of GDP changes.

 ● Money figures (e.g. in euros) from different points in time do not represent a valid comparison of purchasing  
power. To compare a money figure from the past to a money figure today, the older figure should be inflated using a 
price index.

 ● Various laws and private contracts use price indices to correct for the effects of inflation.

 ● A correction for inflation is especially important when looking at data on interest rates. The nominal interest rate is 
the interest rate usually reported; it is the rate at which the amount of money in a savings account increases over 
time. In contrast, the real interest rate takes into account changes in the value of the money over time. The real 
interest rate equals the nominal interest rate minus the rate of inflation.

Personal Well-Being in the uK
The ONS in the UK produces a report called Personal Well-Being in the UK. This In the News looks at some of the 
highlights from the report published in 2018, for the period June 2017 to June 2018.

The ONS report showed that there was no change in average life satisfaction in the UK. Happiness and anxiety 
ratings did not change, but fewer people reported low happiness ratings and there were more people who said their 
anxiety rating was ‘low’, with much of this improvement being driven by ratings from England. When looking at the 
different regions of the UK, reports of personal well-being ratings in Wales were lower than in the rest of the UK, 
better in Northern Ireland and no change in Scotland.

Of the four high-level measures, satisfaction with life was 7.7, feeling that what one does in life is worthwhile at 
7.9 and happiness yesterday, 7.5. The report on feelings of anxiety yesterday was 2.9. All these figures are out of 10. 
The report showed that compared to the years ending June 2017 and June 2018, there were no significant changes 
in any of the key measures of personal well-being in the UK.

The report offered some tentative reasons for the findings. The improvement in the economy since the Financial 
Crisis 2007–9 may be one reason and in particular the improvement in the labour market where unemployment was 
at historically low levels.

There were geographical differences high-
lighted by the report. Annual gross disposable 
household income in Wales was some £3,600 
lower than in England at £15,835. Needless to 
say, reports of being mostly or completely satis-
fied with their income was lower at 42.1 per cent 
compared to 45.6 per cent in England. The 
median full-time weekly wage for Wales was 
second to the North East of England.

Critical Thinking Questions

1 What do you think is the value of the 
Personal Well-Being report and why do you 
think the ons produces it?

2 What do you think is a better measure of 
well-being, a self-report survey style meas-
ure such as the Personal Well-Being report 
or gDP?

in thE nEWs

Well-being is not just measured by changes in GDP; self-reporting 
of how people feel about themselves and their lives has become 
an important measure of well-being.

(Continued )
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QuEstions for rEviEW
1 Explain why an economy’s income must equal its expenditure.

2 What is meant by the term GDP per capita and how is it measured?

3 List the four components of GDP. Give an example of each.

4 Why do economists use real GDP rather than nominal GDP to gauge economic well-being?

5 In the year 2020, the economy produces 100 loaves of bread that sell for €2 each. In the year 2021, the economy produces 
200 loaves of bread that sell for €3 each. Calculate nominal GDP, real GDP and the GDP deflator for each year (use 2020 
as the base year). By what percentage does each of these three statistics rise from one year to the next?

6 What are the limitations of using GDP as a measure of well-being for a country?

7 What are the five stages of constructing a prices index?

8 Describe the three problems that make the CPI an imperfect measure of the cost of living.

9 Assume that the price of a bottle of wine in 1990 was €3.50 and in 2021 it is €8.50. Further assume that the price index in 
1990 was 95 and in 2021 was 160. Was wine cheaper in 1990 than in 2021? Explain.

10 Explain the meaning of nominal interest rate and real interest rate. How are they related?

ProBlEMs anD aPPlications
1 What components of GDP (if any) would each of the following transactions affect? Explain.

a. A family buys a new refrigerator.
b. Aunt Jane buys a new house.
c. Aston Martin sells a DB7 from its inventory.
d. You buy a pizza.
e. The government builds a new motorway.
f. You buy a bottle of Californian wine.
g. Honda expands its factory in Derby, England.

2 Why do you think households’ purchases of new housing are included in the investment component of GDP rather than 
the consumption component? Can you think of a reason why households’ purchases of new cars should also be included 
in investment rather than in consumption? To what other consumption goods might this logic apply?

3 Below are some data from the land of milk and honey.

Year
Price of 
milk (€)

Quantity  
of milk 
(litres)

Price of 
honey (€)

Quantity 
of honey 

(jars)

2019 1 100 2  50
2020 1 200 2 100
2021 2 200 4 100

3 of the four high-level measures, would you expect that if the first three show increased reports of well-being 
that the fourth must always be falling? Explain.

4 inflation rose faster than wages in the uK for several years between 2010 and 2017. how do you think this might 
affect reports in the four high-level measures?

5 how reliable do you think reports such as the Personal Well-Being report are as a measure of well-being in the 
economy?

reference: Personal Well-Being in the UK July 2017 to June 2018. Office for National Statistics. www.ons.gov.uk 
/peoplepopulationandcommunity/wellbeing/bulletins/measuringnationalwellbeing/july2017tojune2018/pdf, accessed 
28 December 2018.
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a. Compute nominal GDP, real GDP and the GDP deflator for each year, using 2019 as the base year.
b. Compute the percentage change in nominal GDP, real GDP and the GDP deflator in 2020 and 2021 from the preceding 

year. For each year, identify the variable that does not change. Explain in words why your answer makes sense.
c. Did economic well-being rise more in 2020 or 2021? Explain.

4 Economists sometimes prefer to use GNP rather than GDP as a measure of economic well-being. Which measure 
should we prefer if we are analyzing the total income of domestic residents? Which measure should we prefer if we are 
analyzing the total amount of economic activity occurring in the economy?

5 Given the limitations of using GDP as a measure of well-being, should calculation of GDP be scrapped in favour of wider 
reporting of well-being such as objective and subjective well-being?

6 The participation of women in many European and North American economies has risen dramatically since the 1990s.
a. How do you think this rise affected GDP?
b. Now imagine a measure of well-being that includes time spent working in the home and taking leisure. How would 

the change in this measure of well-being compare to the change in GDP?
c. Can you think of other aspects of well-being that are associated with the rise in women’s labour force participation? 

Would it be practical to construct a measure of well-being that includes these aspects?

7 Suppose that people consume only three goods, as shown in this table:

Tennis balls Tennis racquets Cola

2019 price (€)   2 40   1
2019 quantity 100 10 200
2020 price (€)   2 60   2
2020 quantity 100 10 200

a. What is the percentage change in the price of each of the three goods? What is the percentage change in the overall 
price level?

b. Have tennis racquets become more or less expensive relative to cola? Does the well-being of some people change 
relative to that of others? Explain.

8 Which of the problems in the construction of the CPI might be illustrated by each of the following situations? Explain.
a. The increase in streaming films.
b. The introduction of air bags in cars.
c. Increased personal computer purchases in response to a decline in their price.
d. Increased use of digital cameras in smartphones.
e. Reduced use of fuel-efficient cars after fuel prices fall.

9 Suppose the government were to determine the level of the state retirement pension in the UK so that it increased each 
year in proportion to the increase in the CPI.
a. If the elderly consume the same market basket as other people, would such a policy provide the elderly with an 

improvement in their standard of living each year? Explain.
b. In fact, the elderly consume more healthcare than younger people, and healthcare costs tend to rise faster than 

overall inflation. What would you do to determine whether the elderly are actually better off from year to year?

10 Suppose that a borrower and a lender agree on the nominal interest rate to be paid on a loan. Then inflation turns out to 
be higher than they both expected.
a. Is the real interest rate on this loan higher or lower than expected?
b. Does the lender gain or lose from this unexpectedly high inflation? Does the borrower gain or lose?
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In this chapter we are now going to look at what determines the level of economic growth. We have 
seen that there are disparities in incomes in countries and between countries. The average person in a 

rich country, such as the countries of Western Europe, has an income more than 10 times as high as the 
average person in a poor country, such as India, Indonesia or Nigeria.

The Nobel Prize winning economist Robert E. Lucas, spent some time looking at different growth 
rates and levels of poverty and inequality between countries. Lucas asked why countries have different 
growth rates and exhibited such wide variations in living standards. The news and social media bring 
these variations in standards of living sharply into focus, in some respects making us more aware of the 
vast differences in living standards than perhaps ever before. Indeed, in the 1990s, Lucas wrote: ‘The 
consequences for human welfare involved in questions like these are simply staggering: once one starts 
to think about them, it is hard to think about anything else.’ It is worth dwelling on Lucas’ words; there are 
millions of people around the world for whom life is a daily struggle. Simply finding enough food and water 
to maintain life is a challenge. Contrast this with the lifestyles of many people in the developed world, and 
the moral implications of such a comparison is significant.

What explains these diverse experiences? How can the rich countries be sure to maintain their high 
standard of living? What policies should the poor countries pursue to promote more rapid growth to join the 
developed world? These are among the most important questions in macroeconomics. As we have seen, 
an economy’s GDP measures both the total income earned in the economy and the total  expenditure on 
the economy’s output of goods and services. The level and growth of real GDP is one gauge of  economic 
prosperity. Here we focus on the long-run determinants of the level and growth of real GDP.

EconomIc Growth Around thE world
It is typical for analysis of economic growth to use the level of GDP in relation to the population. In particular, 
we can identify two concepts, GDP per capita and GDP per worker. GDP per capita takes the level of real 
GDP at a point in time and divides it by the population to get a measure of income per head of the popu-
lation. This serves as a useful basis for comparison across countries. It is typical to present such data in 
US dollars.

PArt 10
thE rEAl Economy  
In thE lonG run

21 ProductIon And 
Growth
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5Real GDP per capita
Real GDP

Total Population

Similarly, we could look at real GDP in relation to the number of people employed in the population to give 
a measure of income per head of the working population.

5Real GDP per wor
Real GDP

Number of people in employment
ker

A glance at any historic GDP data of countries around the world shows a considerable difference in 
 standards of living. Not only does GDP per capita vary considerably around the world but the rates of 
growth of GDP also vary. Countries with a relatively high per capita GDP often have relatively low levels 
of annual growth. The UK, for example, has had typical average growth rates of around 2 to 3 per cent 
since the 1960s. Germany, Norway and France have experienced growth rates around 3 to 3.5 per cent, 
whereas other countries such as the United Arab Emirates and China have seen periods of rapid growth. 
China’s average growth since 1970 has been around 9.6 per cent. China is now the world’s second largest 
economy behind the US, although its people still have a relatively low per capita income. Many of the  
developed countries in Western Europe have been able to sustain long periods of growth and while  
the average is not spectacular, the per capita incomes of people in these countries is much higher than 
some of the countries that currently experience high annual growth rates. Rich countries won’t always be 
richer, and poor countries won’t always be poor.

Countries like China and India have been able to experience rapid improvements in the standard of living 
for many people; in both countries, millions have been lifted out of poverty in the twenty-first century. 
By contrast, countries like Niger, the Central African Republic and the Democratic Republic of the Congo 
have remained among the poorest countries on the planet. The reason why growth in some countries 
 accelerates whereas in others it languishes, and their people remain poor, is the subject of the next section.

the magic of compounding and the rule of 70

Suppose you observe that one country has an average growth rate of 1 per cent per year while another has an average 
growth rate of 3 per cent per year. At first, this might not seem like a big deal. What difference can 2 per cent make?

The answer is, a big difference. Even growth rates that seem small when written in percentage terms seem large 
after they are compounded for many years.

Consider an example. Suppose that two economics graduates – Milton and Janet – both take their first jobs at the 
age of 22 earning €20,000 a year. Milton lives in an economy where all incomes grow at 1 per cent per year, while Janet 
lives in one where incomes grow at 3 per cent per year. Calculations using the principle of compounding show what 
happens. After the first year Milton, earns an additional 1 per cent of €20,000 (€200). In year 2 he earns an additional 
1 per cent of €20,200 (€20,402) and so on. To calculate compound figures over time we use the formula (1 )5 1M P i n  
where M  is the total value at the end of the period, P  is the initial value, i  is the rate of interest (or rate of growth) and 
n  the number of years. After 40 years, therefore, Milton earns 20,000 (1 0.01)401  which equals €29,777 a year.

Janet, on the other hand, 40 years later, earns €20,000 (1 0.03)401  which equals €65,240. Because of that difference 
of 2 percentage points in the growth rate, Janet’s salary is more than twice Milton’s.

An old rule of thumb, called the rule of 70, is helpful in understanding growth rates and the effects of compounding. 

According to the rule of 70, if some variable grows at a rate of x  per cent per year, then that variable doubles in approx-

imately 
x
70

 years. In Milton’s economy, incomes grow at 1 per cent per year, so it takes about 70 years for incomes 

to double. In Janet’s economy, incomes grow at 3 per cent per year, so it takes about 
70
3

 or a little over 23 years for 
incomes to double.

FyI
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Growth thEory
Over time, economic growth in most countries varies. Sometimes the economy experiences strong periods 
of growth and at other times growth is slower. Sometimes the economy shrinks! Over a period of time, a 
trend can be established which is usually expressed as a growth rate in percentage terms. Recall that real 
GDP growth is given by:

5
2

32

2

Growth rate of real GDP in year t
GDP GDP

GDP
t t

t

( )
1001

1

Different countries have different trend growth rates. For a country to experience considerable improve-
ments in living standards, sustained growth over a period of time is necessary. The annual growth does 
not necessarily need to be high, but it has to be consistent. What determines whether a country can 
maintain sustained growth over a period, and why some countries can grow faster than others, is a central 
feature of macroeconomics. Research into growth theory has resulted in Nobel Prizes for Simon Kuznets 
in 1971 and Robert Solow in 1987.

In 1956, Robert. M. Solow and Trevor Swan identified the rate of human and physical capital and popu-
lation growth as being key determinants of economic growth. Over the years, economists have looked at 
other factors that may influence economic growth, which include the following:

 ● The level of macroeconomic stability in an economy.
 ● The type of trade policy that exists in a country (is the country outward-looking or does it tend to be 

insular?).
 ● The nature and quality of institutions and governance (i.e. how effectively the rule of law operates and 

how well governments can control corruption) in the country concerned.
 ● The extent to which violence, war and conflict exist in a country.
 ● Regional characteristics such as whether the country is part of Europe, North America, Asia or sub- 

Saharan Africa.
 ● Geographical factors such as physical resource endowments and climate.
 ● The extent to which a country is competitive in international markets.
 ● Internal factors such as the amount of productive land available.

The next section will cover the role of productivity in growth which can be referred to as the neo- 
classical theory of growth. Initially, we will look at the nature of the term productivity, which is central to 
neo-classical growth theory.

ProductIvIty
Some of the concepts in this chapter revisit the production function and the concepts of marginal and 
diminishing marginal product. Your knowledge of these concepts will be useful in this section; the main 
difference is that we are now thinking on a macroeconomic level rather than a microeconomic one.

why Productivity Is So Important
Let’s begin our study of productivity and economic growth by developing a simple model based on an 
individual who finds herself shipwrecked on a desert island, who we will call Annie. Because Annie lives 
alone, she catches her own fish, grows her own vegetables and makes her own clothes. We can think of 
Annie’s activities – her production and consumption of fish, vegetables and clothing – as being a simple 
economy. What determines Annie’s standard of living? If Annie is good at catching fish, growing vegeta-
bles and making clothes, she lives well. If she is bad at doing these things, she lives poorly. Because Annie 
can consume only what she produces, her living standard is tied to her productive ability.

Remember that productivity refers to the quantity of goods and services that a worker (or any factor of 
production) can produce in a specified time period. In the case of Annie’s economy, productivity is the key 
determinant of her living standards and growth in productivity is the key determinant of the growth in living 
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standards. The more fish Annie can catch per hour, the more she eats for dinner. If Annie finds a better place 
to catch fish, her productivity rises. This increase in productivity makes Annie better off: she could eat the 
extra fish, or she could spend less time fishing and devote more time to making other goods she enjoys.

The key role of productivity in determining living standards is as true for nations as it is for Annie. Recall 
that an economy’s GDP measures three things at once: the total income earned by everyone in the economy, 
the total expenditure on the economy’s output of goods and services, and the value of the output produced.

Like Annie, a nation can enjoy a high standard of living if it can produce a large quantity of goods and 
services. Western Europeans live better than Malians because Western European workers are more pro-
ductive than Malian workers. Hence to understand the large differences in living standards we observe 
across countries or over time, we focus on the production of goods and services.

how Productivity Is determined
To illustrate the determinants of productivity, we return to our example of Annie. Many factors will deter-
mine Annie’s productivity. Annie will be better at catching fish, for instance, if she has more fishing rods, 
if she has been trained in the best fishing techniques, if her island has a plentiful fish supply and if she 
invents a better fishing lure. Each of these determinants of Annie’s productivity – which we can call physical 
capital, human capital, natural resources and technological knowledge – has a counterpart in more complex 
and realistic economies. Let’s consider each of these factors in turn.

Physical capital Workers can be more productive if the capital stock is high. The stock of equipment 
and structures that are used to produce goods and services is called physical capital, or just capital. For 
example, when carpenters make furniture, they use saws, lathes and drill presses. More and better quality 
tools, such as electric circular saws and precision routers, allow work to be done more quickly and more 
accurately. A carpenter with only basic hand tools can make less furniture each week than a carpenter with 
sophisticated and specialized woodworking equipment.

An important feature of capital is that it is a produced factor of production. Capital is an input into the pro-
duction process that in the past was an output from the production process. The carpenter uses a lathe to 
make the leg of a table. Earlier the lathe itself was the output of a firm that manufactured lathes. The lathe 
manufacturer in turn used other equipment to make its product. Thus capital is a factor of production used to 
produce all kinds of goods and services, including more capital.

human capital A second determinant of productivity is human capital. Human capital is the economist’s 
term for the knowledge and skills that workers acquire through education, training and experience. Human 
capital includes the skills accumulated in early childhood programmes, primary school, secondary school, 
university or college, and on-the-job training for adults in the labour force.

Although education, training and experience are less tangible than lathes, bulldozers and buildings, 
human capital is like physical capital in many ways. Like physical capital, human capital raises a nation’s 
ability to produce goods and services; like physical capital, human capital is a produced factor of produc-
tion. Producing human capital requires inputs in the form of teachers, lecturers, libraries and student time. 
Indeed, students can be viewed as ‘workers’ who have the important job of producing the human capital 
that will be used in future production.

natural resources A third determinant of productivity is natural resources. Natural resources are inputs 
into production that are provided by nature, such as land, rivers and mineral deposits. Natural resources 
take two forms: renewable and non-renewable. A forest is an example of a renewable resource. When 
one tree is cut down, a seedling can be planted in its place to be harvested in the future. Oil is an example 
of a non-renewable resource. Because oil is produced by nature over many thousands or even millions 
of years, there is only a limited supply. Once the supply of oil is depleted, it is impossible to create more 
(at least not for thousands of years).

natural resources the inputs into the production of goods and services that are provided by nature, such as land, rivers 
and mineral deposits
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Differences in natural resources are responsible for some of the differences in standards of living 
around the world. The historical success of the United States was driven in part by the large supply of 
land well suited for agriculture. Today, some countries in the Middle East, such as Kuwait and Saudi 
Arabia, are rich simply because they happen to be on top of some of the largest pools of oil in the world.

Although natural resources can be important, they are not necessary for an economy to be highly productive 
in producing goods and services. Japan, for instance, is one of the richest countries in the world, despite having 
few natural resources. International trade makes Japan’s success possible. Japan imports many of the natural 
resources it needs, such as oil, and exports its manufactured goods to economies rich in natural resources.

technological Knowledge The fourth determinant of productivity is technological knowledge – the 
understanding of the best ways to produce goods and services. Most Europeans and North Americans 
worked on farms in the 1870s, because farm technology required a high input of labour to feed the entire 
population. Today, thanks to advances in the technology of farming, a small fraction of the populations of 
Western Europe, the United States and Canada can produce enough food to feed their entire populations. 
This technological change made labour available to produce other goods and services.

technological knowledge society’s understanding of the best ways to produce goods and services

Technological knowledge takes many forms. Some technology is common knowledge – after it starts to be 
used by one person, everyone becomes aware of it. For example, once Henry Ford successfully introduced 
production in assembly lines in the United States, other car makers and industrial producers throughout the 
world quickly followed suit. Other technology is proprietary – it is known only by the company that discovers 
it. Only the Coca-Cola Company, for instance, knows the secret recipe for making its famous soft drink.

Other technology can be proprietary for a short time. When a pharmaceutical company discovers a new 
drug, the patent system gives that company a temporary right to be its exclusive manufacturer. When the 
patent expires, however, other companies are allowed to make the drug. All these forms of technological 
knowledge are important for the economy’s production of goods and services.

It is worthwhile to distinguish between technological knowledge and human capital. Although they are 
closely related, there is an important difference. Technological knowledge refers to society’s understanding 
about how the world works. Human capital refers to the resources expended transmitting this under-
standing to the labour force. To use a relevant metaphor, knowledge is the quality of society’s textbooks, 
whereas human capital is the amount of time that the population has devoted to reading them. Workers’ 
productivity depends on both the quality of textbooks they have available and the amount of time they 
have spent studying them.

Technical progress means that the quality of physical and human capital is improved, so for any given 
quantity of capital and labour, the average productivity of both is higher, meaning that a higher output 
can be produced from the economy’s factors of production. In essence, technical progress can help to 
counterbalance the effects of diminishing marginal product. If additional factors are employed but the total 
productivity of those factors increases, then the economy can experience growth.

Given the aggregate production function 5 1Y A f K L( , ), where A is the rate of technological progress, 
if the capital/labour ratio is constant, factor productivity can rise if there is an increase in technological 
progress. For example, if technological progress increases by 0.5 per cent a year, then 5 1A (1 0.005). 
Average labour productivity can increase by 0.5 per cent even if the ratio of capital to labour stays constant. 
If this is the case, then the production function will actually shift upwards (or the production possibilities 
curve will shift outwards), reflecting the ability of the economy to produce more of every good.

thE dEtErmInAntS oF EconomIc Growth
The Solow and Swan growth theory (hereafter referred to simply as the Solow model or theory) establishes 
some key elements of the determinants of economic growth. The assumptions of the model are that there 
are constant returns to scale, a closed economy (so 5 1Y C S), and that increases in capital and labour are 
subject to diminishing marginal product.
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Recall that the output level denoted by the letter Y  (GDP), is determined by the level of technology A( ),  
and the quantities and productivity of labour and capital (K  and L). The resulting aggregate production 
function can be represented as in Figure 21.1. GDP is on the vertical axis and the physical capital stock 
is on the horizontal axis. Assuming technology is given, an increasing physical capital stock is associated 
with a rising GDP. GDP rises relatively quickly at first but then slows due to the law of diminishing marginal 
product. The level of investment in capital stock is shown by the line I . This investment is dependent on 
the savings ratio in the country, and a higher savings rate will be associated with an increase in capital 
accumulation. Levels of physical capital stock are associated with levels of GDP. If the capital stock is K1, 
for example, GDP will be Y1. The distance between the level of GDP at K1 and the investment level is con-
sumption, and the remainder is investment.

Physical capital stock

Y = A × f(K, L)

GDP

l

Consumption

Investment

Y1

K1
0

the Aggregate Production Function and Investment
The aggregate production function is determined by technology and capital and labour productivity for a given level of physical capital 
stock. The savings rate determines the level of investment. At a level of capital stock  K1, GDP is  Y1 . The level of consumption at  Y1  is 
the difference between the aggregate production function and investment.

FIGurE 21.1

long-run Equilibrium
For an economy with a given level of physical capital, the growth path will be dependent on the level of 
 technology, the productivity of labour and capital, and the savings rate which determines investment in 
physical capital. Some investment is spent on replacing worn out and obsolete capital, termed depreciation. 
If physical capital lasts for an average of 15 years, then the depreciation rate will be 1

15 or 6.7 per cent. The 
depreciation rate is assumed to be relatively constant as a proportion of the amount of physical  capital. These 
three elements of the growth model are represented in Figure 21.2. This time the vertical axis is output per 

worker given by GDP Y( ) divided by the number of workers, L, Y
L

. The horizontal axis is the capital–output 
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ratio or capital per worker given by the amount of physical capital, K , divided by the number of workers, L, K
L

.  

The ratio of capital to labour is one factor determining labour productivity. One of the reasons put forward for 

the rapid growth in countries like South Korea and Vietnam is that not only have they a supply of relatively 
cheap labour, but both countries have invested in capital and as a result labour productivity is relatively high. 
In comparison, average incomes in many African countries remain very low. The main difference is that in 
these African countries, investment in capital stock is low and, as a result, labour productivity is also very 
low. In addition to the aggregate production function, 5Y A K L( , ), and investment I( ), which is determined 
by the savings rate, we have included the depreciation rate, dK . The depreciation rate is assumed to be a 
constant proportion of capital per worker.

Let us now look at what happens if a country finds itself with a capital per worker level of K1 in Figure 21.2.

Steady-State Equilibrium
The long-run equilibrium is given where spending on investment is equal to the depreciation rate. This is associated with a capital–output ratio 
which is constant at ∗K . If the economy is at any other capital–output ratio, the economy will move towards the steady-state equilibrium.

FIGurE 21.2

At K1, investment per worker is higher than depreciation per worker and so the capital–output ratio, 

or capital per worker, rises. As capital per worker rises, output per worker increases from the initial level 

of 
Y
L1

. The economy will continue to grow until it reaches a capital–output ratio of ∗K . At this ratio, invest-

ment spending is equal to the depreciation rate and the capital–output ratio will remain constant. Solow 

called this the steady-state equilibrium. This capital–output ratio gives an output per worker of 
Y
L2

.  

If the capital–output ratio was K2, spending on depreciation would be higher than investment and the 

capital–output ratio would fall, pushing the economy back towards the steady-state equilibrium at ∗K . This 
steady-state equilibrium will be associated with a particular growth rate in the economy given by the slope 
of the aggregate production function shown by the tangential line in Figure 21.2.
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SElF tESt List and describe four determinants of a country’s productivity.

democracy and Growth

Strong levels of economic growth in China have been set against a political background that is dominated 
by a one-party state. In Saudi Arabia, the political system is an absolute monarchy with the King, head of 
state and the government. Its growth rate has averaged around 5 per cent since the mid-1980s according 
to data from the World Bank. Does this mean that the political system and in particular, a democratic 
political system, has little influence on economic growth? Economists Daron Acemoglu and Pascual 
Restrepo at MIT, Suresh Naidu at Colombia and James A. Robinson from Harvard, researched the effects 
of democracies on economic growth. Their results suggest that there is ‘an economically and statistically 
significant positive correlation between democracy and future GDP per capita’. Further, they were able 
to quantify the effect by showing that long-run GDP in the 25 years after countries embrace democracy 
increases by between 20 and 25 per cent. The explanation for how democracies arrive at this impact on 
growth includes the opening up of economies, investment in schooling, particularly at the primary school 
level, better healthcare, improved 
methods of collecting and using taxes 
which can be used to provide pub-
lic goods, and lower levels of social 
unrest. Countries in the research 
included many who have transitioned 
to democracy since the 1980s, some 
examples being Albania, Argentina, 
Bhutan, the Czech Republic, Ghana, 
Honduras, Hungary, Liberia, Mali, 
Nicaragua, Niger, Pakistan, Poland, 
Sierra Leone, Slovenia, South Africa, 
Thailand, Turkey and Zambia.

reference: Acemoglu, D., Naidu, S., 
Restrepo, P. and Robinson, J.A. (2015) 
Democracy Does Cause Growth. MIT.

cASE Study

Is there an economically and statistically significant positive 
correlation between democracy and future GDP per capita?

steady-state equilibrium the point in a growing economy where investment spending is the same as spending on 
depreciation and the capital–output ratio remains constant

The Solow model provides a means of understanding the transition of economies over time. Less devel-
oped economies will have lower capital–output ratios. Investment in capital will increase the capital per 
worker and lead to growth. In Figure 21.2, the growth rate at the capital–output level K1, is higher than that 

at the steady-state equilibrium, ∗K  as indicated by the steeper slope of the aggregate production function 

at the output per worker level of 
Y
L1

. However, investment is determined by the savings ratio. In less devel-

oped countries this may be relatively low because incomes are low. For those on low incomes, the priority 
is likely to be more on feeding the family and surviving rather than saving. In addition, less developed 
countries may not have sufficiently developed financial institutions to funnel savings, and problems of 
 governance and corruption can often mean these economies continue to remain poor and do not transition 
to more sustained growth associated with the steady-state equilibrium.
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cAuSES oF Growth
The Solow model provides a way of predicting that the capital–output ratio of economies will eventually 
converge to the steady state. The evidence does not fully support the predictions of the model and this is 
due in part to its assumptions. In particular, steady-state equilibrium will be dependent on an economy’s 
characteristics – its population, the level of physical and human capital, the savings rate, the depreciation 
rate, the proportion of the labour force in work and the level of technology. Rather than using the model 
to compare economies with very different characteristics, it may be more valuable to understand growth 
by comparing groups of economies with similar characteristics. We can use the model developed so far to 
understand more complex interactions in economies which will influence growth.

changes in the Savings rate
An increase in the savings rate can increase investment and the capital–output ratio. If we assume the 
economy starts at the steady-state equilibrium shown as ∗K  in Figure 21.3, investment will now be higher 
than spending on depreciation and this will increase the capital–output ratio moving the economy to a new 
steady-state equilibrium at K **.

Y/L2

I1

I

Y/L1

K* K**

δK

0

Y = A × f(K, L)

Output
per worker

Y
L

Capital per worker K
L

An Increase in the Savings rate
An increase in the savings rate from I to I1 leads to an increase in investment above the depreciation rate and increases the  
capital–output ratio. The economy moves to a new steady-state equilibrium of **K .

FIGurE 21.3

An Increase in the Population
If the population grows at the same rate as income, then GDP per capita will remain constant. The reality is 
that population growth varies depending on the country. In many countries, the population is rising and the 
reasons can be complex. The birth rate, the number of people born per thousand of the population, can 
be rising ceteris paribus, or the death rate, the number of deaths per thousand of the population, could 
be falling ceteris paribus. Or there could be a mixture of the two. In the UK and many European countries, 
the death rate is falling; more people are living longer, and the birth rate is relatively constant, meaning that 
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the population is rising. A rising population, however, does not mean that the labour force is increasing. 
An ageing population could mean that the labour force is shrinking. In addition, the migration rate, the 
difference between the number of people entering a country from abroad and the number leaving, can 
also influence the overall level and makeup of the population.

birth rate the number of people born per thousand of the population
death rate the number of deaths per thousand of the population
migration rate the difference between the number of people entering a country from abroad and the number leaving

One argument put forward in support of immigration to the UK, for example, has been that those 
people coming into the country are bringing with them skills which help increase productivity. If this is 
the case, then the aggregate production function could shift upwards reflecting the improved productivity 
of labour given the level of technology and the amount of capital available. Research and analysis of this 
issue is an important macroeconomic topic, particularly given the migrant crisis which has affected many 
countries in Europe.

The Solow growth model shows that if the labour force is rising, then for the capital–output ratio to 
remain constant, investment must cover depreciation and provide more capital. If investment does not 
keep pace with the rise in the population, people will become poorer. In part, this helps to explain why 
many less developed countries experience continued high levels of poverty, because their population rises 
but investment fails to keep pace. Policymakers have tried to curb population growth by education on birth 
control and in the case of China, by legislation which limited couples to having one child only. This law was 
introduced in 1979 and only reversed in October 2015.

Another way in which a country can influence population growth is to invoke the use of incentives. 
Bearing a child, like any decision, has an opportunity cost. When the opportunity cost rises, people will 
choose to have smaller families. In particular, women, with the opportunity to receive good education and 
desirable employment, tend to want fewer children than those with fewer opportunities outside the home. 
Hence policies that foster equal treatment of women are one way for less developed economies to reduce 
the rate of population growth and, perhaps, raise their standards of living.

dilution of the capital Stock Some modern theories of economic growth emphasize the effect of pop-
ulation growth on capital accumulation. According to these theories, high population growth reduces 
GDP per worker because rapid growth in the number of workers forces the capital stock to be spread 
more thinly. In other words, when population growth is rapid, each worker is equipped with less capital. 
A smaller quantity of capital per worker leads to lower productivity and lower GDP per worker.

This problem is most apparent in the case of human capital. Countries with high population growth 
have large numbers of school-age children. This places a larger burden on the educational system. It is 
not surprising, therefore, that educational attainment tends to be low in countries with high population 
growth.

The differences in population growth around the world are large. In developed countries, such as the United 
States, the UK and the other countries of Western Europe, the population has risen only about 1 per cent per 
year in recent decades and is expected to rise even more slowly in the future. In contrast, in many poor African 
countries, population grows at about 3 per cent per year. At this rate, the population doubles every 23 years. 
This rapid population growth makes it harder to provide workers with the tools and skills they need to achieve 
high levels of productivity.

Promoting technological Progress Although rapid population growth may depress economic prosperity 
by reducing the amount of capital each worker has, it may also have some benefits. Some economists have 
suggested that world population growth has been an engine of technological progress and economic pros-
perity. The mechanism is simple: if there are more people, there is a greater probability that some of those 
people will come up with new ideas that will lead to technological progress, which benefits everyone.

The economist Michael Kremer has provided some support for this hypothesis in an article titled ‘Pop-
ulation Growth and Technological Change: One Million BC to 1990’, which was published in the Quarterly 
Journal of Economics in 1993. Kremer begins by noting that over the broad span of human history, world 
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growth rates have increased as world population has. For example, world growth was more rapid when 
the world population was 1 billion (which occurred around the year 1800) than it was when the population 
was only 100 million (around 500 bc). This fact is consistent with the hypothesis that having more people 
induces more technological progress.

Kremer’s second piece of evidence comes from comparing regions of the world. The melting of the 
polar ice caps at the end of the ice age around 10000 bc flooded the land bridges and separated the world 
into several distinct regions that could not communicate with one another for thousands of years. If tech-
nological progress is more rapid when there are more people to discover things, then larger regions should 
have experienced more rapid growth.

According to Kremer, that is exactly what happened. The most successful region of the world in the 
year 1500 (when Columbus re-established technological contact) comprised the ‘Old World’ civilizations of 
the large Eurasia–Africa region. Next in technological development were the Aztec and Mayan civilizations 
in the Americas, followed by the hunter–gatherers of Australia, and then the primitive people of Tasmania, 
who lacked even fire-making and most stone and bone tools.

The smallest isolated region was Flinders Island, a tiny island between Tasmania and Australia. With the 
smallest population, Flinders Island had the fewest opportunities for technological advance and, indeed, 
seemed to regress. Around 3000 bc, human society on Flinders Island died out completely. A large popu-
lation, Kremer concludes, is a prerequisite for technological advance.

At first sight this conclusion does seem to be at odds with casual empirical observation of the 
modern world: as we previously noted, in many rich, developed countries population growth has been 
only about 1 per cent per year in recent decades, while in many poor countries, such as those of sub- 
Saharan Africa, population growth is much higher. So why doesn’t this higher population growth help 
these poor countries to grow if Kremer’s argument is right? The point is that Kremer was really analyz-
ing world economic growth, or rather, economic growth in isolated regions of the world. Nowadays, in 
a very poor country, it is unlikely that technological advances will be made that are not already known 
in developed countries; the problem is not lack of technological progress but difficulty in applying tech-
nology because of the scarcity of human capital and perhaps because of problems arising from political 
instability and corruption. Moreover, because many talented people from less developed countries 
tend to emigrate to richer, developed countries where they may work, for example, as scientists or 
entrepreneurs, population growth in less developed countries may actually enhance economic growth 
in developed countries.

An Increase in technology
Increases in technology can be a public good. Assuming the technology is not protected, and even if it is 
this tends to be for a limited time, it is freely available to everyone to exploit. The aggregate production 
function shows that even if capital and labour remain constant, an increase in technology will increase 
income because both capital and labour become more productive. This can be seen in the developments in 
computer technology since the start of the century. In 1997, widespread availability of the Internet was in 
its infancy and the capacity and functionality of the mobile phone was very different. The computing power 
many people routinely carry around with them every day in 2020 is staggering. In 1965, Intel engineer 
Gordon Moore predicted that the processing power of computers would double every two years. While 
the rate of change has slowed in recent years, the pace of change has been largely in line with Moore’s 
prediction, such that it has been dubbed ‘Moore’s law’.

The application of technology to business has led to increases in productivity and different ways 
of doing things. Innovation often occurs because someone muses on problems and finds ways of 
resolving those problems and thus builds on existing knowledge. Not only does technology mean 
that the effects of diminishing marginal product can be offset, but it leads to proportional increases 
in productive capacity. If labour and capital productivity is measured as an index and year X is 100, a 
5 per cent increase over one year means productivity rises to 105. A further 5 per cent increase in year 

1X 2 would see the productivity index rising to 110.25. Increases in technology can lead to exponen-
tial increases in productivity and GDP. In 1960, for example, the Office for National Statistics (ONS) 
reports that output per worker in the UK, using 2012 as the base year for the index, was 35.8. In 2014 
the index stood at 101.6.
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thomas malthus

Thomas Robert Malthus (1766–1834), an English minister and early economic thinker, is famous for his book entitled 
An Essay on the Principle of Population as It Affects the Future Improvement of Society. In it, Malthus argued that 
an ever increasing population would continually strain society’s ability to provide for itself. As a result, mankind was 
doomed to forever live in poverty.

Malthus’s logic began by noting that ‘food is necessary to the existence of man’ and that ‘the passion between the sexes 
is necessary and will remain nearly in its present state’. He concluded that ‘the power of population is infinitely greater than 
the power in the earth to produce subsistence for man’. According to Malthus, the only check on population growth was 
‘misery and vice’. Attempts by charities or governments to alleviate poverty were counterproductive, he argued, because 
they merely allowed the poor to have more children, placing even greater strains on society’s productive capabilities.

Fortunately, Malthus’s dire forecast was far off the mark. Although the world population has increased about 
sixfold over the past two centuries, living standards around the world are, on average, much higher. As a result of 
economic growth, chronic hunger and malnutrition are less common now than they were in Malthus’s day. Famines 
occur from time to time, but they are more often the result of an unequal income distribution or political instability 
than an inadequate production of food.

Where did Malthus go wrong? He assumed – correctly – that world population would rise exponentially, since as 
more people are born and survive, more and more people are born as their children, and so on. He also assumed –    
incorrectly – that the amount of food produced could rise only linearly, by increasing the amount of land under  cultivation 
with productivity remaining constant. Growth in mankind’s ingenuity over the years has offset the effects of a larger 
population. Pesticides, fertilizers, mechanized farm equipment, new crop varieties and other technological advances 
that Malthus never imagined have allowed each farmer to feed ever greater numbers of people. Even with more mouths 
to feed, fewer farmers are necessary because each farmer is so much more productive than Malthus ever imagined.

FyI

Summary
Our look at the Solow growth model provides some insight into the causes of growth and provides some 
indications about where policymakers might direct their focus if increases in economic growth and growth 
per capita are considered desirable policy objectives. The aggregate production function provides a model 
for showing how income/output can grow when more inputs of capital and labour are used and how 
improvements in technology can make those factor inputs more productive. Key to growth is the accu-
mulation of capital stock. A higher capital stock, ceteris paribus, will help generate higher output. Capital 
accumulation is made possible by investment from saving. If the savings rate leads to investment that 
is higher than spending on depreciation, the economy will move towards its steady-state equilibrium. 
Increases in the savings rate in itself, does not generate increases in output per capita because of the 
diminishing marginal product of labour and capital. Improvements in technology can offset the effects of 
diminishing marginal product and generate both increased output and output per capita. The way in which 
the size and structure of the population changes is a factor that must be taken into account in whether 
increases in output lead to an increase in GDP per capita.

The Solow growth model allows predictions to be made about how countries grow. The transition to 
steady-state equilibrium has been researched and a number of studies suggest that many countries do 
move towards a state where long-run growth rates are similar, most notably Barro and Sala-i-Martin (1992), 
Mankiw, Romer and Weil (1992), and Evans (1996). You can read about this in more detail in Barro, R.J. 
and Sala-i-Martin, X. (1992) ‘Convergence’. Journal of Political Economy, 100: 223–51; Evans, P. (1996) 
‘Using Cross-Country Variances to Evaluate Growth Theories’. Journal of Economic Dynamics and Control, 
20: 1027–49; Mankiw, N.G., Romer, D. and Weil, D.N. (1992) ‘A Contribution to the Empirics of Economic 
Growth’. Quarterly Journal of Economics, 107: 407–37.
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EndoGEnouS Growth thEory
The Solow growth model suggests that investment in capital alone cannot increase growth per capita 
because of diminishing marginal product, and that capital accounts for only around a third of contribution 
to output. Long-run growth is generated by changes in technology. In the Solow model, technology is 
exogenous in that the level of technology is not affected by either capital accumulation or changes in the 
population.

What the Solow model does not do is offer an explanation as to what determines the level of technol-
ogy and technological changes. As noted above, and given our definition of technology, technology can be 
viewed as a public good which has the characteristic of being non-rival. As knowledge and ideas develop, 
these become publicly available and can be used by anyone; one person’s use does not prevent anyone 
else from using that same knowledge or idea. If technology is a public good, then what incentive is there 
for anyone to innovate and come up with new ideas if they are not able to profit from them?

Paul Romer sought to investigate why improvements in technology occur, and the resulting model he 
developed is referred to as endogenous growth theory.

Endogenous growth theory is a theory of long-run economic growth which results from the creation 
of new knowledge and technology which impacts on everyone and makes them more productive as a 
result. The rate of economic growth in the long run is determined by the rate of growth in total factor 
productivity, and this total factor productivity is dependent on the rate at which technology progresses.

endogenous growth theory a theory that the rate of economic growth in the long run is determined by the rate of 
growth in total factor productivity, and this total factor productivity is dependent on the rate at which technology progresses

Earlier in the chapter we looked at how technology has changed at a rapid rate since the 1960s. 
An important element of such exponential changes in technology is innovation and investment by firms 
into research and development (R&D). Much of this innovation and R&D might be carried out by firms in 
the expectation of gaining a competitive advantage. Recall that competitive advantage is the advantages 
over rivals which are both distinctive (i.e. not easy to copy) and defensible (that the firm can prevent others 
from copying their ideas). It is assumed, therefore, that the incentives firms have to innovate and invest 
in R&D are driven by the profit motive. If technology does have the characteristic of being non-rival, then 
this has policy implications in that policies must be developed to encourage firms to innovate, perhaps 
through extending intellectual property rights and to provide wider social benefits through improvements 
in education.

In the Solow model, capital accumulation is generated through saving and improvements in human 
capital through education. Capital accumulation, however, is not simply a case of increasing capital at a 
constant rate. When firms invest in new equipment, there may be increases in the knowledge required to 
operate and utilize that new equipment effectively and efficiently, which in itself increases intellectual cap-
ital and offsets diminishing marginal product. For example, if a firm invests in a new accounting system, 
its workers must be trained in its use, which increases their human capital. If they leave the firm, they 
take their knowledge and skills with them, which benefits other firms. In using the new system, some 
workers may identify ways in which the system can be tweaked to benefit the particular characteristics 
of the business itself, and this can be fed back to the developers of the system to incorporate in subse-
quent versions in addition to improving productivity in the firm itself. Intellectual capital, therefore, grows 
through innovation, which in turn affects productivity.

As innovation develops, new technologies replace old ones and new skills are needed which 
render existing skills obsolete. In 1942, Austrian economist Joseph Schumpeter developed the idea 
of creative destruction to describe this process. The implication of this process is that as technology 
changes over time, there will be winners and losers. Some firms will go out of business and workers may 
have to retrain to secure new skills, and the process can be highly damaging to those involved. However, 
ultimately, if growth is to be secured, society will have to accept that R&D and innovation are both con-
tributors to the rate at which creative destruction happens and are essential to increases in technology. 
Finding ways to encourage investment in R&D becomes a core focus of government policy.
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creative destruction the process where new technologies replace old ones and new skills are needed which render 
existing skills obsolete

EconomIc Growth And PublIc PolIcy
So far, we have determined that a society’s standard of living depends, in part, on its ability to produce 
goods and services, and that its productivity depends on physical capital, human capital, natural resources 
and technological knowledge. Let’s now turn to the question faced by policymakers around the world: 
what can government policy do to raise productivity and living standards?

the Importance of Saving and Investment
We introduced the role of the savings ratio in relation to investment earlier in the chapter. Investment is 
necessary to sustain and increase the capital stock. Because capital is a produced factor of production, a 
society can change the amount of capital it has. If today the economy produces a large quantity of new 
capital goods, then tomorrow it will have a larger stock of capital and be able to produce more of all types 
of goods and services. Thus one way to raise future productivity is to invest more current resources in the 
production of capital.

When considering the accumulation of capital, however, the notion of trade-offs must be considered. 
Given that resources are scarce, devoting more resources to producing capital requires devoting fewer 
resources to producing goods and services for current consumption. That is, for society to invest more in 
capital, it must consume less and save more of its current income (the savings ratio must rise). The growth 
that arises from capital accumulation requires that society sacrifices consumption of goods and services 
in the present to enjoy higher consumption in the future.

In the 1930s, the rulers of Russia deliberately diverted resources to the production of capital goods in 
an attempt to try to catch up with the richer and more industrialized Western countries such as Germany, 
the United States and the UK. It managed to expand production in core industries such as coal and steel 
significantly, which in turn increased its capacity to produce other capital goods (and military equipment). 
The trade-off for the Russian people at the time was fewer consumer goods and a harsh life. It could be 
argued that while this represented significant short-term hardship for many of its people, the decision 
helped Russia to be in a position to fight off the Germans in the Second World War and emerge to be one 
of the planet’s superpowers.

Research suggests that the correlation between growth and investment is strong. Countries that 
devote a large share of GDP to investment, such as China, Japan and Australia, also have a stronger 
average growth rate. Countries that devote a small share of GDP to investment, such as the Central 
 African Republic, Zimbabwe and Bangladesh, tend to have low growth rates. Studies that examine a more 
comprehensive list of countries confirm this strong correlation between investment and growth. There 
is, however, a problem in interpreting these data. A correlation between two variables does not establish 
which variable is the cause and which is the effect. It is possible that high investment causes high growth, 
but it is also possible that high growth causes high investment. Perhaps, high growth and high invest-
ment are both caused by a third variable that has been omitted from the analysis. The data by themselves 
cannot tell us the direction of causation. Nevertheless, because capital accumulation affects productivity 
so clearly and directly, many economists interpret these data as showing that high investment leads to 
more rapid economic growth.

diminishing returns and the catch-up Effect
We have seen that increasing the saving rate will not lead to indefinite long-run growth because of dimin-
ishing returns; an increase in the saving rate leads to higher growth only for a while. As the higher saving 
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rate allows more capital to be accumulated, the benefits from additional capital become smaller over time, 
and so growth slows down. In the long run, the higher saving rate leads to a higher level of productivity 
and income, but not to higher growth in these variables. Reaching this long run, however, can take quite a 
while. According to studies of international data on economic growth, increasing the saving rate can lead 
to substantially higher growth for a period of several decades.

The diminishing return to capital has another important implication: other things being equal, it is easier 
for a country to grow quickly if it starts out relatively poor. This effect of initial conditions on subsequent 
growth is sometimes called the catch-up effect. In poor countries, workers can lack even the most 
rudimentary tools and, as a result, have low productivity. Small amounts of capital investment would sub-
stantially raise these workers’ productivity. By contrast, workers in rich countries have large amounts of 
capital with which to work, and this partly explains their high productivity. Yet with the amount of capital 
per worker already so high, additional capital investment has a relatively small effect on productivity. Stud-
ies of international data on economic growth confirm this catch-up effect: controlling for other variables, 
such as the percentage of GDP devoted to investment, poor countries do tend to grow at a faster rate 
than rich countries.

catch-up effect the property whereby countries that start off poor tend to grow more rapidly than countries that start 
off rich

This catch-up effect can help explain variations in observations on average investment as a proportion of 
GDP and average growth rates over time. Since the 1970s, Japan has allocated around 10 per cent more to 
investment as a proportion of GDP compared to China, but China has grown at an average rate 1.7 times 
the Japanese annual average growth rate. The explanation is the catch-up effect. In 1961 Japan had GDP 
per person about 15 times that of China, in part because investment in China up to the end of the 1960s 
had been so low. With a small initial capital stock, the benefits to capital accumulation were much greater 
in China, and this gave the country a higher subsequent growth rate.

Investment from Abroad
The Solow model assumes a closed economy. Saving by domestic residents is not the only way for a 
country to invest in new capital. The other way is investment by foreigners.

Investment from abroad takes several forms. BMW might build a car factory in Portugal. A capital 
investment that is owned and operated by a foreign entity is called foreign direct investment. Alter-
natively, a German might buy equity in a Portuguese corporation (that is, buy a share in the ownership 
of the corporation); and the Portuguese corporation can use the proceeds from the equity sale to build 
a new factory. An investment that is financed with foreign money but operated by domestic residents 
is called foreign portfolio investment. In both cases, Germans provide the resources necessary to 
increase the stock of capital in Portugal. That is, German saving is being used to finance Portuguese 
investment.

foreign direct investment capital investment that is owned and operated by a foreign entity
foreign portfolio investment investment that is financed with foreign money but operated by domestic residents

When foreigners invest in a country, they do so because they expect to earn a return on their invest-
ment. BMW’s car factory increases the Portuguese capital stock and, therefore, increases Portuguese 
productivity and Portuguese GDP. Yet BMW takes some of this additional income back to Germany in the 
form of profit. Similarly, when a German investor buys Portuguese equity, the investor has a right to a 
portion of the profit that the Portuguese corporation earns.
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Investment from abroad, therefore, does not have the same effect on all measures of economic 
prosperity. Recall that GDP is the income earned within a country by both residents and non-residents, 
whereas GNP is the income earned by residents of a country both at home and abroad. When BMW 
opens its car factory in Portugal, some of the income the factory generates accrues to people who do not 
live in Portugal. As a result, foreign investment in Portugal raises the income of the Portuguese (measured 
by GNP) by less than it raises the production in Portugal (measured by GDP).

Nevertheless, investment from abroad is one way for a country to grow. Even though some of the 
 benefits from this investment flow back to the foreign owners, this investment does increase the econo-
my’s stock of capital, leading to higher productivity and higher wages. Moreover, investment from abroad 
is one way for poorer countries to learn the state of the art technologies developed and used in richer 
countries. For these reasons, many economists who advise governments in less developed economies 
advocate policies that encourage investment from abroad. Often this means removing restrictions that 
governments have imposed on foreign ownership of domestic capital.

An organization that tries to encourage the flow of capital to poor countries is the World Bank. This 
international organization obtains funds from the world’s advanced industrialized countries and uses these 
resources to make loans to less developed countries so that they can invest in roads, sewage systems, 
schools and other types of capital. It also offers the countries advice about how the funds might best be 
used. The World Bank, together with its sister organization, the International Monetary Fund (IMF), was 
set up after the Second World War. One lesson from the war was that economic distress often leads to 
political turmoil, international tensions and military conflict. Thus every country has an interest in pro-
moting economic prosperity around the world. The World Bank and the IMF were set up to achieve that 
common goal.

Education
Education – investment in human capital – is at least as important as investment in physical capital for a 
country’s long-run economic success. In the developed economies of Western Europe and North America, 
each extra year of schooling raises a worker’s income by about 10 per cent on average. In less developed 
countries, where human capital is especially scarce, the gap between the wages of educated and unedu-
cated workers is even larger. Thus one way in which government policy can enhance the standard of living 
is to provide good schools and to encourage the population to take advantage of them.

Investment in human capital, like investment in physical capital, has an opportunity cost. When students 
are in school, they forego the wages they could have earned. In less developed countries, children often 
drop out of school at an early age, even though the benefit of additional schooling is very high, simply 
because their labour is needed to help support the family.

Some economists have argued that human capital is particularly important for economic growth 
because human capital conveys positive externalities. An educated person, for instance, might gen-
erate new ideas about how best to produce goods and services. If these ideas enter society’s pool of 
knowledge so that everyone can use them, then the ideas are an external benefit of education. In this 
case, the return to schooling for society is even greater than the return for the individual. This argument 
would justify the large subsidies to human capital investment that we observe in the form of public 
education.

One problem facing some poor countries is the brain drain – the emigration of many of the most highly 
educated workers to rich countries where these workers can enjoy a higher standard of living. If human 
capital does have positive externalities, then this brain drain makes those people left behind poorer than 
they otherwise would be. This problem offers policymakers a dilemma. On the one hand, rich countries 
like those of Western Europe and North America have the best systems of higher education, and it would 
seem natural for poor countries to send their best students abroad to earn higher degrees. On the other 
hand, those students who have spent time abroad may choose not to return home, and this brain drain will 
reduce the poor nation’s stock of human capital even further.

brain drain the emigration of many of the most highly educated workers to rich countries
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health and nutrition
The term human capital usually refers to education, but it can also be used to describe another type of 
investment in people: expenditures that lead to a healthier population. Other things being equal, healthier 
workers are more productive. The right investments in the health of the population provide one way for a 
nation to increase productivity and raise living standards.

Economic historian Robert Fogel has suggested that a significant factor in long-run economic growth is 
improved health from better nutrition. He estimates that in Great Britain in 1780, about one in five people 
were so malnourished that they were incapable of manual labour. Among those who could work, insuffi-
cient intake of calories substantially reduced the work effort they could carry out. As nutrition improved, 
so did workers’ productivity.

Fogel studies these historical trends in part by looking at the height of the population. Short stature 
can be an indicator of malnutrition, especially during gestation and the early years of life. Fogel finds that 
as nations develop economically, people eat more, and the population gets taller. From 1775 to 1975, 
the average caloric intake in Great Britain rose by 26 per cent and the height of the average man rose by 
3.6 inches (around 10 cm). Similarly, during the spectacular economic growth in the Republic of Korea from 
1962 to 1995, caloric consumption rose by 44 per cent and average male height rose by 2 inches (5 cm). 
Of course, a person’s height is determined by a combination of genetic predisposition and environment. 
Because the genetic makeup of a population is slow to change, such increases in average height are likely 
due to changes in the environment – nutrition being the obvious explanation.

Moreover, studies have found that height is an indicator of productivity. Looking at data on a large 
number of workers at a point in time, researchers have found that taller workers tend to earn more. 
Because wages reflect a worker’s productivity, this finding suggests that taller workers tend to be more 
productive. The effect of height on wages is especially pronounced in poorer countries, where malnutrition 
is a bigger risk.

Fogel won the Nobel Prize in Economics in 1993 for his work in economic history, which includes not 
only his studies on nutrition but also work on US slavery and the role of the railroads in the development 
of the US economy. In the lecture he gave when awarded the Prize, he surveyed the evidence on health 
and economic growth. He concluded that ‘improved gross nutrition accounts for roughly 30 per cent of the 
growth of per capita income in Britain between 1790 and 1980’.

Today malnutrition is fortunately rare in developed nations (obesity is a more widespread problem). For 
people in developing nations, poor health and inadequate nutrition remain obstacles to higher productiv-
ity and improved living standards. The United Nations estimates that almost a third of the population in 
sub-Saharan Africa is undernourished.

The causal link between health and wealth runs in both directions. Poor countries are poor, in part, 
because their populations are not healthy, and their populations are not healthy, in part, because they are 
poor and cannot afford adequate healthcare and nutrition. It is a vicious circle but opens the possibility 
of a virtuous circle. Policies that lead to more rapid economic growth would naturally improve health out-
comes, which in turn would further promote economic growth.

Property rights, Political Stability and Good Governance
Other ways in which policymakers can foster economic growth are by protecting property rights,  promoting 
political stability and maintaining good governance. As noted when we discussed economic interdepend-
ence, production in market economies arises from the interactions of millions of individuals and firms. 
When you buy a car, for instance, you are buying the output of a car dealer, a car manufacturer, a steel 
company, an iron ore mining company and so on. This division of production among many firms allows the 
economy’s factors of production to be used as effectively as possible. To achieve this outcome, the econ-
omy must coordinate transactions among these firms, as well as between firms and consumers. Market 
prices are one way in which these transactions are coordinated.

An important prerequisite for the price system to work is an economy-wide respect for property rights. 
A mining company will not make the effort to mine iron ore if it expects the ore to be stolen. The company 
mines the ore only if it is confident that it will benefit from the ore’s subsequent sale. For this reason, 
courts serve an important role in a market economy: they enforce property rights. Through the criminal 
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justice system, the courts discourage direct theft. In addition, through the civil justice system, the courts 
ensure that buyers and sellers live up to their contracts. This is one of the reasons why institutional econ-
omists advocate research into these areas.

Although people in developed countries tend to take property rights for granted, those living in less 
developed or emerging countries understand that lack of property rights can be a major problem. In many 
countries, the system of justice does not work well. Contracts are hard to enforce, and fraud often goes 
unpunished. In more extreme cases, the government not only fails to enforce property rights but actually 
infringes upon them. To do business in some countries, firms are expected to bribe powerful government 
officials. Such corruption impedes the coordinating power of markets. It also discourages domestic saving 
and investment from abroad. The problem of corruption and bribery is extensive. Transparency Interna-
tional is a pressure group that exists to advance the cause of anti-corruption. Each year it publishes an 
index showing perceptions of corruption across the world. Countries are scored on a scale of 20 100 with 
0 being highly corrupt and 100 being highly clean. Around two-thirds of the 176 countries in the ranking fall 
below 50.

One threat to property rights is political instability. When revolutions and coups are common, there is 
doubt about whether property rights will be respected in the future. If a revolutionary government might 
confiscate the capital of some businesses, as was often true after communist revolutions, domestic resi-
dents have less incentive to save, invest and start new businesses. At the same time, foreigners have less 
incentive to invest in the country. Even the threat of revolution can act to depress a nation’s standard of 
living. It is no coincidence that countries with a strong military power, who are subject to frequent coups, 
are ones that are at the bottom of any standard of living league table.

Thus economic prosperity depends in part on political prosperity. A country with an efficient court 
system, honest government officials and a stable constitution, i.e. strong institutions, will enjoy a higher 
economic standard of living than a country with a poor court system, corrupt officials and frequent 
revolutions and coups. These are the key features of good governance – the extent to which a country 
is ruled by sound democracies, where the rule of law, the authority of law, the absence of corruption 
and independent judicial processes are in existence. If these things are in place, then it is more likely 
that contracts and property rights can be enforced, and free markets can operate effectively to allocate 
scarce resources. Without good governance, many economists believe that economic development will 
be compromised.

Free trade
Some of the world’s poorest countries have tried to achieve more rapid economic growth by pursuing 
inward-oriented policies. These policies are aimed at raising productivity and living standards within the 
country by avoiding interaction with the rest of the world. This approach gets support from some domestic 
firms, which claim that they need protection from foreign competition to compete and grow. This is called 
an infant industry argument, and together with a general distrust of foreigners has at times led policymak-
ers in less developed countries to impose tariffs and other trade restrictions.

Many economists would support the pursuit of outward-oriented policies that integrate these countries 
into the world economy. When we studied international trade earlier in the book, we showed how inter-
national trade can improve the economic well-being of a country’s citizens. Trade is, in some ways, a type 
of technology. When a country exports wheat and imports steel, the country benefits in the same way 
as if it had invented a technology for turning wheat into steel. A country that eliminates trade restrictions 
will, therefore, experience the same kind of economic growth that would occur after a major technological 
advance.

The adverse impact of inwards orientation becomes clear when one considers the small size of many 
less developed economies. The total GDP of Argentina, for instance, is about that of the southeast of 
 England (if we include London). Imagine what would happen if the southeast were suddenly to declare 
that it was illegal to trade with anyone beyond the regional boundaries. Without being able to take advan-
tage of the gains from trade, the southeast would need to produce all the goods it consumes. It would 
also have to produce all its own capital goods, rather than importing state of the art equipment from other 
cities. Living standards in the southeast would fall, and the problem would probably only get worse over 
time. This is precisely what happened when Argentina pursued inward-oriented policies throughout much 
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of the twentieth century and can also partly explain the economic problems in North Korea, which has 
effectively cut itself off from the rest of the world. By contrast, countries pursuing outward-oriented poli-
cies, such as the Republic of Korea, Singapore and Taiwan, have enjoyed high rates of economic growth.

The amount that a nation trades with others is determined not only by government policy but also by 
geography. Countries with good natural seaports find trade easier than countries without this resource. 
It is not a coincidence that many of the world’s major cities, such as Paris, Boston, New York, Hong Kong 
and London, are located either next to oceans or on the banks of a major river giving easy access for 
seafaring trade vessels. Similarly, because landlocked countries find international trade more difficult, they 
tend to have lower levels of income than countries with easy access to the world’s waterways.

research and development
As we have seen in our short look at endogenous growth theory, technological advance can come from private 
research by firms and individual inventors. Just as government has a role in providing a public good such as 
national defence, it also has a role in encouraging the research and development of new technologies. The 
governments in most advanced countries do this in a number of ways, for example through science research 
laboratories owned and funded by the government, or through a system of research grants offered to promis-
ing researchers. It may also offer tax breaks and concessions for firms engaging in R&D.

Yet another way in which government policy encourages research is through the patent system. When a 
person or firm invents a new product, such as a new drug, the inventor can apply for a patent. If the product 
is deemed truly original, the government awards the patent, which gives the inventor the exclusive right 
to make the product for a specified number of years. In essence, the patent gives the inventor a property 
right over the invention, turning their new idea from a public good into a private good. By allowing inventors 
to profit from their inventions – even if only temporarily – the patent system enhances the incentive for 
individuals and firms to engage in research.

Population Growth
Economists and other social scientists have long debated how population growth affects a society. The 
most direct effect is on the size of the labour force: a large population means more workers to produce 
goods and services. At the same time, it means more people to consume those goods and services. 
Beyond these obvious effects, population growth interacts with the other factors of production in ways 
that are less obvious and more open to debate.

SElF tESt Describe three ways in which a government policymaker can try to raise the growth in living 
standards in a society. Are there any drawbacks to these policies?

concluSIon: thE ImPortAncE oF lonG-run Growth
In this chapter we have discussed theories of growth and how they relate to differences in the standard of 
living across nations and how policymakers can endeavour to raise the standard of living through policies that 
promote economic growth. Policymakers who want to encourage growth in standards of living must aim to 
increase their nation’s productive ability by encouraging rapid accumulation of the factors of production and 
ensuring that these factors are employed as effectively as possible.

Economists differ in their views of the role of government in promoting economic growth. At the very 
least, government can lend support by maintaining property rights and political stability. More contro-
versial is whether government should target and subsidize specific industries that might be especially 
important for technological progress. There is no doubt that these issues are among the most important 
in economics. The success of one generation’s policymakers in learning and heeding the fundamental 
lessons about economic growth determines what kind of world the next generation will inherit.
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SummAry
 ● Economic prosperity, as measured by GDP per person, varies substantially around the world. The average income 

in the world’s richest countries is more than 10 times that in the world’s poorest countries. Because growth rates of 
real GDP also vary substantially, the relative positions of countries can change dramatically over time.

 ● The standard of living in an economy depends, in part, on the economy’s ability to produce goods and services. 
Productivity, in turn, depends on the amounts of physical capital, human capital, natural resources and technolog-
ical knowledge available to workers.

 ● The Solow growth model notes that the accumulation of capital is subject to diminishing returns: the more capital 
an economy has, the less additional output the economy gets from an extra unit of capital. Because of diminishing 
returns, higher saving leads to higher growth for a period of time, but growth eventually slows down as the econ-
omy approaches a higher level of capital, productivity and income. Also because of diminishing returns, the return 
to capital is especially high in poor countries. Other things being equal, these countries can grow faster because 
of the catch-up effect.

 ● Endogenous growth theory focuses on the importance of explaining how technology can change and offset the 
effects of diminishing marginal productivity. Innovation and R&D are important ways in which technology growth 
can arise.

 ● Government policies can try to influence the economy’s growth rate in many ways: by encouraging saving and 
investment, encouraging investment from abroad, fostering education, maintaining property rights and political 
stability, allowing free trade, promoting the research and development of new technologies, and controlling pop-
ulation growth.

Economic Growth and Increasing returns
The Solow model assumed that there are constant returns to scale and that increases in capital and labour are subject 
to diminishing marginal product. What if these assumptions are relaxed? Complexity theorists ask how economic actors 
react to the patterns and outcomes they themselves create, and how these patterns and outcomes would change as a 
consequence and thus lead to further changed reactions by economic actors. Could this also apply to the way in which 
capital and technologies are adopted as economies grow?

As countries grow and develop, they grow their capital stock, and as this capital stock grows, it will incorpo-
rate new technologies. Firms will adopt some technologies and abandon others; competing technologies might see 
some winning and others either failing to gain traction and exiting the market or remaining on the periphery. Those 
technologies that are adopted become better understood and experience in their use means that they are subject 
to further improvements. Some countries have invested heavily in the development of capital and have succeeded 
in increasing the productivity of labour quickly. In some cases, it has been argued that the technology developed in 
Western economies at great expense and time have been ‘stolen’ by developing countries in Asia, infringing intellec-
tual property. These developing countries might well argue that they are merely learning from existing technologies 
and utilizing them to help take millions out of poverty. Is that an outcome that is more beneficial than the protection of 
a giant Western firm’s intellectual property and its rights to generate monopoly profit? Professor Justin Yifu Lin, for-
mer Chief Economist and Senior Vice President of the World Bank and now honorary dean of the National School of 
Development at Peking University, noted that China has been able to take advantage of what he calls ‘backwardness’ –  
the ability to ‘borrow’ technology, innovation and institutions at relatively low risk and cost from advanced nations. The 
World Bank Commission noted this as the ability for developing countries to ‘import what the rest of the world knew 
and export what it wanted’.

It could be that some countries adopt technologies which are actually inferior largely due to the fact that certain 
technologies have become dominant in the market or introduced into the country because of its peculiar circumstances, 

In thE nEwS
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QuEStIonS For rEvIEw
1 What does the level of a nation’s GDP measure? What does the growth rate of GDP measure? Would you rather live in 

a nation with a high level of GDP and a low growth rate, or in a nation with a low level of GDP and a high growth rate?

2 List and describe four determinants of productivity.

3 In what way is a university degree a form of capital?

4 Does a higher rate of saving lead to higher growth temporarily or indefinitely?

5 Assuming the population is stable, what effects will an increase in capital accumulation have on growth? Can a country 
generate sustained growth through rising capital investment?

6 What is the steady-state equilibrium?

7 Why is technological progress important in improving growth rates in any economy?

8 Why would removing a trade restriction, such as a tariff, lead to more rapid economic growth?

when other technologies that subsequently come 
along could be more efficient. This might explain 
why some countries do not exhibit strong growth 
while others in a similar situation do, because the 
latter are more flexible in the adoption of different 
technologies.

The idea that increasing returns to scale 
could exist across a wide range of industries in 
an economy begs the question, how does the 
industrial structure of an economy develop? 
Industrial structure refers to the number of firms 
in an industry, their market share and their size. 
How many of the industries in the economy 
exhibit increasing returns to scale as opposed 
to constant or diminishing returns may affect the 
speed at which the economy can grow over time. This is particularly relevant to developing countries today but has 
been experienced by developed economies over many years.

Critical Thinking Questions

1 to what extent do you think that the assumption of constant returns to scale in the Solow model renders the 
model fundamentally flawed?

2 there are invariably different ways of producing goods and services. Some technologies gain traction while 
others do not. what factors do you think determine whether particular technologies in an economy gain trac-
tion? to help illustrate your answer, try to find or think of examples of technologies which have gained traction 
and others that have failed to do so.

3 Explain how the idea of ‘backwardness’ may have allowed china to be able to generate rapid and sustained 
economic growth over a period.

4 do you agree that the benefits of taking millions out of poverty is more important than the protection of intellec-
tual property of large western firms?

5 ‘the understanding of how and why some countries develop and grow while others languish, even though they 
have access to valuable resources, can be better understood by utilizing the approaches of other schools of 
economics such as complexity economics, feminist economics and institutional economics.’ do you agree with 
this statement? Justify your response.

Developing countries argue that they are learning from existing 
Western technologies and utilizing them to help take millions out 
of poverty.
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9 How does the rate of population growth influence the level of GDP per person?

10 Describe two ways in which the government can try to encourage advances in technological knowledge.

ProblEmS And APPlIcAtIonS
1 Most countries import substantial amounts of goods and services from other countries. Yet the chapter says that a 

nation can enjoy a high standard of living only if it can produce a large quantity of goods and services itself. Can you 
reconcile these two facts?

2 List the capital inputs necessary to produce each of the following:
a. cars
b. secondary education
c. air travel
d. fruit and vegetables.

3 UK income per person today is roughly four times what it was a century ago. Many other countries have also experienced 
significant growth over that period. What are some specific ways in which your standard of living is likely to differ from 
that of your great grandparents?

4 The idea of creative destruction suggests that economic growth through changes in technology can have winners and 
losers. In the country in which you are studying, what firms or industries have declined or disappeared as a result of 
new technologies? How might governments manage the effects of creative destruction on those negatively affected by 
the process?

5 To what extent do you think that endogenous growth theory
a. refutes the Solow model, or
b. provides a further refinement to the Solow model?

6 Societies choose what share of their resources to devote to consumption and what share to devote to investment. Some 
of these decisions involve private spending; others involve government spending.
a. Describe some forms of private spending that represent consumption and some forms that represent investment.
b. Describe some forms of government spending that represent consumption and some forms that represent investment.

7 What is the opportunity cost of investing in capital? Do you think a country can ‘over-invest’ in capital? What is the 
opportunity cost of investing in human capital? Do you think a country can ‘over-invest’ in human capital? Explain.

8 In many developing nations, young women have lower enrolment rates in secondary schooling than do young men. 
Describe three ways in which greater educational opportunities for young women could lead to faster economic growth 
in these countries.

9 Using an appropriate data source, conduct some research into the economic and political characteristics of two 
contrasting countries – one with a relatively high GDP per capita and one with a relatively low GDP per capita. What 
factors affect these differences in GDP per capita? Is there any evidence that the country with the lower GDP per capita 
has experienced higher growth rates in the twenty-first century? If so, why and if not, why not?

10 International data show a positive correlation between political stability and economic growth.
a. Through what mechanism could political stability lead to strong economic growth?
b. Through what mechanism could strong economic growth lead to political stability?
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Losing a job can be one of the most distressing economic events in a person’s life. Most people rely on 
their labour earnings to maintain their standard of living, and many people get not only income from 

their work, but also a sense of personal accomplishment. A job loss means a lower living standard in the 
present, anxiety about the future and reduced self-esteem. It is not surprising, therefore, that politicians 
campaigning for office often speak about how their proposed policies will help create jobs. Indeed, the 
importance of unemployment in an economy is reflected in the attention given to it by politicians. There 
are a number of reasons for this. Unemployment affects standards of living, and from a macroeconomic 
perspective, people who would like to work but cannot find a job are not contributing to the economy’s 
production of goods and services. Although some degree of unemployment is inevitable in a complex 
economy with thousands of firms and millions of workers, the amount of unemployment varies substan-
tially over time and across countries. When a country keeps its workers as fully employed as possible, it 
achieves a higher level of GDP than it would if it left many of its workers standing idle.

This chapter begins our study of unemployment. The problem of unemployment is usefully divided 
into two categories – the long-run problem and the short-run problem. In this chapter we discuss the 
determinants of the long-run problem – an economy’s natural rate of unemployment. As we will see, the 
designation natural does not imply that this rate of unemployment is desirable. Neither does it imply that 
it is constant over time or impervious to economic policy. It merely means that this unemployment does 
not go away on its own, even in the long run.

As we will see, long-run unemployment does not arise from a single problem that has a single solu-
tion. Instead, it reflects a variety of related problems. As a result, there is no easy way for policymakers 
to reduce the economy’s natural rate of unemployment and, at the same time, alleviate the hardships 
experienced by the unemployed.

IdentIfyIng UnempLoyment
We begin by examining more precisely what the term unemployment means. We consider how govern-
ments measure unemployment, what problems arise in interpreting the unemployment data, how long 
the typical spell of unemployment lasts and why there will always be some people unemployed.

What Is Unemployment?
Intuition might suggest that unemployment simply means someone who does not have a job. This intui-
tion hides a number of subtleties, however. If you are in full-time education, for example, you are studying 
and thus are not available for full-time paid employment. What if you were not a student, but were suf-
fering from some long-term illness that meant that you were unfit for work, or if you were a parent who 
had made the choice of staying at home to look after children and raise a family? Again, in both these 
instances, although you would not have a job, we would not say that you were unemployed because you 
would not be available for work. These examples provide a guide that an unemployed person is not simply 
‘someone who does not have a job’ but more accurately, ‘someone who does not have a job and who is 
available for work’.

22 UnempLoyment and  
the LaboUr market
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The notion of ‘being available for work’ requires further clarification. The wage rate for jobs that are 
unfilled is a factor in whether people choose to make themselves available for work. If too low, people may 
choose not to work. At another extreme, suppose you won so much money on the Euro Millions Lottery 
that you decided you would leave university and live off your winnings for the rest of your life. Would you 
be unemployed? No, because you would still be unavailable for work, no matter what wage rate you were 
offered. Thus being unemployed also depends upon whether you are willing to work at going wage rates.

We are now in a position to give a more precise definition of what it means to be unemployed: the 
number unemployed in an economy is the number of people of working age who are able and available for 
work at current wage rates and who do not have a job.

how Is Unemployment measured?
There are two basic ways government agencies go about measuring the unemployment rate in the 
economy:

the Claimant Count One simple way is to count the number of people who, on any given day, are claim-
ing unemployment benefit payments from the government – the so-called claimant count. Since a govern-
ment agency is paying out the benefits, it will be relatively easy to gather data on the number of claimants. 
The government also has a good idea of the total labour force in employment, since it is receiving income 
tax payments from them. Adding to this the number of unemployment benefit claimants is a measure of 
the total labour force, and expressing the claimant count as a proportion of the labour force is a measure 
of the unemployment rate.

Unfortunately, there are a number of important drawbacks with the claimant count method. One obvi-
ous problem is that it is subject to changes in the rules the government applies for eligibility to unem-
ployment benefit. Suppose the government gets tougher and changes the rules so that fewer people are 
now entitled to unemployment benefit. The claimant count will go down and so will the measured unem-
ployment rate, even though there has been no change in the number of people with or without work. The 
opposite would happen if the government became more lenient and relaxed the rules so that more people 
became eligible.

In the UK, for example, there have been about 30 changes to the eligibility rules since the mid-1990s, 
all but one of which have reduced the claimant count and so reduced the unemployment rate based on 
this measure. The following are examples of categories of people who are excluded from the UK claimant 
count: people over the age of 55 who are without a job; those on government training programmes (largely 
school leavers who have not found a job); anyone looking for part-time work; and people who have left 
the workforce for a while and now wish to return to employment (for example, women who have raised 
a family). Many – if not all – of the people in these categories would be people who do not have a job, are 
of working age and are able and available for work at current wage rates; yet they would be excluded from 
measured unemployment in the UK using the claimant count method.

Labour force Surveys The second, and probably more reliable, method of measuring unemployment 
is through the use of surveys – in other words, going out and asking people questions – based on an 
accepted definition of unemployment. Questions then arise as to whom to interview, how often (since 
surveys use up resources and are costly) and what definition of unemployment to use. Although the defi-
nition of unemployment that we developed earlier seems reasonable enough, the term ‘available for work 
at current wage rates’ may be too loose for this purpose. In the UK and many other countries, the govern-
ment carries out Labour Force Surveys (LFS) based on the standardized definition of unemployment from 
the International Labour Office, or ILO. The ILO is the permanent secretariat of the International Labour 
Organization, a United Nations agency. The ILO definition of an unemployed person is someone who is 
without a job and who is willing to start work within the next two weeks and either has been looking for 
work within the past four weeks or is waiting to start a job.

The Labour Force Survey is carried out quarterly throughout Europe. National statistical services collect 
the data which are then processed by Eurostat. The surveys are published in different languages but scru-
tinized by statisticians to ensure comparability between the surveys carried out in each member state. In 
the UK, the survey is based on a sample of about 60,000 households, and across Europe as a whole, the 
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sample size is around 1.5 million. Based on the answers to survey questions, the government places each 
adult (aged 16 and older) in each surveyed household into one of three categories:

1. A person is considered employed if he or she spent some of the previous week working at a paid job.
2. A person is unemployed if he or she fits the ILO definition of an unemployed person.
3. A person who fits neither of the first two categories, such as a full-time student, homemaker or retiree, 

is not in the labour force (or, to use ILO terminology, is economically inactive).

economically inactive people who are not in employment or are unemployed due to reasons such as being in full-time 
education, being full-time carers or raising a family

labour force the total number of workers, including both the employed and the unemployed

unemployment rate the percentage of the labour force that is unemployed measured by dividing the number of 
unemployed by the labour force and multiplying by 100.

Once the government has placed all the individuals covered by the survey in a category, it computes 
various statistics to summarize the state of the labour market. The labour force is defined as the sum of 
the employed and the unemployed:

Labour force Number of employed Number of unemployed5 1

The unemployment rate can be measured as the percentage of the labour force that is unemployed:







 1005 3Unemployment rate

Number of unemployed
Labour force

Unemployment rates are computed for the entire adult population and for more narrowly defined groups – 
men, women, youths and so on.

The same survey results are used to produce data on labour force participation. The labour force  
participation rate measures the percentage of the total adult population of the country that is in the 
labour force:









 1005 3Labour force participation rate

Labour force
Adult population

labour force participation rate (or economic activity rate) the percentage of the adult population that is in 
the labour force

This statistic tells us the fraction of the population that has chosen to participate in the labour market. The 
labour force participation rate, like the unemployment rate, is computed both for the entire adult popula-
tion and for more specific groups.

To see how these data are computed, consider the UK figures for June 2019. According to the Labour 
Market Statistics published by the ONS, 32.75 million people were in work and 1.30 million people were 
unemployed. The labour force was:

Labour force 32.75 1.30 34.055 1 5
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The unemployment rate was:

1.30
34.05

100 3.8%



Unemployment rate 5 3 5

There were 8.58 million people aged between 16 and 64 classed as economically inactive.
The total population of the UK was estimated by the ONS as being 66.43 million of which around 

42.36 million were between 16 and 64 and classed as the adult population. The labour force participation 
rate, therefore, was:

34.05
42.36

100 80.38%



Labour force participation rate 5 3 5

Table 22.1 shows the unemployment rate across the EU.

Unemployment rates in the european Union (october 2018)

Country
Unemployment 

rate (%)

Austria  5.1
Belgium  6.2
Bulgaria  5.4
Croatia  8.1
Cyprus  8.5
Czech Republic  2.2
Denmark  4.8
Estonia  5.8
Finland  7.2
France  8.9
Germany  3.3
Greece 18.9
Hungary  3.7
Ireland  5.3
Italy 10.6
Latvia  6.9
Lithuania  6.3
Luxembourg  5.0
Malta  3.7
Netherlands  3.7
Poland  3.8
Portugal  6.7
Romania  4.0
Slovak Republic  6.6
Slovenia  5.2
Spain 14.8
Sweden  6.3

Source: euroSTaT

tabLe 22.1

the CaUSeS of UnempLoyment
We have defined unemployment as a situation where people of working age are out of work but able 
and available for work at current wage rates. The basis of this definition rests on the model of the labour 
market where there is a demand for workers by employers, which is a derived demand, and a supply of 
labour willing and able to work at different wage rates. The equilibrium wage rate is that which brings 
together the number of workers willing and able to work at that wage rate with the demand for labour at 
that wage rate. If this model were replicated at the macro level, there would be an equilibrium wage rate 
which would mean all those seeking work at that wage rate would be employed. At equilibrium, therefore, 
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there is no unemployment. Changes in the supply of and demand for labour would create surpluses and 
shortages in the labour market, and the adjustment of the wage rate would ensure that all workers are 
always fully employed.

A look at statistics on the labour market, however, shows that in almost every country there are always 
some people who are unemployed, i.e. that labour markets do not clear instantaneously. We will now look 
at the reasons for this unemployment.

frictional Unemployment
At any point in time in the economy there are people who are between jobs. They might have been made 
redundant or dismissed, are returning to work after a period of leave for travelling, seeking work after leav-
ing university or school/college, looking for work after having time off to raise a family or wanting a career 
change. It takes time for workers to search for the jobs that are best suited for them. The unemployment 
that results from the process of matching workers and jobs is called frictional unemployment, and it is 
often thought to explain relatively short spells of unemployment.

frictional unemployment unemployment that results because it takes time for workers to search for the jobs that best 
suit their tastes and skills

People who decide to change careers or leave one job without having another to go to immediately 
are making a conscious choice to become unemployed for a period. In many cases, they may have every 
intention of finding new work, but there will be an interim period where they are unemployed. In some 
cases, people may see jobs available, but feel it is not something that suits them, is not at a level they 
are looking for or where they feel the wage is too low. In some cases, people may choose to remain 
unemployed because state benefit levels are relatively generous, or tax and benefit laws are such that 
taking a job would leave the individual worse off. Voluntary unemployment refers to a situation where 
people choose to remain unemployed rather than take jobs which are available. This is in contrast to 
involuntary unemployment which occurs when people want work at going market wage rates but 
cannot find employment. Involuntary unemployment may be caused by structural reasons.

voluntary unemployment where people choose to remain unemployed rather than take jobs which are available
involuntary unemployment where people want work at going market wage rates but cannot find employment

structural unemployment unemployment that results because the number of jobs available in some labour markets is 
insufficient to provide a job for everyone who wants one

There are a number of causes of structural unemployment and labour market theory implies that there are 
imperfections in the market which prevent wages adjusting to the changing demand and supply of labour. 
Some of these imperfections include:

occupational and geographic Immobility Workers who lose their jobs in one industry may find that 
jobs that are available require skills and experience they do not possess or are not in the immediate region 
where they live. To move from one occupation to another requires knowledge, skills and experience to be 

Structural Unemployment
When the quantity of labour supplied exceeds the quantity demanded and the number of jobs available 
may be insufficient to give a job to everyone who wants one, structural unemployment exists. Structural 
unemployment can explain longer spells of unemployment.
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transferable, and this is not always the case. Where workers are unable to easily move from one occupa-
tion to another, this is referred to as occupational immobility.

occupational immobility where workers are unable to easily move from one occupation to another

geographical immobility where people are unable to take work because of the difficulties associated with moving to 
different regions

Jobs that are available for those unemployed might be some distance away, and it may not be possible 
for them to easily commute to take on these jobs. In addition, the cost of commuting might mean the job 
becomes unviable given the wage being offered. In some cases, if jobs are available in other parts of the 
country, there are other very practical reasons why it is not easy for workers to move to these jobs. Dif-
ferences in house prices or family commitments might mean that even though jobs are available it is not 
practical for workers to take these jobs. Where people are unable to take work because of the difficulties 
associated with moving to different regions, this is termed geographical immobility.

technological Change Changes in technology are important drivers of long-run economic growth, but 
such change has winners and losers. The losers are those whose knowledge, skills and experience are 
now redundant and as a result they have to seek new employment. The number of people working on pro-
duction lines in vehicle manufacture, for example, is now substantially less than it was in the 1970s, largely 
due to the development of machines which can do the work of humans far more efficiently and cheaper.

Structural Change in the economy Over time structural changes affect the makeup of economies. In 
the UK, for example, the eighteenth and nineteenth centuries saw a shift from a predominantly agrarian 
economy to industrial and manufacturing, and this in turn has evolved into an economy which is domi-
nated by service industries. Structural change can be caused by competition from abroad or by changes 
in technology and changes in societal norms and trends. The decline in the coal mining industry in the 
UK, for example, is partly due to the availability of cheaper coal imports from abroad, the increased cost 
of extracting coal in more marginal seams and also by commitments made to reduce the use of carbon 
emissions into the atmosphere, which has resulted in the closure of coal fired power stations.

Labour market Imperfections
We can use the model of the labour market to identify how unemployment can be caused by wages being 
above the market equilibrium. These are classed as imperfections in the labour market which prevent the 
wage rate from adjusting to equate the demand and supply of labour. It should be noted that the structural 
unemployment that arises from above-equilibrium wages is, in an important sense, different from the 
frictional unemployment that arises from the process of job search. The need for job search is not due to 
the failure of wages to balance labour supply and labour demand. When job search is the explanation for 
unemployment, workers are searching for the jobs that best suit their tastes and skills. By contrast, when 
the wage is above the equilibrium level, the quantity of labour supplied exceeds the quantity of labour 
demanded, and workers are unemployed because they are waiting for jobs to open up.

minimum Wage Laws Minimum wage laws are a price floor applied to the labour market. Minimum 
wages can have an important effect on certain groups with particularly high unemployment rates. When a 
minimum wage law forces the wage to remain above the level that balances supply and demand, it raises 
the quantity of labour supplied and reduces the quantity of labour demanded compared to the equilibrium 
level. There is a surplus of labour. Because there are more workers willing to work than there are jobs, 
some workers are unemployed. It is important to note that most workers in many developed economies 
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have wages well above the legal minimum. Minimum wage laws are binding most often for the least 
skilled and least experienced members of the labour force, such as teenagers. It is among these workers 
that minimum wage laws can offer an explanation for the existence of unemployment.

Unions and Collective bargaining A union is a worker association that bargains with employers over 
wages and working conditions. Union density measures the proportion of the workforce that is union-
ized, excluding people who cannot, for legal or other reasons, be members of a union – for example, 
members of the armed forces. Broadly speaking, this amounts to expressing the number of union mem-
bers as a proportion of civilian employees plus the unemployed. According to the OECD, union density 
in the UK in 2016, was around 23.5 per cent, and has been steadily falling since 1995 when it stood at 
around 32.4 per cent and an even greater marked fall from the beginning of the 1980s, when it was over 
50 per cent. In other European countries there is a similar trend of falling union density. In Germany den-
sity has fallen from 23.3 per cent in 1999 to 17.0 per cent in 2016, in the Netherlands the fall has been from 
24.6 per cent to 17.3 per cent in 2016. However, there are exceptions with countries like Finland, Denmark, 
Iceland and Sweden having densities between 64.6 per cent and 85.5 per cent. In Denmark, Finland and 
Sweden, the density is gradually falling.

union density a measure of the proportion of the workforce that is unionized

The Economics of Unions A union is a type of cartel. Like any cartel, a union is a group of sellers acting 
together in the hope of exerting their joint market power. Workers in a union act as a group when discuss-
ing their wages, benefits and working conditions with their employers. The process by which unions and 
firms agree on the terms of employment is called collective bargaining.

collective bargaining the process by which unions and firms agree on the terms of employment

When a union bargains with a firm, it asks for higher wages, better benefits and better working con-
ditions than the firm would offer in the absence of a union. If the union and the firm do not reach agree-
ment, the union can take various steps to put pressure on employers to come to an agreement including 
working to rule (doing only what is agreed in the contract of employment), and as a last resort organizing 
a withdrawal of labour from the firm, called a strike. Because a strike reduces production, sales and profit, 
a firm facing a strike threat is likely to agree to pay higher wages than it otherwise would. Economists 
who study the effects of unions typically find that union workers earn more than similar workers who do 
not belong to unions.

When a union raises the wage above the equilibrium level, it raises the quantity of labour supplied 
and reduces the quantity of labour demanded, resulting in unemployment. Those workers who remain 
employed are better off, but those who were previously employed and are now unemployed are worse off.

The role of unions in the economy depends in part on the laws that govern union organization and col-
lective bargaining. Normally, explicit agreements among members of a cartel are illegal. If firms that sell 
a common product were to agree to set a high price for that product, they would generally be held to be 
in breach of competition law, and the government would prosecute these firms in the civil and criminal 
courts. In contrast, unions are given exemption from these laws in the belief that workers need greater 
market power as they bargain with employers.

Legislation affecting the market power of unions is a perennial topic of political debate. Members of 
parliaments sometimes debate right to work laws, which give workers in a unionized firm the right to 
choose whether to join the union. In the absence of such laws, unions can insist during collective bargain-
ing that firms make union membership a requirement for employment.

Are Unions Good or Bad for the Economy? Economists disagree about whether unions are good or bad for 
the economy as a whole. Let’s consider both sides of the debate.
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Critics of unions argue that unions are merely a type of cartel. When unions raise wages above the 
level that would prevail in competitive markets, they reduce the quantity of labour demanded, cause some 
workers to be unemployed and reduce the wages in the rest of the economy. The resulting allocation of 
labour is, critics argue, both inefficient and inequitable. It is inefficient because high union wages reduce 
employment in unionized firms below the efficient, competitive level. It is inequitable because some work-
ers benefit at the expense of other workers.

Advocates of unions contend that unions are a necessary antidote to the market power of the firms 
that hire workers. In some regions where one particular company is the dominant employer, if workers do 
not accept the wages and working conditions that the firm offers, they may have little choice but to move 
or stop working. In the absence of a union, therefore, the firm could use its market power to pay lower 
wages and offer worse working conditions than would prevail if it had to compete with other firms for the 
same workers. In this case, a union may balance the firm’s market power and protect workers from being 
at the mercy of the firm owners.

Advocates also claim that unions are important for helping firms respond efficiently to workers’ con-
cerns. Whenever a worker takes a job, the worker and the firm must agree on many attributes of the job in 
addition to the wage: hours of work, overtime, holidays, sick leave, health benefits, promotion schedules, 
job security and so on. By representing workers’ views on these issues, unions allow firms to provide 
the right mix of job attributes. In many countries, unions have now taken on additional roles in supporting 
workers with respect to offering legal support in the event of an individual dispute at work, advice on 
pensions, financial services such as insurance, and support for those who have been injured or disabled 
at work and must retire early. Even if unions have the adverse effect of pushing wages above the equilib-
rium level and causing unemployment, they have the benefit of helping firms keep a happy and productive 
workforce.

In the end, there is no consensus among economists about whether unions are good or bad for the 
economy. Like many institutions, their influence is probably beneficial in some circumstances and adverse 
in others.

SeLf teSt How does a union in the car industry affect wages and employment at Ford and Nissan plants in 
the UK? How might it affect wages and employment in other industries?

the theory of efficiency Wages The theory of efficiency wages suggests firms operate more efficiently 
if wages are above the equilibrium level. Therefore it may be profitable for firms to keep wages high even 
in the presence of a surplus of labour. The decision to keep wages above equilibrium levels may seem 
odd at first, given that wages are a large part of many firms’ costs. Normally, we expect profit-maximizing 
firms to want to keep costs – and therefore wages – as low as possible. The novel insight of efficiency 
wage theory is that paying high wages might be profitable because they might raise the efficiency of a 
firm’s workers.

There are several types of efficiency wage theory. Each type suggests a different explanation for why 
firms may want to pay high wages. Let’s now consider four of these types.

Worker Health The first and simplest type of efficiency wage theory emphasizes the link between wages 
and worker health. Better paid workers eat a more nutritious diet, and workers who eat a better diet are 
healthier and more productive. A firm may find it more profitable to pay high wages and have healthy, pro-
ductive workers than to pay lower wages and have less healthy, less productive workers.

This type of efficiency wage theory is of primary relevance for less developed countries where inade-
quate nutrition can be a common problem. Unemployment is high in the cities of many poor African coun-
tries, for example. In these countries, firms may fear that cutting wages would, in fact, adversely influence 
their workers’ health and productivity. In other words, concern over nutrition may explain why firms do not 
cut wages despite a surplus of labour.

Worker Turnover A second type of efficiency wage theory emphasizes the link between wages and 
worker turnover. Workers quit jobs for many reasons – to take jobs in other firms, to move to other parts of 
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the country, to leave the labour force and so on. The frequency with which they quit depends on the entire 
set of incentives they face, including the benefits of leaving and the benefits of staying. The more a firm 
pays its workers, the less often its workers will choose to leave. Thus a firm can reduce turnover among 
its workers by paying them a high wage. Reducing turnover is important for firms because it is costly for 
firms to hire and train new workers. Even after they are trained, newly hired workers are not as productive 
as experienced workers. Firms with higher turnover, therefore, will tend to have higher production costs. 
Firms may find it profitable to pay wages above the equilibrium level to reduce worker turnover.

Worker Effort A third type of efficiency wage theory emphasizes the link between wages and worker 
effort. In many jobs, workers have some discretion over how hard to work. As a result, firms monitor the 
efforts of their workers, and workers caught shirking their responsibilities can be disciplined and possibly 
dismissed. Not all shirkers are caught immediately, because monitoring workers is costly and imperfect. 
A firm can respond to this problem by paying wages above the equilibrium level. High wages, it is argued, 
make workers more eager to keep their jobs and provide an incentive to put forward their best effort.

In the worker effort variant of efficiency wage theory, if the wage were at the level that balanced supply 
and demand, workers would have less reason to work hard because if they were fired, they could quickly 
find new jobs at the same wage. Therefore firms raise wages above the equilibrium level, causing unem-
ployment and providing an incentive for workers not to shirk their responsibilities.

Worker Quality A fourth and final type of efficiency wage theory emphasizes the link between wages and 
worker quality. When a firm hires new workers, it cannot perfectly gauge the quality of the applicants. By 
paying a high wage, the firm attracts a better pool of workers to apply for its jobs.

To see how this might work, consider a simple example. Waterwell Company owns one well and needs 
one worker to pump water from the well. Two workers, X and Y, are interested in the job. X, a proficient 
worker, is willing to work for €10 per hour. Below that wage, they would rather start their own car washing 
business. Y, a complete incompetent, is willing to work for anything above €2 per hour. Below that wage, 
they would rather sit on the beach. Economists say that X’s reservation wage – the lowest wage they 
would accept – is €10 per hour, and Y’s reservation wage is €2 per hour.

What wage should the firm set? If the firm was interested in minimizing labour costs, it would set 
the wage at €2 per hour. At this wage, the quantity of workers supplied (one) would balance the quantity 
demanded. Y would take the job, and X would not apply for it. Suppose Waterwell knows that only one of 
these two applicants is competent, but it does not know whether it is X or Y. If the firm hires the incom-
petent worker, they may damage the well, causing the firm huge losses. In this case, the firm has a better 
strategy than paying the equilibrium wage of €2 per hour and hiring Y. It can offer €10 per hour, inducing 
both X and Y to apply for the job. By choosing randomly between these two applicants and turning the 
other away, the firm has a 50: 50 chance of hiring the competent one. By contrast, if the firm offers any 
lower wage, it is sure to hire the incompetent worker.

This story illustrates a general phenomenon. When a firm faces a surplus of workers, it might seem 
profitable to reduce the wage it is offering. However, by reducing the wage, the firm induces an adverse 
change in the mix of workers. In this case, at a wage of €10 per hour, Waterwell has two workers applying 
for one job; but if Waterwell responds to this labour surplus by reducing the wage, the competent worker 
(who has better alternative opportunities) will not apply. Thus it is profitable for the firm to pay a wage 
above the level that balances supply and demand.

demand-deficient Unemployment
John Maynard Keynes’ ideas on unemployment changed the nature of economics. Up until the First World 
War, economists had largely assumed that the market mechanism would function such that unemploy-
ment would not persist and that wages would adjust to bring the demand and supply of labour into 
 equilibrium. The post-war world began to experience significant economic shocks, the most notable of 
which was the Great Depression.

The effects of the stock market crash in the United States in 1929 spread across the world and many 
countries experienced high and persistent unemployment. According to classical economics, this should 
not happen. Keynes argued that the principal cause of this unemployment was due to insufficient demand 
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in the economy. This view ran counter to a prevailing orthodoxy, which is referred to as Say’s law after 
Jean Baptiste Say (1767–1832), a French economist. Say’s law is succinctly expressed as ‘supply creates 
its own demand’ and is a theory that over-production in both the short run and the long run is not possi-
ble. It seems that Say was not the first to promote the idea; James Mill, the father of John Stuart Mill, 
and Adam Smith had both written about the idea. The theory rests on the identity of national income 
accounting. If output of goods and services increases and is sold, the income derived from the sale is 
used by recipients to purchase goods and services. Say noted: ‘the mere circumstance of the creation of 
one product immediately opens a vent for other products’. Keynes rejected the short-run interpretation of 
Say’s law and suggested that short-run shocks to the economy such as the stock market crash can reduce 
effective demand. By effective demand, Keynes meant the amount that people were not only willing to 
buy at different prices but what they can and do actually purchase. It was quite possible, Keynes argued, 
that demand could remain well below that sufficient to generate full employment and for unemployment 
to persist.

Say’s law an argument that production or supply is a source of demand, that supply creates its own demand
effective demand the amount that people are not only willing to buy at different prices but what they can and do actually 
purchase

SeLf teSt How is the unemployment rate measured? How might the unemployment rate overstate the 
amount of joblessness? How might it understate it?

Summary
Since the 1930s there has been an ongoing debate in economics about the principal causes of unemploy-
ment and the extent to which these causes stem from the supply-side of the economy or the demand-
side. This debate continues and was brought into sharper focus with the rise in unemployment in many 
European countries following the Financial Crisis of 2007–9. In essence, the debate centres on the extent 
to which unemployment is cyclical or structural – the latter accounting for the level of unemployment not 
due to changes in the economic cycle. As we build the theoretical building blocks of macroeconomics, 
it must be remembered that policies to cut unemployment still deeply divide opinion in the economics 
profession.

the natUraL rate of UnempLoyment
Even when the overall economy is growing, the unemployment rate never falls to zero. Figure 22.1 shows 
the unemployment rate in the UK since 1971. The figure shows that the economy always has some 
unemployment and that the amount changes – often considerably – from year to year. The Office for 
Budget Responsibility (OBR) in the UK looks at what it calls the ‘equilibrium unemployment rate anchor’, 
which filters out the fluctuations in unemployment over time and arrives at an inferred rate of unem-
ployment, which is the economy’s long-run unemployment rate. This is the unemployment which exists 
regardless of the economic cycle and is referred to as the natural rate of unemployment (NRU) or the 
non-accelerating inflation rate of unemployment (NAIRU). The deviation of unemployment from its 
natural rate is called cyclical unemployment. The NRU can be viewed as the rate of unemployment the 
economy gravitates to, given the number of people losing jobs over a period and the number finding work 
over that same period. Unemployment is a dynamic process. At any period of time, there are people losing 
jobs (called job separation) and people finding jobs. Suppose that every month, the rate at which people 
lose jobs, denoted by the Greek letter alpha ( )a , is 4.9 per cent, and the rate at which people find jobs, 
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denoted by the Greek letter psi ( )c , is 65 per cent. The NRU is found by taking the job separation rate and 
dividing this by the sum of the job finding rate and the job separation rate:

( )
100

a

c a
5

1
3NRU

In our example, the NRU is: 








4.9
69.9

100 7%.3 5

natural rate of unemployment the normal rate of unemployment around which the unemployment rate fluctuates
non-accelerating inflation rate of unemployment the rate of unemployment in the long run, consistent with a 
stable rate of inflation
cyclical unemployment the deviation of unemployment from its natural rate

Since the Financial Crisis 2007–9, one of the unexpected outcomes has been the steady decline in unem-
ployment despite the prevailing economic conditions, not only in the UK but also in the United States.  
In 2010, UK unemployment was around 8.0 per cent and has gradually fallen. It was 3.8 per cent in 
June 2019. Estimates of the NRU were around 5.4 per cent in 2011, but as unemployment has contin-
ued to fall, the OBR has revised down its estimates of the NRU and at the end of 2018, it estimated 
UK NRU to be 4.5 per cent. In the United States, there has been a similar downwards revision from  
6.0 per cent in 2011 to 4.7 per cent in 2018.

We will discuss short-run economic fluctuations, including the year-to-year fluctuations in unemploy-
ment, later in the book, and the NRU will be of particular relevance when discussing the Phillips curve. In 
this chapter, however, we focus on the long run and examine why there is always some unemployment in 
market economies and whether the theory of NRU stands the test of time.

how Long are the Unemployed without Work?
In judging how serious the problem of unemployment is, one question to consider is whether unemploy-
ment is typically a short-term or long-term condition. If unemployment is short term, one might conclude 
that it is not a big problem. Workers may require a few weeks between jobs to find the openings that best 

Uk Unemployment rate Since 1971
This graph uses annual data on the unemployment rate to show the fraction of the labour force without a job, calculated by the LFS 
definition. (Source: Office for National Statistics)
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suit their tastes and skills. Yet if unemployment is long term, one might conclude that it is a serious prob-
lem. Workers unemployed for many months are more likely to suffer economic and psychological hardship.

Because the duration of unemployment can affect our view about how big a problem it is, economists 
have devoted much energy to studying data on the duration of unemployment spells. In this work, they 
have uncovered a result that is important, subtle and seemingly contradictory: most spells of unemploy-
ment are short, and most unemployment observed at any given time is long term.

To see how this statement can be true, consider an example. Suppose that you visited the govern-
ment’s unemployment office every week for a year to survey the unemployed. Each week you find that 
there are four unemployed workers. Three of these workers are the same individuals for the whole year, 
while the fourth person changes every week. Based on this experience, would you say that unemploy-
ment is typically short term or long term?

Some simple calculations help answer this question. In this example, you meet a total of 55 unem-
ployed people: 52 of them are unemployed for one week, and three are unemployed for the full year. This 
means that 52/55, or 95 per cent, of unemployment spells end in one week. Thus most spells of unem-
ployment are short. Yet consider the total amount of unemployment. The three people unemployed for one 
year (52 weeks) make up a total of 156 weeks of unemployment. Together with the 52 people unemployed 
for one week, this makes 208 weeks of unemployment. In this example, 156/208, or 75 per cent, of unem-
ployment is attributable to those individuals who are unemployed for a full year. Thus most unemployment 
observed at any given time is long term.

This subtle conclusion implies that economists and policymakers must be careful when interpreting 
data on unemployment and when designing policies to help the unemployed. Most people who become 
unemployed will soon find jobs. Yet most of the economy’s unemployment problem is attributable to the 
relatively few workers who are jobless for long periods of time.

Long-term Unemployment in the european Union

Long-term unemployment in the EU has been recognized as a problem which has been exacerbated by the 
effects of the Financial Crisis and subsequent policy initiatives by governments across the EU. In February 
2016, the EU Council agreed to adopt the recommendations of the EU Commission on ways to integrate the 
long-term unemployed into the labour market. Long-term unemployment is defined as the number of peo-
ple out of work and who have been actively seeking employment for at least a year. The report associated 
with the recommendations noted that there were more than 12 million workers, 5 per cent of the active 
EU population, who were classed as long-term unemployed. Of these, 62 per cent had been without work 
for at least two years. One of the dangers of long-term unemployment is that workers find it impossible to 
find work because the longer they are out of work the less likely it is that firms will see these people as 
being serious contenders for jobs. The result is what is called hysteresis – the lagging effects of past 
economic events on future ones. Those who are unemployed for long periods gradually adjust to a lower 
standard of living; they also find it increasingly harder to get work and so may lose interest in returning to 
the labour market.

The report acknowledged that there were different reasons for long-term unemployment in different 
EU countries, but around a fifth of the long-term unemployed become discouraged and drop out of the 
labour market, becoming economically inactive. It also noted that only about a quarter of long-term unem-
ployed, on average, are covered by some kind of unemployment benefit.

There were several recommendations put forward by the Council to integrate the long-term unem-
ployed into the labour market. First, the long-term unemployed should be encouraged to register with an 
employment service which would also require an improvement in the amount of information available to 

CaSe StUdy

hysteresis the lagging effects of past economic events on future ones
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Job Search
One reason why economies always experience some unemployment is job search. Job search is the 
process of matching workers with appropriate jobs. If all workers and all jobs were the same, so that all 
workers were equally well suited for all jobs, job search would not be a problem. Laid-off workers would 
quickly find new jobs that were well suited for them. Workers, of course, differ in their tastes and skills, 
jobs differ in their attributes, and information about job candidates and job vacancies is disseminated 
slowly among the many firms and households in the economy.

job search the process by which workers find appropriate jobs given their tastes and skills

the long-term unemployed on the support available. Second, there needs to be indepth individual assess-
ments carried out to explore the reasons why the individual has not been able to get a job, what they have 
been looking for previously and what skills and abilities they possess. This assessment should be carried 
out no later than 18 months into the period of unemployment and is to be combined with greater indi-
vidual support and encouragement 
to the individual to seek employ-
ment across other regions of the 
EU. There was also a recommen-
dation that individuals need to take 
some responsibility for their posi-
tions themselves by entering into a 
‘job integration agreement’, which 
would be a commitment on the part 
of the employment service to help 
and support, but also requiring the 
individual to enter into training, tak-
ing new qualifications and other 
measures to help them improve their 
prospects of gaining employment.

The recommendations were to 
be the subject of consultation and 
an evaluation submitted to the EU 
Council in February 2019.

reference: eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri5CELEX:32016H0220(01)&from5EN, accessed 31  
December 2018.

Long-term unemployment can result in many external costs, both 
to society and to individuals.

Why Some frictional Unemployment Is Inevitable
Frictional unemployment is often the result of changes in the demand for labour among different firms. 
When consumers decide that they prefer brand X  to brand Y , the company producing brand X  increases 
employment, and the other firm lays off workers. The former brand Y  workers must now search for new 
jobs, and the brand X  producer must decide which new workers to hire for the various jobs that have 
opened up. The result of this transition is a period of unemployment.

Similarly, because different regions of the country produce different goods, employment can rise in one 
region while it falls in another. Consider, for instance, what happens when the world price of oil falls. Firms 
extracting oil from the fields below the North Sea, off the coast of Scotland, respond to the lower price by 
cutting back on production and employment. At the same time, cheaper fuel prices stimulate car sales, so 
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car manufacturing firms in northern and central England raise production and employment. Changes in the 
composition of demand among industries or regions are called sectoral shifts. Because it takes time for 
workers to search for jobs in the new sectors, sectoral shifts temporarily cause unemployment.

Frictional unemployment is inevitable simply because the economy is always changing. Along the way, 
workers in declining industries find themselves out of work and searching for new jobs.

In addition to the effects of sectoral shifts on unemployment, workers will leave their jobs sometimes 
because they realize that the jobs are not a good match for their tastes and skills, and they wish to look 
for a better job. Many of these workers, especially younger ones, find new jobs at higher wages, although 
given the vast improvements in information technology in recent years (especially the Internet) it is likely 
that many people search for new jobs without actually quitting their current job. Nevertheless, this churn-
ing of the labour force is normal in a well-functioning and dynamic market economy, and the result is some 
amount of frictional unemployment.

public policy and Job Search
Even if some frictional unemployment is inevitable, the precise amount is not. The faster information 
spreads about job openings and worker availability, the more rapidly the economy can match workers and 
firms. The Internet, for instance, may help facilitate job search and reduce frictional unemployment. In 
addition, public policy may play a role. If policy can reduce the time it takes unemployed workers to find 
new jobs, it can reduce the economy’s NRU.

Government policies try to facilitate job search in various ways. One way is through government-run 
employment agencies or job centres, which give out information about job vacancies. Another way is 
through public training schemes, which aim to ease the transition of workers from declining to growing 
industries and to help disadvantaged groups escape poverty. Advocates of these policies believe that they 
make the economy operate more efficiently by keeping the labour force more fully employed and reduce 
the inequities inherent in a constantly changing market economy.

Critics of these policies question whether the government should get involved with the process of 
job search. They argue that it is better to let the private market match workers and jobs. In fact, most job 
searches in the economy take place without intervention by the government. Newspaper advertisements, 
internet job sites, headhunters and word of mouth all help spread information about job openings and job 
candidates. Similarly, much worker education is done privately, either through schools or through on-the-
job training. These critics contend that the government is no better – and most likely worse – at dissemi-
nating the right information to the right workers and deciding what kinds of worker training would be most 
valuable. They claim that these decisions are best made privately by workers and employers.

Unemployment Insurance
One government policy that increases the amount of frictional unemployment, without intending to do so, 
is unemployment insurance (or, as it is called in the UK, national insurance). This policy is designed to 
offer workers partial protection against job loss. People who choose to quit their jobs, those that are fired 
for a just reason, or those who have just entered the labour force, are not eligible. Benefits are paid only 
to the unemployed who are laid off because their previous employers no longer need their skills.

unemployment insurance a government programme that partially protects workers’ incomes when they become 
unemployed

While unemployment insurance reduces the hardship of unemployment, it is argued that it can also 
increase the amount of unemployment. This explanation is based on incentives. Because unemployment 
benefits stop when a worker takes a new job, the unemployed, it is argued, devote less effort to job search 
and are more likely to turn down unattractive job offers. In addition, because unemployment insurance 
makes unemployment less onerous, workers are less likely to seek guarantees of job security when they 
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negotiate with employers over the terms of employment. However, research on unemployment insur-
ance in Europe gives a different perspective. In a paper by Konstantinos Tatsiramos (Tatsiramos, K. (2006) 
Unemployment Insurance in Europe: Unemployment Duration and Subsequent Employment Stability. 
Institute for the Study of Labor Discussion Paper no. 2280), the benefits to workers searching for jobs and 
receiving unemployment insurance is greater than the costs:

This paper provides evidence on the effect of unemployment benefits on unemployment and employ-
ment duration in Europe, using individual data from the European Community Household Panel for 
eight countries. Even if receiving benefits has a direct negative effect increasing the duration of 
unemployment spells, there is also a positive indirect effect of benefits on subsequent employment 
duration. This indirect effect is pronounced in countries with relatively generous benefit systems, 
and for recipients who have remained unemployed for at least six months. In terms of the magnitude 
of the effect, recipients remain employed on average two to four months longer than non-recipients. 
This represents a 10 to 20  per cent increase relative to the average employment duration, compen-
sating for the additional time spent in unemployment.

The effect of unemployment insurance is likely to be related to the way the scheme is designed and 
operated. In one US study, when unemployed workers applied to collect unemployment insurance bene-
fits, some of them were randomly selected and each offered a $500 bonus if they found new jobs within 
11 weeks. This group was then compared with a control group not offered the incentive. The average spell 
of unemployment for the group offered the bonus was 7 per cent shorter than the average spell for the 
control group. This experiment suggests that the design of the unemployment insurance system influ-
ences the effort that the unemployed devote to job search.

Several other studies examined search effort by following a group of workers over time. Unemployment 
insurance benefits, rather than lasting forever, usually run out after six months or a year. These studies 
found that when the unemployed become ineligible for benefits, the probability of their finding a new job 
rises markedly. Thus receiving unemployment insurance benefits does reduce the search effort of the 
unemployed.

Even though unemployment insurance reduces search effort and raises unemployment, we should not 
necessarily conclude that the policy is a bad one. The policy does achieve its primary goal of reducing the 
income uncertainty that workers face. In addition, when workers turn down unattractive job offers, they 
have the opportunity to look for jobs that better suit their tastes and skills. Some economists have argued 
that unemployment insurance improves the ability of the economy to match each worker with the most 
appropriate job.

The study of unemployment insurance shows that the unemployment rate is an imperfect measure 
of a nation’s overall level of economic well-being. Some economists agree that eliminating unemploy-
ment insurance would reduce the amount of unemployment in the economy. Yet economists disagree on 
whether economic well-being would be enhanced or diminished by this change in policy.

SeLf teSt How would an increase in the world price of oil affect the amount of frictional unemployment? Is 
this unemployment undesirable? What public policies might affect the amount of unemployment caused by this 
price change?

Criticisms of the natural rate hypothesis
The work of John Maynard Keynes in the 1930s provided a number of challenges to the prevailing ortho-
doxy, specifically that the price mechanism was subject to fundamental flaws. These flaws meant that 
unemployment would not be short term while markets adjusted but could be persistent and long term. 
As Keynes’ ideas were developed by economists, the apparent fundamental disagreement about how the 
macroeconomy works was ‘resolved’ through what came to be called the neo-classical synthesis (it is 
also called New Keynesian economics or Neo-Keynesianism). The term has been attributed to US Nobel 
Prize winning economist, Paul Samuelson. Samuelson referred to himself as a ‘cafeteria Keynesian’. He 
was often seen as being a devotee of Keynesian ideas but saw himself picking the parts of Keynesian 
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ideas which appealed to him and which he saw had benefit to macroeconomic analysis. The synthesis 
states that the reason why markets did not adjust quickly to imbalances of the supply and demand for 
labour was because of sticky prices and sticky wages. We will look at these ideas later in the book, but 
at this stage it is sufficient to say that prices and wages do not move quickly to eliminate surpluses and 
shortages in the market. This can result in high unemployment persisting in the short run. Appropriate use 
of monetary and fiscal policy could, according to the synthesis, help markets to adjust more effectively 
and correct imbalances. Once prices and wages have had time to adjust, full employment can be reached 
once again. The underlying philosophy was still laissez faire capitalism – the belief that markets are the 
most effective way of allocating scarce resources and, where appropriate, should be left to do their work. 
What the synthesis did was to bring classical ideas into line with Keynes’ apparent rejection of the ben-
efits of unfettered markets. The synthesis spawned the idea of the NRU and has become a mainstay of 
economics teaching and philosophy since the 1970s.

neo-classical synthesis the idea that markets can be slow to adjust in the short run due to sticky prices and sticky 
wages but revert to long-run classical principles which could be aided by appropriate use of fiscal and monetary policies

Since the 1970s, there have been many refinements to the neo-classical synthesis. Much of Keynesian 
unemployment was ‘involuntary’ – even at prevailing wage rates, most people who are unemployed would 
prefer to be in work. The neo-classical synthesis explained this as a temporary situation which would even-
tually be resolved once prices and wages had time to adjust. It was suggested that people will not make 
decisions about their future economic situation (such as negotiating wage increases and considering the 
security of their jobs) in a vacuum, and that firms and households would build their expectations of infla-
tion and the economy into their decision-making. This was called rational expectations, and again, we will 
deal with this in more detail later in the book.

The prevailing view of the NRU came to be that unemployment would only differ from its natural rate if 
expected inflation was different to actual inflation. Over time the NRU would be relatively stable. Research 
by Roger Farmer, a Senior Fellow at the Bank of England and Professor at the University of California, 
Los Angeles (UCLA), casts doubt on this stability. Average unemployment in the United States in the 
1950s was around 4.5 per cent, a little higher in the 1960s, jumped to around 6.3 per cent in the 1970s, 
7.3 per cent in the 1980s, around 5.7 per cent in the 1990s and about 5.6 per cent in the 2000s. Farmer 
suggests that the data do not match the theory and that the NRU ‘is false’. Farmer goes on to explore an 
alternative theory, which is linked to an understanding of the trade-off between unemployment and infla-
tion, which we will explore in later chapters.

Other economists suggest that the NRU can change over time, and there might be different reasons 
for this. One is the idea of hysteresis. The concept is ‘borrowed’ from physics and refers to an object 
which fails to return to its original state after some external shock, even when that shock subsides. 
Recessions, for example, can have a significant impact on both employment and unemployment. People 
not only lose their jobs during a recession, but those in work may come to have different views about 
their jobs and the degree of security they have in work. These views may persist even once the reces-
sion has gone, in what Ball and Mankiw (2002) refer to as a ‘permanent scar on the economy’ (Ball, L. 
and Mankiw N.G. (2002) ‘The NAIRU in Theory and Practice’. Journal of Economic Perspectives, 16(4): 
115–36). Other reasons for the changing NRU could be due to the changes in the structure of the labour 
force; the proportion of different age groups and their levels of experience, skills and productivity as a 
result; the developments in technologies which influence competitiveness and productivity; and the 
improvements in job matching – the way in which workers who are seeking employment are matched 
with the jobs which are available.

The behaviour of unemployment since the Financial Crisis 2007–9 has led to further criticism of the 
NRU. As recession ended and unemployment began to fall, central banks looked on, and some suggested 
that interest rates, at historic lows in many Western countries, would have to start rising as unemployment 
approached its natural rate. The theory is that if unemployment falls below the natural rate, competition 
in the jobs market will force up wage rates, increase firms’ costs and trigger inflation. In the event, as 
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unemployment fell below the estimated natural rate, inflation did not accelerate, but unemployment has 
continued to fall. This might suggest that attempts to make policy based on something which does not 
exist are fundamentally flawed. Rather than be concerned about a natural rate, policymakers might be 
better placed to keep pushing unemployment ever lower. One theory related to this suggests that as 
unemployment continues to fall, firms will have incentives to keep labour costs under control through 
investment in labour-saving technologies or systems which in turn increase productivity and generate 
economic growth.

marx and the reServe army of the UnempLoyed
The idea of the NRU may have been developed after the Second World War, but the idea that there are 
always some people who are unemployed has been around for much longer. Karl Marx believed that 
unemployment was a necessary condition for capitalism to survive. Marx referred to the unemployed as 
the ‘reserve industrial army of labour’. This reserve army consisted of different groups of people including 
the long-term unemployed through to those who move in and out of the labour market at different times 
for different reasons. Some of the people who are chronically unemployed (i.e. the long-term unemployed) 
may be almost unemployable for some employers. This may be because they have few skills, limited 
experience or a history of poor employment records, and, as such, they are only employed if there is a con-
siderable shortage in the labour market. Equally, women who look after families are classed as part of this 
reserve army, because they can be brought into the labour market in times of crisis, which was the case 
during the First and Second World Wars when many women were employed on the land and in factories.

Marx suggested that capitalism could not achieve full employment, a situation where those who want 
work can find jobs. Under capitalism, the labour market consists of those who are willing and able to work 
at different wage rates (the supply of labour) and the buyers of labour (employers), and both are free to 
either sell or buy labour. In this labour market, workers will be moving from one job to another, and employ-
ers will, at times, shed labour as economic and technological conditions change. If full employment were 
a reality, those seeking work would be able to find a job quickly. This ability to move from job to job quickly 
would give suppliers of labour considerable power and force employers to compete with each other to hire 
workers, which would push up the wage rate and improve the sort of conditions that workers demand. The 
effect would be to erode the surplus value that capitalists get from employing labour power.

In response, capitalist employers invest further in machinery, which represents a thinly veiled threat 
to workers that their power can be curtailed. If wage rates were pushed up because of worker power, 
employers would look to replace labour with machinery and thus make existing workers unemployed. 
The existence of this threat of unemployment is sufficient to prevent workers from exploiting their labour 
power and shifts the balance to employers. Having a reserve army of the unemployed is a fundamental 
reminder to workers that they too could join it if they push their power too far.

The existence of a reserve army of the unemployed is also of value to capitalists in exploiting growth in 
economic activity. It provides a ready-made pool of potential workers that can be dipped into when output 
needs to be increased quickly to meet demand. If full employment existed, there would be no surplus 
labour and hiring additional workers to cope with increases in demand would push up costs, which would 
lead to lower profits and less incentive to expand. This would slow the overall growth in economic activity. 
A reserve army of unemployed provides a way in which capitalists can take on new workers, even those 
who are classed as ‘unemployable’, The unemployable can help employers cope with increasing output 
demands but provide a means of paying these workers low wages to exploit surplus value from them.

the CoSt of UnempLoyment
We mentioned at the outset of this chapter that unemployment can be one of the most distressing things 
to happen to anyone in their lives. Unemployment imposes costs on the individual and their family and 
friends, but there is also a wider cost of unemployment which affects government, the taxpayer and the 
economy as a whole.
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the Costs of Unemployment to the Individual

Loss of earnings One of the first and perhaps most obvious costs of unemployment to an individual is 
the loss of earnings that results from being unemployed. Many countries provide some form of unem-
ployment insurance as we have seen, but the sums given to the unemployed are relatively small and in 
most cases nowhere near the earnings that the individual would have earned in work. In some countries 
there might be other state benefits that an unemployed worker can claim, which mean that in the case of 
workers in low-skilled, low-paid industries the incentive to take work can be reduced. In many other cases, 
however, unemployment means that individuals must re-evaluate their household spending budgets. This 
might require households to cut back on certain luxuries like spending on leisure activities, going to the 
cinema, going out to eat and so on, but might also cut down on luxuries such as clothing, furniture, elec-
trical goods, having extensions built on a house and so on. We will see shortly how this has an effect on 
society as a whole.

The unemployed and their families are more likely to be at risk of slipping into poverty. Remember, the 
definition of poverty is a household income less than 60 per cent below the median income. It is unlikely 
that welfare support from the state is ever going to be, on its own, sufficient to put families above this 
level, so unless the unemployed have savings to draw upon it is more likely that they will fall into poverty. 
The Trades Union Congress (TUC) in the UK estimates that around 60 per cent of working age adults in 
families where there is unemployment are likely to be in poverty.

In addition, some families will find that unemployment means that they face problems in paying for rent 
or mortgages, and this can result in the loss of homes. The unemployed are more likely to have to go into 
debt to pay bills, and this can add to the problems highlighted in our next section.

Stress, Self-esteem and health problems Being unemployed can lead to significant mental health 
problems. The process of becoming unemployed is stressful and can be a life-changing event for some 
people. Having to adjust to claiming benefits, applying for other jobs, possibly getting additional training 
and the chances of having repeated experiences of either not having any replies to applications or in the 
event of unsuccessful interviews, the feeling of rejection, is not only stressful in itself but can lead to 
feelings of guilt and a reduction in self-esteem. These experiences can bring on stress-related illnesses 
and the incidences of health problems in the unemployed can increase the longer that the unemployment 
continues.

drug and alcohol abuse and Crime Closely linked to the self-esteem problems, the boredom that can 
result from being unemployed and the feeling of worthlessness that many unemployed people say they 
experience, is the increased potential to turn to alcohol and illegal drugs as a means of escape.

When people move from being employed and having an income to be able to afford a reasonable stand-
ard of living, to experiencing tight restrictions on incomes and spending, the feeling of social exclusion and 
deprivation can be acute and cause some to turn to crime as a means of maintaining what they see as a 
reasonable standard of living. Indeed, the correlation between crime rates and drug abuse is very high; 
once people get involved with a drug or alcohol habit it becomes expensive. One way of funding this habit 
is to turn to crime.

family breakdown Families who have an experience of unemployment are more prone to break up. 
Divorce rates among the unemployed are higher, as the stresses of coping with adjusting to new income 
levels, trying to find work and so on, take their toll.

de-Skilling The longer someone is out of work the more likely it is that they will lose touch with changes 
in the workplace and the labour market in general, and the more likely it is that they might be viewed as 
being unemployable or not favourable candidates for employment. Changes in the workplace, in technol-
ogy and in the skills needed for employment change rapidly. Those in work can take advantage of training – 
both off the job and on the job – to maintain their skill levels, but the unemployed may be excluded from 
being able to maintain or improve their skill levels and, as a result, find it even harder to find work. This can 
lead to the hysteresis effect.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 22   unemPloymenT anD The laBour marKeT    503

the Costs of Unemployment to Society and the economy
the opportunity Cost of Unemployment An individual who is willing and able to work represents a unit 
of productive output. If that person is unemployed the opportunity cost to society is the value of the 
goods and services that the individual could have produced. This ‘lost output’ can be considerable and 
represents a lower standard of living for society as a whole. If there is unemployment in society which is 
not simply frictional unemployment, then society will not be operating on its production possibility frontier, 
but instead somewhere inside it, which represents an inefficient use of resources.

the tax and benefits effect People who are unemployed have lower incomes and may rely solely on 
government welfare payments to support their standard of living. If people lose their jobs, then they do 
not pay as much in income taxes, and if they also reduce spending, they do not pay consumption taxes 
at the same level as if they were in employment. The higher the level of unemployment in a country, the 
greater the impact on tax revenue for the government. Not only is government revenue adversely affected, 
but government spending is also likely to be higher. The unemployed will claim additional benefits, and 
governments may also incur costs in having to deal with the social problems caused by unemployment 
such as drug and alcohol abuse, family breakdown and the increase in crime.

If government income is reduced through lower tax receipts and there is also a requirement to increase 
spending because of higher welfare spending, the pressure on government budgets can increase, and it 
is more likely that the government experiences a budget deficit – a situation where its spending is higher 
than its revenue from taxation. If governments experience a budget deficit, then the deficit must be 
funded by additional borrowing. Increased government borrowing can not only cause crowding out but 
also puts upward pressure on interest rates, which in turn might affect investment decisions by firms. The 
knock-on effects can have ripples throughout the economy as our next point highlights.

the reverse multiplier effect We have seen that when people experience unemployment, they cut 
back their spending on luxuries. They may also switch their spending to substitute goods which may be 
seen as inferior goods. Firms who produce these different goods may see a change in spending patterns, 
which can have an effect on cash flows and ultimately profits.

Goods with a relatively high income elasticity of demand are likely to be affected more significantly. 
If sales fall, firms earn lower incomes and may have to adjust their business to manage cash flows. This 
might involve cutting back on orders from suppliers, building up stocks as goods remain unsold, and, in 
some cases, firms may have to either lay off workers, or even make workers redundant or close down the 
business if it becomes insolvent. If workers are made redundant or lose their jobs in this way, this then 
means those workers receive lower incomes and so the process continues.

Not all firms will be affected in such an extreme way, but it is the case that in periods of high unem-
ployment, firms may see falling profit levels. This in turn means they pay lower corporate taxes, which 
puts further pressure on government budgets. Some firms might see demand for their services actually 
increase in periods of high unemployment. If the unemployed switch spending to inferior goods, the pro-
ducers of those goods might see demand rise. In the aftermath of the Financial Crisis 2007–9 and beyond, 
low-cost supermarkets across the UK and Europe reported seeing an increase in sales, while traditional 
supermarkets reported reduced sales.

The effect of unemployment, if more than simply frictional unemployment, is to produce a multiplied 
impact on economic activity as a whole. If there are concentrated pockets of workers losing their jobs, 
such as a major employer in an area, then the effect of this reverse multiplier effect can be considerable. 
Indeed, there are areas of the UK and Europe where the decline in industries concentrated in particular 
areas has led to considerable regional deprivation which has lasted for many years. Once an area is caught 
in the cycle of economic decline, it is extremely hard to recover.

ConCLUSIon
In this chapter, we discussed the measurement of unemployment, the reasons why economies always 
experience some degree of unemployment and some of the costs of unemployment to society and the 
economy as a whole. We have seen how job search, minimum wage laws, unions, efficiency wages, and 
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structural and technological change can all help explain why some workers do not have jobs. We have also 
seen that there are questions about whether the NRU is still a useful concept for policymaking.

The analysis of this chapter yields an important lesson: although the economy will always have some 
unemployment, its natural rate is not immutable. Many events and policies can change the amount of 
unemployment the economy typically experiences. As the information revolution changes the process of 
job search, as governments adjust the minimum wage, as workers form or quit unions, and as firms alter 
their reliance on efficiency wages, the NRU evolves.

Unemployment is not a simple problem with a simple solution. The costs of unemployment are sig-
nificant not only to individuals but also to the economy and society, which is why so many governments 
around the world are highly sensitive to the problem and look to develop policies to deal with unemploy-
ment. It is worth noting that when high unemployment persists, the potential for social disorder and 
political upheaval is greater. It might not be surprising, therefore, that governments are keen to ensure 
that the problems which can arise from unemployment are given due consideration in policy formulation.

SUmmary
 ● The unemployment rate is the percentage of those who would like to work who do not have jobs. The government 

calculates this statistic monthly based on a survey of thousands of households.

 ● The unemployment rate is an imperfect measure of joblessness. Some people who call themselves unemployed 
may actually not want to work, and some people who would like to work have left the labour force after an unsuc-
cessful search.

 ● In many advanced economies, most people who become unemployed find work within a short period of time. 
Nevertheless, most unemployment observed at any given time is attributable to the few people who are unem-
ployed for long periods of time.

 ● One reason for unemployment is the time it takes for workers to search for jobs that best suit their tastes and skills. 
Unemployment insurance is a government policy that, while protecting workers’ incomes, increases the amount 
of frictional unemployment.

 ● A second reason why an economy may always have some unemployment is if there is a minimum wage that 
exceeds the wage that would balance supply and demand for the workers who are eligible for the minimum wage. 
By raising the wage of unskilled and inexperienced workers above the equilibrium level, minimum wage laws raise 
the quantity of labour supplied and reduce the quantity demanded. The resulting surplus of labour represents 
unemployment.

 ● A third reason for unemployment is the market power of unions. When unions push the wages in unionized indus-
tries above the equilibrium level, they create a surplus of labour.

 ● A fourth reason for unemployment is suggested by the theory of efficiency wages. According to this theory, firms 
find it profitable to pay wages above the equilibrium level. High wages can improve worker health, lower worker 
turnover, increase worker effort and raise worker quality.

 ● Unemployment also occurs due to structural changes in the economy which result in firms and industries closing 
down while new firms and industries grow. Structural changes cause winners and losers, and it is not always easy 
or practical for people to find new jobs.

 ● John Maynard Keynes suggested, contrary to the accepted view at the time, that unemployment could remain at 
high levels for extended periods and that governments should use fiscal policy to help alleviate unemployment by 
boosting government spending.

 ● The neo-classical synthesis reconciled the classical view and Keynes’ ideas by arguing that in the short run, mar-
kets might not adjust because of sticky prices and wages, but in the long run, classical principles hold.

 ● Marx argued that capitalism needed unemployment to regulate the power of workers.

 ● The costs of unemployment to individuals include lower incomes, loss of self-esteem, de-skilling, an increase in 
the possibility of mental health problems, family breakdown and crime.

 ● The costs of unemployment to society as a whole includes the opportunity cost of lost output, which reduces 
potential growth, the impact on government income and expenditure, the social costs of dealing with unemploy-
ment and its effects, the underuse of resources and the reverse multiplier effect.
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the natural rate of Unemployment
The recession following the Financial Crisis of 2007–9 hit most developed countries. As economies began to gradu-
ally experience growth again, it was largely expected that unemployment, which had been high in many European 
countries in particular, would fall back to ‘natural’ rates. Unemployment has indeed fallen in most European coun-
tries, even those most severely affected by the Financial Crisis: Greece, Spain, Ireland, Portugal and Italy. In some 
countries, unemployment remains high, but in others, rates of unemployment are at historic lows. In some cases, 
unemployment has fallen below what had been estimated as the ‘natural rate of unemployment’. In other cases, 
employment rates in many countries have continued to rise. What has not happened (at least at the time of writ-
ing) is that inflation has begun to accelerate. In some countries, growth is sluggish and real wages have either 
remained constant or fallen, and so questions are being asked of the relevance of the concept of the ‘natural rate of 
unemployment’.

In 2018, a widely respected macroeconomist, Olivier Blanchard, had a paper published in the American Economic 
Review entitled ‘Should We Reject the Natural Rate Hypothesis?’ In the paper, Blanchard notes that the relationship 
between inflation and unemployment in many major economies since the Financial Crisis might suggest the NRU 
should be abandoned. However, he concludes: ‘Central banks should keep the natural rate hypothesis … as their 
baseline, but keep an open mind and put some 
weight on alternatives.’

Other commentators have noted that the 
demographics of the labour market in many 
developed economies have changed, and 
these could partly explain why the NRU might 
be lower than in the past and could go even 
lower. The labour force in many countries is 
becoming older, and the number of young peo-
ple entering the labour force is slowing. In gen-
eral, unemployment is lower among the older 
generation, and this could contribute to a lower 
NRU. In addition, it is noted that in a number 
of countries, participation in higher education 
has grown, and a more educated workforce 
would generally be associated with lower 
unemployment.

reference: pubs.aeaweb.org/doi/pdfplus/10.1257/jep.32.1.97, accessed 13 February 2019.

Critical Thinking Questions

1 Is a concept of the ‘natural rate of unemployment’ of any value to policymakers given the difficulties in quanti-
fying it?

2 as countries across europe moved out of recession, it was expected that unemployment would fall back to the 
natural rate, and that policy would have to be manipulated to prevent inflation accelerating if unemployment fell 
below the natural rate. Critically examine this statement from a heterodox perspective.

3 ‘blanchard’s conclusion that central banks should keep the nrU as its baseline reflects the mainstream’s ten-
dency to cling onto theories which have been shown to be redundant.’ Comment on this view.

4 Why might rising employment and falling unemployment rates not necessarily lead to increases in real wage 
rates (marx’s idea of the reserve army of the unemployed might have some relevance here)?

5 to what extent can changes in demographics help explain a lower natural rate of hypothesis?

In the neWS

Can the demographics of the labour market in many developed 
economies partly explain why the NRU might be lower?
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QUeStIonS for revIeW
1 Why might a person who does not have a job not be unemployed?

2 How do national statistical offices compute the labour force, the unemployment rate and the labour force participation 
rate?

3 Is unemployment typically short term or long term? Explain.

4 Why is frictional unemployment inevitable? How might a government reduce the amount of frictional unemployment?

5 Why, according to Marx, does capitalism need a ‘reserve army of the unemployed’?

6 What is the hysteresis effect?

7 What is the ‘neo-classical synthesis’?

8 What claims do advocates of unions make to argue that unions are good for the economy?

9 Explain four ways in which a firm might increase its profits by raising the wages it pays.

10 Outline three costs of unemployment to (a) an individual and (b) to society.

probLemS and appLICatIonS
1 Assume that in a country, of all adult people, 29,500,000 were employed, 1,120,000 were unemployed and 11,000,000 were 

not in the labour force. How big was the labour force? What was the labour force participation rate? What was the 
unemployment rate?

2 Go to the website of the UK Office for National Statistics (www.statistics.gov.uk) or Eurostat (ec.europa.eu/eurostat)  
or the statistics office for the country in which you are studying.
a. What is the national unemployment rate right now?
b. Find the unemployment rate for the demographic group that best fits a description of you (for example, based on age, 

sex and ethnic group). Is it higher or lower than the national average? Why do you think this is so?

3 According to a Labour Force Survey in a country, total employment increased by around 1.35 million workers between 
2014 and 2020, but the number of unemployed workers increased by 350,000.
a. How are these numbers consistent with each other?
b. In some cases, there can be an increase in the number of people employed, but the number of unemployed people 

declines by a smaller amount. Why might one expect a reduction in the number of people counted as unemployed to 
be smaller than the increase in the number of people employed?

4 Are the following workers more likely to experience short-term or long-term unemployment? Explain.
a. A construction worker laid off because of bad weather.
b. A manufacturing worker who loses their job at a plant in an isolated area.
c. A bus industry worker laid off because of competition from the railway.
d. A short order cook (a specialist in making simple, quick meals in restaurants) who loses their job when a new 

restaurant opens across the street.
e. An expert welder with little formal education who loses their job when the company installs automatic welding 

machinery.

5 Both Marx and Keynes criticized Say’s law as being a fallacy. What do you think is the flaw in Say’s argument?

6 To what extent do you think the reasons why some frictional unemployment will always exist confirms the idea of sticky 
wages and the neo-classical synthesis?

7 Consider an economy with two labour markets, neither of which is unionized. Now suppose a union is established in 
one market.
a. Show the effect of the union on the market in which it is formed. In what sense is the quantity of labour employed in 

this market an inefficient quantity?
b. Show the effect of the union on the non-unionized market. What happens to the equilibrium wage in this market?

8 Some workers in the economy are paid a flat salary and some are paid by commission. Which compensation scheme 
would require more monitoring by supervisors? In which case do firms have an incentive to pay more than the 
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equilibrium level (as in the worker effort variant of efficiency wage theory)? What factors do you think determine the 
type of compensation firms choose?

9 Explain why changes to the structure of the population and policies to improve job matching might lead to changes in 
the NRU.

10 Statistics from the International Labour Organization in 2019 suggest that there are around 64 million young people 
(those aged between 16 and 23) unemployed worldwide and that 145 million young workers live in poverty. Young people 
are three times more likely to be unemployed than those in other age group, and each month out of work prior to age 23 
increases the likelihood that they will experience longer periods of unemployment later in life.
a. Why are such statistics of importance to policymakers?
b. What specific costs might be associated with youth unemployment to young people and to society?
c. Should policymakers devote more resources to dealing with youth unemployment compared to other groups in 

society? Justify your response.
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Our analysis of long-run macroeconomic outcomes will cover three main areas: saving, investment and 
the financial system; the monetary system; and open market macroeconomics. We begin by looking 

at saving, investment and the financial system. To carry out business of virtually any sort, firms must 
have capital. To acquire capital, firms must have funds to finance capital investment. Funds for capital 
 investment will often be in the form of different types of loan. The source of these loans is what house-
holds save.

The financial system consists of those institutions in the economy that help to match one person’s 
saving with another person’s investment. Saving and investment are key ingredients to long-run economic 
growth: when a country saves a large portion of its GDP, more resources are available for investment in 
capital, and higher capital raises a country’s productivity and living standards. We have also seen that there 
is a proportion of income that is not spent and which is saved. At the same time there are economic actors 
who want to borrow to finance investments in new and growing businesses. This chapter examines how 
the financial system brings together savers and borrowers and explores some of the basic tools of finance.

PART 11
LOng-Run 
MAcROecOnOMics

23 sAving, invesTMenT 
And The FinAnciAL 
sysTeM

financial system the group of institutions in the economy that help to match one person’s saving with another person’s 
investment

FinAnciAL insTiTuTiOns in The ecOnOMy
At the broadest level, the financial system moves the economy’s scarce resources from savers (people who 
spend less than they earn) to borrowers (people who spend more than they earn). Savers save for various 
reasons: to help put a child through university in several years, or to retire comfortably in several decades. 
Similarly, borrowers borrow for a variety of reasons – to buy a house in which to live, or to start a business 
with which to make a living, for example. Many savers supply their money to the financial system with the 
expectation that they will get it back with interest at a later date. The expectation that the reward for saving 
will be the receipt of interest is not universal – Islamic finance has a very different approach – but in this 
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chapter, we will be focusing on what might be called ‘traditional’ financial institutions. Borrowers demand 
money from the financial system with the knowledge that they will be required to pay it back with interest 
at a later date.

The financial system is made up of various financial institutions that help coordinate savers and 
borrowers. Financial institutions can be grouped into two categories – financial markets and financial 
intermediaries.

Financial Markets
Financial markets are the institutions through which a person who wants to save can directly supply 
funds to a person who wants to borrow. Two of the most important financial markets in advanced econo-
mies are the bond market and the stock market.

financial markets financial institutions through which savers can directly provide funds to borrowers

bond a certificate of indebtedness

The Bond Market When BP, the oil company, wants to borrow to finance a major new oil exploration 
project, it can borrow directly from the public. It does this by selling bonds. A bond is a certificate of 
indebtedness that specifies the obligations of the borrower to the holder of the bond. Put simply, a bond 
is an IOU. It identifies the time at which the loan will be repaid, called the date of maturity, and the rate 
of interest that will be paid periodically (called the coupon) until the loan matures. The buyer of a bond 
gives their money to BP in exchange for this promise of interest and eventual repayment of the amount 
borrowed (the principal). The buyer can hold the bond until maturity or can sell the bond at an earlier date 
to someone else.

There are literally millions of bonds traded in advanced economies. When large corporations or national 
and local governments need to borrow to finance the purchase of a new factory, a new jet fighter or a 
new school, they often do so by issuing bonds. If you look at the Financial Times or the business section 
of many national newspapers, you will find a listing of the prices and interest rates on some of the most 
important bond issues. Although these bonds differ in many ways, two characteristics of bonds are most 
important.

The first characteristic is a bond’s term – the length of time until the bond matures. Some bonds have 
short terms, such as a few months, while others have terms as long as 30 years. (The British government 
has even issued a bond that never matures, called a perpetuity. This bond pays interest forever, but the prin-
cipal is never repaid.) The interest rate on a bond depends, in part, on its term. Long-term bonds are riskier 
than short-term bonds because holders of long-term bonds must wait longer for repayment of the principal. 
If a holder of a long-term bond needs their money earlier than the distant date of maturity, they have no 
choice but to sell the bond to someone else, perhaps at a reduced price. To compensate for this risk, long-
term bonds usually (but not always) pay higher interest rates than short-term bonds.

The second important characteristic of a bond is its credit risk – the probability that the borrower will 
fail to pay some of the interest or principal. Such a failure to pay is called a default. Borrowers can (and 
sometimes do) default on their loans. When bond buyers perceive that the probability of default is high, 
they demand a higher interest rate to compensate them for this risk.

When national governments want to borrow money to finance public spending, they issue bonds. You will 
hear this referred to as sovereign debt. Some government bonds are considered a safe credit risk, such as 
those from Germany, for example, and tend to pay low interest rates. UK government bonds have come to 
be referred to as gilt-edged bonds, or more simply as gilts, reflecting that, in terms of credit risk, they are ‘as 
good as gold’ (early bond certificates had a gold edge – hence the term ‘gilt-edged’). In contrast, financially 
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shaky corporations raise money by issuing junk bonds, which pay very high interest rates; in recent years 
some countries’ debt has been graded as ‘junk’. Buyers of bonds can judge credit risk by checking with various 
private agencies, such as Standard & Poor’s, which rate the credit risk of different bonds. Sometimes, these 
bonds are referred to euphemistically, but less graphically, as below investment grade bonds.

Bond Prices and Yield One important point to note is the relationship between a bond’s price and its yield. 
Assume that a corporation issues a €1,000 bond over a 10-year period with a coupon of 3.5 per cent. For the 
duration of the ten years, the corporation will pay the bond holder €35 a year in interest and when the bond 
matures the corporation will pay back the bond holder the €1,000 principal. At any time during the 10-year 
period the bond holder can sell the bond on the bond market. The price they get will depend on the supply 

and demand of those bonds on the market. The yield of the bond (in simple terms) is given by 1003
coupon

price
.  

Price is quoted as a percentage of the principal.
Assume the bond holder needs to get access to cash (liquidity) quickly – they decide to sell their bond. 

The price of the bond on the market is €995. The yield on this bond, therefore, is 
35
995

100 3.52%3 5 . If 

the seller was able to sell the bond for €1,050, the yield would be 
35

1,050
100 3.33%3 5 . This illustrates 

an important point – there is an inverse relationship between price and yield. As bond prices rise, the yield 
falls and vice versa.

The reason why bond prices rise and fall on the markets is due to the demand and supply of bonds 
(the number of people wanting to buy bonds and the number of people wanting to sell bonds). Bond 
prices (and, therefore, yields) are affected by existing bonds in the market, the issue of new bonds, the 
likelihood of the bond issuer defaulting and interest rates on other securities. The issue of a new bond is 
also affected by these factors. If current interest rates are high, new issues must have a coupon which 
will compete and vice versa.

The stock Market Another way for BP to raise funds for an oil exploration project is to sell stock in the 
company. Stock represents ownership in a firm and is, therefore, a claim to the future profits that the firm 
makes. For example, if BP sells a total of one million shares of stock, then each share represents ownership 

of 
1

1,000,000
 of the business. A stock is also commonly referred to as a share or as an equity. In this book, 

we’ll use the terms ‘share’ and ‘stock’ (and ‘stockholder’ and ‘shareholder’) more or less interchangeably.

stock (or share or equity) a claim to partial ownership and the future profits in a firm

The sale of stock to raise money is called equity finance, whereas the sale of bonds is called debt 
finance. Although corporations use both equity and debt finance to raise money for new investments, 
stocks and bonds are very different. The owner of BP shares is a part owner of BP; the owner of a BP 
bond is a creditor of the corporation. If BP is very profitable, the shareholders enjoy the benefits of these 
profits, whereas the bondholders get only the interest on their bonds. If BP runs into financial difficulty, the 
bondholders are paid what they are due before shareholders receive anything at all. Compared to bonds, 
stocks offer the holder both higher risk and potentially higher return.

As we noted just now, stocks are also called shares or equities. In the UK, bonds are also, confusingly, 
referred to as ‘stock’. This term for government bonds has been in use in England since the late seventeenth 
century and is well established. To avoid confusion, however, the term is often qualified as government 
stock or gilt-edged stock. In general, though, despite the confusing use of language, the term stock refers 
to ownership of a firm.

Corporations can issue stock by selling shares to the public through organized stock exchanges. These 
first-time sales are referred to as the primary market. Shares that are subsequently traded among stock-
holders on stock exchanges are referred to as the secondary market. In these transactions, the corporation 
itself receives no money when its stock changes hands. Most of the world’s countries have their own 
stock exchanges on which the shares of national companies trade.
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The prices at which shares trade on stock exchanges are determined by the supply and demand for the 
stock in these companies. Because stock represents a claim to future profits in a corporation, the demand 
for a stock (and thus its price) reflects people’s perception of the corporation’s future profitability. When 
people become optimistic about a company’s future, they raise their demand for its stock and thereby bid 
up the price of a share of stock. Conversely, when people come to expect a company to have little profit 
or even losses, the price of a share falls.

Various stock indices are available to monitor the overall level of stock prices for any particular stock 
market. A stock index is computed as an average of a group of share prices. The Dow Jones Industrial 
Average has been computed regularly for the New York Stock Exchange since 1896. It is now based on the 
prices of the shares of 30 major US companies. The Financial Times Stock Exchange (FTSE) 100 Index, is 
based on the top 100 companies (according to the total value of their shares) listed on the London Stock 
Exchange (LSE), while the FTSE All-Share Index is based on all companies listed on the LSE. Indices of 
prices on the Frankfurt stock market, based on 30 and 100 companies respectively, are the DAX 30 and 
DAX 100. The NIKKEI 225 (or just plain NIKKEI Index) is based on the largest 225 companies, in terms of 
market value of shares, traded on the Tokyo Stock Exchange.

Because share prices reflect expected profitability, stock indices are watched closely as possible 
 indicators of future economic conditions.

Financial intermediaries
Financial intermediaries are financial institutions through which savers can indirectly provide funds to 
borrowers. The term intermediary reflects the role of these institutions in standing between savers and 
borrowers. Here we consider two of the most important financial intermediaries – banks and investment 
funds.

financial intermediaries financial institutions through which savers can indirectly provide funds to borrowers

Banks If the owner of a small business wants to finance an expansion of their business, they probably 
take a strategy quite different from BP. Unlike BP, a small business person would find it difficult to raise 
funds in the bond and stock markets. Most buyers of stocks and bonds prefer to buy those issued by 
larger, more familiar companies. The small business person, therefore, most likely finances their business 
expansion with a loan from a bank

Banks are the financial intermediaries with which people are most familiar. A primary function of banks 
is to take in deposits from people who want to save and use these deposits to make loans to people 
who want to borrow. Banks pay depositors interest on their deposits and charge borrowers slightly higher 
interest on their loans. The difference between these rates of interest covers the banks’ costs and returns 
some profit to the owners of the banks.

Besides being financial intermediaries, banks play a second important role in the economy: they facilitate 
purchases of goods and services by allowing people to draw against their deposits, or to use debit cards to 
transfer money electronically from their account to the account of the person or corporation they are buying 
something from. In other words, banks help create a special asset that people can use as a medium of 
exchange. A medium of exchange is an item that people can easily use to engage in transactions. A bank’s 
role in providing a medium of exchange distinguishes it from many other financial institutions. Stocks and 
bonds, like bank deposits, are a possible store of value for the wealth that people have accumulated in past 
saving, but access to this wealth is not as easy, cheap and immediate as just swiping a debit card. For now, 
we ignore this second role of banks, but we will return to it when we discuss the monetary system later 
in the book.

investment or Mutual Fund An investment or mutual fund is a vehicle that allows the public to invest 
in a selection, or portfolio, of various types of shares, bonds, or both shares and bonds. The shareholder of 
the fund accepts all the risk and return associated with the portfolio. If the value of the portfolio rises, the 
shareholder benefits; if the value of the portfolio falls, the shareholder suffers the loss.
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investment or mutual fund an institution that sells shares to the public and uses the proceeds to buy a portfolio of 
stocks and bonds

Key Terms in stock Markets

When following the stock of any company, there are three key numbers to note. These numbers are reported on the 
financial pages of some newspapers, and they can be easily obtained online:

•	 Price. The single most important piece of information about a stock is its price. There are invariably several prices 
reported. The last price is the price at which the stock more recently traded. The previous close is the price of 
the last transaction that occurred before the stock exchange closed in its previous day of trading. A news service 
may also give the high and low prices over the past day of trading and, sometimes, over the past year as well. It 
may also report the change from the previous day’s closing price.

•	 dividend. Corporations pay out some of their profits to their shareholders; this amount is called the dividend. 
(Profits not paid out are called retained earnings and are used by the corporation for additional investment.) News 
services often report the dividend paid over the previous year for each share of stock. They sometimes report the 
dividend yield, which is the dividend expressed as a percentage of the stock’s price.

•	 Price–earnings ratio. A corporation’s earnings, or accounting profit, is the amount of revenue it receives for 
the sale of its products minus its costs of production as measured by its accountants. Earnings per share is the 
company’s total earnings divided by the number of shares of stock outstanding. The price–earnings ratio, often 
called the P/E, is the price of a corporation’s stock divided by the amount the corporation earned per share over 
the past year. Historically, the typical price–earnings ratio is about 15. A higher P/E indicates that a corporation’s 
stock is expensive relative to its recent earnings; this might indicate either that people expect earnings to rise in 
the future or that the stock is overvalued. Conversely, a lower P/E indicates that a corporation’s stock is cheap 
relative to its recent earnings; this might indicate either that people expect earnings to fall or that the stock is 
undervalued.

Fyi

The primary advantage of these funds is that they allow people with small amounts of money to 
diversify. Buyers of shares and bonds are well advised to heed the adage, ‘Don’t put all your eggs in one 
basket.’ Because the value of any single stock or bond is tied to the fortunes of one company, holding a 
single kind of stock or bond is very risky. By contrast, people who hold a diverse portfolio of shares and 
bonds face less risk because they have only a small stake in each company. Investment funds make this 
diversification easy. With only a few hundred euros, a person can buy shares in an investment fund and, 
indirectly, become the part owner or creditor of hundreds of major companies. For this service, the com-
pany operating the investment fund charges shareholders a fee, usually between 0.5 and 2.0 per cent 
of assets each year. Closely related to investment funds are unit trusts, the difference being that when 
people put money into a unit trust, more ‘units’ or shares are issued, whereas the only way to buy into an 
investment fund is to buy existing shares in the fund. For this reason, unit trusts are sometimes referred 
to as ‘open-ended’.

seLF TesT What is stock? What is a bond? How are they different? How are they similar?
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Other Financial instruments
There have been an increasing number of instruments which play a role in the financial system, many of 
which have become increasingly complex. In this section we will look at some of these instruments.

collateralized debt Obligations (cdOs) CDOs are pools of asset-backed securities which are dependent 
on the value of the asset that backs them up and the stream of income that flows from these assets. Essen-
tially, CDOs work in the following way. In setting up a CDO, a manager encourages investors to buy bonds, 
the funds of which are used to buy pools of debt, for example, mortgage debt. This debt is split and rated 
according to its risk of default into tranches; low-risk tranches attract low interest rates while the riskier 
tranches attract higher interest rates.

Under ‘normal’ circumstances the payments by mortgage holders provide sufficient income each 
month to pay the interest to each of the tranche holders. There is a risk, of course, that some of the mort-
gage holders in the initial debt could default on payment, but historical data enable investors to have some 
idea of what this risk will be. In the event of default, some of the riskier tranches may not get paid – that 
is the risk they take and why they get a higher interest rate.

The development of new approaches to risk management enable these structures to be extended 
further into second and third ‘waves’ of securitized debt. Asset managers could buy particular tranches of 
debt (backed by mortgages ultimately) and mix them with other types of debt and sell them on to other 
investors. Investors in these higher risk tranches can seek ratification of the risk they are undertaking by 
referring to ratings agencies which examine and report on the inherent risk of the investment.

credit default swaps (cds) A credit default swap is a means by which bondholders can insure them-
selves against the risk of default.

credit default swap a means by which a bondholder can insure against the risk of default

Whenever a bond is sold there is an associated risk attached to it. In the case of bonds backed by a 
pool of mortgage debt, such as CDOs, the risk is that the mortgage payer defaults on the payment in 
some way.

To see how this works let us take an example.
Assume a bank has bought a bond in an asset-backed security (in reality of course it might be many 

bonds) worth €5 million. The bond has a principal, therefore, of €5 million. The coupon payment (the inter-
est on the bond) is 10 per cent. The bond is backed by the stream of cash flows being paid by mortgage 
holders – the underlying asset to the bond. The bondholder knows that there is a risk that some mort-
gage holders might default and as a result the bond return might also be in default, i.e. it does not pay 
the coupon or possibly the principal. If mortgage holders all meet their obligations and pay the money back 
(the principal), the bank will have earned interest for as long as it held the bond. If the bond was a 10-year 
bond with a coupon of 10 per cent then the bondholder would have earned a 10 per cent return on the bond 
for 10 years (€500,000 per year for 10 years).

The bondholder can go to an insurance company (which could also be another bank or a hedge fund) 
and take out a policy on the risk. The bank seeking to insure the risk is referred to as the protection buyer 
and the insurance company or other financial institution, the protection seller. The policy will agree to 
restore the bondholder to their original position should the bond default. The bondholder pays the insur-
ance company premiums over the life of the policy, let us assume this is €100,000 a year over 10 years, 
and in return the insurance company would agree to pay the bondholder €5 million if the bond defaults in 
some way during the period of the agreement.

What the bondholder has done is to swap the risk in the bond with the insurance company. In the 
event of the bond defaulting, then the protection seller pays out to the protection buyer. These CDS could 
also be traded and in many cases the protection buyer might take out a number of such hedges against 

its risk. The price of a CDS is quoted in terms of basis points, where a basis point is 
1

100
th of 1 per cent 
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(or 0.0001 expressed as a decimal). The price quoted reflects the cost of protecting debt for a period of 
time. For example, the price of a CDS for BP might be quoted at 255 bps, suggesting that the cost of 
protecting €10 million of BP debt for five years would be €255,000 a year (255 0.0001 10,000,000)3 3 .

If the bond was subject to default, this would trigger a payment called a credit event. If a credit event 
occurs, there are two ways in which the contract could be closed. One is through a physical settlement. In 
this case the protection buyer would deliver the bond to the seller who would give the buyer the value of the 
bond, called par. The CDS market expanded rapidly throughout the ‘noughties’ leading to multiple trading. 
The holder of the CDS, therefore, might not actually own the bond in question, and so this method of settle-
ment clearly does not work. The growth in the market meant that the number of contracts far outweighed 
the number of bonds on which they were based. To settle the claims of contract holders through physical 
means would not be possible. As a consequence, protection sellers undertook to settle the contract claim 
through cash settlement where the positions were cleared by the transfer of cash.

The protection seller must also put up some form of collateral to cover its exposure to the possible 
default as part of the CDS agreement. The size of the exposure in the example above would be €5 million. 
This would be part of the contract between the insurance seller and the buyer. The amount of the collateral 
required would depend on the market value of the bond and the credit rating of the protection seller. The 
market value of the bond can change, because the bondholder can sell their bond.

If a bond associated with a mortgage pool is deemed a higher risk, it may become more difficult to sell 
it, and the price would fall. At a lower price the risk involved for the protection buyer is higher, and they 
can exercise a call (meaning they can ask for more security known as a collateral call) on the protection 
seller to increase the collateral supplied. If, for example, the price of the bond in the example above fell to 
40 cents in the euro, the insurance company would have to find 30.60 €5,000,000 in additional collateral 
(€3 million). Equally, if the rating of the protection seller is downgraded then the risk to the protection buyer 
also rises – the seller may be not be able to meet its obligations. Once again, the protection buyer can call 
the seller to ask for more collateral to be provided. The insurance company would then have to find more 
funds to top up the collateral it has to provide to reflect the lower value of the bond.

If the seller was unable to meet its obligations, the buyer would have some protection in the form of 
the collateral supplied by the seller. If the bond runs its course and matures without any credit event, then 
the collateral is returned to the seller (who also, remember, receives premiums from the buyer).

summary
An advanced economy contains a large variety of financial institutions. In addition to the bond market, the 
stock market, banks and investment funds, there are also pension funds and insurance companies. Clearly, 
these institutions differ in many ways, and the products they sell have become more complex in lots of 
cases. When analyzing the macroeconomic role of the financial system, however, it is more important to 
keep in mind the similarity of these institutions than the differences. These financial institutions all serve 
the same goal – directing the resources of savers into the hands of borrowers. We will now look at some 
basic tools in finance which are relevant to savers and investors. First, we discuss how to compare sums 
of money at different points in time. Second, we discuss how to manage risk. Third, we build on our anal-
ysis of time and risk to examine what determines the value of an asset, such as a share of stock.

PResenT vALue: MeAsuRing The TiMe vALue OF MOney
Imagine that someone offered to give you €100 today or €100 in 10 years. Which would you choose? The 
rational answer would be that getting €100 today is better, because you can always deposit the money in a 
bank, still have it in 10 years and earn interest on the €100 along the way. The lesson: money today is more 
valuable than the same amount of money in the future.

Now consider a harder question: imagine that someone offered you €100 today or €200 in 10 years. 
Which would you choose? To answer this question, you need some way to compare sums of money 
from different points in time. Economists do this with a concept called present value. The present value 
of any future sum of money is the amount today that would need to be invested, at current interest 
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rates, to produce that future sum. Put another way, what sum of money would you need to put into 
an interest-bearing account at a particular interest rate to generate the future sum? The answer to this 
question allows comparison of sums of money over time. If the value of a future sum expressed in 
today’s terms is greater than the initial sum, then it is worth accepting, and vice versa.

present value the amount of money today that would need to be invested using prevailing interest rates, to produce a 
given future amount of money

future value the amount of money in the future that an amount of money invested today will yield, given prevailing 
interest rates

compounding the accumulation of a sum of money in, say, a bank account, where the interest earned remains in the 
account to earn additional interest in the future

To learn how to use the concept of present value, let’s work through a couple of examples.
Question: If you put €100 in a bank account today, how much will it be worth in N  years? That is, what 

will be the future value of this €100? Here we are looking at the future value as the amount of money in 
the future that an amount of money today will yield, given prevailing interest rates.

Answer: Let’s use r  to denote the interest rate expressed in decimal form (an interest rate of 5 per 
cent means 5 0.05r ). Suppose that interest is paid annually and that the interest paid remains in the bank 
account to earn more interest – a process called compounding. Then the €100 will become:

1 3

1 3 1 3

1 3 1 3 1 3

1 3

(1 ) €100
(1 ) (1 ) €100
(1 ) (1 ) (1 ) €100

(1 ) €100

r after one year
r r after two years
r r r after three years

r after N yearsN

For example, if we are investing at an interest rate of 5 per cent for 10 years, then the future value will 
be 3(1.05) €10010 , which is €163 (rounded up to the nearest whole euro. Note: we will follow this rounding 
up for the remainder of the chapter).

Question: Now suppose you are going to be paid €200 in N  years (guaranteed risk free). What is the 
present value of this future payment at an interest rate of 5 per cent? That is, how much would you have 
to deposit in a bank right now at an interest rate of 5 per cent to yield €200 in N  years?

Answer: To answer this question, turn the previous answer on its head. In the first question, we com-
puted a future value from a present value by multiplying by the factor 1(1 )Nr . To compute a present value 

from a future value, we divide by the factor 1(1 )Nr . Thus, the present value of €200 in N  years is 
€200

(1 )1 r N .  

If we take the answer to this calculation and deposit it in a bank today, after N  years it would become 

1 3
1







r
r

N
N(1 )

€200
(1 )

, which is €200.

If the interest rate is 5 per cent, the present value of €200 in 10 years is 5
€200

(1.05)
€123.

10
 If €123 was 

deposited in a bank today, at an interest rate of 5 per cent, it would become €200 in 10 years’ time.
This illustrates the general formula: if r  is the interest rate, then an amount X  to be received in N  years 

has present value of 
1(1 )
X

r N .
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Let’s now return to our question: should you choose €100 today or €200 in 10 years? Our calculation 
tells us that the present value of €200, at an interest rate of 5 per cent, is €123. This suggests that, given 
the interest rate and the absence of risk, you should prefer the €200 in 10 years. The future €200 has a 
present value of €123, which is greater than €100. You are better off waiting for the future sum. Knowing 
the present value now allows us to pose the question in a slightly different way – would you prefer €100 
today or €123 today? This, of course, is a much easier question to answer assuming you are being rational. 
The use of present values allows us to be able to rephrase questions on future value in this way to aid 
decision-making.

The answer to the question is dependent on the interest rate. If the interest rate were 8 per cent, then 

the present value of €200 in 10 years would be 5
€200

(1.08)
€93.

10
 In this case, you should take the €100 today 

(as above, if we turn the question round, would you rather have €100 today or €93 today?). Why should the 
interest rate matter for your choice? The answer is that the higher the interest rate, the more you can earn 
by depositing your money at the bank, so the more attractive getting €100 today becomes.

Applying the concept of Present value
The concept of present value is useful in many applications, including the decisions that companies face 
when evaluating investment projects. For instance, imagine that Citroën is thinking about building a new 
car factory. Suppose that the factory will cost €100 million today and will yield the company €200 million 
in 10 years. Should Citroën undertake the project? You can see that this decision is exactly like the one we 
have been studying. To make its decision, the company will compare the present value of the €200 million 
return to the €100 million cost.

The company’s decision, therefore, will depend on the interest rate. If the interest rate is 5 per cent, 
then the present value of the €200 million return from the factory is €123 million, and the company will 
choose to pay the €100 million cost. By contrast, if the interest rate is 8 per cent, then the present value 
of the return is only €93 million, and the company might decide to forgo the project. Thus, the concept of 
present value helps explain why investment declines when the interest rate rises, which we shall model 
later in the chapter. We must remember that the decision will also have to take account of many other 
factors such as risk, changing interest rates and inflation, and is thus far more complex, but the use of 
present value aids decision-making.

seLF TesT The interest rate is 7 per cent. What is the present value of €150 to be received in 10 years? What 
is the present value if the interest rate is 2 per cent and 4 per cent?

MAnAging RisK
Decision-making will always involve some element of risk. In the examples on present value, we ignored 
risk, but seeking to understand and take account of risk is vital in any decision-making. Risk is the 
 probability of something happening which results in a loss or some degree of hazard or damage. The 
rational response to risk is not necessarily to avoid it at any cost, but to take it into account in your 
 decision-making. Let’s consider how a person might do that.

risk the probability of something happening which results in a loss or some degree of hazard or damage

Risk Aversion
Research suggests that people tend to be risk averse. This means more than simply people dislike bad 
things happening to them. It means that they dislike bad things more than they like comparable good things. 
(This is also reflected in loss aversion – research suggests that losing something makes people twice as 
miserable as gaining something makes them happy!)
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For example, suppose a friend offers you the following opportunity. They flip a coin. If it comes up 
heads, they will pay you €1,000. If it comes up tails, you will have to pay them €1,000. Would you accept the 
bargain? You wouldn’t if you were risk averse, even though the probability of winning is the same as the 
probability of losing (50 per cent). For a risk-averse person, the pain from losing the €1,000 would exceed 
the gain from winning €1,000.

Economists have developed models of risk aversion using the concept of utility, which is a person’s 
subjective measure of well-being or satisfaction. Every level of wealth provides a certain amount of utility, 
as shown by the utility function in Figure 23.1. The function exhibits the property of diminishing marginal 
utility: the more wealth a person has, the less utility they get from an additional euro. Thus in the figure, 
the utility function gets flatter as wealth increases. Because of diminishing marginal utility, the utility 
gained from winning €1,000 is less than from losing €1,000. As a result, people are risk averse.

risk averse exhibiting a dislike of uncertainty

Current
wealth

Wealth

Utility

€1,000 loss €1,000 gain

Utility gain from
winning €1,000 

Utility loss from
losing €1,000 

The utility Function
This utility function shows how utility, 
a subjective measure of satisfaction, 
depends on wealth. As wealth rises, 
the utility function becomes flatter, 
reflecting the property of diminishing 
marginal utility. Because of diminishing 
marginal utility, a €1,000 loss decreases 
utility by more than a €1,000 gain 
increases it.

FiguRe 23.1

Risk aversion provides the starting point for explaining various things we observe in the economy. Let’s 
consider three of them: insurance, diversification and the risk–return trade-off.

The Markets for insurance
One way to deal with risk is to buy insurance. The general feature of insurance contracts, which we saw 
in our overview of CDS, is that a person facing a risk pays a fee to an insurance company, which in return 
agrees to accept all or part of the risk. There are many types of insurance. Car insurance covers the risk of 
you being in a car accident, fire insurance covers the risk that your house will burn down, and life assur-
ance covers the risk that you will die and leave your family without income.

In a sense, every insurance contract is a gamble. It is possible that you will not be in a car accident or 
that your house will not burn down. In most years, you will pay the insurance company the premium and 
get nothing in return except peace of mind. Indeed, the insurance company is counting on the fact that 
most people will not make claims on their policies; otherwise it couldn’t pay out the large claims to those 
few who are unlucky and still stay in business.
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From the standpoint of the economy as a whole, the role of insurance is not to eliminate the risks 
inherent in life but to spread them around more efficiently. Consider fire insurance, for instance. Owning 
fire insurance does not reduce the risk of losing your home in a fire. If that unlucky event occurs, the 
insurance company compensates you. The risk, rather than being borne by you alone, is shared among 
the thousands of insurance company shareholders. Because people are risk averse, it is easier for 10,000 

people to bear 
1

10,000
 of the risk than for one person to bear the entire risk themselves.

The markets for insurance suffer from two types of problems as we have seen earlier in this book: 
adverse selection and moral hazard. Insurance companies are aware of these problems, and the price of 
insurance reflects these risks that the insurance company will face after the insurance is bought. The high 
price of insurance is why some people, especially those who know themselves to be low risk, decide 
against buying insurance and, instead, endure some of life’s uncertainty on their own.

Pricing Risk
We have seen how bond issues are a means by which firms can borrow money. The buyer must have 
confidence that they will get their money back and also receive an appropriate reward for lending the 
money in the first place. There is a risk involved that the issuer will not be able to pay back the money and 
that risk is associated with a probability. If the issuer is very sound, then the probability of default may be 
close to zero, but if the issuer is extremely weak then the probability is closer to 1. We saw earlier how 
financial markets now deal in pools of debt (collections of different types of loans sold to an investor). As 
debt is pooled the outcomes become more varied. In any given pool of mortgage debt, for example, there 
will be some borrowers who will default and not be able to pay off their mortgages – possibly because of 
family bereavement or loss of their job. Other mortgage holders may look to pay off their mortgages early, 
some may move house and thus settle their mortgage, some will increase monthly payments or pay lump 
sums to help reduce the repayment period of their mortgage and so on. Assessing probabilities with such 
a wide range of outcomes becomes difficult.

The risk involved with such debt is therefore difficult to assess with any certainty. However, investors 
want to price risk as part of their decision-making so they can judge the value of an asset. If an asset is 
very risky, the expected returns will need to be higher and vice versa. To have an efficient market, that 
risk must be priced and the information on which the risk is based has to be reliable, accurate – and 
understood.

Let’s consider an example. In your class there may be a number of students that you associate with 
every day. Take any one individual and we can identify a number of risks for that person. For example, there 
is a risk that the individual:

 ● Fails their exams and must leave the course.
 ● Will be involved in a car crash.
 ● Will travel on an aircraft more than five times a year.
 ● May be mugged.
 ● May get flu.

What are the chances of these events happening? The analysis of such outcomes is what actuaries in the 
insurance industry do. An estimate of the probability of such events happening can be derived from analysis 
of data, specifically historical data. It is possible, therefore, to gather data on the average 19-year-old student 
coming from a particular area and with a particular background, and use this data to arrive at the probability of 
the event occurring. Historical data tell us, for example, that young people aged between 18 and 24 are more 
likely to be mugged than the elderly, despite popular perception. If we are able to identify these probabilities, 
then they can be priced. Securities can be issued based on the chances of these things happening – the 
more likely the event to occur, the higher the price and vice versa.

While it may be possible to identify probabilities for an individual, it may be more problematic when 
looking at relationships between individuals. For example, if person X fails their exams, what is the prob-
ability that you will also fail your exams? If that individual gets flu, what are the chances that you also get 
flu? In both cases the probability might depend on your relationship with that person. If you spend a lot 
of time with that person, then it may be that you share similar distractions – going out every night instead 
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of studying, skipping lectures and so on. If this were the case, then the probability of you also failing your 
exams and getting flu might be high, but if you have no relationship at all, then the chance of you sharing 
bad habits, which lead you to also failing your exams, are lower. However, given that you share some time 
with that person in a lecture hall or seminar room, for example, might mean that the probability of also 
getting flu is relatively high.

Looking at such relationships involves the concept of correlation – the extent to which there is any 
statistical relationship between two variables. If person X is involved in a car crash (and you were not 
in the car with them), what is the chance of you also being involved in a car crash? The chances are the 
correlation is very low; the probability of you both getting mugged is higher regardless of the relationship 
between you and so there will be a stronger correlation in this instance. The correlation is likely to become 
more and more unstable the more variables are introduced (number of students in this example). In the 
case of pools of debt, the same problems arise, and the efficiency of the information on which investors 
are basing their decision becomes ever more complex; probabilities become very difficult to assess and, 
therefore, to price.

Actuaries have been studying these types of correlations for some years. Issuing life assurance involves 
a risk. Life assurance means that the event covered – the death of an individual – will occur at some point 
in the future (unlike insurance where the event might never happen). The job of the actuary is to provide 
information to the insurer on the chances of death occurring under different situations. Where information 
becomes available which indicates risk factors change, actuaries incorporate this into models to help insur-
ers price the risk adequately (i.e. set the premiums for the policy).

In the 1980s much work was done on studying a phenomenon known as stress cardiomyopathy, 
a condition for which, in the wake of some exceptional emotional trauma, the human brain releases 
chemicals into the bloodstream that lead to a weakening of the heart and an increased chance of death. 
The condition has been referred to as a ‘broken heart’ because it seemed to manifest itself in particular 
where one partner dies soon after the death of the other. A study by Spreeuw, J. and Wang, X. (2008), 
‘Modelling the Short-Term Dependence between Two Remaining Lifetimes’, showed that following the 
death of a female partner, a male was over six times more likely to die than if their partner had not died, 
and women more than twice as likely. The insurance industry takes such information and builds it into 
the pricing of offering joint-life policies.

diversification of idiosyncratic Risk
The traditional wisdom of the adage: ‘Don’t put all your eggs in one basket,’ has been turned into a science. 
It goes by the name diversification.

diversification the reduction of risk achieved by replacing a single risk with a large number of smaller unrelated risks

The market for insurance is one example of diversification. Imagine a town with 10,000 homeowners, 
each facing the risk of a house fire. If someone starts an insurance company and each person in town 
becomes both a shareholder and a policyholder of the company, they all reduce their risk through diver-

sification. Each person now faces 
1

10,000
 of the risk of 10,000 possible fires, rather than the entire risk of 

a single fire in their own home. Unless the entire town catches fire at the same time, the downside that 
each person faces is much smaller.

When people use their savings to buy financial assets, they can also reduce risk through diversification. 
A person who buys stock in a company is placing a bet on the future profitability of that company. That bet 
is often quite risky, because companies’ fortunes are hard to predict. Microsoft evolved from a start-up 
by some geeky teenagers into one of the world’s most valuable companies in only a few years; Enron, a 
former US energy company which became insolvent with the loss of millions to investors and the jobs of 
workers because of fraud, went from one of the world’s most respected companies to an almost worth-
less one in only a few months. Fortunately, a shareholder need not tie their own fortune to that of any 
single company. Risk can be reduced by placing a large number of small bets, rather than a small number 
of large ones.
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Figure 23.2 shows how the risk of a portfolio of shares depends on the number of shares in the portfolio. 
Risk is measured here with a statistic called standard deviation, which you may have learned about in a mathe-
matics or statistics course. Standard deviation measures the volatility of a variable – that is, how much the varia-
ble is likely to fluctuate. The higher the standard deviation of a portfolio’s return, the more volatile and riskier it is.

diversification Reduces Risk
This figure shows how the risk of a 
portfolio, measured here with a statistic 
called standard deviation (a measure of 
the variability about the mean), depends 
on the number of shares in the portfolio. 
The investor is assumed to put an equal 
percentage of their portfolio in each of the 
shares. Increasing the number of shares 
reduces the amount of risk in a stock 
portfolio, but it does not eliminate it.

FiguRe 23.2
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The figure shows that the risk of a stock portfolio reduces substantially as the number of shares 
increases. For a portfolio with a single share, the standard deviation is 49 per cent. Going from 1 share to 10 
shares eliminates about half the risk. Going from 10 to 20 shares reduces the risk by another 13 per cent. 
As the number of shares continues to increase, risk continues to fall, although the reductions in risk after 
20 or 30 shares are small.

Notice that it is impossible to eliminate all risk by increasing the number of stocks or shares in the 
portfolio. Diversification can eliminate idiosyncratic risk – the uncertainty associated with specific com-
panies. But diversification cannot eliminate aggregate risk – the uncertainty associated with the entire 
economy, which affects all companies. For example, when the economy goes into a recession, many 
companies experience falling sales, reduced profit and low stock returns. Diversification reduces the risk 
of holding stocks, but it does not eliminate it.

idiosyncratic risk risk that affects only a single economic actor
aggregate risk risk that affects all economic actors at once

The Trade-Off between Risk and Return
There is a trade-off between risk and return which is at the heart of understanding financial decisions. 
Risks are inherent in holding shares, even in a diversified portfolio. Risk-averse people are willing to accept 
this uncertainty because they are compensated for doing so. Historically, shares have offered much higher 
rates of return than alternative financial assets, such as bonds and bank savings accounts. Over the past 
two centuries, stocks have offered an average real return of about 8 per cent per year, while short-term 
government bonds paid a real return of only 3 per cent per year.

When deciding how to allocate their savings, people must decide how much risk they are willing to 
undertake to earn the higher return. Figure 23.3 illustrates the risk-return trade-off for a person choosing 
to allocate their portfolio between two asset classes:

 ● The first asset class is a diversified group of risky stocks, with an average return of 8 per cent and 
a standard deviation of 20 per cent. (Note that a normal random variable stays within two standard 
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deviations of its average about 95 per cent of the time. Thus, while actual returns are centred around 
8 per cent, they typically vary from a gain of 48 per cent to a loss of 32 per cent.)

 ● The second asset class is a safe alternative. With a return of 3 per cent and a standard deviation of zero. 
The safe alternative can be either a bank savings account or a government bond.

Return
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Risk
(standard
deviation)
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50%
shares

75%
shares

100%
shares

seLF TesT Describe three ways that a risk-averse person might reduce the risk they face.

The Trade-Off Between Risk and Return
When people increase the percentage of their savings 
that they have invested in shares, they increase the 
average return they can expect to earn, but they also 
increase the risks they face.

FiguRe 23.3

Each point in this figure represents a particular allocation of a portfolio between risky shares and the 
safe asset. The figure shows that the more a person puts into stocks, the greater is both the risk and the 
return.

Acknowledging the risk–return trade-off does not, by itself, tell us what a person should do. The choice 
of a particular combination of risk and return depends on a person’s risk aversion, which reflects a person’s 
own preferences. But it is important for shareholders to realize that the higher average return that they 
enjoy comes at the price of higher risk.

AsseT vALuATiOn
This section considers a simple question: what determines the price of a share of stock? One part of the 
answer is supply and demand, but that is not the end of the story. To understand share prices, we need to 
think more deeply about what determines a person’s willingness to pay for a share of stock.

Fundamental Analysis
Let’s imagine that you have decided to put 60 per cent of your savings into company shares and, to achieve 
diversification, you have decided to buy 20 different shares. How should you pick the 20 for your portfolio?

When you buy company shares, you are buying shares in a business. When deciding which businesses 
you want to own, it is natural to consider two things: the value of the business and the price at which the 
shares are being sold. If the price is less than the value, the stock is said to be undervalued. If the price is 
more than the value, the stock is said to be overvalued. If the price and the value are equal, the stock is 
said to be fairly valued. When choosing 20 stocks for your portfolio, you should prefer undervalued stocks. 
In these cases, you are getting a ‘bargain’ by paying less than the business is worth.
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This is easier said than done. Learning the price is easy: you can just look it up in the newspaper or 
online or have it downloaded to an app on your mobile device. Determining the value of the business is 
the hard part. The term fundamental analysis refers to the detailed analysis of a company to determine 
its value. Many financial sector firms hire stock price analysts to conduct such fundamental analysis and 
offer advice about which stocks to buy.

fundamental analysis the study of a company’s accounting statements and future prospects to determine its value

The value of a stock to a shareholder is what they get out of owning it, which includes the present value 
of the stream of dividend payments and the final sale price. Recall that dividends are the cash payments 
that a company makes to its shareholders. A company’s ability to pay dividends, as well as the value of the 
stock when the shareholder sells their shares, depends on the company’s ability to earn profits. Its profit-
ability, in turn, depends on a large number of factors – the demand for its product, how much competition 
it faces, how much capital it has in place, whether its workers are unionized, how loyal its customers are, 
what kinds of government regulations and taxes it faces and so on. The job of fundamental analysts is to 
take all these factors into account to determine how much a share of stock in the company is worth.

If you want to rely on fundamental analysis to pick a stock portfolio, there are three ways to do it. One 
way is to do all the necessary research yourself, by reading through companies’ annual reports and so 
forth. A second way is to rely on the advice of financial analysts. A third way is to buy into an investment 
fund, which has a manager (sometimes called a fund manager) who conducts fundamental analysis and 
makes the decision for you.

sAving And invesTMenT in The nATiOnAL  
incOMe AccOunTs
Events that occur within the financial system are central to understanding developments in the overall 
economy. The institutions that make up this system – the bond market, the stock market, banks and 
investment funds – have the role of coordinating the economy’s saving and investment, which in turn are 
important determinants of long-run growth in GDP and living standards. As a result, macroeconomists 
need to understand how financial markets work and how various events and policies affect them.

As a starting point for an analysis of financial markets, we discuss in this section the key macroeconomic 
variables that measure activity in these markets. Our emphasis here is on accounting. Accounting refers 
to how various numbers are defined and added up. A personal accountant might help an individual add 
up their income and expenses. A national income accountant does the same thing for the economy as a 
whole. The national income accounts include, in particular, GDP and the many related statistics.

some important identities
The rules of national income accounting include several important identities. Recall that GDP is both total 
income in an economy and the total expenditure on the economy’s output of goods and services. GDP 
(denoted as Y ) is divided into four components of expenditure: consumption ( )C , investment ( )I , govern-
ment purchases ( )G  and net exports ( )NX .

 ; 1 1 1Y C I G NX  (23.1)

This equation is an identity because every euro of expenditure that shows up on the left-hand side also 
shows up in one of the four components on the right-hand side. Because of the way each of the varia-
bles is defined and measured, this equation must always hold. In general, though, we can use the usual 
equality sign.

 5 1 1 1Y C I G NX  (23.2)
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We will simplify our analysis by assuming that the economy we are examining is closed and does not 
interact with other economies, does not engage in international trade in goods and services, and does 
not engage in international borrowing and lending. Of course, actual economies are open economies – 
that is, they interact with other economies around the world. Assuming a closed economy is a useful 
 simplification with which we can learn some lessons that apply to all economies.

Because a closed economy does not engage in international trade, imports and exports are exactly 
zero. Therefore, net exports ( )NX  are also zero which leaves the identity:

 5 1 1Y C I G (23.3)

This equation states that GDP is the sum of consumption, investment and government purchases. Each 
unit of output sold in a closed economy is consumed, invested, or bought by the government.

To see what this identity can tell us about financial markets, if we take Y, on the left-hand side of the 
equation, to be GDP, we can subtract from this the things that are consumed (consumption spending and 
government spending). To retain the equation, we must also subtract C  and G from the right-hand side, 
which gives:

 2 2 5 2 1 1 2( ) ( )Y C G C C I G G  (23.4)

 2 2 5Y C G I (23.5)

What remains after paying for consumption and government purchases is called national saving, or just 
saving, and is denoted S . Recall from the circular flow of income diagram that there are withdrawals and 
injections from the circular flow. Saving is one of the withdrawals from the circular flow but reappears in 
the economy in the form of investment when savings are channelled by financial institutions.

national saving (saving) the total income in the economy that remains after paying for consumption and government 
purchases

Given 2 2 5Y C G S  we can substitute this into equation 23.5 to get:

 5S I  (23.6)

This equation states that saving equals investment.
To understand the meaning of national saving, it is helpful to manipulate the definition a bit more. Let T  

denote the amount that the government collects from households in taxes (a withdrawal from the circular 
flow) minus the amount it pays back to households in the form of transfer payments (such as social secu-
rity payments). We can then write national saving in either of two ways:

 5 2 2S Y C G  (23.7)

Or:

 5 2 2 1 2( ) ( )S Y T C T G  (23.8)

Equations 23.7 and 23.8 are the same, because the two sT  in equation 23.8 cancel each other, but each 
reveals a different way of thinking about national saving. In particular, equation 23.8 separates national 
saving into two pieces: private saving 2 2( )Y T C  and public saving 2( )T G .

Private saving is the amount of income that households have left after paying their taxes and paying 
for their consumption. In particular, because households receive income of Y , pay taxes of T  and spend C  
on consumption, private saving is 2 2Y T C . Public saving is the amount of tax revenue that the gov-
ernment has left after paying for its spending. The government receives T  in tax revenue and spends G 
on goods and services. If T  exceeds G, the government runs a budget surplus because it receives more 
money than it spends. This surplus of 2T G  represents public saving. If the government spends more 
than it receives in tax revenue, then G is larger than T . In this case, the government runs a budget deficit, 
and public saving, 2T G, is a negative number. In this case the government must borrow money to fund 
spending by issuing sovereign debt in the form of bonds.
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private saving the income that households have left after paying for taxes and consumption
public saving the tax revenue that the government has left after paying for its spending
budget surplus where government tax revenue is greater than spending because it receives more money than it spends
budget deficit where government tax revenue is less than spending and the government has to borrow to finance spending

Now consider how these accounting identities are related to financial markets. The equation 5S I 
reveals an important fact: for the economy as a whole, saving must be equal to investment. This fact raises 
some important questions: what mechanisms lie behind this identity? What coordinates those people 
who are deciding how much to save and those people who are deciding how much to invest? The answer 
is the financial system. The bond market, the stock market, banks, investment funds, and other financial 
markets and intermediaries, stand between the two sides of the 5S I equation. They take in the nation’s 
saving and direct it to the nation’s investment.

debt and deficit

The Financial Crisis 2007–9 brought the words ‘debt’ and ‘deficit’ into almost every household. Prior to the 
crisis, a number of governments across Europe had been spending more than they raised in taxes and had 
to borrow to finance the difference. Any borrowing must be paid back, and a vital part of any successful 
financial system is the trust between both lenders and borrowers. If trust breaks down, the financial sys-
tem comes under severe pressure. One of the problems which a number of European countries faced in 
the Crisis was the prospect that they would default on borrowings.

It is important to distinguish between government debt and a government deficit. A government deficit 
refers to a situation where a government spends more than it generates in tax revenue over a period and 
must borrow to fund spending. For example, if the UK government budgets to spend £750 billion in 2019–20 
but only generates £700 billion in tax and other revenue, it will need to borrow £50 billion. The government’s 
deficit for the year is £50 billion. This sum of money becomes part of the national debt, which is the 
accumulation of the total debt the government owes. Both the debt and the deficit can be expressed as 
a percentage of GDP. For example, the UK government deficit was reported by the ONS to be £32.3 billion 
in 2018. This represented 1.5 per cent of GDP. The national debt, however, was reported at £1.84 trillion or 
86.7 per cent of GDP. The deficit has shrunk considerably in the three years to 2018. In 2015, the deficit 
was recorded as £93.5 billion. The national debt in 2015 was £1.6 trillion and so had increased by around  
15 per cent in those three years.

A number of European countries took steps to reduce their deficits and put in place austerity poli-
cies, designed to cut government spending and increase revenue through higher or more widespread 
taxes or tightening tax loopholes 
to improve the efficiency of the 
tax system. In October 2018, prior 
to the UK leaving the EU, Eurostat 
reported the EU28 ratio of gov-
ernment deficit to GDP for 2017 
having fallen from 1.7 per cent in 
2016 to 1.0 per cent in 2017 while 
the ratio of government debt to 
GDP fell from 89.1 per cent at the 
end of 2016 to 81.6 per cent at the 
end of 2017.

cAse sTudy

High budget deficits can contribute to increases in the national debt 
but it is important to understand the difference between the two.

government deficit a situation where a government spends more than it generates in tax revenue over a period
national debt the accumulation of the total debt owed by a government
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The Meaning of saving and investment
The terms saving and investment can sometimes be confusing. Most people use these terms casually 
and sometimes interchangeably. In contrast, the macroeconomists who put together the national income 
accounts use these terms carefully and distinctly.

Consider an example. Suppose that Connah earns more than he spends and deposits his unspent 
income in a bank or uses it to buy a bond or some stock from a corporation. Because Connah’s income 
exceeds his consumption, he adds to the nation’s saving. Connah might think of himself as ‘investing’ his 
money, but a macroeconomist would call Connah’s act saving rather than investment.

In the language of macroeconomics, investment refers to the purchase of new capital, such as equip-
ment or buildings. When Orla borrows from the bank to build herself a new house, she adds to the nation’s 
investment. Similarly, when the O’Connell Corporation issues some new shares and uses the proceeds to 
build a new brass fittings factory, it also adds to the nation’s investment.

Although the accounting identity 5S I shows that saving and investment are equal for the economy 
as a whole, this does not have to be true for every individual household or firm. Connah’s saving can be 
greater than his investment, and he can deposit the excess in a bank. Orla’s saving can be less than her 
investment, and she can borrow the shortfall from a bank. Banks and other financial institutions make 
these individual differences between saving and investment possible by allowing one person’s saving to 
finance another person’s investment.

seLF TesT Define private saving, public saving, national saving and investment. How are they related?

The MARKeT FOR LOAnABLe Funds
This section will present a model of financial markets which can explain how financial markets coordinate 
the economy’s saving and investment. The model also gives us a tool with which we can analyze various 
government policies that influence saving and investment.

To keep things simple, we assume that the economy has only one financial market, called the 
market for loanable funds. All savers go to this market to deposit their saving, and all borrowers go to 
this market to get their loans. Thus, the term loanable funds refers to all income that people have chosen 
to save and lend out, rather than use for their own consumption. In the market for loanable funds, there is 
one interest rate, which is both the return for saving and the cost of borrowing.

market for loanable funds the market in which those who want to save supply funds, and those who want to borrow 
to invest demand funds

The assumption of a single financial market, of course, is not literally true. As we have seen, the econ-
omy has many types of financial institutions. The purpose of this model is to provide a representative 
simplification which helps explain and predict.

supply and demand for Loanable Funds
The economy’s market for loanable funds consists of the supply of and demand for loanable funds, and 
the price in this market is the interest rate. The supply of loanable funds comes from those people who 
have some extra income they want to save and lend out. This lending can occur directly, such as when a 
household buys a bond from a firm, or it can occur indirectly, such as when a household makes a deposit 
in a bank, which in turn uses the funds to make loans. In both cases, saving is the source of the supply of 
loanable funds.

The demand for loanable funds comes from households and firms who wish to borrow to make invest-
ments. This demand includes families taking out mortgages to buy homes, borrowing to buy a new car, 
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and firms borrowing to buy new equipment or build factories. In each case, investment is the source of 
the demand for loanable funds.

The interest rate represents the amount that borrowers pay for loans and the amount that lenders 
receive on their saving. Because a high interest rate makes borrowing more expensive, the quantity of 
loanable funds demanded falls as the interest rate rises. Similarly, because a high interest rate makes 
saving more attractive, the quantity of loanable funds supplied rises as the interest rate rises. In other 
words, the demand curve for loanable funds slopes downwards, and the supply curve for loanable funds 
slopes upwards.

Figure 23.4 shows the interest rate that balances the supply and demand for loanable funds. In the 
equilibrium shown, the interest rate is 5 per cent, and the quantity of loanable funds demanded and the 
quantity of loanable funds supplied both equal €500 billion.

Shifts in the demand and supply of loanable funds bring about changes to the interest rate. If the inter-
est rate was lower than the equilibrium level because of a shift in demand to the right or of supply to the 
left, the quantity of loanable funds supplied would be less than the quantity of loanable funds demanded. 
The resulting shortage of loanable funds would encourage lenders to raise the interest rate they charge. 
A higher interest rate would encourage saving (thereby increasing the quantity of loanable funds supplied –  
a movement along the supply curve) and discourage borrowing for investment (thereby decreasing the 
quantity of loanable funds demanded, a movement along the demand curve). Conversely, if the demand 
for loanable funds shifts to the left or the supply of loanable funds shifts to the right, the quantity supplied 
would exceed the quantity demanded. As lenders competed for the scarce borrowers, interest rates 
would be driven down. In this way, the interest rate approaches the equilibrium level at which the supply 
and demand for loanable funds balance.

Interest
rate

5%

Demand

Loanable funds
(in billions of euros)

Supply

0 €500

The Market for Loanable Funds
The model predicts that the interest 
rate in the economy adjusts to 
balance the supply and demand 
for loanable funds. The supply of 
loanable funds comes from national 
saving, including both private saving 
and public saving. The demand for 
loanable funds comes from firms and 
households that want to borrow for 
purposes of investment. Here the 
equilibrium interest rate is 5 per cent, 
and €500 billion of loanable funds 
are supplied and demanded.

FiguRe 23.4

Recall that the real interest rate is the difference between the nominal interest rate and the inflation 
rate p5 2( r it )t t . The nominal interest rate is the interest rate as usually reported – the monetary return 
to saving and the cost of borrowing. Because inflation erodes the value of money over time, the real inter-
est rate more accurately reflects the real return to saving and the cost of borrowing. Therefore, the supply 
and demand for loanable funds depends on the real (rather than nominal) interest rate, and the equilibrium 
in Figure 23.4 should be interpreted as determining the real interest rate in the economy. For the rest of 
this chapter, when you see the term interest rate, you should remember that we are talking about the real 
interest rate.
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This model of the supply and demand for loanable funds shows that financial markets work much like 
other markets in the economy. The model predicts that the interest rate adjusts to balance supply and 
demand in the market for loanable funds, it coordinates the behaviour of people who want to save (the 
suppliers of loanable funds) and the behaviour of people who want to invest (the demanders of loanable 
funds).

We can now use this model to examine various government policies that affect the economy’s saving 
and investment.

Policy 1: saving incentives
Recall that saving is an important long-run determinant of a nation’s productivity. Hence if a country 
can raise its saving rate, the growth rate of GDP should increase (subject to the assumption of dimin-
ishing marginal productivity) and, over time, the citizens of that country should enjoy a higher standard 
of living.

Many economists have used the principle that people respond to incentives to suggest that the savings 
rates in some countries are depressed because of tax laws that discourage saving. Governments collect 
revenue by taxing income, including interest and dividend income. To see the effects of this policy, con-
sider a 25-year-old who saves €1,000 and buys a 30-year bond that pays an interest rate of 9 per cent. In 
the absence of taxes, the €1,000 grows to €13,268 when the individual reaches age 55. Yet if that interest 
is taxed at a rate of, say, 33 per cent, then the after-tax interest rate is only 6 per cent. In this case, the 
€1,000 grows to only €5,743 after 30 years. The tax on interest income substantially reduces the future 
payoff from current saving and, as a result, reduces the incentive for people to save.

In response to this problem, many economists and some politicians have sometimes advocated replac-
ing the current income tax with a consumption tax. Under a consumption tax, income that is saved would 
not be taxed until the saving is later spent; in essence, a consumption tax is like the VAT that European 
countries impose on many goods and services. VAT is an indirect tax, however, levied on a good or service 
at the time it is purchased by a final consumer, whereas a consumption tax could also be a direct tax levied 
on an individual by calculating how much consumer expenditure they carried out over the year and taxing 
them on that, perhaps at higher rates as the level of consumer expenditure rises.

A more modest proposal is to expand eligibility for special savings accounts that allow people to shelter 
some of their saving from taxation. Let’s consider the effect of such a saving incentive on the market for 
loanable funds, as illustrated in Figure 23.5.

An increase in the supply for 
Loanable Funds
A change in the tax laws to 
encourage more saving would shift 
the supply of loanable funds to the 
right from s1 to s2 . As a result, the 
equilibrium interest rate would fall, 
and the lower interest rate would 
stimulate investment. Here the 
equilibrium interest rate falls from 
5 per cent to 4 per cent, and the 
equilibrium quantity of loanable 
funds saved and invested rises 
from €500 billion to €600 billion.

FiguRe 23.5
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The tax change alters the incentive for households to save at any given interest rate. It would therefore 
affect the quantity of loanable funds supplied at each interest rate. The supply of loanable funds would 
shift. The demand for loanable funds would remain the same, because the tax change would not directly 
affect the amount that borrowers want to borrow at any given interest rate.

Because saving would be taxed less heavily, households would increase their saving by consuming a 
smaller fraction of their income. Households would use this additional saving to increase their deposits 
in banks or to buy more bonds. The supply of loanable funds would increase, and the supply curve would 
shift to the right from 1S  to 2S , as shown in Figure 23.5.

Finally, we compare the old and new equilibria. In the figure, the increased supply of loanable funds 
reduces the interest rate from 5 per cent to 4 per cent. The lower interest rate raises the quantity of loan-
able funds demanded from €500 billion to €600 billion. That is, the shift in the supply curve moves the 
market equilibrium along the demand curve. With a lower cost of borrowing, households and firms are 
motivated to borrow more to finance greater investment. Our model predicts that if a reform of the tax 
laws encouraged greater saving, the result would be lower interest rates and greater investment.

Although this analysis of the effects of increased saving is widely accepted among economists, there is less 
consensus about what kinds of tax changes should be enacted. Many economists endorse tax reform aimed 
at increasing saving to stimulate investment and growth. Yet others are sceptical that these tax changes would 
have much effect on national saving. Crucial to the outcome is the interest elasticity of demand and supply –  
the responsiveness of the demand and supply of loanable funds to changes in the interest rate. Sceptics 
also doubt the equity of the proposed reforms. They argue that, in many cases, the benefits of the tax 
changes would accrue primarily to the wealthy, who are least in need of tax relief.

interest elasticity of demand and supply the responsiveness of the demand and supply of loanable funds to 
changes in the interest rate

Policy 2: investment incentives
Suppose that the government passed a tax reform aimed at making investment more attractive. In 
essence, this is what governments do when they institute tax allowances on investment, sometimes 
referred to as investment tax credits. These allowances give tax advantages to any firm building a new 
factory or buying a new piece of equipment. Let’s consider the effect of such a tax reform on the market 
for loanable funds, as illustrated in Figure 23.6.
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€500 €600 Loanable funds
(in billions of euros)

1. An investment
tax credit
increases the
demand for
loanable funds ...

An increase in the demand 
for Loanable Funds
If the passage of an investment tax 
credit encouraged firms to invest 
more, the demand for loanable 
funds would increase. As a result, 
the equilibrium interest rate would 
rise, and the higher interest rate 
would stimulate saving. Here, 
when the demand curve shifts 
from D1 to  D2, the equilibrium 
interest rate rises from 5 per cent 
to 6 per cent, and the equilibrium 
quantity of loanable funds 
saved and invested rises from 
€500 billion to €600 billion.

FiguRe 23.6
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Tax allowances on investment rewards firms that borrow and invest in new capital, it would alter invest-
ment at any given interest rate and thereby change the demand for loanable funds. By contrast, because 
the tax credit would not affect the amount that households save at any given interest rate, it would not 
affect the supply of loanable funds.

Because firms would have an incentive to increase investment at any interest rate, the quantity of 
loanable funds demanded would be higher at any given interest rate. Thus, the demand curve for loanable 
funds would move to the right, as shown by the shift from 1D  to 2D  in Figure 23.6.

The increased demand for loanable funds raises the interest rate from 5 per cent to 6 per cent, and 
the higher interest rate in turn increases the quantity of loanable funds supplied from €500 billion to €600 
billion, as households respond by increasing the amount they save (a movement along the supply curve). 
Thus, if a reform of the tax system encouraged greater investment, the result would be higher interest 
rates and greater saving.

Policy 3: government Budget deficits and surpluses
Recall that a budget deficit is an excess of government spending over tax revenue. Governments finance 
budget deficits by borrowing in the bond market, and the accumulation of past government borrowing 
is called the government or national debt. A budget surplus, an excess of tax revenue over government 
spending, can be used to repay some of the government debt. If government spending exactly equals tax 
revenue, the government is said to have a balanced budget.

Imagine that the government starts with a balanced budget and then, because of a tax cut or a spending 
increase, starts running a budget deficit. Figure 23.7 shows what our model predicts will happen.

National saving – the source of the supply of loanable funds – is composed of private saving and public 
saving. A change in the government budget balance represents a change in public saving and thereby in 
the supply of loanable funds. Because the budget deficit does not influence the amount that households 
and firms want to borrow to finance investment at any given interest rate, it does not alter the demand 
for loanable funds.

The effect of a government 
Budget deficit
When the government spends 
more than it receives in tax 
revenue, the resulting budget 
deficit lowers national saving. 
The supply of loanable funds 
decreases, and the equilibrium 
interest rate rises. Thus, when the 
government borrows to finance 
its budget deficit, it ‘crowds 
out’ households and firms who 
otherwise would borrow to 
finance investment. Here, when 
the supply shifts from s1 to s2 , the 
equilibrium interest rate rises from 
5 per cent to 6 per cent, and the 
equilibrium quantity of loanable 
funds saved and invested falls 
from €500 billion to  € 300  billion.

FiguRe 23.7
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When the government runs a budget deficit, public saving is negative, and this reduces national saving. 
In other words, when the government borrows to finance its budget deficit, it reduces the supply of loana-
ble funds available to finance investment by households and firms. Thus, a budget deficit shifts the supply 
curve for loanable funds to the left from 1S  to 2S , as shown in Figure 23.7.

In the figure, when the budget deficit reduces the supply of loanable funds, the interest rate rises from 
5 per cent to 6 per cent. This higher interest rate then alters the behaviour of the households and firms 
that participate in the loan market. In particular, many demanders of loanable funds are discouraged by 
the higher interest rate (a movement along the demand curve). Fewer families buy new homes, and fewer 
firms choose to build new factories. The fall in investment because of government borrowing is called 
crowding out and is represented in the figure by the movement along the demand curve from a quantity 
of €500 billion in loanable funds to a quantity of €300 billion. That is, when the government borrows to 
finance its budget deficit, it crowds out private borrowers who are trying to finance investment.

crowding out a decrease in investment that results from government borrowing

Our model predicts that when the government reduces national saving by running a budget deficit, the 
interest rate rises and investment falls. Because investment is important for long-run economic growth, 
government budget deficits reduce the economy’s growth rate. This analysis is the reason why many 
governments seek to reduce borrowing and is behind many of the austerity policies which have been 
instituted across countries in Europe since the Financial Crisis of 2007–9.

Government budget surpluses work the opposite way to budget deficits. When government collects 
more in tax revenue than it spends, it saves the difference by retiring some of the outstanding government 
debt. This budget surplus, or public saving, contributes to national saving. Thus, a budget surplus increases 
the supply of loanable funds, reduces the interest rate and stimulates investment. Higher investment, in 
turn, means greater capital accumulation and more rapid economic growth.

intertemporal choice
We have seen that the financial system has the job of coordinating borrowing and lending activity. In many 
ways, financial markets are like other markets in the economy. The price of loanable funds – the interest 
rate – is governed by the forces of supply and demand, just as other prices in the economy are.

In one way, however, financial markets are special. Financial markets, unlike most other markets, 
serve the important role of linking the present and the future. Those who supply loanable funds – 
savers – do so because they want to convert some of their current income into future purchasing 
power. A decision to save is a postponement of consumption in the present to consumption at some 
point in the future. The time element in these decisions is referred to as intertemporal choice and is a 
very important element in the research and analysis of financial markets. When interest rates increase, 
for example, economic actors respond by changing consumption in time period t  and postponing con-
sumption to time period 1t n. This is called the intertemporal substitution effect and is the rate at 
which economic actors respond to changes in the interest rate by changing consumption and savings 
decisions. Those who demand loanable funds – borrowers – do so because they want to invest today 
in order to have additional capital in the future to produce goods and services. Thus, well-functioning 
financial markets are important not only for current generations but also for future generations who will 
inherit many of the resulting benefits.

intertemporal substitution effect the response of economic actors to changes in the interest rate by changing 
consumption and savings decisions
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suMMARy
 ● Because savings can earn interest, a sum of money today is more valuable than the same sum of money in the 

future. A person can compare sums from different times using the concept of present value. The present value 
of any future sum is the amount that would be needed today, given prevailing interest rates, to produce that 
future sum.

 ● Because of diminishing marginal utility, most people are risk averse. Economic agents can reduce risk using insurance, 
through diversification, and by choosing a portfolio with lower risk and lower return.

 ● The value of an asset, such as a share of stock, equals the present value of the cash flows the owner of the share 
will receive, including the stream of dividends and the final sale price. If financial markets process available infor-
mation rationally, a stock price will equal the best estimate of the value of the underlying business.

 ● The financial system of an advanced economy is made up of many types of financial institutions, such as the 
bond market, the stock market, banks and investment funds. All of these institutions act to direct the resources of 
households, who want to save some of their income, into the hands of households and firms who want to borrow.

 ● National income accounting identities reveal some important relationships among macroeconomic variables. In 
particular, for a closed economy, national saving must equal investment. Financial institutions are the mechanism 
through which the economy matches one person’s saving with another person’s investment.

 ● The interest rate is determined by the supply and demand for loanable funds. The supply of loanable funds comes 
from households who want to save some of their income and lend it out. The demand for loanable funds comes 
from households and firms who want to borrow for investment. To analyze how any policy or event affects the 
interest rate, one must consider how it affects the supply and demand for loanable funds.

 ● National saving equals private saving plus public saving. A government budget deficit represents negative public 
saving and, therefore, reduces national saving and the supply of loanable funds available to finance investment. 
When a government budget deficit crowds out investment, it reduces the growth of productivity and GDP.

Budget deficits
The Financial Crisis of 2007–9 hit Italy hard. It was one of the countries which faced problems with its deficit. By 
2018, the situation had not improved a great deal. Elections in March 2018 failed to produce any outright winners, 
and protracted negotiations eventually saw a coalition government consisting of the Lega Nord (Northern League) 
and the populist Movimento 5 Stelle (M5S) or Five Star Movement as the main forces of government. The coalition 
government faced many challenges but a key one was the size of the Italian budget deficit. In the latter part of 2018, 
it was estimated that the size of Italy’s national debt was around 130 per cent of GDP. The new government had prom-
ised to increase pensions and introduce a basic income which would put further pressure on government spending. 
This would potentially force the government’s deficit up to near levels which would incur sanctions from the EU. The 
new government had planned to run a deficit of around 2.4 per cent of GDP in 2019, 2020 and 2021.

In December 2018, the Italian government said it would trim the deficit to 2.04 per cent in an attempt to find a com-
promise with the EU. The announcement avoided the prospect of sanctions but did not please other political groups 
in Italy. However, bond prices rose following the announcements and the yield on 10-year bonds fell by 14 basis points 
or 0.14 per cent to 2.8 per cent.

The argument over the budget deficit in Italy was unlikely to be over, however. In the early part of 2019, it was 
reported that there was disagreement among the coalition partners. Ultimately, if a deficit is to be cut then two things 
must happen – either individually or in combination. Taxes must rise or spending must be cut – or a combination of 
the two. The European Commission was reported to have said that the Italian government had agreed to increase 
VAT in the event its deficit got worse in 2020 and 2021; it was also reported that around €2 billion of planned spending 

in The news

(Continued )
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QuesTiOns FOR Review
1 Outline the concept of present value. The interest rate is 7 per cent. Use the concept of present value to compare €200 

to be received in 10 years and €300 to be received in 20 years.

2 What benefit do people get from the market for insurance? What two problems impede the insurance company from 
working perfectly?

3 What is meant by the term ‘fundamental analysis’?

4 What is diversification? Does a shareholder get more diversification going from 1 to 10 stocks or going from 100 to 
120 stocks?

5 Why is knowledge of whether people are risk averse or risk seeking important in financial markets?

6 What is the role of the financial system? Name and describe two markets that are part of the financial system in the 
economy of the country in which you are studying. What is a financial intermediary? Name and describe two financial 
intermediaries.

7 What is national saving? What is private saving? What is public saving? How are these three variables related?

8 What is investment? How is it related to national saving?

9 Describe a change in the tax system that might increase private saving. If this policy were implemented, how would it 
affect the market for loanable funds?

10 What is a government budget deficit? How does it affect interest rates, investment and economic growth?

would be held back, and privatizations would 
be accelerated to increase revenues.

It will be important for the Italian gov-
ernment to show that it has control over the 
country’s finances because if it doesn’t, mar-
kets will lose confidence and there is every 
chance that bond prices would rise to levels 
which would make it hard for the govern-
ment to rollover its debt.

Critical Thinking Questions

1 why is trust such an important part of the 
smooth functioning of the sovereign bond 
market (i.e. bonds bought by national 
governments)?

2 The austerity measures which many gov-
ernments introduced after the Financial 
crisis have caused much hardship to millions of people across europe. This has led to a wave of populist gov-
ernments vowing to spend more on social welfare, improving pensions and cutting taxes, that have gained 
political power across europe. To what extent do you think that the threat of sanctions by the eu is a sufficient 
deterrent for populist governments to be more financially responsible with regard to government debt?

3 One of the challenges facing the italian economy is a weak banking system. why is a weak banking system a 
potential threat to the health of an economy such as italy’s?

4 what is the present value of a €500 million bond, with an interest rate of 2.4 per cent and 30 years to maturity? 
what would the present value be if the interest rate was 2.04 per cent?

5 explain the significance of the phrase: ‘bond prices would rise to levels which would make it hard for the 
 government to rollover its debt’.

Italy is one country where the debt burden is putting pressure on 
its financial system.
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PROBLeMs And APPLicATiOns
1 Assume the interest rate is 6 per cent. In each of the following three cases, state which you would rather receive and 

briefly explain why:
a. €200 today or €480 in two years?
b. €205 today or €240 in one year?
c. €1,000 in one year or €1,220 in two years?

2 A company has an investment project that would cost €10 million today and yield a payoff of €15 million in four years.
a. Should the firm undertake the project if the interest rate is 11 per cent? 10 per cent? 9 per cent? 8 per cent?
b. Can you work out the exact cut-off for the interest rate between profitability and non-profitability?

3 A company faces two kinds of risk. An idiosyncratic risk is that a competitor might enter its market and take some of 
its customers. An aggregate risk is that the economy might enter a recession, reducing sales. Which of these two risks 
would more likely cause the company’s shareholders to demand a higher return? Why?

4 Sam has a utility function 0.55U w , where w  is her wealth in millions of euros and U  is the utility she obtains from that 
wealth. Sam has made it through to the final stage of a game show. The host offers Sam a choice between (i) €4 million 
for sure, or (ii) a gamble that pays €1 million with probability 0.6, and €9 million with probability 0.4.
a. Graph Sam’s utility function. Is she risk averse? Explain.
b. Does (i) or (ii) offer Sam a higher expected prize? Explain your reasoning with appropriate calculations. (Hint: The expected 

value of a random variable is the weighted average of the possible outcomes, where the probabilities are the weights.)
c. Does (i) or (ii) offer Sam a higher expected utility? Again, show your calculations.
d. Should Sam pick (i) or (ii)? Why?

5 For each of the following pairs, which bond would you expect to pay a higher interest rate? Explain.
a. A bond of the UK government or a bond of an east European government.
b. A bond that repays the principal in year 2025 or a bond that repays the principal in year 2040.
c. A bond from BP or a bond from a software company operating from a business park on the outskirts of a large city.
d. A bond issued by the national government or a bond issued by a local authority.

6 What factors might affect the decisions of economic actors to save more today for consumption in the future? Why are 
the decisions of economic actors today important for the welfare of economic actors in the future?

7 How might you go about pricing the risk on the following:
a. The price of a 10-year bond from the Portuguese government
b. The price of a 10-year bond from the German government
c. The construction of a new oil well off the South African coast.

8 Explain the difference between saving and investment as defined by a macroeconomist. Which of the following situations 
represent investment? Saving? Explain.
a. Your family takes out a mortgage and buys a new house.
b. You use your €500 wage payment to buy stock in BP.
c. Your flatmate earns €200 and deposits it in their account at a bank.
d. You borrow €5,000 from a bank to buy a car to use in your pizza delivery business.

9 Suppose that BP is considering exploring a new oil field.
a. Assuming that BP needs to borrow money in the bond market to finance the purchase of new oil rigs and drilling 

machinery, why would an increase in interest rates affect BP’s decision about whether to carry out the exploration?
b. If BP has enough of its own funds to finance the development of the new oil field without borrowing, would an 

increase in interest rates still affect BP’s decision about whether to undertake the new project? Explain.

10 Suppose the government borrows €5 billion more next year than this year.
a. Use a supply-and-demand diagram to analyze this policy. Does the interest rate rise or fall?
b. What happens to investment? To private saving? To public saving? To national saving? Compare the size of the 

changes to the €5 billion of extra government borrowing.
c. How does the elasticity of supply of loanable funds affect the size of these changes?
d. How does the elasticity of demand for loanable funds affect the size of these changes?

Suppose households believe that greater government borrowing today implies higher taxes to pay off the government 
debt in the future. What does this belief do to private saving and the supply of loanable funds today? Does it increase or 
decrease the effects discussed in parts (a) and (b)?
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The MoneTary SySTeM

one of the key requirements of a capitalist system is the use of a medium of exchange or money. Prices 
are invariably denominated in money. The monetary system includes not only the question about what 

constitutes money but also involves consideration of how we price goods and services in money terms 
and how this changes over time. Paper and metals used as money have no intrinsic value, but their use in 
society is based on the trust that it will be accepted in exchange. Credit and debit cards and contactless 
payment systems are also widely used now, because it is accepted that money will be transferred more 
or less instantly from one bank account to another. The way in which we use money to attach a price to 
goods and services leads to questions about how and why prices change over time and the effects of 
such price changes.

Price rises over time can vary quite considerably. Post–World War I Germany experienced a spectacular 
example of a rise in the price level. The price of a newspaper rose from 0.30 marks in January 1921 to 
70,000,000 marks less than two years later. Other prices rose by similar amounts. This period of significant 
price rises had such an adverse effect on the German economy that it is often viewed as one contributor 
to the rise to power of the National Socialists (Nazis) and, as a result, the Second World War.

The social custom of using money for transactions is extraordinarily useful in a large, complex society. 
Prior to the development of capitalist societies, many people relied on barter – the exchange of one good 
or service for another – to obtain the things they needed. A capitalist economy would not function if it 
relied on barter, primarily because trade would require the double coincidence of wants – a situation 
where parties to an exchange each have a good or service that the other wants.

24

barter the exchange of one good or service for another
double coincidence of wants a situation in exchange where two parties each have a good or service that the other 
wants and can thus enter into an exchange

The existence of money makes trade easier. As money flows from person to person in the economy, 
determined by the prices that are involved in exchange, it facilitates production and trade, thereby allowing 
specialization. In this chapter we begin to examine the role of money and prices in an economy. Because 
money is so important, we devote much effort in the rest of this book to learning how changes in the 
quantity of money affect various economic variables, including inflation, interest rates, production and 
employment. Consistent with our long-run focus, we will examine the long-run effects of changes in the 
quantity of money and the theory of inflation.

The Meaning of Money
Money is the set of assets in the economy that people regularly use to buy goods and services from 
other people. Cash is money because it can be used to buy a meal at a restaurant or a ticket to a music 
festival. By contrast, if you happened to own part of Facebook, as Mark Zuckerberg does, you would be 
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The functions of Money
Money has three functions in the economy: it is a medium of exchange, a unit of account and a store 
of value. These three functions together distinguish money from other assets in the economy, such as 
stocks, bonds, residential property and works of art.

a Medium of exchange When a buyer and seller enter into a transaction money acts as the 
medium of exchange, the item that buyers give to sellers when they purchase goods and services. This 
transfer of money from buyer to seller allows the transaction to take place. When you walk into a shop, 
you are confident that the shop will accept your money for the items it is selling because money is the 
commonly accepted medium of exchange.

money the set of assets in an economy that people regularly use to buy goods and services from other people

medium of exchange an item that buyers give to sellers when they want to purchase goods and services

unit of account the measure people use to post prices and record debts

store of value an item that people can use to transfer purchasing power from the present to the future
wealth the total of all stores of value, including both money and non-monetary assets

wealthy, but this asset is not considered a form of money. You could not buy a meal or a festival ticket with 
this wealth without first obtaining some cash. According to the economist’s definition, money includes 
only those few types of wealth that are regularly accepted by sellers in exchange for goods and services.

a Unit of account In a market economy, buyers and sellers need a way in which they can measure and 
record transactions and draw comparisons. A unit of account is the measure people use to post prices 
and record debts. When you go shopping, you might observe that a pair of shoes is priced at €80 and 
a cheese sandwich at €2. Even though it would be accurate to say that the price of a pair of shoes is  
40 sandwiches and the price of a sandwich is 1

40 of a pair of shoes, prices are not quoted in this way. 
Similarly, if you take out a loan in euros or pounds from a bank, the size of your future loan repayments will 
be measured in euros or pounds, not in a quantity of goods and services. When we want to measure and 
record economic value, we use money as the unit of account.

a Store of Value When a seller accepts money today in exchange for a good or service, that seller can 
hold the money and become a buyer of another good or service at another time. A store of value is an 
item that people can use to transfer purchasing power from the present to the future. Money is not the 
only store of value in the economy, for a person can also transfer purchasing power from the present to 
the future by holding other assets. The term ‘wealth’ is used to refer to the total of all stores of value, 
including both money and non-monetary assets.

Liquidity
Economists use the term ‘liquidity’ to describe the ease with which an asset can be converted into the 
economy’s medium of exchange. Because money is the economy’s medium of exchange, it is the most 
liquid asset available. Other assets vary widely in their liquidity. Most stocks and bonds can be sold easily 
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with small cost, so they are relatively liquid assets. By contrast, selling a car or a piece of artwork requires 
more time and effort, so these assets are less liquid.

liquidity the ease with which an asset can be converted into the economy’s medium of exchange

commodity money money that takes the form of a commodity with intrinsic value
gold standard a system in which the currency is based on the value of gold and where the currency can be converted into 
gold on demand

When people decide in what form to hold their wealth, they must balance the liquidity of each possible 
asset against its usefulness as a store of value. Money may be the most liquid asset, but it is far from 
perfect as a store of value. When prices rise, the value of money falls. In other words, when goods and 
services become more expensive, each euro or pound in your pocket can buy less.

The Kinds of Money
When money takes the form of a commodity with intrinsic value, it is called commodity money. The 
term intrinsic value means that the item would have value even if it were not used as money. One example 
of commodity money is gold. Gold has intrinsic value because it is used in industry and in the making of 
jewellery. Although today we no longer use gold as money, historically gold has been a common form of 
money because it is relatively easy to carry, measure and verify for impurities. When an economy uses 
gold as money (or uses paper money that is convertible into gold on demand), it is said to be operating 
under a gold standard.

Although gold has, historically, been the most common form of commodity money, other commodity 
monies have been used from time to time. For example, in the hyperinflation in Zimbabwe in the early 
2000s, the country’s people began to lose faith in the Zimbabwean dollar; people began to trade goods and 
services with one another, using cigarettes as the store of value, unit of account and medium of exchange.

Money without intrinsic value is called fiat money. A fiat is simply an order or decree, and fiat money 
is established as money by government decree. For example, paper euros are able to circulate as legal 
tender in 19 European countries because the governments of those countries have decreed that the euro 
be valid currency in each of their economies.

fiat money money without intrinsic value that is used as money because of government decree

Although governments are central to establishing and regulating a system of fiat money (by having a 
monopoly in issuing notes and coins and prosecuting counterfeiters, for example), other factors are also 
required for the success of such a monetary system. To a large extent, the acceptance of fiat money 
depends as much on expectations and social convention as on government decree. Zimbabweans pre-
ferred to accept cigarettes (or US dollars) in exchange for goods and services, because they were more 
confident that these alternative monies would be accepted by others in the future.

Money in the economy
As we will see, the quantity of money circulating in the economy, called the money stock, has a powerful 
influence on many economic variables.

money stock the quantity of money circulating in the economy
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In determining the money stock, the most obvious asset to include is currency – the paper notes and 
metal coins in the hands of the public. Currency is clearly the most widely accepted medium of exchange 
in a modern economy.

currency the paper banknotes and coins in the hands of the public

demand deposits balances in bank accounts that depositors can access on demand, for example by using a debit card

Yet currency is not the only asset you can use to buy goods and services. Most businesses also accept 
payment by debit card, which allows money to be transferred electronically between bank accounts.

A debit card is not really money in itself; it is the bank account on which the debit card draws which 
contains the money. A debit card is just a means of transferring money between accounts. Credit cards 
are not really a method of payment but a method of deferring payment. When you buy a meal with a credit 
card, the bank that issued the card pays the restaurant what it is due – you have effectively borrowed from 
the bank. At a later date, you will have to repay the bank (perhaps with interest). When the time comes to 
pay your credit card bill, you will probably do so by direct transfer from your current account. The balance 
in this current account is part of the economy’s stock of money. Notice that credit cards are very differ-
ent from debit cards, which automatically withdraw funds from a bank account to pay for items bought. 
A restaurateur is willing to accept payment by credit card because they get money immediately by having 
their bank account credited for the price of the meal, even though you do not have to pay the credit card 
company back immediately. Again, however, it is the underlying movement in the restaurateur’s bank 
balance that matters.

Thus although debit cards and credit cards can each be used to settle the restaurant bill, neither of them 
is money – they are each a method of transferring money between bank accounts. The true movement in 
money occurs when bank balances change.

Wealth held in current bank accounts, therefore, is almost as convenient for buying things as wealth 
held as cash. Measures of the money stock include demand deposits – balances in bank accounts 
that depositors can access on demand simply by using their debit card. It is not only balances in current 
accounts that are part of the money stock; there are a large variety of other accounts that people hold 
at banks and other financial institutions. Bank depositors usually cannot use their debit cards against the 
balances in their savings accounts, but they can (mostly) easily transfer funds from savings into current 
accounts. In addition, depositors in money market funds can often use debit cards against their balances. 
Thus these other accounts should plausibly be counted as part of the money stock.

In a complex economy, it is, in general, not easy to draw a line between assets that can be called 
‘money’ and assets that cannot. The coins in your pocket are clearly part of the money stock, and your 
smartphone clearly is not, even though you can use your smartphone for making payments in many cases, 
but there are many assets for which the choice is less clear. Therefore various measures of the money 
stock are available for advanced economies. Panel (a) of Figure 24.1 shows the three most important 
measures for the euro area, in cumulative billions of euro in November 2018. M1 is a ‘narrow’ measure, 
M2, an ‘intermediate’ measure and M3 a ‘broad’ measure. Each of these measures uses a slightly dif-
ferent criterion for distinguishing between monetary and non-monetary assets. Panel (b) of Figure 24.1 
shows a breakdown of the various components of the money stock.

In the UK, the most widely observed measures of the money stock are M0 (a narrower measure than 
the European M1, corresponding to notes and coins in circulation plus banks’ balances held with the Bank 
of England) and M4 (a broad measure, similar – but not identical – to the European M3).

For our purposes in this book, we need not dwell on the differences between the various measures of 
money. The important point is that the money stock for an advanced economy includes not just currency 
but also deposits in banks and other financial institutions that can be readily accessed and used to buy 
goods and services.
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SeLf TeST List and describe the three functions of money.

Three Measures of the Money Stock for the euro area (Billions of euro), november 2018
Panel (a) shows the three measures of euro area money stock. M1 (a ‘narrow’ monetary aggregate that comprises currency in 
circulation and overnight deposits), M2 (an ‘intermediate’ monetary aggregate that comprises M1 plus deposits with an agreed 
maturity of up to two years and deposits redeemable at notice of up to three months) and M3 (a ‘broad’ monetary aggregate that 
comprises M2 plus repurchase agreements, money market fund shares and units as well as debt securities with a maturity of up to 
two years). Panel (b) shows the size of the different components of the money stock.

source: european central Bank
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The ‘True’ austrian Money Supply

As with many aspects of economics, definitions of the money supply are open to different interpretations. 
The role of the money supply is going to be central to much of the analysis in the rest of this book, but it is 
clear that if the measure of the money supply being used varies, then it is likely that the analysis and the 
conclusions drawn will also vary. Fortunately, economists of almost every persuasion are in agreement 
that currency – notes and coins – are a part of the money supply. What else should count as money and 
thus be part of the accepted definition is subject to different interpretations. One example is the so-called 
‘True’ Austrian definition of the money supply put forward by the Austrian economist Ludwig von Mises 
in his Theory of Money and Credit, published in 1953. Von Mises defined the money supply as standard 
money plus money substitutes. Standard money he defined as notes and coins in circulation, or currency.

Money substitutes are more challenging to define, but von Mises suggested that money substitutes 
must be perfectly secure and immediately convertible. In other words, they must be evidence of the own-
ership of standard money and be a claim to money in the present. By this definition, a number of the ele-
ments of the measured money supply by central banks across the world, including the European Central 
Bank and the Bank of England, would not be considered as being part of the money supply and, according 
to economists from this school, represent a flawed measure.

The reason is that some of these elements represent the individual giving up a claim to money in the 
present for some promise of money in the future. For the claim to be liquidated a further transaction 
has to be made sometime in the future, and as such the credit claim is not immediately convertible. For 
example, savings deposits at commercial banks would be included as part of M2 in many countries, but 
such deposits have legal terms under which they can be liquidated, for example the provision of a 30-day 
notice period given to the bank; as such they represent a credit claim and not a money substitute. Under 
the Austrian school definition, time deposits and money funds would also be classed as credit claims and 
thus not money substitutes.

An economist at the Mises Institute in the United States, Dr Frank Shostak, provides some clarification 
of the difference between a money substitute and a credit claim in an essay published in 2000 (Shostak, F. 
(2000) The Mystery of the Money Supply):

Once an individual places his (sic) money in a bank’s warehouse he is in fact engaging in a claim 
transaction. In depositing his money, he never relinquishes his ownership. No one else is expected 
to make use of it. When Joe stores his money with a bank, he continues to have an unlimited claim 
against it and is entitled to take charge of it at any time. Consequently, these deposits, labelled 
demand deposits, are part of money.

This must be contrasted with a credit transaction in which the lender of money relinquishes his or her 
claim over the money for the duration of the loan. Credit always involves a creditor’s purchase of a future 
good in exchange for a present good. 
As a result, in a credit transaction, 
money is transferred from a lender to 
a borrower.

The debate over what is and what 
is not money is not simply academic; 
it is important for policymaking. After 
all, we would not use an unaccepted 
measure of temperature in situations 
where maintaining a specific level of 
heat or cold is required, because of 
the disastrous consequences that 
could result. If we use incorrect 
measures of the money supply, it fol-
lows that the consequences could be 
equally serious.

CaSe STUdy

What is classed as ‘money’ has different interpretations.
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The roLe of CenTraL BanKS
Whenever an economy relies on a system of fiat money – as all modern advanced economies do – many 
(but not all) economists believe that some agency must be responsible for regulating the system. This 
agency is generally known as the central bank – an institution designed to regulate the quantity of money 
made available in the economy, called the money supply. Two of the most important central banks in 
Europe are the European Central Bank and the Bank of England. Other major central banks around the 
world include the US central bank – the Federal Reserve – the Bank of Japan and the People’s Bank of 
China.

central bank an institution designed to regulate the quantity of money in the economy
money supply the quantity of money available in the economy

monetary policy the set of actions taken by the central bank to affect the money supply

open market operations the purchase and sale of non-monetary assets from and to the banking sector by the central bank

The functions of Central Banks
Most central banks have two main functions; macroeconomic stability is the maintenance of stable growth 
and prices and the avoidance of excessive and damaging swings in economic activity. The second main 
function is the maintenance of stability in the financial system. To achieve the first function, central banks 
have the power to increase or decrease the amount of currency in that economy. The set of actions taken 
by the central bank to affect the money supply is known as monetary policy.

We will later discuss how a central bank actually changes the money supply, but it is worth noting here 
that an important tool the central bank can use is open market operations – the purchase and sale of 
non-monetary assets from and to the banking sector. For example, if the central bank decides to increase 
the money supply, it can do this by ‘creating currency’ through buying bonds in the bond market. After 
the purchase, the extra currency is in the hands of former bond holders (or more specifically, in their bank 
accounts). Thus an open market purchase of bonds by the central bank increases the money supply. Con-
versely, if the central bank decides to decrease the money supply, it can do this by selling bonds from its 
portfolio. After the sale, the currency it receives for the bonds leads to a reduction in bank accounts. Thus 
open market sale of bonds by the central bank decreases the money supply.

The central bank of an economy is an important institution because changes in the money supply can 
profoundly affect the economy. For reasons we discuss more fully in later chapters, the central bank’s 
policy decisions have an important influence on the economy’s rate of inflation in the long run and the 
economy’s employment and production in the short run. In particular, because of the link between the 
amount of money in the economy and the inflation rate, the central bank is often tasked as the guardian of 
price stability in a modern economy and is charged with the duty to maintain inflation at or near an inflation 
target. To be precise, the central bank should perhaps be thought of as the guardian of inflation stability, 
rather than price stability, since even with a constant, low rate of inflation, prices are, by definition, rising. 
If inflation is low and stable, prices might be said to be rising in a stable fashion – and, in any case, this 
usage is now well established, so we’ll follow suit.

Lender of Last resort To maintain financial stability, central banks use their relationship with the rest of 
the banking system to supply liquidity – the cash needed to ensure transactions in the financial system 
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are honoured. Banks have both long-term and short-term assets and also have deposits on demand which 
can be withdrawn at any time. At any time, therefore, banks can run short of the liquidity necessary to 
meet their obligations and the central bank steps in to provide the funds necessary to ensure that banks 
can continue to operate. This function is referred to as lender of last resort. In most cases, banks are not 
insolvent, they are simply short of funds at a particular time. The central bank can provide short-term loans 
to the banking system to ease the flow of funds in the system and ensure liquidity.

Many central banks are also tasked with the responsibility to monitor the banking system and super-
vise and regulate the system. Central banks assess banks’ ability to meet different levels of financial 
stress and impose regulations to ensure that banks operate in a prudent manner.

The eUropean CenTraL BanK and The eUroSySTeM
The European Central Bank (ECB), located in Frankfurt, Germany, was officially created on 1 June 1998 
as a number of European countries had decided that they wished to enter European Monetary Union 
(EMU) and have the same currency – the euro – circulating among them. We’ll discuss the pros and cons 
of monetary union in a later chapter. For now, though, we just note that if a group of countries has the 
same currency, then it makes sense for the countries in the group to have a common monetary policy, 
and the ECB was set up for precisely this purpose. There were originally 11 countries making up the euro 
area: Austria, Belgium, Finland, France, Germany, Ireland, Italy, Luxembourg, the Netherlands, Portugal 
and Spain. By 2010, there were 16 countries, the new additions being Cyprus, Greece, Malta, Slovakia and 
Slovenia. Estonia adopted the euro in 2011, Latvia in 2014 and Lithuania in 2015 to make the euro area, at 
the time of writing, consist of 19 countries.

European Central Bank the overall central bank of the 19 countries comprising the european monetary union

eurosystem the system made up of the ecB plus the national central banks of each of the 19 countries comprising the 
european monetary union

The primary objective of the ECB is to promote price stability throughout the euro area and to design 
and implement monetary policy that is consistent with this objective. The ECB operates with the assis-
tance of the national central banks in each of the euro area countries, such as the Banque de France, 
the Banca d’Italia, the Bank of Greece and the German Bundesbank. The network made up of the ECB 
together with the 19 euro area national central banks is termed the eurosystem.

The implementation of monetary policy by the ECB is under the control of the Executive Board, which 
comprises the President and Vice President of the ECB and four other people of high standing in the bank-
ing profession. While the Executive Board – as the name suggests – is responsible for executing monetary 
policy, the monetary policy of the ECB is actually designed by the Governing Council, which comprises 
the whole of the Executive Board plus the governors of the national central banks in the eurosystem 
(25 people in total). The Governing Council, which meets twice a month in Frankfurt, is the most important 
decision-making body of the ECB and decides, for example, on the level of the ECB’s key interest rate, the 
refinancing rate. The Governing Council also decides how to interpret its duty to achieve price stability. The 
official definition of the ECB’s monetary policy strategy is:

[i]n the pursuit of price stability, it aims to maintain inflation rates below but close to 2  per cent over 
the medium term.

An important feature of the ECB and of the eurosystem in general is its independence. When perform-
ing eurosystem-related tasks, neither the ECB, nor a national central bank, nor any member of their 
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decision-making bodies is allowed to seek or take instructions from any external body, including any 
member governments or any EU institutions.

The President of the ECB and other members of the Executive Board are appointed for a minimum 
non-renewable term of office of eight years (although a system of staggered appointments was used for 
the first Executive Board for members other than the President in order to ensure continuity) and the gov-
ernors of the 19 national central banks in the eurosystem are appointed for a minimum renewable term of 
office of five years.

The BanK of engLand
The Bank of England was founded in 1694, although it is not the oldest European central bank (the Swed-
ish Riksbank was founded in 1668). Arguably the most significant event in the Bank of England’s 300-year 
history was when the UK government granted it independence in the setting of interest rates in 1997, 
which was formalized in an Act of Parliament in 1998. The important body within the Bank that makes the 
decision on the level at which to set the Bank’s key interest rate, the repo rate, is the Monetary Policy 
Committee (MPC). The MPC consists of the Governor and two Deputy Governors of the Bank of England, 
two other members appointed by the Bank after consultation with the Chancellor of the Exchequer (the 
UK finance minister) and four other members appointed by the Chancellor. The Governor and the two 
Deputy Governors serve five-year renewable terms of office, while other MPC members serve three-year 
renewable terms. The MPC meets monthly and its interest rate decision is announced immediately after 
the meeting.

The Bank of England’s mission is to ‘promote the good of the people of the United Kingdom by main-
taining monetary and financial stability’. The definition of price stability for the UK is given by the UK gov-
ernment and, in particular, the Chancellor of the Exchequer. The 1998 Bank of England Act requires that 
the Chancellor write to the Governor of the Bank of England once a year to specify what price stability 
is to be defined as. Currently, the inflation target of 2 per cent is expressed in terms of an annual rate of 
inflation based on the CPI. If the target is missed by more than one percentage point on either side, i.e. 
if the annual rate of CPI inflation is more than 3 per cent or less than 1 per cent, the Governor of the Bank 
of England must write an open letter to the Chancellor explaining the reasons why inflation has increased 
or fallen to such an extent and what the Bank proposes to do to ensure inflation comes back to target.

In changes made to financial regulation in the UK in June 2010, the Chancellor of the Exchequer announced 
that the Bank of England would have new responsibilities focusing on monetary policy and financial stability, 
which were confirmed in the Financial Services Bill 2012. The new system led to the Bank of England having 
additional responsibilities for financial stability, macroprudential supervision and oversight of micropruden-
tial supervision. These regulatory functions are overseen by three main groups, the Prudential Regulatory 
Authority (PRA), which is responsible for day-to-day supervision of bank safety and soundness (micropru-
dential policy); the Financial Policy Committee (FPC), charged with ‘identifying, monitoring and addressing 
systemic risks to the UK financial system’; and the Financial Conduct Authority (FCA), which manages 
protection of investors, market supervision and regulation, and the conduct of banks and financial services.

BanKS and The Money SUppLy
Central banks play a crucial role in the monetary system. Most firms in the banking sector exist to make 
a profit. While there are numerous differences between financial intermediaries which make up the bank-
ing sector, we will assume they all have in common the basic function of accepting deposits and making 
loans. Banks must monitor their balance sheets, which consist of assets and liabilities. Most banks will 
earn interest on assets and pay interest on liabilities. The difference between the average interest a bank 
earns on its assets and the average interest rate paid on its liabilities is termed the spread and is a pri-
mary determinant of the profit a bank makes. We say ‘most banks’ because banks operating under Islamic 
Shariah principles do not base operations on interest (Riba) but instead share risk and reward between 
lenders and borrowers.
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a Bank’s Balance Sheet
A bank’s balance sheet consists of its assets and liabilities. A bank’s assets might include reserves of 
cash, securities it holds and loans. Its liabilities include demand deposits, savings deposits, borrowings 
from other banks in the interbank market and, if it is a public limited company, equity capital. Its assets 
must equal its liabilities plus equity capital.

Banks keep some money in its vault to cover possible withdrawals. Some of a bank’s reserves are held 
at the central bank, and the bank can instruct the central bank to transfer funds from its account to that of 
other banks in settling transactions. It is important to note that the amount of reserves does not, in itself, 
act as a constraint to a bank in the amount it lends.

In his book, The End of Alchemy: Money, Banking and the Future of the Global Economy (King, M. 
(2016) London: Little Brown), former Governor of the Bank of England, Mervyn King, stresses one of the 
major problems in banking which contributed to the Financial Crisis 2007–9 and which is of relevance to 
the nature of assets and liabilities in banks. King refers to the process by which banks take in deposits 
and make loans as ‘alchemy’. He notes that banks can raise finance through taking in or creating deposits, 
issuing other debt instruments and increasing equity in the bank. King comments that many banks have 
only a relatively small proportion of loans on their balance sheets and that other types of borrowing provide 
a significant source of finance. Banks do not just take in deposits and make loans, he suggests. A critical 
feature of the ‘alchemy’ to which King refers is the fact that most banks have assets that are mostly long 
term in nature and liabilities which are short term. Part of the reason for this is that long-term assets gen-
erate greater returns. However, King notes that:

[t]he notion that a bank can offer safe returns on deposits that can be withdrawn at a moment’s 
notice by using them to finance long-term illiquid risky investments is, as common sense would sug-
gest, generally false … The transmutation of bank deposits – money – with a safe value into illiquid 
risky investments is the alchemy of money and banking. Despite innumerable banking crises, belief 
in the alchemy persists. (p104)

It is worth keeping this point in mind as we progress through the chapter and in later discussions on cen-
tral bank policy and the Financial Crisis.

Broad measures of the money supply include bank deposits and currency. According to the Bank of 
England, bank deposits of various kinds account for around 97 per cent of broad money in the UK, with 
currency making up the other 3 per cent. Banks do not sit around waiting for customers to walk through 
their doors and deposit money, and then use this money to lend to other people and businesses. Banks 
actively find ways of making new loans. This might be in the form of granting a loan to a business for 
expansion or the purchase of new plant and equipment, a loan to an individual to buy a car, or the granting 
of a mortgage to a couple seeking to buy a house. In granting a loan, the bank credits the account of the 
borrower with the funds. As far as the borrower is concerned, their bank statement now shows that they 
have ‘money’ to spend on whatever it is they arranged the loan for. At the point a new loan is agreed, 
new money is created and the money supply increases. These new loans represent assets to the bank 
(because the borrower will have to pay the loan plus interest to the bank) but at the same time increases 
liabilities by the same amount. The bank’s balance sheet also expands.

The flip side of this is that when bank loans are repaid, the money supply contracts. For example, if an 
individual borrowed €10,000 to buy a new car, they will have to pay monthly instalments which consist of 
part of the capital sum (the €10,000) and some interest. If the monthly capital payment is €300, the bor-
rower’s outstanding loan shrinks by this amount, effectively reducing the money supply.

It is not only consumers and businesses borrowing and paying back loans which impact on the money 
supply in this way. Banks buy and sell a range of assets including bonds. The purchase of government 
bonds is a way in which the banking system can hold assets which are relatively liquid, as they can be sold 
to the central bank. Banks will also buy and sell bonds on the bond market. If a bond is purchased from 
a non-banking sector holder (i.e. not purchased from another bank), the funds are credited to the seller’s 

spread the difference between the average interest banks earn on assets and the average interest rate paid on liabilities
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account. This increases the money supply. Equally, if banks sell bonds to the non-banking sector, the buy-
er’s account is debited with the sum paid and the money supply contracts.

Banks will also be involved with borrowing funds over much longer terms and with more restrictions. 
These loans may be highly illiquid, in that they cannot easily be converted into cash. Banks can take this 
type of debt onto its balance sheet because it represents a form of funding which helps protect the bank 
from external shocks. One of the causes of the Financial Crisis was that the ‘alchemy’ which Mervyn King 
referred to broke down, and a number of banks became heavily exposed to paying short-term obligations 
which pushed them to the brink of collapse. If too many of a bank’s liabilities are short term, they become 
more unstable in the event that borrowers demand their money. Having more long-term debt helps reduce 
the risk. Since the Financial Crisis a number of central banks have sought to regulate on the amount of 
long-term debt banks hold as a way of improving security in the banking sector.

Constraints on Bank Lending While banks create money by lending, there are a number of constraints 
on its ability to be able to do this at will. Crucial to the constraints are monetary policy and the interest 
rate set by the central bank. This rate sets the basis for the structure of interest rates throughout the 
economy because it is the rate at which the central bank will lend to the banking system. If the central 
bank increases lending rates to the banking system, banks must increase the interest rate on lending to 
maintain spreads, and this leads to a reduction in the demand for loans. Similarly, a reduction in interest 
rates would be expected to stimulate the demand for loans. Exactly how much loans contract or increase 
in response to changes in interest rates depends on the interest elasticity of demand.

If bank lending is increasing and money growth is rising too fast, the central bank will look at the risk 
this poses in accelerating inflation over and above the target rate. If it is felt that the risk is too great, the 
central bank will increase its lending rate, which is designed to slow down the rate of growth of money 
through reducing lending. The Financial Crisis led to a slowdown in economic growth, and the threat from 
inflation began to subside. Central banks reduced interest rates in an attempt to encourage lending and 
expand the growth in money to help stimulate the economy. The fact that rates have stayed so low in so 
many countries is testament to the severity of the economic slowdown and the challenges in rebuilding 
confidence.

In addition, banks operate in a competitive market; to generate appropriate profits, banks must be 
mindful of the cost of seeking out and making loans against the returns they get. The profit they make 
is determined, as we have seen, by the spread, and this in turn is influenced by central bank monetary 
policy. To attract new loans, banks may have to offer rates which are lower than competitors. This, in turn, 
affects the profitability of its operations. If a borrower banking with First European Bank takes out a loan 
of €15,000 to buy a car, the funds are transferred to the seller’s bank, let us call it Second European Bank, 
from First’s reserves at the central bank. This results in a reduction in First’s reserves and an increase 
in Second’s. First now faces a situation in which it has fewer reserves and more loans in relation to its 
overall deposits. With fewer reserves it is in a riskier position if it needs to meet potential withdrawals 
or its payment obligations. Banks, therefore, cannot continue to lend indefinitely in this way. In addition, 
different institutions will have different cost structures, shareholder expectations of profit, not to mention 
the response of the public to the bank’s activities. Whether it can attract new loans will be dependent on 
market forces and its profit requirements. Taking on more long-term debt, as outlined above, helps provide 
a further constraint. Long-term debt may provide the bank with more security but attracting these funds 
requires a higher interest rate which in turn affects banks’ spread. There is a trade-off between profitable 
lending and security which the bank needs to make a judgement on.

The Financial Crisis brought risk into sharp focus. Central banks have increased the amount of regula-
tion of the banking system in continued efforts to prevent the risk of crises developing in the future. Banks 
themselves also must be mindful of the risk they take in making loans that borrowers will default (termed 
a credit risk). This might mean them securing funding (referred to, inaccurately, as setting aside reserves) 
to absorb losses that might arise from default or wider bank sector problems, which might threaten their 
ability to function.

credit risk the risk a bank faces in defaults on loans
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Macroprudential policy One of the criticisms of central banks during the Financial Crisis was that they 
did not have sufficient powers to deal with systemic risk in the banking system. Systemic risk refers to 
the risk of failure across the whole of the financial sector rather than just to one or two institutions. The 
risk is increased because of the interconnectedness and interdependence of the financial system. Once 
problems begin to occur in one area of the banking system, it cascades down to others and results in a 
severe economic downturn.

systemic risk the risk of failure across the whole of the financial sector

macroprudential policy policies designed to limit the risk across the financial sector by focusing on improving 
‘prudential’ standards of operation that enhance stability and reduce risk

liquidity risk the risk that a bank may not be able to fund demand for withdrawals

In the UK, the FPC has been set up to assess the risks inherent across the financial system. It has powers 
to take action to prevent or reduce these risks. This is referred to as macroprudential policy.

Banks accept deposits from many people often in the form of short-term deposits. Bank customers 
may want to take out loans over much longer durations and so banks ‘transform’ many short-term depos-
its into a smaller number of longer-term loans. This is the ‘alchemy’ Mervyn King refers to. A bank’s assets 
are all the financial, physical and intangible assets they hold or are due to be paid at some point in the 
future. Financial assets include loans made to households and firms, mortgages, lending to other banks 
and the wholesale market (transactions between large financial institutions, for example merchant banks 
that might be arranging for the listing of a company on the stock exchange). Other assets include cash, 
holdings of bonds and reserves at the central bank. Physical assets include all the property the bank owns, 
and intangible assets will include the brand value and reputation of the bank.

A bank’s liabilities are what it owes to others. This includes all the deposits from households and 
firms, borrowings from other banks and wholesale markets, purchases of bonds from pension funds and 
insurance companies, and its share capital. If a bank makes a loan it runs the risk that the loan will not be 
paid back – the borrower will default. If defaults reach high levels the bank’s assets fall and its liabilities 
increase. The other risk a bank faces is that it will be unable to meet demand for withdrawals. If withdraw-
als increase substantially (for example, through a bank run), the bank may have to sell off assets to raise 
funds and in doing so depresses the price of those assets. This is termed a liquidity risk. The failure of 
one bank can have cascade effects onto other banks and across the financial system.

As noted above, banks face a trade-off between risk and reward. They want to lend more money to 
make higher profits but are constrained by the need to maintain liquidity to insulate themselves from the 
risk of insolvency. Banks must have sufficient sources of funding to meet their obligations. This means 
that if there were a sudden increase in demand for withdrawals, the bank would be in a position to secure 
adequate funding to be able to meet that demand. Banks do not, therefore, have a large vault where funds 
are stored away to use in the event of a crisis but instead must ensure that they are able to fund any such 
crisis event that occurs. This is the function of ‘reserves’.

Banks structure their balance sheets to ensure they have a profile of assets and liabilities which enable 
them to respond to a rise in defaults and increased demand for withdrawals. Macroprudential regulation 
lays down minimum requirements banks must adhere to in structuring their balance sheets. Since share 
capital is the bank’s ‘own money’ rather than money it has ‘borrowed’ from depositors, capital is seen as 
being important in being able to provide a buffer against shocks. The regulation encourages banks to take 
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account of the risks they face, so that they themselves are capable of managing those risks rather than 
relying on the taxpayer to bail them out.

Another aspect of regulation is the so-called Basel Accord. This is a set of agreements by the Basel 
Committee on Bank Supervision, a group of central bank governors and heads of regulatory bodies which 
meets around four times a year to review banking supervision. The group establishes ratios of capital in 
the form of shareholders’ equity and irredeemable and non-cumulative preference shares. The ratio of this 
capital in relation to the rest of the bank’s assets is seen as a measure of the financial strength of a bank. 
It effectively acts as a cushion against financial shocks.

The so-called Basel III negotiations between 27 countries set new reserve requirements in Septem-
ber 2010. The new rules came into force in 2013 and were to be phased in over a period of six years 
(although some relaxation to the requirements on the capital reserves needed to survive a 30-day crisis  
was agreed in 2013 and the changes were phased in from 2015). The regulations mean that banks must 
maintain higher reserves to support lending; for every €50 of lending banks will have to have €3.50 of 
reserves compared to €1 prior to the Basel III agreement. This obviously more than triples the amount of 
reserves that banks will have to keep. If banks do not adhere to the new regulations, then they risk seeing 
the authorities placing restrictions on their activities including paying out dividends to shareholders and 
bonuses to staff.

The CenTraL BanK’S TooLS of MoneTary ConTroL
Central banks in many developed economies have a central function of maintaining economic stability and 
stable inflation. The principal way they seek to achieve these objectives is through influencing the price of 
money in the economy through setting interest rates. In general, a central bank has three main tools in its 
monetary toolbox: open market operations, the refinancing rate and reserve requirements.

open Market operations
If the central bank wants to increase the money supply, it will buy bonds in the bond market. After the 
purchase, the extra currency is in the hands of the public in the form of a rise in account balances in 
banks. Thus an open market purchase of bonds by the central bank effectively increases broad money. 
If, on the other hand, the central bank wants to decrease broad money, it can sell bonds from its port-
folio to the public. After the sale, the currency it receives for the bonds decreases account balances 
in banks. To be precise, the open market operations discussed in these simple examples are called 
outright open market operations, because they each involve an outright sale or purchase of non- 
monetary assets to or from the banking sector without a corresponding agreement to reverse the trans-
action at a later date.

outright open market operations the outright sale or purchase of non-monetary assets to or from the banking sector 
by the central bank without a corresponding agreement to reverse the transaction at a later date

The refinancing rate
The central bank of an economy will set an interest rate at which it is willing to lend to commercial banks 
on a short-term basis. As we shall see, the name of this interest rate differs across central banks, although 
in general in this book we’ll follow the practice of the ECB and refer to it as the refinancing rate.

The way in which the central bank lends to the banking sector is through a special form of open market 
operations. Although outright open market operations have traditionally been used by central banks to 
regulate broad money, central banks more often use a slightly more sophisticated form of open market 
operations that involves buying bonds or other assets from banks and at the same time agreeing to sell 
them back later. When it does this, the central bank has effectively made a loan and taken the bonds or 
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other assets as collateral or security on the loan. The central bank will have a list of eligible assets that it 
will accept as collateral – ‘safe’ assets such as government bonds or assets issued by large corporations, 
on which the risk of default by the issuer is negligible. The interest rate that the central bank charges 
on the loan is the refinancing rate. Because the central bank has bought the assets, but the seller has 
agreed to buy them back later at an agreed price, this kind of open market operation is often called a 
repurchase agreement or ‘repo’ for short.

repurchase agreement the sale of a non-monetary asset together with an agreement to repurchase it at a set price at a 
specified future date

money market the market in which the commercial banks lend money to one another on a short-term basis

refinancing rate the interest rate at which the european central Bank lends on a short-term basis to the euro area 
banking sector
repo rate the interest rate at which the Bank of england lends on a short-term basis to the uK banking sector

Banks need to structure their balance sheets to ensure they can meet credit and liquidity risk. Because 
deposits and withdrawals at banks can fluctuate randomly, some banks may find that they have an excess 
of reserves one day while other banks may find that they are short of reserves. Therefore commercial 
banks in an economy will generally lend money to one another on a short-term basis – overnight to a 
couple of weeks – so that banks with excess reserves can lend them to banks that have inadequate 
reserves to cover their lending. This market for short-term reserves is called the money market. If there 
is a general shortage of liquidity in the money market (because the banks together have done a lot of 
lending), then the short-term interest rate at which they lend to one another will begin to rise, while it will 
begin to fall if there is excess liquidity among banks. The central bank closely monitors the money market 
and may intervene in it to affect the supply of liquidity to banks, which in turn affects their lending and 
hence the money supply.

Suppose, for example, that there is a shortage of liquidity in the market because the banks have been 
increasing their lending. A commercial bank may then attempt to obtain liquidity from the central bank by 
selling assets to the central bank and at the same time agreeing to purchase them back a short time later. 
In this type of open market operation, the central bank effectively lends money to the bank and takes the 
assets as collateral on the loan. Because the commercial bank is legally bound to repurchase the assets at 
a set price, this is called a repurchase agreement and the difference between the price the bank sells the 
assets to the central bank and the price at which it agrees to buy them back, expressed as an annualized 
percentage of the selling price, is called the repurchase or repo rate by the Bank of England and the refi-
nancing rate by the ECB. The ECB’s refinancing rate is thus the rate at which it will lend to the banking 
sector of the euro area, while the repo rate is the rate at which the Bank of England lends short term to 
the UK banking sector.

In the example given, the central bank added liquidity to the banking system by lending reserves to 
banks. This would have the effect of increasing broad money. Because the loans made through open 
market operations are typically very short term, with a maturity of at most two weeks, the banks are 
constantly having to repay the loans and borrow again, or ‘refinance’ the loans. If the central bank wants 
to mop up liquidity it can simply decide not to renew some of the loans. In practice, however, the central 
bank will set a reference rate of interest – the Bank of England’s repo rate or the ECB’s refinancing rate – 
and will conduct open market operations, adding to or mopping up liquidity, close to this reference rate.
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In the United States the interest rate at which the Federal Reserve lends to the banking sector (corre-
sponding to the ECB’s refinancing rate or the Bank of England’s repo rate) is called the discount rate or 
the federal funds rate.

discount rate the interest rate at which the Federal reserve lends on a short-term basis to the us banking sector

Now we can see why the setting of the central bank’s refinancing rate is the key instrument of monetary 
policy. If the central bank raises the refinancing rate, commercial banks will try to pull in their lending rather 
than borrow reserves from the central bank, and so the money supply will fall. If the central bank lowers 
the refinancing rate, banks will feel freer to lend, knowing that they will be able to borrow more cheaply 
from the central bank to meet their reserve requirements, and so the money supply will tend to rise.

Quantitative easing
During the Financial Crisis of 2007–9, central banks adopted tactics to try to support the economy, one of 
which was an asset purchasing facility (APF) or quantitative easing (QE). The principle of QE was not new, 
but the scale at which it was implemented was unusual. In the UK the Bank of England cut interest rates 
to 0.5 per cent and in the United States, rates fell to a target of between 0 and 0.25 per cent. Having effec-
tively exhausted the use of lowering the price of money in the economy, central banks looked at affecting 
the quantity of money as part of their armoury in triggering economic activity.

The process of QE involves the central bank buying assets from private sector institutions financed by 
the creation of broad money. Private sector institutions might include banks, pension funds and insurance 
companies. The type of assets purchased varies from bonds and gilt-edged stock to commercial paper 
(short-term promissory notes issued by companies with a maturity ranging up to 270 days but with an 
average of 30 days), equities and possibly toxic assets. In selling assets to the central bank, institutions 
will hold more money in relation to other assets and look to maintain their portfolios by using the money 
to buy bonds and shares of companies, which is in effect lending to firms.

An example may serve to help understand the process (we will use pounds in this example and assume 
the central bank is the Bank of England). Assume a pension fund has £1 billion worth of gilt-edged stock. It 
decides that it wants to sell £500 million worth. The Bank of England announces that it intends to purchase 
gilts at an auction and sets a specific date for the auction (normally a Monday and Wednesday each week 
for a specified period of time). The process takes place via what is called a ‘reverse auction’. Rather than 
the buyer putting in bids for what they would be willing to pay for the item, the seller submits an electronic 
bid to the Bank stating what they would like to sell and at what price they would be willing to sell at. The 
Bank itself has a specified amount that it intends to buy at that time and the bids coming in from banks and 
other institutions may mean that the auction is oversubscribed (i.e. more bids to sell are received than the 
Bank intends to buy), and as a result, the Bank is able to select which offers it will accept and at what price.

The pension fund in our example held government debt of £1 billion on its balance sheet, but following 
the sale of the debt to the central bank, it now has £500 million. This credit from the sale appears in its bank 
account, thus affecting the banking sector. The pension fund can use this £500 million to buy bonds and shares.

There will be further ripple effects in the bond market. Remember, companies use the bond market as a 
means of raising funds. Over a period of time these bonds will mature, and firms may issue new bonds to 
replace them. These new bond issues may have different coupon rates from existing ones depending on 
current conditions in the bond market. Assume that a company has issued a 10-year bond with a coupon, 
on issue, of 5 per cent. The price at which the bond sells on the market will not necessarily be the same  
as its par value (what it was originally issued at). The ratio of the coupon to the price gives investors the 

yield 






5Yield

Coupon
Price

. For example, if the company issues a £100 bond, with a coupon of 5 per cent, 

the yield will also be 5 per cent. However, if demand for this bond rises then its price may rise (to £105 for 
example) and as a result the yield will fall:









5
105

4.765 per cent
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This is the inverse relationship between bond prices and yield we introduced in an earlier chapter.
If the central bank intervenes to buy bonds, the supply of bonds will fall and bond prices will rise. As 

bond prices rise, yields fall. If our company now issues a new bond it can offer that bond at a lower coupon 
(there is no incentive not to buy it since buying existing bonds does not give any better return). Using the 
example above, if our company wanted to issue a new bond to replace the matured £100 bond, then it 
could offer the bond at a coupon of 4.76 per cent (or slightly higher) and have every chance of raising the 
finance. For the company it is now raising funds at 4.76 per cent rather than 5 per cent. This means that 
firms are now able to borrow at cheaper rates and provides an impetus for generating increased economic 
activity.

QE, therefore, works in a variety of ways to influence incentives. The principle of QE is relatively simple; 
the acid test is whether it works or not. The central bank is in a position to monitor the effects of the pro-
cess as it collects data about money flows in the economy, the effect on the money supply, credit flows 
in corporate markets, interest rates on different types of lending (for example on mortgages), and the 
amount and type of lending taking place.

Money growTh and infLaTion
Data from the ONS for 1971 show that a typical loaf of bread in the UK was priced at 9p (€0.10), a pint 
of milk at 5p (€0.06) and a dozen eggs at 23p (€0.26). In January 2019, the prices of each of these goods 
were £1.40 (€1.56), £0.50 (€0.56) and £1.50 (€1.67) respectively. The increase in price of each is 1,455 per 
cent for bread, 900 per cent for milk and 552.2 per cent for eggs. This may not come as a huge surprise; in 
advanced economies, most prices tend to rise over time.

In recent times there have been episodes of significant rises in the price levels in the former 
 Yugoslavia and in Zimbabwe. Price rises in Yugoslavia ran at 5 quadrillion per cent (5 with 15 zeros 
after  it) between October 1993 and January 1995. The Zimbabwean authorities announced that the 
CPI had reached 231,000,000 per cent in June 2008. The Zimbabwean central bank reported that some 
goods on the black market had risen by 70,000,000 per cent. Laundry soap was one of the goods that 
had risen by this much, but cooking oil also rose by 60,000,000 per cent and sugar by 36,000,000 per cent.  
Unskilled workers earned around Z$200,000,000,000 a month – at the time, equivalent to about 
US$10 (€9.20, £6.80). In July 2008 the Zimbabwean government issued a Z$100 billion note. If you 
had one, it would just about have bought you a loaf of bread. In this next section, we explore some 
theories of why prices rise over time and why one of the core functions of central banks is to target 
price stability.

whaT iS infLaTion?
Recall that many countries use the CPI as their measure of inflation. If the index is calculated at 100 in the 
base year and 103 in the following year, each of these measures describes the price level. The price level is 
a snapshot of the weighted average of a basket of goods at a point in time. If in the subsequent year, the 
price level was also measured at 103, the price level would not have changed.

In our example, the price level changed from 100 to 103 from the base year to the following year. 
The rate of change in prices between these two years is 3 per cent. Inflation is an increase in the price 
level over a period. The rate of change in the price level reflects the speed at which prices are rising. 
If inflation is recorded as 3 per cent in one month, 3.5 per cent the next and 3.7 per cent the month 
after that, the rate at which prices are rising is getting faster or accelerating. If in the next month the 
inflation rate is 3.65 per cent and then 3.45 per cent the following month, prices are still rising but 
at a slower rate. Here inflation is not ‘falling’ but the rate of change is slowing or decelerating. Now 
assume that the inflation rate in the next four months is 3.45 per cent, again, prices are still rising but 
at a stable rate.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 24   THe moneTarY sYsTem   551

In the UK and parts of Europe in 2015, the price level actually fell. In our example, the price level might 
be recorded as 103 in one month and then 102 in the following month. In this case the rate of inflation 
would be negative at about 0.972  per cent. A negative rate of inflation is called deflation. Deflation is a 
fall in the price level over a period and occurs when the inflation rate is less than 0 per cent.

deflation a fall in the price level over a period occurring when the inflation rate is less than 0 per cent

The Classical Theory of inflation
At the heart of the classical theory of inflation is the quantity theory of money. This theory is often called 
‘classical’ because it was developed by some of the earliest thinkers about economic issues as far back 
as the sixteenth century, when French lawyer, philosopher, political theorist and economist Jean Bodin 
(c.1529–96), sought to explain price rises by the increase in supply of gold and silver. Like all theories, it 
can be used to predict or explain phenomena, in this case why prices rise over a period.

The Level of prices and the Value of Money
One of the reasons why inflation is such an important issue is because it is related to the value of money 
(the goods and services any given amount of money can be exchanged for).

The price level can be seen as a measure of the value of money. A rise in the price level means a lower 
value of money, because each unit of money now buys a smaller quantity of goods and services. Suppose 
P  is the price level as measured by the CPI or the GDP deflator. P  measures the number of euros needed 
to buy a basket of goods and services. Now turn this idea around: the quantity of goods and services that 

can be bought with €1 equals 
P
1

. P  is the price of goods and services measured in terms of money, and 

P
1

 is the value of money measured in terms of goods and services. If P  rises, the amount of goods and 

services €1 can buy falls. Thus when the overall price level rises, the value of money falls.

Money Supply, Money demand and Monetary equilibrium
In this analysis, we are going to assume that the central bank has total control over the money supply and 
that it is fixed.

The demand for money reflects how much wealth people want to hold in liquid form. Many factors influ-
ence the quantity of money demanded. The amount of cash people carry round with them, for instance, 
depends on how much they rely on credit cards and on whether an automatic cash dispenser is easy to 
find. The quantity of money demanded is also assumed to depend on the interest rate that a person could 
earn by using the money to buy an interest-bearing asset such as a bond rather than having it in their 
pocket or low interest bank account.

People hold money because it is the medium of exchange. Unlike other assets, such as bonds or 
stocks, cash is highly liquid in that it can be used to buy goods and services. How much they choose to 
hold for this purpose depends on the prices of those goods and services. The higher prices are, the more 
money the typical transaction requires, and the more money people will choose to hold in liquid form. 
A higher price level (a lower value of money) increases the quantity of money demanded.

Equilibrium in the market depends on the time horizon being considered. Later in this book we will 
examine the short run, and we will see that interest rates play a key role. In the long run, however, the 
overall level of prices is assumed to adjust to the level at which the demand for money equals the supply. 

Figure 24.2 illustrates this idea. The horizontal axis of this graph shows the quantity of money. The left-hand 

vertical axis shows the value of money 
P
1

, and the right-hand vertical axis shows the price level P . Notice 

that the price level axis on the right is inverted: a low price level is shown near the top of this axis, and a 
high price level is shown near the bottom. This inverted axis illustrates that when the value of money is 
high (as shown near the top of the left axis), the price level is low (as shown near the top of the right axis).
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how the Supply and demand for Money determine the equilibrium price Level
In panel (a), the horizontal axis shows the quantity of money. The left vertical axis shows the value of money, and the right vertical axis 
shows the price level. The supply curve for money is vertical because the quantity of money supplied is assumed to be fixed by the 
central bank. The demand curve for money is downwards sloping because people want to hold a larger quantity of money when each 
euro buys less. At the equilibrium, point A, the value of money (on the left axis) and the price level (on the right axis) have adjusted to 
bring the quantity of money supplied and the quantity of money demanded into balance. In panel (b), if the price level is higher at 4, the 
demand for money exceeds the available supply and the price level will fall back to the equilibrium at point A.

figUre 24.2

The two curves in this figure are the supply and demand curves for money. The supply curve is vertical 
because of the assumption that the central bank can fix the money supply. The demand curve for money 
is downwards sloping, indicating that when the price level is high (and the value of money low), people 
demand a larger quantity of it to buy goods and services. At the equilibrium, shown in panel (a) as point 
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A, the quantity of money demanded balances the quantity of money supplied. This equilibrium of money 
supply and money demand determines the value of money and the price level.

If the price level is above the equilibrium level, for example at 4 in panel (b), people will want to hold 
MD to pay for goods and services, but the money supply is fixed at MS resulting in an excess demand for 
money at this price level. The price level must fall to balance supply and demand. If the price level is below 
the equilibrium level at 1.33 in panel (b), people will want to hold MD

1 but the supply of money is fixed at 
MS, and the price level must rise to balance supply and demand. At the equilibrium price level, the quantity 
of money that people want to hold exactly balances the quantity of money supplied by the central bank.

The effects of a Monetary injection
Starting with an assumption of equilibrium, now assume that the central bank doubles the supply of 
money through purchases of government bonds from the public in open market operations.

Figure 24.3 shows that the monetary injection shifts the supply curve to the right from MS
1 to MS

2, and 
the equilibrium moves from point A to point B. As a result, the value of money (shown on the left axis) 
decreases from 1

2 to 1
4, and the equilibrium price level (shown on the right axis) increases from 2 to 4.  

In other words, when an increase in the money supply makes euros more plentiful, the result is an 
increase in the price level that makes each euro less valuable.

1
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an increase in the Money Supply
When the central bank increases the supply of money, the money supply curve shifts from M 1

S  to M 2
S . The value of money (on the left 

axis) and the price level (on the right axis) adjust to bring supply and demand back into balance. The equilibrium moves from point A 
to point B. Thus when an increase in the money supply makes euros more plentiful, the price level increases, making each euro less 
valuable.

figUre 24.3

This explanation of how the price level is determined and why it might change over time is called the 
quantity theory of money. According to the quantity theory, the quantity of money available in the econ-
omy determines the value of money, and growth in the quantity of money is the primary cause of inflation.

quantity theory of money a theory asserting that the quantity of money available determines the price level and that 
the growth rate in the quantity of money available determines the inflation rate
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a Brief Look at the adjustment process
To get a complete understanding of the adjustment process we must look at short-run fluctuations in 
the economy, which we examine later in this book. Recall that our analysis at this point is of the long-run 
position.

The immediate effect of a monetary injection is to create an excess supply of money. Before the injec-
tion, the economy was in equilibrium (point A in Figure 24.3). After the monetary injection, the supply of 
money is greater than the demand at the prevailing price level (2) and people have more euros in their 
pockets than they need to buy goods and services.

People try to get rid of this excess supply of money in various ways. They might buy goods and services 
with their excess holdings of money. Or they might use this excess money to make loans to others by 
buying bonds or by depositing the money in a bank savings account. These loans allow other people to buy 
goods and services. In either case, the injection of money increases the demand for goods and services.

The economy’s ability to supply goods and services, however, has not changed. The economy’s output 
of goods and services is determined by the available labour, physical capital, human capital, natural 
resources and technological knowledge. None of these is altered by the injection of money.

Thus the greater demand for goods and services causes the prices of goods and services to increase. 
The increase in the price level, in turn, increases the quantity of money demanded because people are 
using more euros for every transaction. Eventually, the economy reaches a new equilibrium (point B in 
Figure 24.3), at which the quantity of money demanded again equals the quantity of money supplied.

The Classical dichotomy and Monetary neutrality
The quantity theory predicts that changes in the money supply lead to changes in the average level of 
prices of goods and services. Whether changes in the money supply affect other important macroeco-
nomic variables, such as production, employment, real wages and real interest rates, is a question that 
has long intrigued economists. Indeed, the great classical economist and philosopher, David Hume, wrote 
about it in the eighteenth century.

Hume and his contemporaries suggested that all economic variables should be divided into two groups. 
The first group consists of nominal variables, measured in monetary units. The second group consists of 
real variables, measured in physical units. For example, the income of wheat farmers is a nominal variable 
because it is measured in euros, whereas the quantity of wheat they produce is a real variable because it is 
measured in kilograms. Similarly, nominal GDP is a nominal variable because it measures the euro value of 
the economy’s output of goods and services; real GDP is a real variable because it measures the total quan-
tity of goods and services produced and is not influenced by the current prices of those goods and  services. 
This separation of variables into these groups is now called the classical dichotomy. (A dichotomy is a 
division into two groups; classical refers to the earlier economic thinkers or classical economists.)

nominal variables variables measured in monetary units
real variables variables measured in physical units
classical dichotomy the theoretical separation of nominal and real variables

relative prices Prices in the economy are normally quoted in terms of money and, therefore, are nom-
inal variables. For instance, when we say that the price of wheat is €2 a kilo or that the price of barley is 
€1 a kilo, both prices are nominal variables, because we are referring to the number of units of a currency 
which have to be given up to acquire the good or service. We could represent this in the following way:

€2
Wheat 5P

Wheat

€1
BarleyP

Barley
5
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The price of wheat equals €2 per unit of wheat and the price of barley equals €1 per unit of barley.
The relative price is defined in terms of the nominal price of one good divided by the nominal price of 

another. In our example, the relative price of wheat in terms of barley is given by:

€2

€1
Relative price of wheat

Wheat

Barley

5

This can be simplified as follows:

€2

€1
€1

€1

Relative price of wheat
Wheat

Barley

Barley

Barley
5 3

Cancelling through results in:

2
1

Wheat

Barley

5Relative price of wheat

relative prices price expressed in terms of how much of one good must be given up in purchasing another

The real value of a good is what other goods have been sacrificed in purchasing the good. This is the 
opportunity cost. In our example, to buy a kilo of wheat we sacrifice two kilos of barley. Similarly, the 

relative price of barley is given by 
€1
€2

 which cancels through to give 1
2. To buy a kilo of barley, we must 

sacrifice half a kilo of wheat. Relative prices are not expressed in terms of money and so relative prices 
are real variables.

real wages The concept of relative prices has several important applications, and in particular for wages. 
Imagine that a consumer only ever buys bananas, and that the price of a banana is €2. If the consumer’s 
wage is €10 per hour, then the consumer can buy five bananas with their wage. Ten euros per hour is the 
nominal wage rate measured in money terms. The real wage rate is given by the ratio of the wage rate to 

the price of bananas, 
W
P

. In this example the real wage rate is the number of bananas the consumer can 

buy with their wage, 
10
2

55  bananas per hour. To be able to afford five bananas the consumer must work 

for an hour. If the wage rate and prices change, then the real wage rate gives a more accurate reflection of 
how the consumer has been affected. If the wage rate increases to €12 per hour and the price of bananas 

rises to €3, the real wage is now 
12
3

45  bananas per hour. We can say that the worker is now worse off, 

since they can now only buy four bananas for every hour they work, rather than five. The real wage (the 
money wage adjusted for inflation) is a real variable because it measures the rate at which the economy 
exchanges goods and services for each unit of labour. Similarly, the real interest rate (the nominal interest 
rate adjusted for inflation) is a real variable because it measures the rate at which the economy exchanges 
goods and services produced today for goods and services produced in the future.

real wage the money wage adjusted for inflation, measured by the ratio of the wage rate to price 
W
P
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Monetary neutrality Hume suggested that the classical dichotomy is useful in analyzing the economy 
because different forces influence real and nominal variables. In particular, he argued that nominal varia-
bles are heavily influenced by developments in the economy’s monetary system, whereas the monetary 
system is largely irrelevant for understanding the determinants of important real variables.

Notice that Hume’s idea was implicit in our earlier discussions of the real economy in the long run. 
To date, we have examined how real GDP, saving, investment, real interest rates and unemployment are 
determined without any mention of the existence of money. As explained in that analysis, the econo-
my’s production of goods and services depends on productivity and factor supplies, the real interest rate 
adjusts to balance the supply and demand for loanable funds, the real wage adjusts to balance the supply 
and demand for labour, and unemployment results when the real wage is for some reason kept above its 
equilibrium level. These important conclusions have nothing to do with the quantity of money supplied.

Changes in the supply of money, according to Hume, affect nominal variables but not real variables. 
When the central bank doubles the money supply, the price level doubles, the euro wage doubles, and all 
other euro values double. Real variables, such as production, employment, real wages and real interest 
rates, are unchanged. This irrelevance of monetary changes for real variables is called monetary neutrality.

monetary neutrality the proposition that changes in the money supply do not affect real variables

velocity of money the rate at which money changes hands

An analogy sheds light on the meaning of monetary neutrality. Recall that, as the unit of account, 
money is the benchmark used to measure economic transactions. If the central bank doubles the money 
supply, all prices double, and the value of the unit of account falls by half. A similar change would occur if 
an EU directive reduced the definition of the metre from 100 to 50 centimetres: as a result of the new unit 
of measurement, all measured distances (nominal variables) would double, but the actual distances (real 
variables) would remain the same. The euro, like the metre, is merely a unit of measurement, so a change 
in its value should not have important real effects.

Is this conclusion of monetary neutrality a realistic description of the world in which we live? The 
answer is, not completely. A change in the length of the metre from 100 to 50 centimetres would not 
matter much in the long run, but in the short run it would certainly lead to confusion and various mistakes. 
Similarly, many economists today believe that over short periods of time – within the span of a year or 
two – there is reason to think that monetary changes do have important effects on real variables. Hume 
himself doubted that monetary neutrality would apply in the short run.

Many economists accept Hume’s conclusion as a description of the economy in the long run. Over the 
course of a decade or more, for instance, monetary changes have important effects on nominal variables 
(such as the price level) but only negligible effects on real variables (such as real GDP). When studying 
long-run changes in the economy, many economists believe that the neutrality of money offers a reason-
able approximation of how the world works.

Velocity and the Quantity equation
We can obtain another perspective on the quantity theory of money by considering the following question: 
how many times per year is the typical €1 coin used to pay for a newly produced good or service? The 
answer to this question is given by a variable called the velocity of money. The velocity of money refers 
to the rate at which money changes hands as it moves around the economy.

To calculate the velocity of money, we divide the nominal value of output (nominal GDP) by the quantity 
of money. If P  is the price level (the GDP deflator), Y  the quantity of output (real GDP) and M  the quantity 
of money, then velocity is:

( )
5

3
V

P Y
M
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To see why this makes sense, imagine a simple economy that produces only pizza. Suppose that the 
economy produces 100 pizzas in a year, that a pizza sells for €10, and that the quantity of money in the 
economy is €50, made up of 50 €1 coins. Then the velocity of money is:

(€10 100)
€50

5
3

V

205V

In this economy, people spend a total of €1,000 per year on pizza. For this €1,000 of spending to take place 
with only €50 of money, each euro coin must be spent (i.e. change hands) on average 20 times per year.

With slight algebraic rearrangement, this equation can be rewritten as:

3 5 3M V P Y

This equation states that the quantity of money (M) times the velocity of money (V ) equals the price 
of output (P) times the amount of output (Y ). It is called the quantity equation because it relates the 
quantity of money (M) to the nominal value of output 3(P Y). The quantity equation (which is an identity 
or a truism) shows that an increase in the quantity of money in an economy must be reflected in one of 
the other three variables: the price level must rise; the quantity of output must rise, or the velocity of 
money must fall.

quantity equation the equation M V P Y( )3 5 3 , which relates the quantity of money, the velocity of money and the 
currency value of the economy’s output of goods and services

This equation is called the equation of exchange and was formulated by a US economist, Irving Fisher 
(1867–1947). The equation of exchange provides a means of linking changes in the money supply with the 
price level. It is assumed that the velocity of money is relatively stable over time. As a result, when the 
central bank changes the quantity of money (M), it causes proportionate changes in the nominal value of 
output 3(P Y). The economy’s output of goods and services (Y ) is primarily determined by factor supplies 
(labour, physical capital, human capital and natural resources) and the available production technology. In 
particular, because money is neutral, money does not affect output. With output (Y ) determined by factor 
supplies and technology, when the central bank alters the money supply (M) and induces proportional 
changes in the nominal value of output 3(P Y), these changes are reflected in changes in the price 
level (P). Therefore when the central bank increases the money supply rapidly, the result is a high rate of 
inflation.

The austrian School on the Velocity of Circulation
The quantity theory of money makes an important assumption – that the velocity of circulation of money 
(V ) is stable over time. How accurate is such an assumption? One part of the answer might be to consider 
what is meant by ‘stable’ and over what time period we are looking. Stable does not mean constant, but 
what degree of volatility is acceptable to describe V  as ‘stable’?

Is the argument about the stability of V  actually relevant? While many economists do place some value 
in the quantity theory, there are some who cast doubt on it and they do so because of the velocity of 
circulation, which they believe is a fallacy. Their argument is as follows.

When individuals make market transactions they pay through the value of the goods and services they 
produce themselves. A university lecturer, in reality, pays for the food they consume with the value of 
the lecture services they produce. Money is merely the means to facilitate the exchange. The number 
of times a €10 note changes hands has nothing to do with the lecturer’s ability to fund their desired pur-
chase of food; it is determined by the lecturer’s ability to provide teaching services. What happens, so the 
argument goes, is that the lecturer is exchanging their services for money which then enables them to 
make transactions. The food retailer is exchanging the services they provide for money and uses it to buy 
the goods and services they need. In making these transactions both parties are assigning a value to the 
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transactions they make in relation to their own particular well-being. The Austrian school argues that it is 
individuals’ actions that determine the prices of goods and services and not the speed at which money 
changes hands. V  cannot, therefore, say anything about the average price level or the average purchasing 
power of money. V  is simply the value of transactions, the price multiplied by output, divided by the money 

stock 






5V P

Y
M

, and as such is a truism which is not helpful. V  cannot be defined independently of the 

rest of the equation – it needs P, Y  and M  to give it any meaning, and as such V  in itself cannot be a causal 
factor of anything. This implies that if M  is rising, then if V  was declining it cannot offset the growth in the 
price level.

The Austrian school link V  to the demand for money. If V  is unstable, does that also mean that the 
demand for money is unstable? This statement is seen as being absurd – if individuals change their deci-
sions to hold more or less money over time as a result of changes in their personal circumstances, why 
would this be an issue? Their view would be that over time the demand for money changes – in the same 
way that over time the demand for any good or service changes. It would be absurd to expect the demand 
for fish to be stable over time so why should we treat the demand for money in any different way?

The Austrian school does not deny a link between the money supply and prices but questions the quan-
tity theory (or the equation of exchange) as being an accurate way of looking at the economy. In doing so, 
they argue, false conclusions may be drawn.

The inflation Tax
Government spending, for example, building roads, paying salaries to police officers, or giving transfer 
payments to the poor or elderly, necessitates raising funds. The majority of the funding will come through 
levying taxes, such as income and sales taxes, and the rest through borrowing from the public by selling 
government bonds. Governments can also pay for spending by simply ‘printing’ the money it needs.

When the government raises revenue by printing money, it is said to levy an inflation tax. When the 
government prints money, the price level rises, and the value of money falls (assuming wages are con-
stant). If governments print money, it acts like a tax on everyone who holds money. It is even, roughly 
speaking, a progressive tax since the richer you are, the more money you are likely to hold and therefore 
the more the inflation tax will affect you.

inflation tax the revenue the government raises by creating money

The importance of the inflation tax can be seen in cases of extreme inflation termed hyperinflation. 
Hyperinflation is a period of extreme and accelerating increase in the price level and typically occurs in a 
period where the monthly rate of inflation exceeds 50 per cent. During the hyperinflations in Germany in 
the 1920s, various Latin American countries during the 1970s and 1980s, and in Yugoslavia and Zimbabwe 
more recently, the inflation tax would have been quite considerable.

hyperinflation is a period of extreme and accelerating increase in the price level where the monthly rate exceeds 50 per cent

Nearly all hyperinflations follow the same pattern: the government has high spending, limited ability to 
borrow, inadequate tax revenue (perhaps because the level of income in the economy is low, or there is 
widespread tax evasion or a poorly developed tax system, or a combination of all these factors) and, as a 
result, it turns to the printing press to pay for its spending. The massive increases in the quantity of money 
lead to accelerating inflation. The inflation ends when the government institutes fiscal reforms – such as 
cuts in government spending – that eliminate the need for the inflation tax, or in some cases abandons 
the currency completely and introduces a new currency.
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As the economist John Maynard Keynes once pointed out, the temptation to just print money to pay for 
government spending through the inflation tax may be hard for a government to resist:

The burden of the tax is well spread, cannot be evaded, costs nothing to collect, and falls, in a rough 
sort of way, in proportion to the wealth of the victim. No wonder its superficial advantages have 
attracted Ministers of Finance.

Of course, Keynes also recognized the great damage that high inflation can do to an economy, which is 
why he referred to the advantages of an inflation tax as ‘superficial’.

The fisher effect
An important application of the principle of monetary neutrality concerns the effect of money on interest 
rates. Interest rates are important variables for macroeconomists to understand, because they link the 
economy of the present and the economy of the future through their effects on saving and investment.

To understand the relationship between money, inflation and interest rates, recall the distinction 
between the nominal interest rate and the real interest rate given by the formula p5 2r it t t . For example, 
if a bank posts a nominal interest rate of 7 per cent per year and the inflation rate is 3 per cent per year, 
then the real value of the deposits grows by 4 per cent per year. We can rewrite the equation to show that 
the nominal interest rate is the sum of the real interest rate and the inflation rate:

p5 1i rt t t

This way of looking at the nominal interest rate is useful because different economic forces determine 
each of the two terms on the right-hand side of this equation. Recall that the supply and demand for 
loanable funds determines the real interest rate. According to the quantity theory of money, growth in the 
money supply determines the inflation rate.

In the long run, over which money is neutral, a change in money growth should not affect the real inter-
est rate. For the real interest rate not to be affected, the nominal interest rate must adjust one for one to 
changes in the inflation rate. Thus when the central bank increases the rate of money growth, the result is 
both a higher inflation rate and a higher nominal interest rate. This adjustment of the nominal interest rate 
to the inflation rate is called the Fisher effect.

Fisher effect the one-for-one adjustment of the nominal interest rate to the inflation rate

Keep in mind that our analysis of the Fisher effect has maintained a long-run perspective. The Fisher 
effect does not hold in the short run to the extent that inflation is unanticipated. A nominal interest rate 
is a payment on a loan, and it is typically set when the loan is first made. If inflation catches the borrower 
and lender by surprise, the nominal interest rate they set will fail to reflect the rise in prices. To be precise, 
the Fisher effect states that the nominal interest rate adjusts to expected inflation. Expected inflation 
moves with actual inflation in the long run, but not necessarily in the short run. The Fisher effect is crucial 
for understanding changes over time in the nominal interest rate.

The CoSTS of infLaTion
Inflation is closely watched and widely discussed, because prices rising at too fast a rate can pose a 
number of problems.

a fall in purchasing power? The inflation fallacy
We have seen that when prices rise, the value of money falls because people now need more money to 
buy any given set of goods and services. However, further investigation reveals that this is dependent on 
certain assumptions.
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When prices rise, buyers of goods and services pay more for what they buy. At the same time, how-
ever, sellers of goods and services get more for what they sell. Because most people earn their incomes 
by selling their services, such as their labour, inflation in incomes must be taken into account. Inflation 
does not, in itself, reduce people’s real purchasing power. The reason behind the so-called inflation fal-
lacy lies in the principle of monetary neutrality. A worker who receives an annual rise of 10 per cent in 
their salary tends to view that rise as a reward for their own talent and effort. When an inflation rate 
of 6 per cent reduces the real value of that pay rise to only 4 per cent, the worker might feel that they have 
been cheated of what is rightfully their due. In fact, as we have discussed, real incomes are determined 
by real variables, such as physical capital, human capital, natural resources and the available production 
technology. Nominal incomes are determined by those factors and the overall price level. If the central 
bank were to succeed in lowering the inflation rate from 6 per cent to zero, our worker’s annual rise would 
fall from 10 per cent to 4 per cent. They might feel less robbed by inflation, but their real income would not 
rise more quickly. If  nominal incomes do not keep pace with rising prices, as was the case for many people 
in the post-Crisis UK economy, then the cost of living does rise, and people are worse off. Other costs of 
inflation show some ways in which persistent growth in the money supply does, in fact, have some effect 
on real variables.

SeLf TeST The government of a country increases the growth rate of the money supply from 5 per cent per 
year to 50 per cent per year. What happens to prices? What happens to nominal interest rates? Why might the 
government be doing this?

Shoe Leather Costs
Because inflation erodes the real value of the money in your pocket, you can avoid the inflation tax by hold-
ing less money. One way to do this is to go to the bank more often. For example, rather than withdrawing 
€400 every four weeks, you might withdraw €100 once a week. By making more frequent trips to the 
bank, you can keep more of your wealth in your interest-bearing savings account and less in your pocket 
where inflation erodes its value.

The cost of reducing money holdings is called the shoe leather cost of inflation because making more 
frequent trips to the bank causes your shoes to wear out more quickly. Of course, this term is not to be 
taken literally: the actual cost of reducing your money holdings is not the wear and tear on your shoes, but 
the time and convenience you must sacrifice to keep less money on hand than you would if there were 
no inflation – it is in effect a transaction cost, the opportunity cost of carrying out the trips to the bank.

shoe leather cost the resources wasted when inflation encourages people to reduce their money holding

Shoe leather costs of inflation may seem trivial, and they are in countries experiencing only moderate 
inflation. This cost is magnified in countries experiencing hyperinflation, however. With a very high and 
accelerating inflation rate, individuals do not have the luxury of holding the local money as a store of value. 
Instead, they are forced to convert the domestic currency quickly into goods or into another currency, 
which offer a more stable store of value. The time and effort that individuals expend to reduce their money 
holdings are a waste of resources. If monetary authorities pursued a low inflation policy, individuals would 
be happy to hold the domestic currency, and they could put time and effort to more productive use.

Menu Costs
Most firms do not change the prices of their products every day. Instead, firms often announce prices and 
leave them unchanged for weeks, months, or even years.

Firms change prices infrequently because there are costs involved in doing so. Costs of price adjust-
ment are called menu costs, a term derived from a restaurant’s cost of printing a new menu. Menu 
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costs include the cost of deciding on new prices, adjusting internal systems to coordinate the changes in 
prices, the cost of printing new price lists and catalogues, the cost of sending these new price lists and 
catalogues to dealers and customers, the cost of advertising the new prices, and even the cost of dealing 
with customer annoyance over price changes.

menu costs the costs of changing prices

Inflation increases the menu costs that firms must bear. In an economy with low inflation of just a few 
percentage points a year, annual price adjustment is an appropriate business strategy for many firms. But 
when high inflation makes firms’ costs rise rapidly, annual price adjustment is impractical. During hyper-
inflations, for example, firms must change their prices daily or even more often just to keep up with all 
the other prices in the economy. At the height of the German hyperinflation in the 1920s, people eating in 
restaurants would sometimes insist on paying the bill at the beginning of the meal rather than at the end, 
because the price of the food would rise while they were eating!

relative price Variability and the Misallocation of resources
Suppose that a fast food restaurant prints a new menu with new prices every January and then leaves its 
prices unchanged for the rest of the year. If there is no inflation, the restaurant’s relative prices – the prices 
of its meals compared with other prices in the economy – would be constant over the course of the year. 
By contrast, if the inflation rate is 12 per cent per year, the restaurant’s relative prices will automatically 
fall by 1 per cent each month. The restaurant’s relative prices (that is, its prices compared with others in 
the economy) will be high in the early months of the year, just after it has printed a new menu, and low in 
the later months. The higher the inflation rate, the greater is this automatic variability. Thus because prices 
change only once in a while, inflation causes relative prices to vary more than they otherwise would.

This matters because market economies rely on relative prices to allocate scarce resources. Consum-
ers decide what to buy by comparing the quality and prices of various goods and services. Through these 
decisions, they determine how the scarce factors of production are allocated among industries and firms. 
When inflation distorts relative prices, consumer decisions are distorted, and markets are less able to 
allocate resources to their best use.

inflation-induced Tax distortions
Almost all taxes change incentives and cause people to alter their behaviour. Many taxes, however, 
become more problematic in the presence of inflation. The reason is that politicians may fail to take infla-
tion into account when writing the tax laws. Economists who have studied the tax system conclude that 
inflation tends to raise the tax burden on income earned from savings.

One example of how inflation discourages saving is the tax treatment of capital gains – the profits made 
by selling an asset for more than its purchase price. Suppose that in 2011 you used some of your savings 
to buy stock in Apple for €10 and that in 2021 you sold the stock for €50. According to the tax system, 
you have earned a capital gain of €40, which you must include in your income when computing how 
much income tax you owe. Suppose the overall price level doubled from 2011 to 2021. In this case, the 
€10 you invested in 2011 is equivalent (in terms of purchasing power) to €20 in 2021. When you sell your 
Apple shares for €50, you have a real gain (an increase in purchasing power) of only €30. The tax system, 
however, does not take account of inflation and assesses your tax liability on a gain of €40. Thus inflation 
exaggerates the size of capital gains and inadvertently increases the tax burden on this type of income.

Another example is the tax treatment of interest income. Income tax treats the nominal interest earned 
on savings as income, even though part of the nominal interest rate merely compensates for inflation. 
To see the effects of this policy, consider the numerical example in Table 24.1. The table compares two 
economies, both of which tax interest income at a rate of 25 per cent. In economy A, inflation is zero, and 
the nominal and real interest rates are both 4 per cent. In this case, the 25 per cent tax on interest income 
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reduces the real interest rate from 4 per cent to 3 per cent. In economy B, the real interest rate is again 4 
per cent, but the inflation rate is 8 per cent. As a result of the Fisher effect, the nominal interest rate is 12 
per cent. Because the income tax treats this entire 12 per cent interest as income, the government takes 
25 per cent of it, leaving an after-tax nominal interest rate of only 9 per cent and an after-tax real interest 
rate of only 1 per cent. In this case, the 25 per cent tax on interest income reduces the real interest rate 
from 4 per cent to 1 per cent. Because the after-tax real interest rate provides the incentive to save, saving 
is much less attractive in the economy with inflation (economy B) than in the economy with stable prices 
(economy A).

how inflation raises the Tax Burden on Saving

In the presence of zero inflation, a  25  per cent tax on interest income reduces the real interest rate from  
4 per cent to  3 per cent. In the presence of  8  per cent inflation, the same tax reduces the real interest rate 
from 4 per cent to  1 per cent.

Economy A  
(price stability) (%)

Economy B 
(inflation) (%)

Real interest rate 4 4
Inflation rate 0 8
Nominal interest rate (real interest rate 1 inflation rate) 4 12
Reduced interest due to 25 per cent tax  

(0.25 3 nominal interest rate)
1 3

After-tax nominal interest rate  
(0.75 3 nominal interest rate)

3 9

After-tax real interest rate  
(after-tax nominal interest rate – inflation rate)

3 1

TaBLe 24.1

The taxes on nominal capital gains and on nominal interest income are two examples of how the tax 
system interacts with inflation. There are many others. Because of these inflation-induced tax changes, 
higher inflation tends to discourage people from saving. Recall that the economy’s saving provides the 
resources for investment, which in turn is a key ingredient to long-run economic growth. Thus when infla-
tion raises the tax burden on saving, it tends to depress the economy’s long-run growth rate. There is, 
however, no consensus among economists about the size of this effect.

One solution to this problem, other than eliminating inflation, is to index the tax system. That is, the tax 
laws could be rewritten to take account of the effects of inflation. In the case of capital gains for example, 
the tax code could adjust the purchase price using a price index and assess the tax only on the real gain. In 
the case of interest income, the government could tax only real interest income by excluding that portion 
of the interest income that merely compensates for inflation.

In an ideal world, tax laws would be written so that inflation would not alter anyone’s real tax liability. 
In the world in which we live, however, tax laws are far from perfect. More complete indexation would 
probably be desirable, but it would further complicate a tax system that many people already consider too 
complex.

Confusion and inconvenience
Money is the economy’s unit of account and is what we use to quote prices and record debts. The job of 
the central bank is a little like the job of the government department that deals with weights and meas-
urements, i.e. to ensure the reliability of a commonly used unit of measurement. Inflation erodes the real 
value of the unit of account over time.

It is difficult to judge the costs of the confusion and inconvenience that arise from inflation. Earlier 
we discussed how the tax system incorrectly measures real incomes in the presence of inflation. Simi-
larly, accountants incorrectly measure firms’ earnings when prices are rising over time. Because inflation 
causes money at different times to have different real values, computing a firm’s profit is more complicated 
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in an economy with inflation. Therefore, to some extent, inflation makes investors less able to sort out 
successful from unsuccessful firms, which in turn impedes financial markets in their role of allocating the 
economy’s saving to alternative types of investment.

a Special Cost of Unexpected inflation: arbitrary redistributions of wealth
So far, the costs of inflation we have discussed occur even if inflation is steady and predictable. Inflation 
has an additional cost, however, when it comes as a surprise. Unexpected inflation redistributes wealth 
among the population in a way that has nothing to do with either merit or need. These redistributions occur 
because many loans in the economy are specified in terms of the unit of account – money.

Consider an example. Suppose that Lars, a student, takes out a €20,000 loan at a 7 per cent interest 
rate from Bigbank to attend university. In 10 years the loan will have to be repaid. After his debt has com-
pounded for 10 years at 7 per cent, Lars will owe Bigbank €40,000 (rounded). The real value of this debt will 
depend on inflation over the decade. If inflation has been relatively high over the period, wages and prices 
will have risen by a relatively large amount and Lars will be in a position to be able to pay the €40,000 debt 
more easily. In contrast, if the economy goes through a major deflation, then wages and prices will fall, 
and Lars will find the €40,000 debt a greater burden than he anticipated.

This example shows that unexpected changes in prices redistribute wealth among debtors and credi-
tors. A high rate of inflation enriches Lars at the expense of Bigbank because it diminishes the real value 
of the debt; Lars can repay the loan in less valuable euros than he anticipated. Deflation enriches Bigbank 
at Lars’ expense because it increases the real value of the debt; in this case, Lars must repay the loan in 
more valuable euros than he anticipated. If inflation were predictable, then Bigbank and Lars could take 
inflation into account when setting the nominal interest rate (recall the Fisher effect). If inflation is hard to 
predict, it imposes risk on Lars and Bigbank that both would prefer to avoid.

This cost of unexpected inflation is important to consider together with another fact: inflation is espe-
cially volatile and uncertain when the average rate of inflation is high. This is seen most simply by exam-
ining the experience of different countries. Countries with low average inflation, such as Germany, tend 
to have stable inflation. Countries with high average inflation, such as many countries in Latin America, 
tend to have unstable inflation. There are no known examples of economies with high, stable inflation. 
This relationship between the level and volatility of inflation points to another cost of inflation. If a country 
pursues a high inflation monetary policy, it will have to bear not only the costs of high expected inflation 
but also the arbitrary redistributions of wealth associated with unexpected inflation.

SeLf TeST List and describe six costs of inflation. Do people on fixed incomes benefit or lose out from 
periods of relatively high inflation?

defLaTion
Economists generally see some inflation in the economy as being desirable (provided it is stable and man-
ageable). The opposite of inflation is deflation where the price level actually falls. It might sound intuitive 
that falling prices would be a good thing, but that is not necessarily the case.

In 2014, there were concerns expressed that the UK and the eurozone might face deflation – a fall in the 
price level. In such a scenario, the CPI would be negative suggesting that prices, on average, had fallen. 
The eurozone actually experienced deflation of 0.3 per cent in the year to January 2015 and the UK CPI 
was 0.12  per cent in the year to April 2015 and then again in October 2015.

It is important to note the distinction between a fall in the price level and a slowdown in the rate of 
growth of prices. If the CPI reports inflation at 2.5 per cent in March and then 2.0 per cent in April, the rate 
of growth of prices has slowed down, not fallen, but if the CPI is recorded as 0.752  per cent in May, then 
prices have, on average, fallen.
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Deflation is a relatively rare phenomenon; most economies experience inflation at varying levels and 
indeed an inflation rate of around 2 per cent is seen as being beneficial to an economy as it encourages 
businesses to expand and helps create a more dynamic economy. Where deflation has occurred, it has 
tended not to last for very long and indeed the deflation experienced in early 2015 in the UK was short 
lived. When deflation persists for some time, as it has done in Japan, for example, problems can arise. 
Japan experienced deflation from the mid-1990s until the latter part of the first decade of the 2000s. It is 
argued that one of the problems of deflation is a reluctance of consumers to spend when the expectation 
is that prices will be lower in the future. This argument has some logic and may apply to particular types 
of goods such as high-priced consumer goods – furniture, TVs and electrical goods, fridges, washing 
machines, dishwashers and so on. For many everyday goods like food, the likelihood of consumers defer-
ring purchasing in the expectation that prices will be lower is less relevant. The evidence that consumers 
would delay purchases and thus plunge the economy into recession as consumption spending falls is not 
clear, especially where deflation does not persist for any length of time.

Other potential problems with deflation are related to interest rates. Interest rates in the eurozone and 
the UK were at historically low levels for a number of years following the Financial Crisis. The option for 
central banks to cut rates further as a means of boosting the economy was limited. Cutting rates below 
zero would be an incentive for savers to withdraw their deposits to prevent the value of them falling (a 
negative interest rate would in effect mean banks taking money out of savers deposits). If enough savers 
did this, then there could be pressure on banks and reduce their capacity for lending.

A period of deflation further affects borrowers and lenders. Banks’ lending to business would find that 
the sum lent would purchase more in future when the debt is paid back if prices continued to fall, whereas 
firms borrowing funds would find that the burden of the debt would increase. In such a situation it might 
be that businesses would be more reluctant to borrow for investment resulting in a fall in aggregate 
demand.

One way in which businesses can reduce real wages in a period of inflation is to put a freeze on pay 
increases for workers. A pay freeze results in an increase in real wages which, in effect, increases the 
costs of businesses. If prices are falling, firms might press workers to accept a reduction in wages. If 
the reduction in wages was less than the rate at which prices were falling, workers would not be any 
worse off in real terms. However, it is extremely difficult for firms to push through pay cuts, so at the 
very least a pay freeze is the most likely option. If firms’ costs rise, then it is possible that supply is cut, 
or employees are laid off, and if either of these outcomes occur throughout the economy it can trigger 
a slowdown in economic activity. Given that all these effects could be experienced together, one of the 
fears of a period of persistent deflation is that the economy suffers from a downward spiral which is 
difficult to break.

ConCLUSion
We have discussed the causes and costs of inflation in the long run. The primary cause of inflation in the 
long run is growth in the quantity of money. When the central bank creates money in large quantities, 
the value of money falls quickly. To maintain stable prices, the central bank must seek to monitor the 
money supply and use the tools it has at its disposal to conduct monetary policy consistent with stable 
prices.

The costs of inflation are subtler. Are the costs, in total, large or small? All economists agree that they 
become huge during hyperinflation. Their size for moderate inflation – when prices rise by less than 10 per 
cent per year – is more open to debate.

Although we have looked at many of the most important lessons about inflation, the discussion is 
incomplete. When the central bank reduces the rate of money growth, prices rise less rapidly, as the 
quantity theory suggests. Yet as the economy makes the transition to this lower inflation rate, the change 
in monetary policy will have disruptive effects on production and employment. That is, even though mon-
etary policy is neutral in the long run, it has profound effects on real variables in the short run. Later in this 
book we will examine the reasons for short-run monetary non-neutrality to enhance our understanding of 
the causes and costs of inflation.
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SUMMary
 ● The term money refers to assets that people regularly use to buy goods and services.

 ● Money serves three functions. As a medium of exchange, it provides the item used to make transactions. As a unit 
of account, it provides the way in which prices and other economic values are recorded. As a store of value, it 
provides a way of transferring purchasing power from the present to the future.

 ● Commodity money, such as gold, is money that has intrinsic value: it would be valued even if it were not used as 
money. Fiat money, such as paper euros or pounds, is money without intrinsic value: it would be worthless if it were 
not used as money.

 ● In an advanced economy, money takes the form of currency and various types of bank deposits, such as current 
accounts.

 ● Central banks monitor economic and price stability. They have an important role in managing broad money through 
variations in the price of money (interest rates).

 ● The European Central Bank is the overall central bank for the 19 countries participating in European Monetary 
Union. The eurosystem is made up of the European Central Bank plus the corresponding 19 national central 
banks.

 ● The UK central bank is the Bank of England. It was granted independence in the setting of interest rates in 1997.

 ● Central banks control the money supply primarily through the refinancing rate and the associated open market 
operations. An increase in the refinancing rate means that it is more expensive for banks to borrow from the cen-
tral bank on a short-term basis if they are short of reserves to cover their lending, and so they will tend to reduce 
their lending and the money supply will contract. Conversely, a reduction in the refinancing rate will tend to expand 
the money supply.

 ● The central bank can also use outright open market operations to affect the money supply: a purchase of gov-
ernment bonds and other assets from the banking sector increases the money supply, and the sale of assets 
decreases the money supply.

 ● When banks lend, they create money, but when loans are paid back, this destroys money. Central banks used 
quantitative easing as a means of providing a stimulus after the Financial Crisis 2007–9 through buying assets from 
the banking sector and expanding the money supply.

 ● A bank run occurs when depositors suspect that a bank may become insolvent and ‘run’ to the bank to withdraw 
their deposits. Many countries have a system of deposit insurance, and central banks are ‘lenders of last resort’ 
so bank runs can be managed more effectively. The overall level of prices in an economy adjusts to bring money 
supply and money demand into balance. Persistent growth in the quantity of money supplied leads to continuing 
inflation.

 ● The principle of monetary neutrality asserts that changes in the quantity of money influence nominal variables but 
not real variables. Many economists believe that monetary neutrality approximately describes the behaviour of the 
economy in the long run.

 ● A government can pay for some of its spending simply by printing money. When countries rely heavily on this 
‘inflation tax’, the result is hyperinflation.

 ● One application of the principle of monetary neutrality is the Fisher effect. According to the Fisher effect, when 
the inflation rate rises, the nominal interest rate rises by the same amount, so that the real interest rate remains 
the same.

 ● Many people think that inflation makes them poorer, because it raises the cost of what they buy. This view is a 
fallacy if inflation also raises nominal incomes.

 ● Economists have identified six costs of inflation: shoe leather costs associated with reduced money holdings; 
menu costs associated with more frequent adjustment of prices; increased variability of relative prices; unin-
tended changes in tax liabilities due to non-indexation of the tax system; confusion and inconvenience resulting 
from a changing unit of account; and arbitrary redistributions of wealth between debtors and creditors. Many of 
these costs are large during hyperinflation, but the size of these costs for moderate inflation is less clear.

 ● Deflation occurs when prices actually fall, and the effects on the economy and on incentives can be as damaging 
as when inflation is rising too quickly.
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The Consequences of Quantitative easing
The Financial Crisis of 2007–9 saw interest rates in the UK and Europe at historically low levels. Low interest rates 
appeared to have a limited stimulus effect on economies, and central banks looked at other options to generate eco-
nomic activity, with quantitative easing (QE) being an important tool for both the Bank of England, and later the ECB.

One concern that has been raised with such a policy is the possible long-term effect on prices – if billions of euros 
and pounds are being pumped into economies, then the money supply will surely rise and, as the quantity theory 
suggests, will make it more likely that inflation will accelerate in the future. The Bank of England had, as of January 
2019, financed £435 billion (€485bn) through QE and the ECB had financed €2.5 trillion (£2.24tn). Whether the increase 
in the money supply will lead to inflation depends on how other elements of the Fisher identity change. It has been 
suggested that QE will lead to a reduction in the velocity of circulation, and the rate at which Y increases (which is 
very much dependent on capacity in the economy) might mean the impact on inflation might not be as great as some 
feared. One concern that has been raised is that QE might be used as a tool of monetary financing – in other words, 
the central bank ‘giving’ money to government to finance spending, which is inflationary because it increases the 
money supply.

The argument is that government bonds are issued to fund government deficits – the difference between tax 
receipts and government expenditure. If central banks buy debt from financial markets and take it onto their balance 
sheets, this is, in effect, financing government spending, which would be akin to overt monetary financing (OMF). 
OMF is when central banks ‘print money’ to finance government spending. This approach might remove fiscal disci-
pline and lead to inflationary pressures building. With many governments struggling to manage deficits, it is possible 
to propose an argument along the lines of the following: if the central bank buys government bonds, the interest rate 
on government bonds falls and as a result government borrowing costs are lower. In addition, if the central bank is 
buying government bonds, what happens to the interest on these bonds – should the interest be accounted for on the 
central bank’s accounts or on the government’s (since it has issued the bonds)? The ECB is forbidden under its char-
ter to engage in monetary financing. Monetary financing is also frowned upon by many other countries, but where is 
the tipping point? There is a fine line between central bank open market operations involving government bonds and 
monetary financing largely depending on how different transactions are defined.

The counter-argument is that QE requires money to be ‘printed’ by central banks, not for handing to people to spend  
but for the purchase of securities in financial markets. In this way, what is happening is that assets are being trans-
ferred within the financial system – in some cases, private firms are transferring bonds to the central bank’s accounts 
and receiving deposits in return which are 
recorded in its account. In other cases, it is a 
transfer of assets between the government and 
the central bank – the central bank is acquiring 
government bonds and cash is indirectly going 
to the government. This might be seen as pretty 
much the same as monetary financing, except 
that in the long run the monetary base need not 
rise and as a result inflation may not result – 
unlike overt monetary financing.

If inflationary pressures do start to increase, 
will the central bank be able to spot when it 
is starting and take action in sufficient time 
to choke off any acceleration in prices over 
and above target rates? One way might be to 
destroy money in the same way that it was 
created, through reversing QE by selling back 

in The newS

Quantitative easing (QE) – has it worked and how easy is it to be 
able to quantify its effects? 
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QUeSTionS for reView
1 What distinguishes money from other assets in the economy?

2 What are demand deposits, and why should they be included in the stock of money?

3 If the central bank wants to increase the money supply with outright open market operations, what does it do?

4 How do banks make profit and what considerations must banks give to the trade-off between security and profit?

5 What is the refinancing rate? What happens to the money supply when the European Central Bank raises its 
refinancing rate?

6 What is the difference between the price level and inflation? Explain how an increase in the price level affects the 
real value of money.

7 Explain the difference between nominal and real variables and give two examples of each. According to the 
principle of monetary neutrality, which variables are affected by changes in the quantity of money?

8 According to the Fisher effect, how does an increase in the inflation rate affect the real interest rate and the 
nominal interest rate?

9 If inflation is less than expected, who benefits – debtors or creditors? Explain.

10 Why is deflation a potentially damaging phenomenon?

proBLeMS and appLiCaTionS
1 What characteristics of an asset make it useful as a medium of exchange? As a store of value?

2 Should central banks place as much emphasis on financial stability as on price stability? Justify your answer.

bonds, taking money out of the economy and thus reducing the money supply. The success of such a policy depends 
on whether the central bank can indeed spot inflationary pressures at the time, and whether they can act sufficiently 
early to be able to have an impact. Politically, this might prove difficult, because unwinding QE would send a mes-
sage to the markets that inflationary pressures are rising, and that the economy is about to be squeezed. The ECB 
announced it was ending its asset purchasing programme in December 2018.

Critics of QE have argued that the billions spent by central banks have not found their way through to the real 
economy (to people who spend more money on consumption), but instead have just been absorbed by the financial 
system to correct balance sheets. In addition, one other effect of QE is to feed its way through to exchange rates, as 
wealth holders with more liquidity as a result of QE, sell off pounds and euros, which weakens currencies. A weaker 
pound or euro benefits exporters but means importers face higher costs which can further feed through to inflation.

Critical Thinking Questions

1 what effect would an increase in the money supply of 10 per cent have on the price level? on what does your 
answer depend?

2 why would government borrowing costs fall if the central bank buys government bonds as part of an asset 
purchasing programme (Qe)?

3 what is ‘monetary financing’ and why is it considered a taboo?
4 assume that the pound weakens as a result of Qe. what will be the effects of this on the economy, and what 

would determine the relative size of the effects?
5 assume that Qe leads to a fall in the velocity of circulation. Use the equation of exchange to show what the 

effect on the price level would be under different scenarios (i.e. assume M , V  and Y  all change by different 
amounts).
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3 Should financial markets be subject to more or less regulation if we are to avoid another financial crisis of the scale of 
that witnessed between 2007 and 2009? Justify your answer.

4 In what way can central banks attempt to control the broad money stock in an economy? What limitations does a central 
bank face in this task?

5 Why must banks have a portfolio of assets and liabilities on its balance sheet to enable them to manage risk? If banks 
commit to a large proportion of short-term lending, how might this affect its long-term security?

6 Suppose that this year’s money supply is €500 billion, nominal GDP is €10 trillion and real GDP is €5 trillion.
a. What is the price level? What is the velocity of money?
b. Suppose that velocity is constant and the economy’s output of goods and services rises by 5 per cent each year. 

What will happen to nominal GDP and the price level next year if the central bank keeps the money supply constant?
c. What money supply should the central bank set next year if it wants to keep the price level stable?
d. What money supply should the central bank set next year if it wants inflation of 10 per cent?

7 Suppose that changes in bank regulations expand the availability of credit cards so that people need to hold less cash.
a. How does this event affect the demand for money?
b. If the central bank does not respond to this event, what will happen to the price level?
c. If the central bank wants to keep the price level stable, what should it do?

8 The economist John Maynard Keynes wrote:

Lenin is said to have declared that the best way to destroy the capitalist system was to debauch the currency. 
By a continuing process of inflation, governments can confiscate, secretly and unobserved, an important part of the 
wealth of their citizens.

Justify Lenin’s assertion.

9 Let’s consider the effects of inflation in an economy composed only of two people: Michael, a bean farmer, and Dorothy, 
a rice farmer. Michael and Dorothy both always consume equal amounts of rice and beans. In year 2019, the price of 
beans was €1, and the price of rice was €3.
a. Suppose that in 2020 the price of beans was €2 and the price of rice was €6. What was inflation? Was Michael better 

off, worse off or unaffected by the changes in prices? What about Dorothy?
b. Now suppose that in 2020 the price of beans was €2 and the price of rice was €4. What was inflation? Was Michael 

better off, worse off or unaffected by the changes in prices? What about Dorothy?
c. Finally, suppose that in 2020 the price of beans was €2 and the price of rice was €1.50. What was inflation? Was 

Michael better off, worse off or unaffected by the changes in prices? What about Dorothy?
d. What matters more to Michael and Dorothy – the overall inflation rate or the relative price of rice and beans?

10 Explain whether the following statements are true, false or uncertain.
a. ‘Inflation hurts borrowers and helps lenders, because borrowers must pay a higher rate of interest.’
b. ‘If prices change in a way that leaves the overall price level unchanged, then no one is made better or worse off.’
c. ‘Inflation does not reduce the purchasing power of most workers.’
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So far in our development of macroeconomics, we have largely assumed a closed economy. This assump-
tion allows us to explore unemployment and the causes of inflation without the added complexity 

of the effects of international trade. In an open economy, however, new macroeconomic issues arise. 
This chapter provides an introduction to open-economy macroeconomics. We begin by discussing the 
key  macroeconomic variables that describe an open economy’s interactions in world markets – exports, 
imports, the trade balance and exchange rates, and later, develop a model to explain how these variables 
are determined and how they are affected by various government policies.

The InTernaTIonal FlowS oF GoodS and CapITal
An open economy interacts with other economies in two ways: it buys and sells goods and services in 
world product markets, and it buys and sells capital assets such as stocks and bonds in world financial 
markets.

The Flow of Goods and Services: exports, Imports and net exports
Exports are domestically produced goods and services that are sold abroad, and imports are foreign- 
produced goods and services that are purchased by the domestic economy. When Lloyd’s of London 
insures a building in Munich, it is paid an insurance premium for this service by the owner of the building. 
The sale of the insurance service provided by Lloyd’s is an export for the UK and an import for Germany. 
When Volvo, the Swedish car manufacturer, makes a car and sells it to a Swiss resident, the sale is an 
import for Switzerland and an export for Sweden.

The net exports NX( ) of any country are the value of its exports X( ) minus the value of its imports M( ). 
This is written: 5 2NX X M. The sale of insurance services abroad by Lloyd’s raises UK net exports, and 
the Volvo sale reduces Swiss net exports. Because net exports tell us whether a country is, in total, a 
seller or a buyer in world markets for goods and services, net exports are also called the trade balance. 
If net exports are positive, exports are greater than imports, indicating that the country sells more 
goods and services abroad than it buys from other countries. In this case, the country is said to run a 
trade surplus. If net exports are negative, exports are less than imports, indicating that the country sells 
fewer goods and services abroad than it buys from other countries. In this case, the country is said to run 
a trade deficit. If net exports are zero, its exports and imports are exactly equal, and the country is said 
to have balanced trade.

25 open-eConomy 
maCroeConomICS

trade balance the value of a nation’s exports minus the value of its imports; also called net exports
trade surplus an excess of exports over imports
trade deficit an excess of imports over exports
balanced trade a situation in which exports equal imports
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There are many factors that might influence a country’s exports, imports and net exports, including:

●● The tastes of consumers for domestic and foreign goods.
●● The prices of goods at home and abroad.
●● The exchange rates at which people can use domestic currency to buy foreign currencies.
●● The need by firms for raw materials and resources for use in production.
●● The incomes of consumers at home and abroad.
●● The cost of transporting goods from country to country.
●● The policies of the government towards international trade.

As these variables change over time, so does the amount of international trade.

The Flow of Financial resources: net Capital outflow
Economic agents buy and sell goods and services across international markets but also participate in 
world financial markets. A UK resident with £20,000, for example, could use this money to buy a car from 
BMW in the goods market, but could instead use the money to buy stock in the German BMW corpora-
tion. The first transaction would represent a flow of goods, whereas the second would represent a flow  
of capital.

The term net capital outflow refers to the purchase of foreign assets by domestic residents minus the 
purchase of domestic assets by foreigners. (It is sometimes called net foreign investment.)

5 2Net Capital Outflow Purchase of foreign assets by domestic residents
Purchase of domestic assets by foreigners

net capital outflow the purchase of foreign assets by domestic residents minus the purchase of domestic assets by 
foreigners

When a UK resident buys shares in BMW, the purchase raises UK net capital outflow. When a  
Japanese resident buys a bond issued by the UK government, the purchase reduces UK net capital  
outflow.

Recall that the flow of capital abroad takes two forms. If the French car manufacturer Renault opens a 
factory in Romania, that is an example of foreign direct investment. Alternatively, if a French citizen buys 
shares in a Romanian company, this is an example of foreign portfolio investment. In the first case, the 
French owner is actively managing the investment, whereas in the second case the French owner has a 
more passive role. In both cases, French residents are buying assets located in another country, so both 
purchases increase French net capital outflow.

These are some of the more important variables that influence net capital outflow:

●● The real interest rates being paid on foreign assets.
●● The real interest rates being paid on domestic assets.
●● The perceived economic and political risks of holding assets abroad.
●● The government policies that affect foreign ownership of domestic assets.

For example, consider German investors deciding whether to buy Ukrainian government bonds or 
German government bonds. To make this decision, German investors compare the real interest rates 
offered on the two bonds. The higher a bond’s real interest rate, the more attractive it is. While making this 
comparison, however, German investors must also take into account the risk that one of these govern-
ments might default on its debt, as well as any restrictions that the Ukrainian government has imposed, 
or might impose in the future, on foreign investors in Ukraine.
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The equality of net exports and net Capital outflow
Net exports and net capital outflow each measure a type of imbalance in the goods and financial markets:

●● Net exports measure an imbalance between a country’s exports and its imports in the goods  
market.

●● Net capital outflow measures an imbalance between the amount of foreign assets bought by domestic 
residents and the amount of domestic assets bought by foreigners.

An important but subtle fact of accounting states that, for an economy as a whole, these two imbal-
ances must offset each other. That is, net capital outflow NCO( ) always equals net exports NX( ):

5NCO NX

This equation is an identity in that every transaction that affects one side of this equation must also 
affect the other side by exactly the same amount. To see why, consider an example. Suppose that BP sells 
some aircraft fuel to a Japanese airline, which represents an export for the UK. The UK company (BP) gives 
aircraft fuel to a Japanese company, and the Japanese company gives yen to a UK company. Two things 
have occurred simultaneously. The UK has sold to a foreigner some of its output in the goods market (the 
fuel), and this sale increases UK net exports. In addition, the UK has acquired some foreign assets (the 
yen), and this acquisition increases UK net capital outflow.

Although BP most probably will not hold on to the yen it has acquired in this sale, any subsequent trans-
action will preserve the equality of net exports and net capital outflow. For example, BP may exchange its 
yen for pounds with a UK investment fund that wants the yen to buy shares in Sony Corporation, the Jap-
anese maker of consumer electronics. In this case, BP’s net export of aircraft fuel equals the investment 
fund’s net capital outflow in Sony shares. Hence, NX  and NCO rise by an equal amount.

Alternatively, BP may exchange its yen for pounds with another UK company that wants to buy com-
puters from Toshiba, the Japanese computer maker. In this case, UK imports (of computers) exactly 
offset UK exports (of aircraft fuel). The sales by BP and Toshiba together affect neither UK net exports 
nor UK net capital outflow. That is, NX  and NCO are the same as they were before these transactions  
took place.

The equality of net exports and net capital outflow follows from the fact that every international trans-
action is an exchange. When a seller country transfers a good or service to a buyer country, the buyer 
country gives up some asset to pay for this good or service. The value of that asset equals the value of the 
good or service sold. When we add everything up, the net value of goods and services sold by a country 
NX( ) must equal the net value of assets acquired NCO( ). The international flow of goods and services and 
the international flow of capital are two sides of the same coin.

Saving and Investment, and Their relationship to the International Flows
A nation’s saving and investment are crucial to its long-run economic growth. Let’s therefore consider how 
these variables are related to the international flows of goods and capital as measured by net exports and 
net capital outflow. We can do this most easily with the help of some simple mathematics.

The economy’s gross domestic product Y( ) as measured by the expenditure method is divided among 
four components: consumption C( ), investment I( ), government purchases G( ) and net exports NX( ). We 
write this as:

5 1 1 1Y C I G NX

National saving is the income of the nation that is left after paying for current consumption and govern-
ment purchases. National saving S( ) equals 2 2Y C G . If we rearrange the above equation to reflect this 
fact, we obtain:

2 2 5 1Y C G I NX

5 1S I NX
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Because 5NX NCO, we can write this equation as:

5 1S I NCO

5 1Saving Domestic Investment Net Capital Outflow

This equation shows that a nation’s saving must equal its domestic investment plus its net capital 
outflow. In other words, when UK citizens, for example, save a pound of their income for the future, that 
pound can be used to finance accumulation of domestic capital or it can be used to finance the purchase 
of capital abroad. In a closed economy, net capital outflow is zero, so saving equals investment. In con-
trast, an open economy has two uses for its saving: domestic investment and net capital outflow.

We can view the financial system as standing between the two sides of this identity. For example, 
suppose the Singh family decides to save some of its income for retirement. This decision contributes 
to national saving, the left-hand side of our equation. If the Singh’s deposit their saving in an investment 
fund, the fund may use some of the deposit to buy shares issued by BP, which uses the proceeds to build 
an oil refinery in Aberdeen. In addition, the investment fund may use some of the Singh’s deposit to buy 
shares issued by Toyota, which uses the proceeds to build a factory in Osaka. These transactions show 
up on the right-hand side of the equation. From the standpoint of UK accounting, the BP expenditure on a 
new oil refinery is domestic investment, and the purchase of Toyota stock by a UK resident is net capital 
outflow. Thus, all saving in the UK economy shows up as investment in the UK economy or as UK net 
capital outflow.

Table 25.1 summarizes the three possibilities for an open economy: a country with a trade deficit, a 
country with balanced trade and a country with a trade surplus.

SelF TeST Define net exports and net capital outflow. Explain how they are related.
A Swiss resident buys shares in an Indian company and the company purchases plant and equipment from a 
German manufacturer. Explain the effects on the accounts of the countries involved.

International Flows of Goods and Capital: SummaryTable 25.1

This table shows the three possible outcomes for an open economy.

Trade deficit Balanced trade Trade surplus

Exports , Imports Exports Imports5 Exports . Imports
Net exports , 0 Net exports 05 Net exports . 0
Y C I G, 1 1 Y C I G5 1 1 Y C I G. 1 1

Saving < Investment Saving Investment5 Saving > Investment
Net capital outflow , 0 Net capital outflow 05 Net capital outflow . 0

a Trade Surplus A trade surplus means that the value of exports exceeds the value of imports. Because 
net exports are exports minus imports, net exports are greater than zero. As a result, income from export 
sales must be greater than domestic spending on imports. But if income is more than spending, then 
saving must be more than investment. Because the country is saving more than it is investing, it must be 
sending some of its saving abroad. That is, the net capital outflow must be greater than zero.

a Trade deficit A trade deficit means that the value of exports is less than the value of imports. Because 
net exports are exports minus imports, net exports are negative. Thus income from exports must be less 
than domestic spending on imports. If income is less than domestic spending, then saving must be less 
than investment. Net capital outflow must be negative.

a Trade balance A country with balanced trade is between these cases. Exports equal imports, so 
net exports are zero. Income from export sales equals domestic spending on imports and saving equals 
investment. Net capital outflow equals zero.
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The balance of payments

The record of the flows of money as part of the transactions of international trade is presented in the balance of 
payments. The balance of payments is the official account of international payments for the import and export 
of goods, services and capital.

The balance of payments consists of three elements:

The Current Account

The current account of the balance of payments records the flows of money which represent payments for goods and 
services transacted between the domestic economy and foreign economies. There will be the import and export of 
physical goods such as cars, steel, coal, clothing, food, oil and so on, and the value of the flows of funds for the import 
and export of services such as insurance, banking, tourism and leisure. The trade in physical goods is sometimes 
referred to as the visible trade balance and the trade in services is referred to as the invisible trade balance. Together, 
the difference between the value of imports and exports of visible and invisible items is recorded in the balance of trade.

The current account of the balance of payments also includes net income flows, that is the difference between 
flows of income such as wages and investment income between the domestic economy and foreigners. Net current 
transfers record secondary income flows such as transfers between governments or between governments and 
international bodies such as the European Union.

The Financial Account

The financial account records the flows of funds between the domestic economy and foreigners for investment. For 
example, if Nissan, a Japanese company, expands its car manufacturing facility in Sunderland in the UK, this would 
be recorded as a credit (a plus) on the financial account for the UK. Funds also flow between countries in payment for 
bonds, stocks and other financial instruments and these are classed as portfolio investment. The financial account 
will also include speculative money flows which occur as traders move funds from one country to another in search 
of returns. For example, if there is a hint that the US central bank, the Federal Reserve, is going to increase interest 
rates in the United States and interest rates elsewhere remain constant, traders may sell pounds and euros and buy 
dollars to invest in dollar-denominated assets which attract higher interest rates. These flows of funds in response 
to changes in interest rates or exchange rates are sometimes called ‘hot money flows’.

The Capital Account

The capital account records the transfer of funds for the purchase and sale of non-financial assets such as land, the 
movement of funds for aid for capital works, the forgiveness of debt and the sale of embassies.

In theory, the balance of payments must balance. The balance of trade, however, does not have to balance. It 
is also very difficult to collect fully accurate data and as a result there is usually a balancing item which takes into 
account the fact that there will be statistical discrepancies.

Factors Affecting the Balance of Payments

The trade between countries can be affected by a range of factors. Key among these are interest rates, exchange 
rates, government policies, productivity levels in different countries, the difference in inflation rates, and levels of 
consumer spending in different countries on imports and exports. Some countries will have to import raw materials 
and foodstuffs because they do not have the resources to produce those goods, while others might have very strong 
export sales, for example, Germany. The state of the economy in the country in comparison to its trading partners can 
also affect the balance of payments. If a country is going through a contraction in economic activity, this can mean 
that spending on imports goes down. If a foreign country is experiencing an upturn in economic activity, this might 
lead to increased export sales for the domestic economy.

FyI

balance of payments the official account of international payments for the import and export of goods, services and capital
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The prICeS For InTernaTIonal TranSaCTIonS:  
real and nomInal exChanGe raTeS
Different countries use different currencies. In trading internationally, firms will need to acquire these 
different currencies to complete transactions. This creates a demand and supply of currencies traded on 
foreign exchange markets.

nominal exchange rates
The nominal exchange rate or more simply, the exchange rate, is the rate at which one currency 
exchanges for that of another. This rate is determined by the interaction of the demand and supply of the 
currency on foreign exchange markets.

appreciation an increase in the value of a currency as measured by the amount of foreign currency it can buy
depreciation a decrease in the value of a currency as measured by the amount of foreign currency it can buy

nominal exchange rate the rate at which a person can trade the currency of one country for the currency of another

If you go to a bank, you might see a posted exchange rate of 125 yen per euro 5(¥125 €1). If you give 
the bank 1 euro, it will give you 125 Japanese yen; and if you give the bank 125 Japanese yen, it will give you 
1 euro. (In fact, the bank will post slightly different prices for buying and selling yen. The difference gives 
the bank some profit for offering this service. For our purposes here, we can ignore these differences.)

An exchange rate can always be expressed in two ways. If the exchange rate is 125 yen per euro, it 

is also 5
1

125
0.008 euro per yen. If a euro is worth £0.90, a pound is worth 5

1
0.90

£1.11. This can be 

a source of confusion, and there is no real hard and fast convention that people use. For example, it is 
customary to quote the US dollar–pound exchange rate as dollars per pound, e.g. 5£1 $1.50, if 1 pound 
exchanges for 1.50 dollars. On the other hand, the pound–euro exchange rate can be quoted either way, 
as pounds per euro or euros per pound. In this book we shall, for the most part, think of the exchange rate 
as being the quantity of foreign currency that exchanges for one unit of domestic currency, or the foreign 
price of a unit of domestic currency. For example, if we are thinking of the UK as the domestic economy 
and the United States as the foreign economy, then the exchange rate is $1.50 per pound. If we are think-
ing of, say, Germany as the domestic economy, then we could express the exchange rate as dollars per 
euro, e.g. $1.08 dollars per euro.

In summary:

●● To convert pounds into (e.g.) euros – multiply the sterling amount by the euro rate.
●● To convert euros into pounds – divide the euro amount by the pound rate.

For example:
To convert £5.70 to € at a rate of 5£1 €1.11, multiply 3 55.70 1.11 €6.33.
To convert €3.45 to £ at the same rate, divide 3.45 by 51.11 £3.11 (figures are rounded up).

appreciation and depreciation of Currencies If the exchange rate changes so that a euro buys more of 
another currency, that change is called an appreciation of the euro. If the exchange rate changes so that a 
euro buys less of another currency, that change is called a depreciation of the euro. For example, when the 
exchange rate rises from 125 to 127 yen per euro, the euro is said to appreciate (a larger amount of yen is 
received in return for every euro). At the same time, because a Japanese yen now buys less of the European 
currency, the yen is said to depreciate (more yen has to be given up to buy one euro). When the exchange 
rate falls from 125 to 123 yen per euro, the euro is said to depreciate, and the yen is said to appreciate.
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At times you may have heard the media report that the pound or the euro is either ‘strong’ or ‘weak’. 
These descriptions usually refer to recent changes in the nominal exchange rate. When a currency appre-
ciates, it is said to strengthen because it can buy more foreign currency. Similarly, when a currency depre-
ciates, it is said to weaken. If an individual gets more of the foreign currency in exchange for the same 
amount of the domestic currency, the domestic currency is stronger. If an individual must give up more 
of the domestic currency to get the same amount of the foreign currency, then the domestic currency  
is weaker.

The movement of currencies is important because of the effect it has on imports and exports. For 
example, a rise in the value of the pound against the dollar means that each pound buys more dollars. For 
example, if the pound appreciated from 5£1 $1.50 to 5£1 $1.55, UK firms buying goods from the United 
States would have to give up fewer pounds to get the same amount of dollars to buy the goods, which 
makes import prices appear cheaper. The flip side is that US buyers of UK goods will have to give up more 
dollars to acquire the same amount of pounds and so UK exports will appear to be more expensive.

If the pound depreciates in value, each pound now buys less of the foreign currency. In this case, UK 
exports appear cheaper to foreign buyers as they now get more pounds for every unit of their currency, 
but importers will find their costs rising as they must give up more pounds to get the same amount of the 
foreign currency.

In summary:

●● A depreciation in a currency – import prices dearer, export prices cheaper.
●● An appreciation in a currency – import prices cheaper, exports dearer.

exchange rate Indexes For any currency, there are many nominal exchange rates. The euro can be used 
to buy US dollars, Japanese yen, British pounds, Mexican pesos, and so on. When economists study 
changes in the exchange rate, they often use indices that measure the average change in many exchange 
rates. Just as the CPI turns the many prices in the economy into a single measure of the price level, an 
exchange rate index turns these many exchange rates into a single measure of the international value of 
the currency. When economists talk about the euro or the pound appreciating or depreciating, they often 
are referring to an exchange rate index that takes into account many individual exchange rates.

real exchange rates
The real exchange rate is the rate at which a person can trade the goods and services of one country 
for the goods and services of another. For example, suppose that you go shopping and find that a kilo of 
Swiss cheese is twice as expensive as a kilo of English cheddar cheese. We would then say that the real 
exchange rate is a 1

2 kilo of Swiss cheese per kilo of English cheese.

real exchange rate the rate at which the goods and services of one country trade for the goods and services of another

Real and nominal exchange rates are closely related. To see how, consider an example. Suppose that a 
kilo of British wheat sells for £1 and a kilo of European wheat sells for €3. What is the real exchange rate 
between British and European wheat? To answer this question, we must first use the nominal exchange 
rate to convert the prices into a common currency. If the nominal exchange rate is €2 per pound, then a 
price for British wheat of £1 per kilo is equivalent to €2 per kilo. European wheat, however, sells for €3 a 
kilo, so British wheat is only 2

3 as expensive as European wheat. The real exchange rate is 2
3 of a kilo of 

European wheat per kilo of British wheat.
We can summarize this calculation for the real exchange rate with the following formula, where we 

are measuring the exchange rate as the amount of foreign currency needed to buy one unit of domestic 
currency:

( )
Real exchange rate

Nominal exchange rate Domestic price
Foreign price

5
3
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Using the numbers in our example, the formula applies as follows:

5
3

Real exchange rate
per pound per kilo of UK wheat

per kilo of European wheat
€2 €1

€3

€2
€3

5
per kilo of UK wheat

per kilo of European wheat

2
3

5 kilo of European wheat per kilo of UK wheat

Thus, the real exchange rate depends on the nominal exchange rate and on the prices of goods in the two 
countries measured in the local currencies.

The real exchange rate is a key determinant of how much a country exports and imports. For example, 
when a British bread company is deciding whether to buy British or European wheat to make into flour 
and use in making its bread, it will ask which wheat is cheaper. The real exchange rate gives the answer. 
As another example, imagine that you are deciding whether to take a holiday in the Dordogne, France, or 
in Cancun, Mexico. You might ask your travel agent the price of a hotel room in the Dordogne (measured 
in euros), the price of a hotel room in Cancun (measured in pesos) and the exchange rate between pesos 
and euros. If you decide where to go on holiday by comparing costs, you are basing your decision on the 
real exchange rate.

When studying an economy as a whole, macroeconomists focus on overall prices rather than the prices 
of individual items. That is, to measure the real exchange rate, they use price indices, such as the CPI. By using 
a price index for a UK or European basket P( ), a price index for a foreign basket P( )∗ , and the nominal exchange 
rate between the UK pound or euro and foreign currencies 5e foreign currency per pound or euro)( , we 
can compute the overall real exchange rate between the UK or Europe and other countries as follows:

5
3

Real exchange rate
e P

P
( )

∗

This real exchange rate measures the price of a basket of goods and services available domestically 
relative to a basket of goods and services available abroad.

A country’s real exchange rate is a key determinant of its net exports of goods and services. A depre-
ciation (fall) in the real exchange rate of the euro means that EU goods have become cheaper relative to 
foreign goods. This change encourages consumers both at home and abroad to buy more EU goods and 
fewer goods from other countries. As a result, EU exports rise and EU imports fall, and both of these 
changes raise EU net exports. Conversely, an appreciation (rise) in the euro real exchange rate means that 
EU goods have become more expensive compared to foreign goods, so EU net exports fall.

It is important to remember that while we are talking about the prices of exports and imports changing, 
the domestic price for these goods and services may not change. For example, a French wine producer 
may have wine for sale priced at €10 per bottle. If the exchange rate between the euro and the UK pound 

is 5£1 €1.47 then a UK buyer of wine will have to give up 5
€10
1.47

£6.80 to buy a bottle of wine. If the 

UK exchange rate appreciates to 5£1 €1.50, then the UK buyer must now give up 5
€10
1.5

£6.66 to buy 

the bottle of wine. The euro price of the wine has not changed, but to the UK buyer the price has fallen. 
Equally, if the pound exchange rate depreciated from 5£1 €1.47 to 5£1 €1.45, then the UK buyer would 

now have to give up 5
€10
1.45

£6.90 to buy the wine. Again, the euro price of the wine has not changed 

but the price to the UK buyer has risen because the exchange rate between the pound and the euro has 
changed.

SelF TeST Define the nominal exchange rate and the real exchange rate and explain how they are related. 
If the nominal exchange rate goes from 100 to 120 yen per euro, has the euro appreciated or depreciated? How 
would this affect European importers of goods from Japan and European exporters of goods to Japan?
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exchange rates and political Changes

Traders on foreign exchange markets pay considerable attention to political changes. Part of the reason 
is to take into account the likely effect of the changes on future demand and supply of currencies and thus 
the direction of exchange rates in the future.

In European currency markets, one of the factors which has driven changes in exchange rates has 
been the decision by UK voters to leave the EU in 2016 and the subsequent negotiations and uncertainty 
over Britain’s ‘divorce’ agreement. In the immediate aftermath of the referendum vote on 26 June 2016, 
the UK pound depreciated by around 12 per cent. In June 2015, the pound was trading at around $1.60, on 
27 June 2016 it was trading at $1.32. As negotiations dragged on and it became increasingly uncertain as 
to whether a deal could be found on the divorce settlement that could be agreed by the UK parliament, 
the pound continued to suffer. In early January 2019, for example, the pound was trading at $1.25. The 
movements against the US dollar were reflected in movements of the pound against the euro. On the day 
of the referendum vote, the pound was trading at €1.46; by January 2019, it was trading at €1.11. The depre-
ciation of the pound (and appreciation of the euro against the pound) has economic effects on firms and 
consumers. A weaker pound means import prices appear more expensive as UK buyers must give up 
more pounds to acquire the same amount of dollars or euros. For European and US exporters, this means 
their goods and services are less competitive. People travelling to the United States and Europe will find 
their pound does not go as far and accommodation prices, food, drink, entertainment and so on, will all 
appear more expensive. This may discourage some people from travelling abroad and might lead them 
switching to domestic holidays. Exporters from the UK, however, might benefit from the depreciation as 
UK produced goods and services appear more competitive.

Other influences on the exchange rate over a similar time came from the disagreement between the 
United States and China over trade and the tit-for-tat imposition of tariffs on goods and services traded 
between the two countries. This affected sentiment, with foreign exchange traders sensing that the trade 
dispute would lower overall world trade and impact negatively on global economic growth.

The effect of changes in exchange rate on trade, however, is not immediate. If import prices in the UK 
rise and export prices fall, it might be expected that the UK trade deficit would become smaller because 
demand for imports would fall and demand for exports would rise. It often takes some time for buyers and 
sellers to change their buying habits in response to price changes. Many firms will have entered into con-
tractual agreements with trading partners and cannot simply switch to cheaper suppliers overnight. This 
can mean that it takes time for the trade balance to be affected. The ONS in the UK reported that there 
had been a slight narrowing of the UK 
trade balance between November 
2016 and November 2018 driven by an 
increase in the value of exports which 
was greater than the increase in the 
value of imports. Note, however, that 
the value of imports had not fallen as 
might be expected but had not risen 
by as much as the value of exports 
had risen.

CaSe STudy

Political issues such as Brexit can impact exchange rates.

a FIrST Theory oF exChanGe raTe deTermInaTIon: 
purChaSInG power parITy
Exchange rates vary substantially over time. In 1970, one UK pound could buy $2.40, but in 1985 the pound 
was only worth about half this amount of dollars (the exchange rate was about $1.25). In March 2008 one 
pound could buy over $2 but by January 2019 the rate stood at around 5£1 $1.28. Over this almost 50-year 
period, the pound first almost halved in value from $2.40 to $1.25, and then increased by over 50 per cent 
from $1.25 to over $2.00 and then fell back down to $1.28.
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Economists have developed many models to explain how exchange rates are determined, each empha-
sizing just some of the many forces at work. Here we develop the simplest theory of exchange rates, 
called purchasing power parity (PPP). This theory states that a unit of any given currency should be able 
to buy the same quantity of goods in all countries. Some economists believe that PPP describes the forces 
that determine exchange rates in the long run.

purchasing power parity a theory of exchange rates whereby a unit of any given currency should be able to buy the 
same quantity of goods in all countries

arbitrage the process of buying a good in one market at a low price and selling it in another market at a higher price in 
order to profit from the price difference

The basic logic of ppp
The theory of PPP is based on a principle called the law of one price. This law asserts that a good must sell 
for the same price in all locations, otherwise there would be opportunities for profit left unexploited. For 
example, suppose that coffee beans sold for less in Munich than in Frankfurt. A person could buy coffee 
beans in Munich for, say, €4 a kilo and then sell them in Frankfurt for €5 a kilo, making a profit of €1 per kilo 
from the difference in price. The process of taking advantage of differences in prices in different markets is 
called arbitrage. In our example, as the coffee buyer took advantage of the arbitrage opportunity, it would 
increase the demand for coffee in Munich and increase the supply in Frankfurt. The price of coffee would 
rise in Munich (in response to greater demand) and fall in Frankfurt (in response to greater supply). This 
process would continue until, eventually, the prices were the same in the two markets.

Now consider how the law of one price applies to the international marketplace. If a euro (or any other 
currency) could buy more coffee beans in Germany than in Japan, international traders could profit by 
buying coffee beans in Germany and selling them in Japan. This export of coffee beans from Germany to 
Japan would drive up the German price and drive down the Japanese price. Conversely, if a euro could buy 
more coffee beans in Japan than in Germany, traders could buy beans in Japan and sell them in Germany. 
This import of coffee beans into Germany from Japan would drive down the German price and drive up 
the Japanese price. In the end, the law of one price suggests that a euro must buy the same amount of 
coffee beans in all countries.

This logic is behind the theory of PPP. According to this theory, a currency must have the same pur-
chasing power in all countries. That is, a euro must buy the same quantity of goods in Germany and Japan, 
and a Japanese yen must buy the same quantity of goods in Japan as in Germany. Indeed, the name of 
this theory describes it well. Parity means equality, and purchasing power refers to the value of money. 
Purchasing power parity states that a unit of all currencies must have the same real value in every country.

Implications of ppp
The theory of PPP tells us that the nominal exchange rate between the currencies of two countries 
depends on the price levels in those countries. If a euro buys the same quantity of goods in Germany 
(where prices are measured in euros) as in Japan (where prices are measured in yen), then the number 
of yen per euro must reflect the prices of goods in Germany and Japan. For example, if a kilo of coffee is 
priced at ¥500 in Japan and €5 in Germany, then the nominal exchange rate must be ¥100 yen per euro 






5

¥500
€5

¥100 per € , otherwise the purchasing power of the euro would not be the same in the two 

countries.
To see more fully how this works, it is helpful to use a little mathematics. Think of Germany as the home 

or domestic economy. Suppose that P  is the price of a basket of goods in Germany (measured in euros), 
∗P  is the price of a basket of goods in Japan (measured in yen) and e is the nominal exchange rate (the 

number of yen needed to buy one euro).
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Now consider the quantity of goods a euro can buy at home (in Germany) and abroad. At home, the 

price level is P , so the purchasing power of €1 at home is 
P
1

. Abroad, a euro can be exchanged into e units 

of foreign currency, which in turn have purchasing power ∗

e
P

. For the purchasing power of a euro to be the 
same in the two countries, it must be the case that:

1
∗5

P
e
P

With rearrangement, this equation becomes:

1 ∗5
eP
P

Notice that the left-hand side of this equation is a constant, and the right-hand side is the real exchange 
rate. Thus, if the purchasing power of the euro is always the same at home and abroad, then the real 
exchange rate – the relative price of domestic and foreign goods – cannot change.

To see the implication of this analysis for the nominal exchange rate, we can rearrange the last equation 
to solve for the nominal exchange rate:

∗

5e
P
P

That is the nominal exchange rate equals the ratio of the foreign price level (measured in units of the 
foreign currency) to the domestic price level (measured in units of the domestic currency). According to 
the theory of PPP, the nominal exchange rate between the currencies of two countries must reflect the 
different price levels in those countries.

A key implication of this theory is that nominal exchange rates change when price levels change. Because 
the nominal exchange rate depends on price levels, it also depends on the money supply and money 
demand in each country. When a central bank in any country increases the money supply and causes 
the price level to rise, it also causes that country’s currency to depreciate relative to other currencies in the 
world. In other words, when the central bank ‘prints’ large quantities of money, that money loses value both 
in terms of the goods and services it can buy and in terms of the amount of other currencies it can buy.

Referring back to the beginning of this section, why did the UK pound lose value compared to the US 
dollar between 1970 and 1985? A good deal of the answer relates to differences in inflation between 
the two countries. Between 1970 and 1985, the United States pursued, on average, a less inflationary 
monetary policy than the UK. Average price inflation in the UK over these 15 years was very high – about 
10.5 per cent a year, while in the United States it was only about 6.5 per cent a year on average. This meant 
that between 1970 and 1985 the UK price level rose an average of 4 per cent a year faster than the US 
price level. As UK prices rose relative to US prices, the value of the pound fell relative to the dollar.

Whether the UK pound or the US dollar buy more or fewer euros 20 years from now than they do today 
depends on whether the ECB oversees more or less inflation in Europe than the Bank of England does in 
the UK or the Federal Reserve does in the United States.

purchasing power Standard (ppS)

If you look at statistics produced by Eurostat, the EU’s statistical office, you are likely to see data expressed in 
purchasing power standard (PPS) . This is an extension of the PPP idea but applied to the EU. PPS is an artificial 
 currency which expresses the purchasing power of the EU 27, against the euro. In theory, therefore, one PPS would 
buy the same amount of goods in each EU country and so 1 PPS €15 . In reality, there will be price differences between 

FyI

(Continued )
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limitations of ppp
PPP provides a simple model of how exchange rates are determined. For understanding many  economic 
phenomena, the theory works well. In particular, it can explain many long-term trends, such as the 
examples discussed earlier. It can also explain the major changes in exchange rates that occur during 
 hyperinflations. Yet the theory of PPP is not completely accurate. Exchange rates do not always move to 
ensure that a euro has the same real value in all countries all the time. There are two reasons why the 
theory of PPP does not always hold in practice.

The first is that many goods are not easily traded. Imagine, for instance, that haircuts are more expen-
sive in Paris than in New York. International travellers might avoid getting their haircuts in Paris, and some 
haircutters might move from New York to Paris. Yet such arbitrage would probably be too limited to elim-
inate the differences in prices. Thus, the deviation from PPP might persist, and a euro (or dollar) would 
continue to buy less of a haircut in Paris than in New York.

The second reason is that even tradable goods are not always perfect substitutes when they are 
 produced in different countries. For example, some consumers prefer German cars, and others prefer 
Japanese cars. Moreover, consumer tastes can change over time. If German cars suddenly become more 
popular, the increase in demand will drive up the price of German cars compared to Japanese cars. 
Despite this difference in prices in the two markets, there might be no opportunity for profitable arbitrage, 
because consumers do not view the two cars as equivalent.

Thus both because some goods are not tradable and because some tradable goods are not perfect 
substitutes with their foreign counterparts, PPP is not a perfect theory of exchange rate determination. 
For these reasons, real exchange rates fluctuate over time. Nonetheless, the theory of PPP does provide 
a useful first step in understanding exchange rates. The basic logic is persuasive: as the real exchange 
rate drifts from the level predicted by PPP, people have greater incentive to move goods across national 
borders. Even if the forces of PPP do not completely fix the real exchange rate, they provide a reason 
to expect that changes in the real exchange rate are most often small or temporary. As a result, large 
and persistent movements in nominal exchange rates typically reflect changes in price levels at home and 
abroad.

SelF TeST Over the past 20 years, Venezuela has had high inflation and Japan has had low inflation. What 
do you predict has happened to the number of Venezuelan bolivars a person can buy with a Japanese yen?

a maCroeConomIC Theory oF The open eConomy
Some countries experience persistent trade deficits while others have trade surpluses.

To understand what factors determine a country’s trade balance and how government policies can affect 
it, we need a macroeconomic theory of the open economy. The preceding section introduced some of the 
key macroeconomic variables that describe an economy’s relationship with other economies – including 
net exports, net capital outflow, and the real and nominal exchange rates. We will now develop a model 
that identifies the forces that determine these variables and shows how they are related to one another.

European countries, so different amounts of euros will be needed to buy the same goods and services in different 
countries. PPS takes account of these differences. The PPS is found by taking any national economic aggregate, 
such as GDP, for example, and dividing by its PPP.

PPPs can be seen as the exchange rate of the PPS against the euro and allows for more accurate comparisons 
between data from different EU countries. The PPS for the EU as a whole would be 100. If GDP per capita was 
expressed in PPS, then any figure above 100 would show GDP per capita in that country above the EU average and 
any figure below 100 would indicate GDP per capita below the EU average.
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To develop this macroeconomic model of an open economy, we make a number of assumptions:

●● We take the economy’s GDP as given.
●● We assume that the economy’s output of goods and services, as measured by real GDP, is determined 

by the supplies of the factors of production and by the available production technology that turns these 
inputs into outputs.

●● The model takes the economy’s price level as given. We assume that the price level adjusts to bring the 
supply and demand for money into balance.

The goal of the model is to highlight the forces that determine the economy’s trade balance and exchange 
rate. The model applies the tools of supply and demand to an open economy but involves looking simul-
taneously at two related markets – the market for loanable funds and the market for foreign currency 
exchange. After we develop this model of the open economy, we use it to examine how various events 
and policies affect the economy’s trade balance and exchange rate. We shall then be able to determine the 
government policies that are most likely to reverse trade deficits.

Supply and demand For loanable FundS  
and For ForeIGn CurrenCy exChanGe
The market for loanable funds coordinates the economy’s saving, investment and the flow of loanable 
funds abroad (net capital outflow). The market for foreign currency exchange coordinates people who want 
to exchange a domestic currency for the currency of other countries. In this section we discuss supply and 
demand in each of these markets. In the next section we put these markets together to explain the overall 
equilibrium for an open economy.

The market for loanable Funds
When we first analyzed the role of the financial system, we made the simplifying assumption that the 
financial system consists of only one market, called the market for loanable funds. All savers go to this 
market to deposit their saving and all borrowers go to this market to get their loans. In this market, there 
is one interest rate, which is both the return to saving and the cost of borrowing.

To understand the market for loanable funds in an open economy, the place to start is the identity:

5 1

5 1

S I NCO
Saving Domestic investment Net capital outflow

Whenever a nation saves some of its income, it can use that money to finance the purchase of domes-
tic capital or to finance the purchase of an asset abroad. The two sides of this identity represent 
the two sides of the market for loanable funds. The supply of loanable funds comes from national 
saving S( ). The demand for loanable funds comes from domestic investment I( ) and net capital outflow 
NCO( ). Note that the purchase of a capital asset adds to the demand for loanable funds, regardless of 
whether that asset is located at home or abroad. Because net capital outflow can be either positive or 
negative, it can either add to or subtract from the demand for loanable funds that arises from domestic 
investment.

The quantity of loanable funds supplied and the quantity of loanable funds demanded depend on the 
real interest rate. A higher real interest rate encourages people to save and, therefore, raises the quantity 
of loanable funds supplied. A higher interest rate also makes borrowing to finance capital projects more 
costly; thus it discourages investment and reduces the quantity of loanable funds demanded.

In addition to influencing national saving and domestic investment, the real interest rate in a country 
affects that country’s net capital outflow. To see why, consider two investment funds – one in the UK and 
one in Germany – deciding whether to buy a UK government bond or a German government bond. The 
investment funds would make this decision in part by comparing the real interest rates in the UK and 
Germany. When the UK real interest rate rises, the UK bond becomes more attractive to both investment 
funds. Thus an increase in the UK real interest rate discourages Brits from buying foreign assets and 
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encourages people living in other countries to buy UK assets. For both reasons, a high UK real interest 
rate reduces UK net capital outflow.

We represent the market for loanable funds on the familiar supply and demand diagram in Figure 25.1. 
The supply curve slopes upwards because a higher interest rate increases the quantity of loanable funds 
supplied, and the demand curve slopes downwards because a higher interest rate decreases the quantity 
of loanable funds demanded. In an open economy, the demand for loanable funds comes not only from 
those who want loanable funds to buy domestic capital goods but also from those who want loanable 
funds to buy foreign assets.

Supply of loanable funds
(from national saving)

Real
interest

rate

Equilibrium
real interest

rate

Equilibrium
quantity

 Quantity of
loanable funds

Demand for loanable
funds (for domestic
investment and net

capital out�ow)

The market for loanable Funds
The interest rate in an open economy, as in a 
closed economy, is determined by the supply 
and demand for loanable funds. National 
saving is the source of the supply of loanable 
funds. Domestic investment and net capital 
outflow are the sources of the demand for 
loanable funds. At the equilibrium interest 
rate, the amount that people want to save 
exactly balances the amount that people want 
to borrow for the purpose of buying domestic 
capital and foreign assets.

FIGure 25.1

The interest rate adjusts to bring the supply and demand for loanable funds into balance. If the interest 
rate were below the equilibrium level, the quantity of loanable funds supplied would be less than the quan-
tity demanded. The resulting shortage of loanable funds would push the interest rate upwards.  Conversely, 
if the interest rate were above the equilibrium level, the quantity of loanable funds supplied would exceed 
the quantity demanded. The surplus of loanable funds would drive the interest rate  downwards. At the 
equilibrium interest rate, the amount that people want to save exactly balances the desired quantities of 
domestic investment and net capital outflow.

The market for Foreign Currency exchange
The second market in our model of the open economy is the market for foreign currency exchange. Let’s 
think of the UK as the domestic economy. Participants in this market trade UK pounds in exchange for for-
eign currencies. To understand the market for foreign currency exchange, we begin with another familiar 
identity:

5

5

NCO NX
Net capital outflow Net exports

This identity states that the imbalance between the purchase and sale of capital assets abroad NCO( ) 
equals the imbalance between exports and imports of goods and services. For example, when the UK 
economy is running a trade surplus, foreigners are buying more UK goods and services than UK residents 
are buying foreign goods and services. What are Brits doing with the foreign currency they are getting 
from this net sale of goods and services abroad? They must be buying foreign assets, so UK capital is 
flowing abroad. Conversely, if the UK is running a trade deficit, Brits are spending more on foreign goods 
and services than they are earning from selling abroad. Some of this spending must be financed by selling 
UK assets abroad, so foreign capital is flowing into the UK.
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Our model of the open economy treats the two sides of this identity as representing the two sides 
of the market for foreign currency exchange. Net capital outflow represents the quantity of pounds sup-
plied for the purpose of buying foreign assets. For example, when a UK investment fund wants to buy a 
 Japanese government bond, it needs to change pounds into yen, so it supplies pounds in the market for 
foreign currency exchange. Net exports represent the quantity of pounds demanded for the purpose of 
buying UK net exports of goods and services. For example, when a Japanese airline wants to buy aircraft 
fuel produced by BP, it needs to change its yen into pounds, so it demands pounds in the market for for-
eign currency exchange. The real exchange rate is the relative price of domestic and foreign goods and, 
therefore, is a key determinant of net exports. Figure 25.2 shows supply and demand in the market for for-
eign currency exchange. The demand curve slopes downwards for the reason we just discussed: a higher 
real exchange rate makes UK goods more expensive and reduces the quantity of pounds demanded to 
buy those goods. The supply curve is vertical because the quantity of pounds supplied for net capital out-
flow does not depend on the real exchange rate. As discussed earlier, net capital outflow depends on the 
real interest rate. When discussing the market for foreign currency exchange, we take the real interest rate 
and net capital outflow as given.

The market for Foreign Currency 
exchange
The real exchange rate is determined by 
the supply and demand for foreign currency 
exchange. The supply of pounds to be 
exchanged into foreign currency comes 
from net capital outflow. Because net 
capital outflow does not depend on the real 
exchange rate, the supply curve is vertical. 
The demand for pounds comes from net 
exports. Because a lower real exchange rate 
stimulates net exports (and thus increases the 
quantity of pounds demanded to pay for these 
net exports), the demand curve is downwards 
sloping. At the equilibrium real exchange rate, 
the number of pounds people supply to buy 
foreign assets exactly balances the number of 
pounds people demand to buy net exports.

FIGure 25.2

Supply of pounds
(from net capital out�ow)

Equilibrium
quantity

Real
exchange

rate

Demand for pounds
(for net exports)

Quantity of pounds exchanged
into foreign currency

Equilibrium
real exchange

rate

The real exchange rate adjusts to balance the supply and demand for pounds, just as the price of any 
good adjusts to balance supply and demand for that good. If the real exchange rate were below the equi-
librium level, the quantity of pounds supplied would be less than the quantity demanded. The resulting 
shortage of pounds would push the value of the pound upwards. Conversely, if the real exchange rate 
were above the equilibrium level, the quantity of pounds supplied would exceed the quantity demanded. 
The surplus of pounds would drive the value of the pound downwards. At the equilibrium real exchange 
rate, the demand for pounds by non-UK residents arising from the UK net exports of goods and services 
exactly balances the supply of pounds from UK residents arising from UK net capital outflow.

At this point, it is worth noting that the division of transactions between ‘supply’ and ‘demand’ in this 
model is somewhat artificial. In our model, net exports are the source of the demand for pounds, and net 
capital outflow is the source of the supply. Thus when a UK resident imports a car made in Japan, our 
model treats that transaction as a decrease in the quantity of pounds demanded (because net exports 
fall) rather than an increase in the quantity of pounds supplied. Similarly, when a Japanese citizen buys a 
UK government bond, our model treats that transaction as a decrease in the quantity of pounds supplied 
(because net capital outflow falls) rather than an increase in the quantity of pounds demanded. This use 
of language may seem somewhat unnatural at first, but it will prove useful when analyzing the effects of 
various policies.
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equIlIbrIum In The open eConomy
Having considered the supply and demand in the market for loanable funds and the market for foreign 
currency exchange, let’s now consider how these markets are related to each other.

net Capital outflow: The link between the Two markets
We have discussed how the economy coordinates four important macroeconomic variables: national saving, 
domestic investment, net capital outflow NCO( ) and net exports. Keep in mind the following identities:

5 1S I NCO

and

5NCO NX

In the market for loanable funds, supply comes from national saving, demand comes from domestic 
investment and net capital outflow, and the real interest rate balances supply and demand. In the market 
for foreign currency exchange, supply comes from net capital outflow, demand comes from net exports, 
and the real exchange rate balances supply and demand.

Net capital outflow is the variable that links these two markets. In the market for loanable funds, net 
capital outflow is part of demand. A person who wants to buy an asset abroad must finance this purchase 
by obtaining resources in the market for loanable funds. In the market for foreign currency exchange, 
net capital outflow is the source of supply. A person who wants to buy an asset in another country must 
supply pounds to exchange them for the currency of that country.

The key determinant of net capital outflow, as we have discussed, is the real interest rate. When 
the UK interest rate is high, owning UK assets is more attractive, and UK net capital outflow is low. 
Figure 25.3 shows this negative relationship between the interest rate and net capital outflow. This 
net capital outflow curve is the link between the market for loanable funds and the market for foreign 
 currency exchange.

how net Capital outflow depends on the 
Interest rate
Because a higher domestic real interest rate makes 
domestic assets more attractive, it reduces net 
capital outflow. Note the position of zero on the 
horizontal axis: net capital outflow can be positive 
or negative. A negative value of net capital outflow 
means that the economy is experiencing a net 
inflow of capital.

FIGure 25.3
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Simultaneous equilibrium in Two markets
We can now put all the pieces of our model together in Figure 25.4. This figure shows how the market for 
loanable funds and the market for foreign currency exchange jointly determine the important macroeco-
nomic variables of an open economy.
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Panel (a) of the figure shows the market for loanable funds (taken from Figure 25.1). As before, national 
saving is the source of the supply of loanable funds. Domestic investment and net capital outflow are the 
sources of the demand for loanable funds. The equilibrium real interest rate brings the quantity of loanable 
funds supplied and the quantity of loanable funds demanded into balance.

Panel (b) of the figure shows net capital outflow (taken from Figure 25.3). It shows how the interest rate 
from panel (a) determines net capital outflow. A higher interest rate at home makes domestic assets more 
attractive, and this in turn reduces net capital outflow. Therefore the net capital outflow curve in panel (b) 
slopes downwards.

Panel (c) of the figure shows the market for foreign currency exchange (taken from Figure 25.2). Because 
foreign assets must be purchased with foreign currency, the quantity of net capital outflow from panel (b) 
determines the supply of pounds to be exchanged into foreign currencies. The real exchange rate does not 
affect net capital outflow, so the supply curve is vertical. The demand for pounds comes from net exports. 
Because a depreciation of the real exchange rate increases net exports, the demand curve for foreign 
currency exchange slopes downwards. The equilibrium real exchange rate brings into balance the quantity 
of pounds supplied and the quantity of pounds demanded in the market for foreign currency exchange.

The real equilibrium in an open economy
In panel (a), the supply and demand for loanable funds determine the real interest rate. In panel (b), the interest rate determines net 
capital outflow, which provides the supply of pounds in the market for foreign currency exchange. In panel (c), the supply and demand 
for pounds in the market for foreign currency exchange determine the real exchange rate.

FIGure 25.4
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(c) The market for foreign currency exchange
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The two markets shown in Figure 25.4 determine two relative prices – the real interest rate and the real 
exchange rate. The real interest rate determined in panel (a) is the price of goods and services in the pres-
ent relative to goods and services in the future. The real exchange rate determined in panel (c) is the price 
of domestic goods and services relative to foreign goods and services. These two relative prices adjust to 
balance supply and demand in these two markets. As they do so, they determine national saving, domes-
tic investment, net capital outflow and net exports.

SelF TeST Describe the sources of supply and demand in the market for loanable funds and the market for 
foreign currency exchange. How are the two markets related?

how polICIeS and evenTS aFFeCT an open eConomy
Having developed a model to explain how key macroeconomic variables are determined in an open econ-
omy, we can now use the model to analyze how changes in policy and other events alter the economy’s 
equilibrium. As we proceed, keep in mind that our model is just supply and demand in two markets – the 
market for loanable funds and the market for foreign currency exchange.

Government budget deficits
Assume the French government is running a budget deficit. A government budget deficit represents 
negative public saving; it reduces national saving (the sum of public and private saving). A government 
budget deficit, therefore, reduces the supply of loanable funds, drives up the interest rate and crowds out 
investment.

Because national saving is reduced, the supply curve for loanable funds shifts to the left. This is shown 
as the shift from S1 to S2 in panel (a) of Figure 25.5. The shift in the supply curve for loanable funds leads 
to a rise in the interest rate from to r1 to r2 to balance supply and demand. Faced with a higher interest 
rate, borrowers in the market for loanable funds choose to borrow less. This change is represented in the 
figure as the movement from point A to point B along the demand curve for loanable funds. In particular, 
households and firms reduce their purchases of capital goods. As in a closed economy, budget deficits 
crowd out domestic investment.

In an open economy, however, the reduced supply of loanable funds has additional effects. Panel (b) 
shows that the increase in the interest rate reduces net capital outflow. This fall in net capital outflow is 
also part of the decrease in the quantity of loanable funds demanded in the movement from point A to 
point B in panel (a). Because saving kept at home now earns higher rates of return, investing abroad is 
less attractive, and domestic residents buy fewer foreign assets. Higher interest rates also attract foreign 
investors, who want to earn the higher returns on French assets. Thus, when budget deficits raise interest 
rates, both domestic and foreign behaviour cause French net capital outflow to fall.

Panel (c) shows how budget deficits affect the market for foreign currency exchange. Because net 
capital outflow is reduced, people need less foreign currency to buy foreign assets, and this induces a 
leftwards shift in the supply curve for euros from S1 to S2. The reduced supply of euros causes the real 
exchange rate to appreciate from E1 to E2. That is, the euro becomes more valuable compared to foreign 
currencies. This appreciation, in turn, makes French goods more expensive compared to foreign goods. 
Because people both at home and abroad switch their purchases away from the more expensive French 
goods, exports from France fall, and imports into France rise. For both reasons, French net exports fall. 
Hence, in an open economy, government budget deficits raise real interest rates, crowd out domestic 
investment, cause the currency to appreciate and push the trade balance towards deficit.

The budget deficit and trade deficit are so closely related in both theory and practice that, especially 
when they are both large, they are often referred to by the nickname of the twin deficits. We should not, 
however, view these twins as identical, for many factors beyond fiscal policy can influence the trade 
deficit.
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(c) The market for foreign currency exchange

The effects of a Government budget deficit
If the French government runs a budget deficit, it reduces the supply of loanable funds from s1 to  s2  in panel (a). The interest rate rises 
from r1 to r2 to balance the supply and demand for loanable funds. In panel (b), the higher interest rate reduces net capital outflow. 
Reduced net capital outflow, in turn, reduces the supply of euros in the market for foreign currency exchange in panel (c). This fall in 
the supply of euros causes the real exchange rate to appreciate from e1 to  e2 . The appreciation of the exchange rate pushes the trade 
balance towards deficit.

FIGure 25.5

purchasing power parity as a Special Case

The model of the exchange rate developed in this section is related to the theory of PPP. According to the theory of 
PPP, international trade responds quickly to international price differences. If goods were cheaper in one country 
than in another, they would be exported from the first country and imported into the second until the price difference 
disappeared. In other words, the theory of PPP assumes that net exports are highly responsive to small changes in 
the real exchange rate. If net exports were in fact so responsive, the demand curve in Figure 25.2 would be horizontal.

FyI

(Continued )
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Trade policy
A trade policy is a government policy (or a policy of a body representing many governments) that directly 
influences the quantity of goods and services that a country imports or exports. Trade policy takes various 
forms and can include tariffs, quotas and non-tariff barriers. Trade policies are common throughout the world.

Thus the theory of PPP can be viewed as a special case of the model considered here. In that special case, 
the demand curve for foreign currency exchange, rather than being downwards sloping, is horizontal at the level 
of the real exchange rate that ensures parity of purchasing power at home and abroad. That special case is a good 
place to start when studying exchange rates, but it is far from the end of the story.

This chapter concentrates on the more realistic case in which the demand curve for foreign currency exchange 
is downwards sloping. This allows for the possibility that the real exchange rate changes over time, as in fact it 
sometimes does in the real world.

trade policy a government policy that directly influences the quantity of goods and services that a country imports or exports

Let’s consider the macroeconomic impact of trade policy. Suppose that the European car industry, con-
cerned about competition from Japanese car makers, convinces the EU to impose a quota on the number 
of cars that can be imported from Japan into the EU. In making their case, lobbyists for the car industry 
assert that the trade restriction would improve the overall EU trade balance. Are they right? Our model, as 
illustrated in Figure 25.6, offers an answer.

The initial impact of the import restriction is, not surprisingly, on imports. Because net exports equal 
exports minus imports, the policy also affects net exports. Because net exports are the source of demand 
for euros in the market for foreign currency exchange, the policy affects the demand curve in this market.

As the quota restricts the number of Japanese cars sold in the EU, it reduces imports at any given 
real exchange rate. Net exports, which equal exports minus imports, will therefore rise for any given real 
exchange rate. Because non-Europeans need euros to buy EU net exports, there is an increased demand 
for euros in the market for foreign currency exchange. This increase in the demand for euros is shown in 
panel (c) of Figure 25.6 as the shift from D1 to D2.

Panel (c) shows that the increase in the demand for euros causes the real exchange rate to appreciate 
from E1 to E2. Because nothing has happened in the market for loanable funds in panel (a), there is no 
change in the real interest rate. Because there is no change in the real interest rate, there is also no change 
in net capital outflow, shown in panel (b). Because there is no change in net capital outflow, there can be 
no change in net exports, even though the import quota has reduced imports.

The reason why net exports can stay the same while imports fall is explained by the change in the real 
exchange rate: when the euro appreciates in value in the market for foreign currency exchange, European 
goods become more expensive relative to non-European goods. This appreciation encourages imports and 
discourages exports – and both of these changes work to offset the direct increase in net exports due to 
the import quota. In the end, an import quota reduces both imports and exports, but net exports (exports 
minus imports) are unchanged.

We have thus come to a surprising implication: trade policies do not affect the trade balance. That is, 
policies that directly influence exports or imports do not alter net exports. This conclusion seems less 
surprising if one recalls the accounting identity:

5 5 2NX NCO S I

Net exports equal net capital outflow, which equals national saving minus domestic investment. Trade 
policies do not alter the trade balance because they do not alter national saving or domestic investment. 
For given levels of national saving and domestic investment, the real exchange rate adjusts to keep the 
trade balance the same, regardless of the trade policies the government puts in place.
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The effects of an Import quota
When the EU imposes a quota on the import of Japanese cars, nothing happens in the market for loanable funds in panel (a) or to net 
capital outflow in panel (b). The only effect is a rise in net exports (exports minus imports) for any given real exchange rate. As a result, 
the demand for euros in the market for foreign currency exchange rises, as shown by the shift from to  1D  to  2D  in panel (c). This increase 
in the demand for euros causes the value of the euro to appreciate from 1e  to  2e . This appreciation of the euro tends to reduce net 
exports, offsetting the direct effect of the import quota on the trade balance.

FIGure 25.6

Real
interest

rate

Quantity of
loanable funds

Demand

Supply

(a) The market for loanable funds

r1

Real
exchange

rate

Quantity of
euros

Supply

(c) The market for foreign currency exchange

E1

E2

D1

D2

Real
interest

rate

Net capital
outflow

NCO

(b) Net capital outflow

r1

3. Net exports,
however, remain
the same.

2. ... and
causes the
real exchange
rate to
appreciate.

1. An import
quota increases
the demand for
euros ...

Although trade policies do not affect a country’s overall trade balance, these policies do affect specific 
firms, industries and countries. When the EU imposes an import quota on Japanese cars, European car 
makers have less competition from abroad and will sell more cars. At the same time, because the euro 
has appreciated in value, Airbus, the European aircraft maker, for example, will find it harder to compete 
with Boeing, the US aircraft maker. European exports of aeroplanes will fall, and European imports of 
aeroplanes will rise. In this case, the import quota on Japanese cars will increase net exports of cars and 
decrease net exports of aeroplanes. In addition, it will increase net exports from the EU to Japan and 
decrease net exports from the EU to the United States. The overall trade balance of the EU economy, 
however, stays the same.

Capital Flight
A large and sudden movement of funds out of a country is called capital flight. To see the implications of 
capital flight for an economy, we again follow our three steps for analyzing a change in equilibrium.
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Consider first which curves in our model capital flight affects. We will use Nigeria as an example here, 
because the country has experienced a considerable outflow of funds at times in the past 10 years. If 
investors around the world decide to sell some of their assets in Nigeria and use the proceeds to buy 
assets in other countries, this increases Nigerian net capital outflow and, therefore, affects both markets 
in our model. Most obviously, it affects the net capital outflow curve, and this in turn influences the supply 
of naira, the Nigerian currency, in the market for foreign currency exchange. In addition, because the 
demand for loanable funds comes from both domestic investment and net capital outflow, capital flight 
affects the demand curve in the market for loanable funds.

When net capital outflow increases, there is greater demand for loanable funds to finance these pur-
chases of capital assets abroad. Thus as panel (a) of Figure 25.7 shows, the demand curve for loanable 
funds shifts to the right from D1 to D2. In addition, because net capital outflow is higher for any interest rate, 
the net capital outflow curve also shifts to the right from NCO1 to NCO2, as in panel (b).

capital flight a large and sudden reduction in the demand for assets located in a country

The effects of Capital Flight
If people decide that Nigeria is a risky place to keep their savings, they will move their capital to safer havens, resulting in an increase 
in Nigerian net capital outflow. Consequently, the demand for loanable funds in Nigeria rises from 1D  to  2D , as shown in panel (a), and 
this drives up the Nigerian real interest rate from 1r  to  2r . Because net capital outflow is higher for any interest rate, that curve also 
shifts to the right from 1nco  to  2nco  in panel (b). At the same time, in the market for foreign currency exchange, the supply of naira 
rises from 1s  to  2s , as shown in panel (c). This increase in the supply of naira causes the currency to depreciate from 1e  to  2e , so the 
naira becomes less valuable compared to other currencies.

FIGure 25.7
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To see the effects of capital flight on the economy, we compare the old and new equilibria. Panel (a) of 
Figure 25.7 shows that the increased demand for loanable funds causes the interest rate in Nigeria to rise 
from r1 to r2. Panel (b) shows that Nigerian net capital outflow increases. Although the rise in the interest 
rate does make Nigerian assets more attractive, this only partly offsets the impact of capital flight on net 
capital outflow. Panel (c) shows that the increase in net capital outflow raises the supply of naira in the 
market for foreign currency exchange from S1 to S2. That is, as people try to get out of Nigerian assets, 
there is a large supply of naira to be converted into other currencies such as euros and pounds. This 
increase in supply causes the naira to depreciate from E1 to E2. Thus capital flight from Nigeria increases 
Nigerian interest rates and decreases the value of the naira in the market for foreign currency exchange.

These price changes that result from capital flight influence some key macroeconomic quantities. The 
depreciation of the currency makes exports cheaper and imports more expensive, pushing the trade bal-
ance towards surplus. At the same time, the increase in the interest rate reduces domestic investment, 
which slows capital accumulation and economic growth.

Although capital flight has its largest impact on the country from which capital is fleeing, it also affects 
other countries. When capital flows out of Nigeria into the United States, for instance, it has the opposite 
effect on the US economy as it has on the Nigerian economy. In particular, the rise in Nigerian net capital 
outflow coincides with a fall in US net capital outflow. As the naira depreciates in value and Nigerian interest 
rates rise, the dollar appreciates in value and US interest rates fall. The size of this impact on the US econ-
omy is dependent on the relative size of the economy of the United States compared to that of Nigeria.

SelF TeST Suppose that Swedes decided to spend a smaller fraction of their incomes. What would be the 
effect on saving, investment, interest rates, the real exchange rate and the trade balance in Sweden?

ConCluSIon
The purpose of this chapter has been to develop some basic concepts that macroeconomists use to study 
open economies. You should now understand why a nation’s net exports must equal its net capital outflow, 
and why national saving must equal domestic investment plus net capital outflow. You should also under-
stand the meaning of nominal and real exchange rates, as well as the implications and limitations of PPP 
as a theory of how exchange rates are determined.

The macroeconomic variables defined here offered a starting point for analyzing an open economy’s 
interactions with the rest of the world. We developed a model that can explain what determines these 
variables. We then discuss how various events and policies affect a country’s trade balance and the rate at 
which nations make exchanges in world markets.

Historically, international trade has always played a very important role in most European economies. 
In the past two centuries or so, international finance has also become increasingly important. The typical 
modern European country consumes a high proportion of goods produced abroad and exports a sig-
nificant amount of its output to other European countries and to countries outside Europe. In addition, 
through investment funds and other financial institutions, Europeans borrow and lend in world financial 
markets, as indeed do the citizens of all advanced industrialized economies. This chapter has provided a 
basic model for thinking about the macroeconomics of open economies.

Summary
●● Net exports are the value of domestic goods and services sold abroad minus the value of foreign goods and ser-

vices sold domestically. Net capital outflow is the acquisition of foreign assets by domestic residents minus the 
acquisition of domestic assets by foreigners. Because every international transaction involves an exchange of an 
asset for a good or service, an economy’s net capital outflow always equals its net exports.

●● An economy’s saving can be used either to finance investment at home or to buy assets abroad. Thus national 
saving equals domestic investment plus net capital outflow.

●● The nominal exchange rate is the relative price of the currency of two countries, and the real exchange rate is the 
relative price of the goods and services of two countries.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



592   PART 11   Long-run macroeconomics

●● When the nominal exchange rate changes so that each unit of domestic currency buys more foreign currency, the 
domestic currency is said to appreciate or strengthen. When the nominal exchange rate changes so that each unit 
of domestic currency buys less foreign currency, the domestic currency is said to depreciate or weaken.

●● According to the theory of purchasing power parity, a unit of currency should be able to buy the same quantity of 
goods in all countries. This theory implies that the nominal exchange rate between the currencies of two countries 
should reflect the price levels in those countries. As a result, countries with relatively high inflation should have 
depreciating currencies, and countries with relatively low inflation should have appreciating currencies.

●● To analyze the macroeconomics of open economies we look at the market for loanable funds and the market for 
foreign currency exchange.

●● In the market for loanable funds, the interest rate adjusts to balance the supply of loanable funds (from national 
saving) and the demand for loanable funds (from domestic investment, and net capital outflow).

●● In the market for foreign currency exchange, the real exchange rate adjusts to balance the supply of domestic 
currency (for net capital outflow) and the demand for domestic currency (for net exports).

●● Because net capital outflow is part of the demand for loanable funds and provides the supply of domestic currency 
for foreign currency exchange, it is the variable that connects these two markets.

●● A policy that reduces national saving, such as a government budget deficit, reduces the supply of loanable funds 
and drives up the interest rate. The higher interest rate reduces net capital outflow, which reduces the supply 
of domestic currency in the market for foreign currency exchange. The domestic currency appreciates and net 
exports fall.

●● Although restrictive trade policies, such as tariffs or quotas on imports, are sometimes advocated as a way to alter 
the trade balance, they do not necessarily have that effect. A trade restriction increases net exports for a given 
exchange rate and, therefore, increases the demand for the domestic currency in the market for foreign currency 
exchange. As a result, the domestic currency appreciates in value, making domestic goods more expensive rela-
tive to foreign goods. This appreciation offsets the initial impact of the trade restriction on net exports.

●● When investors change their attitudes about holding assets of a country, the ramifications for the country’s econ-
omy can be profound. In particular, political instability or a lack of confidence in an economy can lead to capital 
flight, which tends to increase interest rates and causes the currency to depreciate.

The balance of payments
The value and volume of trade between a country and its trading partners and the flows of capital and assets are 
monitored and reported on by most countries. In the UK, the ONS publishes what is known as The Pink Book each 
year, which provides details of the ‘Balances between inward and outward transactions, providing a net flow of 
transactions between UK residents and the rest of the world and reports on how that flow is funded’.

A summary of the main points in The Pink Book, published in 2018, showed the UK current account deficit, a meas-
ure of the inflow and outflow of goods and services, investment incomes and transfer payments of the UK and the rest 
of the world, narrowed in 2017 to 3.9 per cent of nominal GDP compared to 5.2 per cent in 2016. The influence of the 
services sector in the UK economy has been growing for many years, and The Pink Book noted that the UK’s trade 
surplus in services has widened in the 20-year period between 1997 and 2017. In 2017, the trade surplus in services 
stood at £111.6 billion. The value of export services in 2017 was £277 billion while the value of import services was 
£165.5 billion. The biggest contributors to this surplus have been the growth in financial and travel services.

The trade in goods, however, is in deficit and has been so for many years. The ONS reported that the trade deficit 
had widened to £137.4 billion in 2017. This has reflected a trend of the trade deficit in goods becoming gradually 
wider since 1997. In 2017, the value of imported goods increased by £44.6 billion while the value of exported goods 
increased by a smaller £39.8 billion, resulting in the deficit in the balance of trade in goods widening by £4.8 billion.

In The newS
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In addition to reporting the position of the current 
account, The Pink Book also reports on the finan-
cial account which measures the ‘net acquisition 
or net incurrence of financial assets and liabilities’. 
The financial account shows how the UK is financ-
ing its current account deficit. The ONS notes that 
there are three main types of investments which 
finance the UK current account deficit. Foreign 
direct investment (FDI) or direct investment, portfo-
lio investment, and other. The Pink Book reported 
that investments into the UK from foreigners had 
increased in recent years at a faster rate than 
the investment by UK economic actors abroad. In 
2016, the ONS noted that FDI in the UK represented 
the majority of all investments in the country, but 
in 2016, the majority of investments were ‘other’ 
investments, typically deposits and loans.

Critical Thinking Questions

1 why do you think it is important for a country to record its trade flows with the rest of the world?
2 The uK trade deficit in goods has widened since 1997. what factors might have driven this trend?
3 The debate and uncertainty over brexit has led to firms in financial services looking at their operations in the 

uK. Given the trends reported in The Pink Book, why do you think this is of concern to the uK economy?
4 The Pink Book describes the financial account as the ‘counterpart to the current and capital account’. Find out 

what the capital account is and explain why the financial account is described as the counterpart to the current 
and capital accounts.

5 what effect do you think the increase in FdI would have on the exchange rate of the uK pound with other currencies?

reference: www.ons.gov.uk/economy/nationalaccounts/balanceofpayments, accessed 15 February 2019.

The balance of trade does not have to balance but the balance of 
payments must. 

queSTIonS For revIew
1 Why do economists sometimes conduct analysis under assumptions of a closed economy? What do you understand 

by the term an ‘open economy’?

2 Define net exports and net capital outflow. Explain how and why they are related.

3 Explain the relationship between saving, investment and net capital outflow.

4 If a Japanese car is priced at 500,000 yen, a similar German car is priced at €10,000, and a euro can buy ¥100, what 
are the nominal and real exchange rates?

5 Describe the economic logic behind the theory of purchasing power parity.

6 Describe supply and demand in the market for loanable funds and the market for foreign currency exchange. How 
are these markets linked?

7 What effect does a government budget deficit have on the interest rate? Draw a diagram to illustrate your answer.

8 What effect would you expect a government budget surplus to have on the exchange rate? Explain.

9 Suppose that a steel workers’ union encourages economic actors to buy only European steel. What would this 
policy do to the European overall trade balance and the real exchange rate? What is the impact on the European 
steel industry? What is the impact on the European textile industry?

10 What effect would you expect a tariff to have on the real exchange rate? Explain using appropriate diagrams.
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problemS and applICaTIonS
1 How would the following transactions affect UK exports, imports and net exports?

a. A British art lecturer spends the summer touring museums in Italy.
b. Students in Paris flock to see the latest Royal Shakespeare Company perform King Lear on tour.
c. The British art lecturer buys a new Volvo.
d. A student in Munich buys a Manchester United official team shirt (in Munich).
e. A British citizen goes to Calais for the day to stock up on French wine.

2 Describe the difference between foreign direct investment and foreign portfolio investment. Who is more likely to 
engage in foreign direct investment – a corporation or an individual investor? Who is more likely to engage in foreign 
portfolio investment?

3 How would the following transactions affect UK net capital outflow? Also, state whether each involves direct investment 
or portfolio investment.
a. A British mobile telephone company establishes an office in the Czech Republic.
b. A US company’s pension fund buys shares in BP.
c. Toyota expands its factory in Derby, England.

4 What is happening to the Swiss real exchange rate in each of the following situations? Explain.
a. The Swiss nominal exchange rate is unchanged, but prices rise faster in Switzerland than abroad.
b. The Swiss nominal exchange rate is unchanged, but prices rise faster abroad than in Switzerland.
c. The Swiss nominal exchange rate declines, and prices are unchanged in Switzerland and abroad.
d. The Swiss nominal exchange rate declines, and prices rise faster abroad than in Switzerland.

5 A can of lemonade is priced at €0.75 in Europe and 12 pesos in Mexico. What would the peso–euro exchange rate be if 
purchasing power parity holds? If a monetary expansion caused all prices in Mexico to double, so that lemonade rose 
to 24 pesos, what would happen to the peso–euro exchange rate?

6 Germany generally runs a trade surplus. Do you think this is most related to high foreign demand for German goods, 
low German demand for foreign goods, a high German saving rate relative to German investment, or structural barriers 
against imports into Germany? Explain your answer.

7 Assume that there is a rise in the trade deficit of a country due largely to the rise in a government budget deficit. Assume 
also that some commentators in the popular press claim that the increased trade deficit resulted from a decline in the 
quality of the country’s products relative to foreign products.
a. Assume that the country’s products did decline in relative quality during this period. How might this affect net exports 

at any given exchange rate?
b. Use a three-panel diagram to show the effect of this shift in net exports on the country’s real exchange rate and trade 

balance.
c. Does a decline in the quality of the country’s products have any effect on standards of living for its residents? (Hint: 

when a country’s residents sell goods to non-country residents, what do they receive in return?)

8 Suppose the French suddenly develop a strong taste for British wine. Answer the following questions in words and using 
a diagram.
a. What happens to the demand for pounds in the market for foreign currency exchange?
b. What happens to the value of pounds in the market for foreign currency exchange?
c. What happens to the quantity of UK net exports?

9 Suppose that real interest rates increase across Europe. Explain how this development will affect UK net capital outflow. 
Then explain how it will affect UK net exports by using a formula from the chapter and by using a diagram. What will 
happen to the UK real interest rate and real exchange rate?

10 Assume that saving in China has been used to finance investment into the EU. That is, the Chinese have been buying 
European capital assets.
a. If the Chinese decided they no longer wanted to buy European assets, what would happen in the European market 

for loanable funds? In particular, what would happen to European interest rates, European saving and European 
investment?

b. What would happen in the market for foreign currency exchange? In particular, what would you expect to happen to 
the value of the euro and the European trade balance? Explain.
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So far in the macroeconomics section of the book we have been considering long-run determinants of 
key economic variables. It is short-run fluctuations, however, which tend to be more obviously felt by 

most people. Over time, economies seem to fluctuate between periods of relative stability with economic 
growth, falling unemployment, and inflation at relatively low and stable levels, and periods where economic 
growth declines and unemployment rises. These periods of expansion and slowdown are referred to as the 
business cycle. Measuring business cycles was pioneered by Wesley C. Mitchell and Arthur F. Burns. Their 
book, Measuring Business Cycles, published in 1946, looked at how different economic variables change 
as economic growth changed. Burns and Mitchell wanted to investigate why economic variables moved 
together in times of economic slowdown; they defined a recession as characterized by a period of falling 
incomes and rising unemployment, which technically occurs after two successive quarters of negative 
growth. If such a contraction in growth continues and is more severe it might be described as a depression.

PART 12
ShoRT-Run Economic 
FlucTuATionS

26 BuSinESS cyclES

business cycle fluctuations in economic activity such as employment and production
recession a period of declining real incomes and rising unemployment. The technical definition gives recession occurring 
after two successive quarters of negative economic growth
depression a severe recession

Business cycles can be analyzed through looking at periods of economic growth and identifying peaks and 
troughs in activity where each represent turning points. A peak occurs when output, employment and other 
variables such as retail sales or manufacturing production begin to decline together. A trough refers to the 
time when these economic variables begin to rise. Identifying when these events occur is difficult because 
of the complexity of the data involved and the way they are measured. In addition, some economic variables, 
such as employment, may not change at the same time as others and are regarded as ‘lagged indicators’.

peak a point where related economic variables begin to decline
trough the point where related economic variables begin to rise
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There are considerable disagreements about what causes short-run variations in economic activity. 
The term ‘cycle’ might imply that expansions and contractions are part of a regular pattern but that 
is not the case. There is no specific pattern to the periods between peaks and troughs, nor to the 
length of the upswing and downturn in economies. The UK recession of 1920–4, for example, saw 
GDP fall by about 9 per cent from its peak over the first 18 months, and then take a further 27 months 
to get back to its pre-recession peak; and in the next 12 months it rose to around 4 per cent above 
its pre-recession peak. In 1930–4, the length of time for the economy to recover to its pre-recession 
peak was around 48 months, but the economy ‘only’ fell to around 7 per cent below its pre-recession 
peak. In the 1990–3 recession, the economy took around 32 months to recover, but thereafter rose by 
over 8 per cent above its pre-recession peak and only fell to around 3 per cent below its pre-recession 
peak. The post Financial Crisis of 2007–9 saw the economy falling to around 6 per cent below its 
pre-recession peak and it was not until around 2013–14 that the economy finally reached its pre-crisis 
level. The reasons why short-run fluctuations occur is part of business cycle theory. The fact that 
different models exist reflects the disagreement among economists about the causes of short-run 
fluctuations.

In theory, there is no reason why business cycles occur at all. If factor resources are being employed 
fully, investment is sufficient to cover depreciation and labour productivity is stable, then the economy 
could continue to grow. However, shocks to the economy through changes in consumption and govern-
ment spending can cause full employment output to be disturbed. Rigidities in markets can exacerbate 
the problems and cause broader volatility in the economy. This view would be a demand-side explanation 
to short-run fluctuations.

Other explanations include changes to productivity levels through changes in technology or the abil-
ity of workers to seek increases in real wages. Much debate on short-run fluctuations has centred on 
the role of monetary policy. As central banks increase and reduce interest rates and the money supply 
changes, short-run fluctuations tend to follow. Developing models which can help inform central banks’ 
decision-making has been an important part of economic research since the late 1980s.

TREnd GRowTh RATES
Most of the data we will be looking at in this chapter are classed as time-series data, observations on 
a variable over a time period and which are ordered over time. Central to the analysis of business cycles 
is GDP over time. Figure 26.1 shows two graphs: panel (a) shows GDP in the UK from 1960 to 2014. The 
value of GDP is given on the vertical axis in current US dollars and the horizontal axis is the time period in 
years. Panel (b) shows GDP across the European Union over the same time period.

time-series data observations on a variable over a time period and which are ordered over time

Panel (a) shows that the value of the UK economy in 1960 was around $72 billion, but by 2017 the UK 
economy was worth around $2.6 trillion. Panel (b) shows the economy of the EU was worth around $359 
billion in 1960 but has grown to over $17 trillion in 2017. A trend line has been added in both cases and 
this shows how, over time, the GDP of both the UK and the EU has risen. It also shows how actual GDP 
fluctuates around the trend.

The debate over what causes short-run fluctuations also focuses attention on policy response and 
welfare needs. Welfare issues arise if it is assumed that the economy is deviating in some way from its 
equilibrium; policy is put in place to address the welfare issues that arise. Some economists, however, 
believe that the economy may not be deviating from its equilibrium, but instead moves from one equilib-
rium point to another. If this is the case, policy is not required because there are no welfare issues arising 
if the economy is in equilibrium. We shall explore these differences later in the chapter.
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data concepts
When dealing with macroeconomic variables there are a number of concepts that we will utilize over  
the coming chapters which need to be understood. Figure 26.2 shows the annual rate of growth of  
UK GDP between 1960 and 2017. It is clear from this figure that the rate of growth fluctuates over the  
time period. From 1962, growth accelerated and reached 5 per cent in 1964 before slowing down up to 
1968. There after growth accelerated again reaching 6.5 per cent in 1973 before the economy slumped 
dramatically and economic activity actual shrank in 1974 and 1975. Further recessions occurred in the early 
1980s and the early 1990s; and after a 15-year period of consistent growth there was a dramatic end in 
2008, when the economy shrank. In 2009, the economy shrank by a further 4.2 per cent. Growth returned 
in 2010 but at a relatively low level before picking up in 2013 and 2014 before slowing down again in 2015. 
Growth slowed further in 2016 and 2017.
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When economic activity is accelerating and the rate of growth is rising each year this represents a 
period of expansion. Depending on the rate at which real output is accelerating, it may be referred to as 
a boom.

In 2014, UK GDP grew at 3.1 per cent, and in 2015 it grew at 2.3 per cent. It is important to note that eco-
nomic activity slowed down in 2015 but still continued to grow. An example serves to illustrate. Assume 
economic activity is measured in terms of the number of tonnes of steel produced. If output was 10 million 
tonnes in 2019 and 12 million tonnes in 2020, then the growth rate is 20 per cent. If output is 13.5 million 
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tonnes in 2021, the growth rate is now 12.5 per cent; growth has slowed compared to 2020 but the 
 economy is still producing more steel than the year before. This is why we use the terms ‘accelerating’ 
and ‘decelerating’ to describe changes in the rate of growth of GDP when it is positive.

However, when real output actually shrinks then there is a contraction in the economy. If output of 
steel in 2022 was 13 million tonnes, the economy would have shrunk; less steel is being produced com-
pared to 2021 and growth will be 23.7 per cent.

contraction when real output is lower than the previous time period

amplitude the difference between peak and trough and trend output

SElF TEST What are the main phases of the business cycle?

trend the underlying long-term movement in a data series

The news media are keen to use emotive words such as ‘boom’, ‘bust’ and ‘slump’ when reporting 
growth data, but it is important to be aware of language when discussing economic growth. If expansion 
is considerably above trend, for example, then the term ‘boom’ might be appropriate, but if growth is only 
just above trend then that term may not be applicable. For example, does a growth rate of 0.25 per cent 
for the year following a 2.0 per cent growth the year before represent ‘a slump’?

In Figure 26.2 we can find the simple mean of the data represented by adding the sum of the annual 
growth rates (138.2) and dividing by the number of years (57). The mean growth rate over this period is 
2.4 per cent. In describing periods of accelerating and decelerating growth, therefore, we can compare 
the growth rate at a particular time period with the mean growth rate. The period from 1970 to 1973 might 
reasonably be called a period of ‘boom’ given that the rate of growth of GDP averaged almost 5 per cent 
during that time, reaching a peak of 6.5 per cent in 1973. In 2008 and 2009, GDP growth was 20.5 and 
24.2 per cent respectively, considerably below the mean growth rate for the whole period. The difference 
between a peak and a trough in the business cycle and trend output is called the amplitude. Figure 26.2 
shows that this can vary considerably.

Trends
An important point of disagreement about economic time-series data is the existence of trends. A trend 
is the underlying long-term movement in a data series. The trend can be upwards over time, downwards 
or constant. Earlier we took the mean (average) of the growth rate in UK GDP between 1961 and 2017 as 
being 2.4 per cent. The mean of a set of time-series data can be used as the trend.

Figure 26.1 showed UK and EU GDP between 1961 and 2017 and a trend line was added to the data 
showing very clearly that the trend was upwards over the time period shown. Trends can demonstrate 
patterns over a period which can be described as stationary and non-stationary. Stationary data are 
time-series data that have a constant mean value over time, whereas non-stationary data are time- 
series data where the mean value can either rise or fall over time. The data in Figure 26.1 would suggest 
that GDP is non-stationary data rising over time. Other economic variables might exhibit the characteristic 
of stationary data; unemployment, for example, tends to be more characteristic of stationary data. As with 
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any statistical analysis, care must be taken to consider what data have been included, how the data have 
been constructed, what time period is involved and what test has been applied; there is often disagree-
ment about appropriate statistical tests and measurements used in economic analysis.

stationary data time-series data that has a constant mean value over time
non-stationary data time-series data where the mean value can either rise or fall over time

deterministic trends trends that are constant, positive or negative, independent of time for the series being analyzed
stochastic trend where trend variables change by some random amount in each time period

The disagreement about how statistical tests are used and applied is beyond the scope of this book, 
but disagreement between economists on vital issues, such as the path of business cycles and the 
policy options that might be applied, is derived in large part from different interpretations of the reliability 
and validity of different statistical methods. A trend over time has implications. For example, looking at 
Figure 26.1, would there be any reason to assume that the level of economic growth for the next 10 years 
will not continue to be positive and increasing in the UK and EU? Non-stationary data can be assumed to 
have what are called deterministic trends – trends that are constant, positive or negative, independent 
of time for the series being analyzed and which change by a constant amount each period. GDP might 
deviate from trend over short-term periods, but when looked at over longer time periods will revert to the 
mean. In contrast, a stochastic trend is one where the trend variable changes by some random amount in 
each time period. If macroeconomic variables are analyzed assuming they exhibit a deterministic trend, for 
example that GDP will rise by 2.4 per cent on average, then the implication is that policy measures can be 
applied when GDP deviates from this average. What has caused GDP to deviate from the mean must be 
a transitory phenomenon (is temporary and only lasting for a short period of time) and this further implies 
that the cause of the deviation must also be temporary and can be influenced.

What if the deterministic trend is illusory and we have applied an inappropriate statistical test to the 
time-series data we are looking at? If the data exhibit a trend that is stochastic, then policy measures 
might be applied that are unnecessary and possibly distorting. If the deviations are removed, the variable 
does not, unlike a deterministic trend, revert to the mean. Instead, the variable might move from its mean 
and stay away from that mean over the next time period.

The law of large numbers states that as the number of observations increases, the average of the 
observations is likely to be the mean of the whole population of observations. For example, if we toss a 
fair coin 10 times, we might observe 6 instances of heads and 4 of tails. The mean of these observations 
in terms of the ratio heads to tails is 6:10 or 0.6. If we toss the coin a further 90 times, we might observe 
42 heads and 48 tails, a mean of 0.46. When we look at the mean of the population as a whole (100 obser-
vations) the mean is 0.48. If we toss the coin a further 10,000 times the chances are that the mean is likely 
to be close to 0.5. If we continued to toss the coin and observe the trend, it is likely that it would continue 
to be 0.5. Taking any selection of data from the total number of observations, the mean might be different, 
as shown above, but the greater the number of observations we observe, the more likely it is that we 
will get the mean. It would not be unreasonable to assume in this particular example, that in future time 
periods the mean is going to continue to be 0.5.

If, however, something changes in the nature of the coin, or the friction exerted by air, the surface on 
which the coin lands, etc., which affects the coin-tossing outcomes, then the trends (mean) we observe 
might be completely random for every time period we observe, and so when looking at the population as 
a whole, the consistency of the law of large numbers is destroyed.

This summary of statistical arguments is important to bear in mind as we look at short-run variations 
in macroeconomic variables. The study of time-series data is complex, and it is important to take into 
account as we look at different schools of thought in economics. Many of the differences of opinion arise 
from different interpretations and use of statistics.
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Procyclical and countercyclical movements in macroeconomic data
Let us assume that the GDP of a country exhibits a deterministic trend and that the trend growth over a 
50-year period is 2.4 per cent. If GDP over an 18-month period is reported as 1.3 per cent, what might we 
expect to have happened to key macroeconomic variables? Given GDP has slowed from trend it might be 
expected that the number of people out of work would have risen, that inflation would have slowed, the 
money supply contracted and real wages would have fallen. Observations over time do show that, when 
economic activity slows, unemployment rises and inflation decelerates. There is some intuitive common 
sense in this summary. If firms are cutting back production, as a slowing of GDP implies, then they might 
not need as many employees and so some might be let go and, at the same time, firms may think twice 
about increasing prices when economic activity is slowing for fear of losing sales. They may decide to keep 
prices constant or even lower them to try to boost demand.

Economists often look at the movement of pairs of variables, which are called comovements. Typically, 
one of these variables is GDP. Economists will then compare another economic variable such as inflation 
or employment with GDP over time and see if any relationship can be determined.

Comovements may exhibit certain relationships. When a variable is above trend when GDP is above 
trend, the variable is said to be procyclical. When GDP is above trend, inflation and employment also 
tend to be above trend and so are classed as procyclical. Real wages and nominal interest rates are also 
classed as procyclical. If a variable is below trend when GDP is above trend, the variable is described as 
countercyclical. Unemployment can be classed as countercyclical because it tends to be below trend 
when GDP is above trend.

procyclical a variable that is above trend when GDP is above trend
countercyclical a variable that is below trend when GDP is above trend

SElF TEST Would you expect inflation to be procyclical or countercyclical in a period when economic 
activity is declining?
What would you expect real wages to be in a period of rising economic activity?

Variables as indicators
Economists are not fortune tellers but, in trying to understand business cycles and whether it is possible 
to predict changes in economic activity, they have looked at the extent to which economic variables or 
collections of economic variables over time give any clue to deviations from trend. Research by Mitchell 
and Burns in the United States in the 1930s led to an index of cyclical indicators which is now utilized 
by the OECD to identify potential turning points in economic activity. Figure 26.3 shows the composite 
leading indicators index between 2000 and 2018 for the OECD area. The arrows show turning points. For 
example, it is clear that the index began to decline in the middle of 2007. The global recession followed. 
In early 2009, the index began to rise; this indicated a turning point to suggest economic activity would 
begin to improve.

Cyclical indicators can have three characteristics. They can be leading indicators, where the indi-
cator tends to foretell future changes in economic activity; a lagging indicator, whose changes occur 
after changes in economic activity have occurred; and coincident indicators whose changes occur at 
the same time as changes in economic activity. The OECD’s composite leading indicators (CLI) index is 
classed as a leading indicator.

leading indicators an indicator which can be used to foretell future changes in economic activity
lagging indicator an indicator whose changes occur after changes in economic activity have occurred
coincident indicators an indicator whose changes occur at the same time as changes in economic activity
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cAuSES oF chAnGES in ThE BuSinESS cyclE
We know that the economy is made up of households and firms, so it is reasonable to expect that the 
behaviour of these two elements of the economy have a role to play in how economic activity changes.

household Spending decisions
Households make decisions on how much labour to supply. The amount of labour supplied depends in 
part on the real wage rate. The rate of growth of wages in relation to prices affects consumers’ purchasing 
power. How consumers perceive changes in real wages is an important factor in decision-making. House-
holds also make consumption decisions on everyday goods and services, leisure and entertainment, and 
also on what are sometimes called ‘big-ticket’ items such as durable household goods (TVs, washing 
machines, cars, fridge freezers, etc.) not to mention decisions on purchasing houses or flats. Purchasing 
decisions on these items may in themselves be cyclical; if a couple buy their first home, for example, it 
may be that in the next year they spend considerable amounts on furniture, decorating and household 
goods. It then may be several years before goods begin to wear out and need replacing or the house 
needs decorating again.
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Households will also make decisions based on changes in interest rates, house prices and taxation. 
Increases in interest rates may encourage a rise in saving and a reduction in consumption; changes in 
house prices affect people’s wealth and the effect can lead to changes in spending, especially if people are 
able to borrow on the strength of the value of their property. Changes in tax rates affect different people 
in different ways and can have a considerable impact on behaviour.

Firms’ decision-making
Firms make decisions about production levels – how much output to produce – based on what they think 
they can sell. If firms face strong demand, they are likely to increase output, may take on more workers, 
and buy more raw materials and semi-finished goods in order to satisfy demand. Some firms may look to 
expand by investing in new equipment and machinery or by acquiring new premises or even other firms. 
Firms also make decisions about how many workers to hire (or release) based on the real wage rate and 
productivity levels. If the real wage rate falls then firms can afford to hire more workers; if productivity 
levels rise, then costs can be lowered, and firms can be more competitive. Firms will also monitor stock 
levels (stock is often referred to as inventories). If stocks are building up then it may be that sales are 
slowing down, whereas if stocks are falling, demand may be strong and sales rising. Firms will respond to 
changes in inventory levels by expanding or contracting output as necessary or investing in new plant and 
equipment or on mergers and acquisitions.

External Forces
In an open economy, movements in exchange rates affect the competitiveness of domestic and foreign 
firms through changes in import and export prices. Economic activity abroad can also have an impact on 
countries as consumption and investment decisions by firms and consumers abroad change. The prob-
lems faced by a number of countries in the euro area since the Financial Crisis has slowed the pace of 
recovery.

We must also take into account the effect of events which are often totally unpredictable such as 
drought, flood, tsunamis, hurricanes, extreme cold, or earthquakes, through to events such as political 
upheaval, war, terrorism and conflict, which can have far-reaching effects on individual countries and the 
global economy.

Government Policy
Governments have control over a considerable amount of economic activity. They make decisions about 
tax rates and consider the incentive effects of such changes. Decisions about major infrastructure invest-
ment can have ripple effects throughout an economy. Government agents can also have an effect on 
economic activity. Central banks are independent of most governments across Western Europe, but in 
the UK, for example, the government sets the target for inflation. The Bank of England is responsible for 
setting monetary policy to meet the target the government has set. Changes in interest rates will affect 
both households and firms through policy decisions like quantitative easing and measures designed to 
help ease credit flows to business and households.

confidence and Expectations
Households and firms not only make decisions based on current needs but also on the future. It is unlikely 
that an individual will make a decision to take out a loan for €15,000 to buy a car if that person believes 
the security of their job is in question. The news media provide information on the state of the economy, 
governments make pronouncements, senior finance ministers and banking officials are interviewed about 
their forecasts for the economy. Employees will get a sense of how the firms they work for are perform-
ing, and those in the public sector may take close note of government policy decisions. Workers may look 
at current inflation rates and their wages and may make judgements about inflation in the future and, 
therefore, what sort of wage rise they need to maintain their standard of living. Firms may also consider 
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inflation rates and make judgements about price rises to consumers based on what they expect inflation 
to be in the future and how inflation in raw materials might affect their costs.

Our expectations of the future shape our decisions, and confidence of firms and households to make 
decisions is something that is very difficult to quantify and equally difficult to know when it changes. At 
what point does any individual begin to believe that stock or house prices have reached a peak; at what 
point does a firm take the decision to make redundancies and why does confidence begin to decline or to 
pick up? These are all difficult questions to answer but confidence and expectations play a significant part 
in swings in economic activity.

SElF TEST A country’s finance minister presents the government’s annual financial statement and advises 
that they expect GDP to contract sharply in the coming year because of adverse international economic 
conditions. How might such a speech influence confidence and expectations of households and firms?

BuSinESS cyclE modElS
Attempts to try to understand how business cycles occur have led to models which differ in the assump-
tions that are made. On the one hand, there are models which assume that markets clear quickly and, as 
a result, the welfare of economic actors (firms and households) is maximized, and consequently, there are 
no reasons why economic actors should change their behaviour. On the other, there are models which 
assume that markets do not always clear quickly and that rigidities are present, particularly with regard to 
prices and wages, which mean that for a time, economic actors will not be maximizing welfare.

We will provide an overview of some of the main business cycle models with perspectives that consider 
the supply-side of the economy and the demand-side of the economy, and we will finish with dynamic 
stochastic general equilibrium (DSGE) models.

Supply Side: The new classical model
This model is based around analysis of the supply-side of the economy and the operation of the labour 
market. It is assumed that the labour market clears, but that workers have imperfect information. The 
model highlights the importance of anticipated and unanticipated price changes. If workers correctly antic-
ipate price changes, they can change their behaviour such that real wages and the amount of labour they 
supply adjust to clear the market. For example, if the price level rises, real wages then fall, and therefore 
firms will be encouraged to hire more labour. If the price change is anticipated, workers will recognize that 
real wages will fall and therefore supply less labour. As a result, the demand for labour will be greater than 
the supply of labour so the nominal wage will rise. However, the real wage at the new equilibrium will be 
constant.

If workers do not anticipate the change in prices, the real wage will fall, firms demand more labour, but 
workers continue to offer the same amount of labour hours, so the demand for labour will be in excess 
of the supply; this leads to a rise in nominal wages, but this rise will be less than the price rise. The result 
is that output will rise but the real wage will fall. The increase in output will be above trend GDP. In this 
model there has been a deviation from equilibrium output because workers have incomplete information 
and are not aware of the impact of changes in the price level.

Aggregate Supply Shocks A further aspect of the new classical model looks at how shocks to aggregate 
supply can cause deviations from trend output. These shocks affect the productivity of factors of produc-
tion and can be temporary, such as the effect of natural disasters, or permanent as when new technolo-
gies are developed. The developments in computer technology since the 1990s, for example, have had a 
permanent impact on productivity.

If supply shocks are temporary, such as the effect of an earthquake, productivity declines and demand 
for labour and other factors will fall, which will also lead to a fall in output below trend GDP. It is possible 
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to observe aspects of this argument in events which have occurred in the last 10 years. An earthquake in 
Northern Japan in 2011 caused extensive damage and disruption to supply chains across the globe. Firms 
found that component parts were in short supply and some firms had to lay off workers and suspend pro-
duction until the supply chains were re-established. The global nature of business means that such natural 
disasters can have far-reaching effects.

Supply-Side: The new Keynesian model
Later in the book we will look in more detail at the contribution of John Maynard Keynes to macroeco-
nomics. One of the main propositions that Keynes put forward was that markets do not clear as quickly as 
classical economists believed. The assumption is that the ability of the goods and labour market to clear 
are impaired by the existence of sticky prices and sticky wages, which is associated with ‘New  Keynesian’ 
interpretations. In labour markets, firms enter into contractual agreements with workers and are also 
constrained by labour market legislation and regulation, which means that it is not always easy to adjust 
the labour force to changed economic circumstances. Excess demand or supply in the labour market will 
not be eliminated quickly by changes in wages, because of these wage rigidities, and in particular, wages 
tend to be sticky downwards. It becomes difficult for firms to adjust wages down when there is an excess 
supply of labour as a result of changing economic conditions, such as a change in the price level.

Sticky prices occur where there are costs to firms of changing prices – so-called menu costs. Changing 
economic conditions in the goods market may warrant a change in price to clear the market, but because 
firms face costs in changing prices, it may be that prices are changed infrequently. In addition to the internal 
costs to firms of diverting labour resources to changing prices, firms will have agreements with suppliers and 
retailers about prices built into contracts which may not be capable of being renegotiated for some time. The 
existence of menu costs means that prices will be sticky and prevent markets from clearing in the short run.

demand-Side: The new classical model
Recall that national expenditure or aggregate demand (AD) is composed of consumption spending, invest-
ment spending, government spending and net exports. Changes to any or all of the components of AD 
could cause a deviation of output from trend. Later in the book we will look at causes of shifts in AD, 
but in this section, we are going to trace through the effect of an assumed change in AD. An increase in 
AD, for example, will, ceteris paribus, lead to a rise in the price level. A rise in the price level reduces real 
wages, and firms look to employ more workers with the result that the nominal wage will rise. The rise in 
AD will lead to an increase in output and the price level increases. The increase in the number of workers 
employed causes a fall in unemployment. The New Classical interpretation rests on workers misinterpret-
ing a rise in nominal wages as a rise in real wages, in other words, they do not fully take into account the 
effect on wages of the price rise, the so-called inflation fallacy.

The result of this is that the economy moves to a temporary equilibrium where the expectations of 
some economic actors are not fully incorporated because they are incorrect. However, over time, workers 
will begin to realize that real wages have changed and, as a result, begin to change their behaviour. As 
workers negotiate for wage rises that maintain their standard of living, firms’ costs rise, and some firms 
will cut back supply, with the result that the economy returns to trend output but with a higher price level 
once expectations have fully adjusted.

If AD falls, then the economy will enter a period of contraction with output and prices falling in the short 
run. The reverse process to the one outlined above will take place. Real wages rise and firms begin to cut 
back on output, which increases unemployment. The demand for labour will be in excess of the supply of 
labour and nominal wage rates will fall. Workers see the fall in nominal wages as a fall in the standard of 
living, but over time their expectations will adjust to take into account the fall in the price level and output 
will return to trend.

cyclical implications The analysis provided above has implications for the nature of the cyclicality of 
key macroeconomic variables. In the new classical model, when output is above trend, unemployment is 
countercyclical, and employment will be above trend and so be procyclical. Inflation will be procyclical, but 
real wages will be countercyclical because as output rises real wages fall.
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demand-Side: The Keynesian model
Recall that the New Keynesian model assumes sticky prices and wages. If there is an increase in AD, 
then wages and prices will take time to adjust. The increase in demand will mean firms’ stocks begin to 
decline and so they will take steps to increase output and, in so doing, increase employment. In the short 
run, therefore, output increases above trend, but the price level does not change because of sticky prices.

Over time, however, the economy will return to trend because firms will eventually be able to raise 
prices and nominal wages will also increase. The rise in nominal wages affects firms’ costs, and some will 
begin to cut back output, which returns to trend but with a higher price level. This is the same outcome as 
that given in the new classical model above, but the way in which the economy has adjusted to the devia-
tion from trend has differed. If AD is reduced, the reverse situation will apply and explains why recessions 
occur.

The speed with which the economy returns to trend after an AD shock will depend on the time it takes 
for prices and wages to adjust to the changed economic conditions. In this model, employment, real 
wages and inflation are procyclical, and unemployment is countercyclical.

Real Business cycles
At the heart of the model of real business cycles is the belief that changes in technology, both positive and 
negative technology shocks, affect productivity regardless of the real wage rate. The model assumes that 
there are no market imperfections, that firms and households are profit and utility maximizing and that 
markets clear. Against the background of these assumptions, if there is a negative technology shock, then 
labour productivity falls and the demand for labour falls. Output will fall as a result and unemployment will 
increase. Output falls because aggregate supply (AS) falls, which creates excess demand in the economy. 
An excess of AD will lead to a rise in the price level. If the price level increases this affects the real interest 
rate. Recall that the real interest rate is the nominal interest rate minus inflation. If inflation rises and the 
nominal interest rate is constant, then the real interest rate will fall. A fall in the real interest rate would 
lead to a rise in investment by firms.

Real business cycle models suggest that technology shocks can be a major cause of short-run fluctu-
ations in output. The causes of business cycles, therefore, are technology shocks that cause permanent 
shifts in AS, but when AS shifts, the expectations of economic actors are still correct, and so there is no 
reason for governments or central banks to intervene and apply policy prescriptions. The real business 
cycle model, therefore, does not see growth over time as being a deterministic trend but a stochastic one. 
In real business cycle models, employment, labour productivity and real wages are procyclical.

Kydland and Prescott, and Real Business cycles

Finn E. Kydland and Edward C. Prescott won the Nobel Prize for Economics in 2004 and their award was 
based on the work they had done on business cycles. Their work became associated with real business 
cycles because of the focus on real shocks to the economy as opposed to nominal shocks as the key 
driver of deviations in output. The question Kydland and Prescott were interested in was not measuring 
business cycles but focusing on the pattern of output and employment around the trend and asking why 
this seemed to happen in a repeated fashion over time.

Many textbooks explain the business cycle in terms of four phases – boom, slowdown, recession, 
upturn. The term ‘cycle’ implies a ‘what goes around comes around’ type of approach to an economy. 
Such a view of cycles implies an almost inevitable trend where growth turns into boom, which in turn 
leads to the start of decline that leads to recession, before the process begins again. However, Kydland 
and Prescott used a generally agreed scientific definition of ‘cycles’ that makes reference to a point of 
departure – in this case the trend of economic growth. Kydland and Prescott refer to these recurrent 
departures as ‘deviations’.

cASE STudy
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They argue that business cycles must be seen as periodic deviations from trend growth, and that busi-
ness cycles are neither inevitable nor evolutionary. As such, the explanation for a downturn in economic 
activity cannot, in itself, be found in the reasons why growth occurred in the first place. Equally, the seeds 
of an expansion in growth are not to be found in a recession.

In analyzing the behaviour of these deviations from trend, they sought to challenge some conventional 
wisdom that had grown up around business cycles. For example, in times of economic downturn the 
expectation would be that the price level would fall, and in times of strong economic growth it would be 
anticipated that the price level would rise – in other words, inflation is procyclical. This implies that in a 
downturn firms seek to reduce prices to encourage sales and are prevented from increasing prices to 
improve margins because of the lack of demand. Similarly, in times of economic growth, firms experience 
rising demand and possibly wage and other costs. They are able to increase prices to improve margins 
without too much damage to business because of the strong growth in demand.

Kydland and Prescott argued that, in fact, price showed a countercyclical behaviour – when economic 
growth slowed down, prices rose and when economic growth was strong, prices fell. They further argued 
that real wages fall as growth increases and vice versa (or are not related to the business cycle) and that 
the money supply was an important factor in leading economic growth.

Price procyclicality is important because if we are looking for the causes of changes in economic 
activity as a whole, we would presume to be looking for something fairly major as being the cause – large 
price rises, for example, or shocks caused by changes in things like the money supply. If price procyclical-
ity is a myth, then research into the causes of changes in cycles might be misguided. Think of it in terms of 
a thermometer in a room. The thermometer tells us what the temperature of the room is but is not a cause 
of the temperature. Looking at the properties of the thermometer to explain the temperature of the room 
would lead us down the wrong path.

Kydland and Prescott argued that an important factor in explaining business cycles is the decisions 
people make about how they devote their time between leisure (non-market activities) and income- 
earning activities. After analyzing the factors that may influence business cycles, they come to the 
 following conclusions:

•	 Aggregate hours worked (a measure of labour input) is strongly correlated with changes in GDP. The 
problem with this is that the contributions to GDP for all workers are considered the same. Kydland 
and Prescott point out that the contribution of the hours worked by a brain surgeon is not the same 
as that of a porter in a hospital. With some consideration of this, Kydland and Prescott conclude that 
real wages are more procyclical, something which traditional literature on business cycles would not 
suggest.

•	 The capital stock is largely unrelated to real GDP but is closely correlated if a time lag of about one 
year is included.

•	 With regard to the factors affecting AD, Kydland and Prescott note that consumption and investment 
are highly procyclical whereas government spending does not seem to be correlated with growth.

•	 They also comment that imports are procyclical, as are exports, but with a six-month to a one-year 
time lag.

•	 Labour and capital income are strongly procyclical.
•	 They find no evidence that narrow money (M1) leads the business cycle. In other words, they do not 

find evidence that a rise in M1 will lead to a spurt in growth.
•	 Credit arrangements are likely to play a significant role in future analysis of business cycle theory.
•	 The price level is countercyclical.

Kydland and Prescott’s work has prompted considerable research, not least the necessity to look at 
what might be happening in the macroeconomy. It might be necessary to look at factors other than those 
that simply describe the data. This emphasis on the quantitative features rather than qualitative features 
(what it tells us rather than what we think it might signify) has been a feature of a reassessment of statis-
tical analysis in economics, particularly the analysis of time-series data. What do long-term time-series 
data tell us in relation to short-term series?

(Continued )
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mAcRoEconomic modElS oF ThE Economy
Economists develop models to help understand how the economy works. The economy is extremely 
complex, and it is unlikely that any model will fully capture every element and interaction of the macroeco-
nomy. However, models can be valuable in providing information to policymakers and analysts to give per-
spectives on policy decisions, the effects of policy and the anticipated effects of changes in key variables 
in the model. Since the 1970s, advances in statistical and econometric techniques have been significant. 
This has enabled economists to build ever more sophisticated models of the economy, and the process 
continues as existing assumptions break down, observation reveals different behaviours and outcomes, 
and understanding develops. This has been the case for DSGE models.

dynamic Stochastic General Equilibrium models
DSGE models developed from the research spawned by real business cycle models. They are now increas-
ingly used by central banks, including the ECB, as part of the toolbox in analyzing, forecasting and making 
policy decisions. They are highly complex and rely on a large number of equations each seeking to explain 
relationships between economic variables, many of which we have covered so far. They are subject to 
constant revision in an attempt to improve their rigour and predictive power. Policymakers can take these 
models and tweak coefficients and assumptions to explore different outcomes and match these out-
comes to observed reality to assess the validity and reliability of the models.

DSGE models are called dynamic because they build in intertemporal choices. The decisions of eco-
nomic actors are not only based on current circumstances but anticipated future situations. These models 
allow for interaction between policy and actors’ behaviour. The term stochastic means ‘random’. DSGE 
models include random shocks to the economy which can cause fluctuations in economic activity away 
from trend. The final element, general equilibrium, refers to the assumption that prices, wages and inter-
est rates adjust to changes in supply and demand in markets.

Real business cycle theory does not view a recession as a ‘failure’ in the economy; neither might 
a boom also be seen as a failure. A boom might be interpreted as a failure in economic management 
because it is unsustainable, which is why politicians often refer to the ‘bad old days of boom and bust’. 
Kydland and Prescott see business cycles as explanations of shocks to the economy that are under-
standable reactions rather than failures. Their work tends to dismiss the ‘sticky prices’ explanation for a 
slowdown in growth, the mismatch between investment and consumption, and the monetarist argument 
of market failure in price signals. Instead they look at real shocks to the economy and the adjustment pro-
cess to those shocks, which could last for some time after. Essentially, Kydland and Prescott argue that 
business cycles could occur perfectly naturally within a competitive environment despite the implication 
in traditional theory that, for example, 
perfect competition would not result 
in long periods of unemployment.

Real business cycle theory is not 
without its critics. In particular, the 
implication that shocks to supply tend 
to be permanent rather than transitory 
has been questioned as an explana-
tion of recessions, and empirical stud-
ies have also questioned the extent to 
which the assumptions of the model 
and the predictions about the cycli-
cality of economic variables match 
the evidence.

A thermometer might tell us what the temperature of a room is but 
is not a cause.
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The Building Blocks of dSGE models
While there are different DSGE models, most include three key elements: households, firms and a mon-
etary authority (the central bank). Recent developments in DSGE models seek to include the financial 
sector and a government sector to help model the influence of fiscal policy. For the purposes of this intro-
duction to DSGE models, we will focus on households, firms and the monetary authority.

households Households represent the demand side of the economy which in turn determines GDP. 
The equations which define household relationships focus on the real interest rate and expectations 
of the future. Households are assumed to maximize their welfare subject to their budget constraint. It 
should be noted that the individual elements of the model are built on microeconomic foundations. The 
welfare-maximizing equations are increasingly being adapted to incorporate behavioural aspects of house-
hold behaviour, such as the effects of past consumption in decision-making.

We have looked at the role of interest rates in decision-making and the real interest rate plays a key role 
in these models. If interest rates fall, households have more of an incentive to consume rather than save, 
which in turn drives up demand. If interest rates rise, the opposite effects are assumed. If expectations 
of the future are positive, then regardless of the interest rate, demand increases and vice versa. There is, 
thus, a negative relationship between real interest rates and desired spending. Demand influences infla-
tion and expectations of future inflation.

Households are also the suppliers of labour. Consumption levels are influenced by the amount of hours 
worked, which determines labour supply. Households trade-off work and leisure; if they want to increase 
consumption, then they may have to offer more hours. The wage received can either be spent or saved, 
and the amount of goods consumers are able to purchase is affected by inflation. The amount saved is 
determined by the returns available given by the real interest rate.

Demand shocks can occur if, for example, households borrow extensively to finance consumption and 
then pull back on consumption to pay back debt or where widespread default hits households negatively.

Firms Firms are assumed to maximize profits and operate under a production function where output 
is dependent on technology, capital and labour. Labour is assumed to be a key element in firms’ cost 
structures, and the level of technology influences factor productivity. It is assumed that firms have some 
element of monopoly power and can set prices. Price is set on a mark-up basis over the marginal cost 
of production, which in turn is affected by labour costs. The extent of the mark-up is determined by the 
expected stream of profits that flow in the future and incorporates the importance of expectations in firms’ 
decisions. It is further assumed that firms’ desire to change price is infrequent because of menu costs.

In times of economic growth, to increase output to meet demand, firms must encourage workers to 
supply more labour. Workers will supply more labour if the wage rate increases but this increases firms’ 
marginal costs and may result in an increase in price. There is a direct link, therefore, between real activity 
and inflationary pressures.

Supply shocks can arise in the form of changes in technology which affect productivity levels and real 
wages. The capital stock of firms is determined by the savings decisions of households but can also be 
affected by the efficiency of the financial sector. As noted earlier, the financial sector is being increasingly 
built into DSGE models. If the financial system is operating inefficiently, firms will find it harder to access 
the capital they need at the time they need it and, in addition, the price of accessing capital may increase.

monetary Authorities The demand and supply in goods and labour markets feeds into monetary policy 
decisions by central banks who control short-term interest rates. Interest rates are set based on the cen-
tral bank’s analysis of current inflation, expected future inflation and GDP (or real activity). In making their 
decision, it is assumed central banks operate under what is called a Taylor rule (which we shall cover in 
more detail later in the book) linking interest rates to the target inflation rate the central bank operates 
under, past interest rate setting and the output gap. This is the difference between current output and 
trend. If inflationary pressures are building, the central bank increases interest rates, which influences 
both household and firm decision-making. Equally, if the economy is suffering contraction (implying that 
inflation is decelerating), the central bank can reduce interest rates to help stimulate the economy to keep 
inflation at its target.
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The use and Value of dSGE models
As noted, DSGE models can be used as part of the toolbox for monetary authorities. They can be used 
to help provide forecasts, to analyze the effect of different policy decisions, and to look at how outcomes 
can be affected by varying the policy parameters. It may even be the case the models can suggest that 
no policy action is needed. Research suggests that over a quarter (three months), DSGE models can be 
as reliable in forecasting output and inflation as purely statistical analysis but can be slightly more reliable 
over a year. This is not to say that policymakers rely solely on these models. They provide information 
which can be incorporated with statistical analyses, surveys carried out by business organizations, and 
the expertise and judgements of central bankers in helping to arrive at decisions. Where shocks occur, the 
models can help to identify the nature of the shock and allocate weights to determine the magnitude and 
direction of the effects. In helping to provide a clearer picture of the symptoms, the use of these models 
can assist in determining the appropriate policy response.

Very few economists would claim that DSGE models are perfect and that there is not a lot more scope 
for improvement in developing the reliability and validity of these models. What many would say is that 
they are better than nothing and provide an aid to decision-making. Weaknesses which have been rec-
ognized include the assumption that consumption, wages, investment and output all tend to grow at the 
same rate in the long run, which is not always borne out by observation of the data. The Financial Crisis 
made it clear that the role of the financial sector needs to be more fully incorporated into future modelling 
designs as well as a greater recognition of the role and effect of fiscal policy on the economy. These are 
all works in progress and part of the way in which economics is evolving and developing its understanding 
of how the macroeconomy works.

In addition to the above, there has also been criticism of DSGE models by heterodox economists who 
question some of the fundamental assumptions of the models. In particular, the assumption of constrained 
optimization on the part of both firms and households and general equilibrium are based on neo-classical 
principles and methodology which, as we have seen, have been the subject of much criticism.

concluSion
In this chapter we have provided some background to the more extensive analysis of short-term economic 
fluctuations, which we will begin to explore. We have introduced a number of key concepts which need 
to be borne in mind as we explore these fluctuations, not least building a familiarity with the behaviour of 
key macroeconomic variables over time.

We have also learned that economists have different interpretations of business cycles based on dif-
ferent assumptions about how the economy works and the extent to which markets clear and how eco-
nomic actors behave. Models of business cycles focus on both the supply-side and demand-side of the 
economy, and it is likely that the answers to the questions surrounding policy decisions to help smooth 
out deviations in trend growth are to be found in a combination of these different models. The model of 
the real business cycle raises questions about whether the trends that we ‘see’ in time-series data, which 
form the basis of analysis, are actually present, and if trends do not exist, then policy measures designed 
to reduce deviations from trend are misguided.

SummARy
●● Economies experience periods of changing levels of economic activity.

●● Key macroeconomic data are often time-series data which can raise questions about the validity and reliability of 
statistical tests applied to data sets.

●● Economic growth appears to follow a trend which rises over a period of time.

●● Deviations from this trend are known as the business cycle.

●● The business cycle has characteristic features which include peaks in economic activity, slowdown, troughs and 
upturns, with key turning points.
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●● Trends can be stationary and non-stationary. Non-stationary data can exhibit deterministic trends which change 
by a constant amount independent of time, or be stochastic where the trend variable changes by a random amount.

●● Macroeconomic data can be viewed in pairs with one of the pairs generally GDP. The variable compared may be 
either procyclical or countercyclical.

●● Collecting macroeconomic data can allow economists to view certain indicators as leading, coincident or lagging.

●● Changes in the business cycle can be caused by changes in decision-making by households and firms, by external 
shocks, government policy and changes in confidence or expectations of the future.

●● Business cycle models differ in the assumptions they make about the extent to which markets clear and the rela-
tionship between the supply-side and demand-side of the economy.

●● Real business cycles emphasize the effects of changes in technology as causes of changes in economic activity.

●● Central banks and policymakers have increasingly used sophisticated DSGE models of the economy to aid in 
decision-making.

Austrian Business cycle Theory (ABcT)
Expectations play a key role in modern macroeconomic modelling. Decisions are made not only with the past and 
present in mind, but also the future. People are aware that central banks control interest rates, even if they are not 
fully conversant with the economics of central banks. Ask yourself a question, therefore: what do you think the next 
interest rate move will be in your country? Then consider where you think interest rates will be in two, three and five 
years’ time. If you think interest rates are going to rise, how far will they increase and at what point do you think they 
will change direction?

ABCT puts a focus on the role of central banks in business cycles. Assume that the central bank decides to 
increase interest rates. Firms considering investment projects will now consider whether the project remains viable 
and, at the margin, whether some projects will be shelved. This leads to a slowdown in the economy. However, firms 
will also know that at some point in the future interest rates will fall and investment projects will then be undertaken 
helping to fuel growth. The increasing and lowering of interest rates by the central bank is seen as being ‘artificial’ 
in that it is not being changed because of imbalances in the demand and supply of loanable funds but because of 
perceptions of changes in inflation. The artificial changes in interest rates ‘fool’ firms and households into making 
decisions which generate expansions and con-
tractions in the economy, and hence are a cause 
of business cycles.

Critics of the ABCT argue that firms and 
households are not so dumb as to be fooled by 
interest rate changes, at least not in the longer 
term, having suffered repeated cycles. After all, 
few people expected interest rates to remain at 
historically low levels forever as they were fol-
lowing the Financial Crisis. However, many deci-
sions are not made with the macroeconomy in 
mind. Individuals, for example, may have taken 
advantage of lower interest rates by reschedul-
ing their mortgages or borrowing to fund high-
end purchases such as cars. These individuals 
act in their own self-interest. Equally, firms will 

in ThE nEwS

Individuals may make decisions with no consideration for the 
macro effects of their decision.

(Continued )
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QuESTionS FoR REViEw
1 What are time-series data? Give three examples of key macroeconomic variables that are examples of time-series data.

2 What are the main stages of a typical business cycle and how long do these stages last?

3 What is the difference between a deterministic trend and a stochastic trend?

4 Would you expect the following variables to be procyclical or countercyclical if GDP was above trend? Explain.
a. inflation
b. unemployment
c. employment
d. real wages
e. nominal interest rates

5 Unemployment is classified as a ‘lagging indicator’. Explain what this means and why unemployment is classed as such.

6 Why might changes in household decision-making cause a deviation in GDP from trend?

7 What role does household and firms’ confidence play in business cycles?

8 What is the role of unanticipated price changes in the new classical model of business cycles?

9 What is the key difference between real business cycle models and other business cycle models?

10 What are the principal features of DSGE models?

PRoBlEmS And APPlicATionS
1 Look at Figure 26.1. For either the UK or the EU:

a. Estimate the amplitude of the deviations from trend over the period shown.
b. Estimate the length of time between the beginning of the deviation from trend and the return to trend in each case.

anticipate changes in demand when interest rates change. If rates are lowered, they expect demand to increase and 
put in place plans to be in a position to expand output in preparation. Again, these firms are acting out of self-interest. 
Economic actors respond to short-term changes in economic circumstances not long term. If a family can lower its 
mortgage payments by rescheduling its mortgage, it makes sense to do so. Equally, firms do not want to be caught 
out with no spare capacity when demand does increase and lose out to competitors who have prepared with more 
foresight.

Far from being ‘fooled’, economic actors are fully aware of the likely future direction of interest rates, but that does 
not stop them from acting in a way which fuels cycles of expansion and contraction. According to some Austrian 
school economists, it is not economic actors that should shoulder the blame but central banks who intervene in 
financial markets.

Critical Thinking Questions

1 why are expectations considered such an important element of macroeconomic analysis?
2 critics of ABcT argue that economic actors cannot be ‘fooled’ repeatedly. To what extent are economic actors 

impeded by imperfect information?
3 when interest rates were reduced to almost zero across many developed economies, would you have foreseen 

that they would have stayed so low for so long? how might your view have affected your decision-making?
4 To what extent do you agree with the ABcT view that central banks are complicit in the creation of business 

cycles?
5 of the theories presented in this chapter, which model do you think provides the best explanation of the causes 

of short-term economic fluctuations and why?
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2 In one time period, the growth rate of GDP of a country is recorded as 3.4 per cent against a trend growth rate of 
output of 2.8 per cent. In the next two time periods, the growth rate of GDP is recorded as 2.8 per cent and 2.0 per cent 
respectively. Is the country experiencing a recession? Explain.

3 Go to the national statistics office website for your country (this could be the ONS in the UK or Eurostat for the EU) and 
look up unemployment and inflation figures over the last 30 years. Plot the data on a spreadsheet, graph it and identify 
the trend. Is the trend stationary, non-stationary, or indeterminate? Explain.

4 Is it always possible to discern a trend in any time-series data? What problems might arise if trends are apportioned to 
time-series data that are not really present?

5 Look up the following comovements for the country in which you are studying on an appropriate website. Explain 
whether the comovements are procyclical or countercyclical; GDP and:
a. inflation
b. employment
c. unemployment
d. the money supply (M1).

6 Firms experience a rise in stocks. Explain why this might have occurred and what you expect firms’ response to this 
event might be and how this might affect output.

7 Why might household and firms’ confidence and expectations change leading to deviations in output from trend? Is there 
any way in which changes in confidence can be measured to provide an indicator of changes in economic activity?

8 Critics of DSGE models argue that despite their complexity and sophistication, they failed to provide indications of the 
shock that was the Financial Crisis. Apart from the lack of a financial markets element built into the models, critics also 
claim that the neo-classical foundations and assumptions upon which the models are constructed are fundamentally 
flawed. Why do you think these critics level such accusations against these models, and to what extent do you agree 
with their reservations of the value of these models in helping forecasting and policymaking?

9 To what extent do you think that workers are always fooled by the inflation fallacy?

10 Which business cycle model do you find the most compelling and why?
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Neo-classical orthodoxy had held that markets, including labour markets, cleared without government 
involvement in both the short run and the long run. The Great Depression of the 1930s across Europe 

and the United States saw millions of people losing their jobs, and unemployment remained at high levels 
throughout the decade.

In 1936, economist John Maynard Keynes published a book entitled The General Theory of Employ-
ment, Interest, and Money, which attempted to explain short-run economic fluctuations in general and the 
Great Depression in particular. Macroeconomics as a separate path of economic research stemmed from 
the experiences of the Great Depression. Keynes was not the first to question classical paradigms; recall 
how Mitchell and Burns’ work on business cycles was being carried out some several years before the 
Great Depression. Keynes picked up this tradition and helped create interest in the analysis of aggregate 
phenomena.

Keynes’ primary message was that recessions and depressions can occur because of inadequate 
aggregate demand (AD) for goods and services. Keynes had long been a critic of classical economic 
theory because it could explain only the long-run effects of policies. A few years before The General 
Theory, Keynes had written the following about classical economics:

The long run is a misleading guide to current affairs. In the long run we are all dead. Economists 
set themselves too easy, too useless a task if in tempestuous seasons they can only tell us that 
when the storm is long past, the ocean will be flat.

Keynes’ message was aimed at policymakers as well as economists. As the world’s economies suffered 
with high unemployment, Keynes advocated policies to increase AD, including government spending on 
public works. Keynes argued for the necessity of short-run interventions in the economy. The focus on 
monetary and supply-side policies as the main ways of controlling the economy in most developed coun-
tries in Europe had largely consigned Keynesian demand management to the economic history books. 
However, the Financial Crisis and subsequent recession of 2007–9 reignited the debate about the role of 
Keynesian economics in macro policy. Keynes’ contribution to economic thinking is widely acknowledged 
and it is valuable to have some insight into Keynesian economics. This chapter will begin this process.

The KeyNesiaN Cross
Classical economics placed a fundamental reliance on the efficiency of markets and the assumption that 
they would clear. At a macro level, this meant that if the economy was in disequilibrium and unemploy-
ment existed, wages and prices would adjust to bring the economy back into equilibrium at full employ-
ment. Full employment is defined as a point where those people who want to work at the going market 
wage level are able to find a job. Any unemployment that did exist would be classed as voluntary unem-
ployment. The experience of the Great Depression of the 1930s brought the classical assumptions under 
closer scrutiny; the many millions suffering from unemployment could not all be volunteering to not take 
jobs at the going wage rates, so some must, therefore, be involuntarily unemployed. We have also seen 
that prices can be sticky, meaning markets may not always adjust to clear surpluses and shortages quickly.

27 KeyNesiaN eCoNomiCs 
aNd is–Lm aNaLysis
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Planned and actual spending
Fundamental to Keynesian analysis is the distinction between planned and actual decisions by households 
and firms. Planned spending, saving or investment refers to the desired or intended actions of firms 
and households. A publisher, for example, may plan to sell 10,000 copies of a textbook in the first six 
months of the year; an individual may plan to go on holiday to Turkey in the summer and save up to finance 
the trip; a person may intend to save €1,000 over the year to put towards paying for a wedding next year.

full employment a point where those people who want to work at the going market wage level are able to find a job

planned spending, saving or investment the desired or intended actions of households and firms

actual spending, saving or investment the realized or ex post outcome resulting from actions of households 
and firms

Actual spending, saving or investment refers to the realized, ex post (after the event) outcome. The 
publisher may only sell 8,000 copies in the first six months and so has a build-up of stock (inventories) of 
2,000 more than planned; the holidaymaker may fall ill and is unable to go on holiday and so their actual 
consumption is lower than planned (whereas actual saving is more than planned because they have not 
spent what they intended); and the plans for saving for the wedding may be compromised by the need to 
spend money on repairing a house damaged by a flood.

Planned and actual outcomes, therefore, might be very different. Keynes suggested that there was no 
reason why equilibrium national income would coincide with full employment output. Wages and prices 
might not adjust in the short run because of sticky wages and prices, and so the economy could be at 
a position where the level of demand in the economy was insufficient to bring about full employment. 
The mass unemployment of the 1930s could be alleviated, he argued, by governments intervening in the 
economy to manage demand to achieve the desired level of employment.

The equilibrium of the economy
We have seen that a country’s GDP (which we will refer to as national income), is divided among four 
components: consumption spending, investment spending, spending by government and net exports.

Imagine a situation where, at every point, total expenditure in the economy given by 1 1 1C I G NX  
was exactly the same as national income. We could represent this in diagrammatic form as a 45 degree 
line such as the ones in panels (a) and (b) in Figure 27.1.

In panels (a) and (b), the 45 degree line connects all points where consumption spending (actual 
expenditure) would be equal to national income (planned expenditure). This line can be thought of as the 
equivalent of the capacity of the economy – the aggregate supply (AS) curve.

The 1 1 1C I G NX  line is a function of income – in other words, spending depends on income. If income is 
higher, spending will also be higher and so the 1 1 1C I G NX  line has a positive slope. The vertical intercept 
of the 1 1 1C I G NX  line, given as 0E , is termed autonomous spending or autonomous expenditure. 
This is the component of expenditure which does not depend on income/output – government spending 
being a key element of this expenditure.

autonomous spending or autonomous expenditure spending which is not dependent on income/output
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Where actual spending is equal to planned spending is the short-run equilibrium of the economy. Note 
that the use of the term ‘equilibrium’ in this context does not mean the ‘best’ or ‘desired’ equilibrium – 
it is simply a point where actual spending is equal to planned spending. The economy is in equilibrium 
where the 1 1 1C I G NX  line cuts the 45 degree line. This is referred to as the Keynesian cross. In 
panel (a) the economy is in equilibrium at a national income of 1Y . However, full employment national 
income is at Yf . Actual spending of 1 1 1C I G NX  in panel (a) gives an equilibrium which is less than 
that required for full employment output ( )Yf . At the equilibrium 1Y  there is spare capacity in the economy –  
some resources are not being used to their full extent, capital may be underused and unemployment 
will exist. This is the equivalent to an economy being at a point inside its production possibilities frontier. 
The difference between full employment output, and the expenditure required to meet it, is termed the 
deflationary gap (you may sometimes see this also referred to as the output gap). Expenditure needs 
to rise to 1 1 1 1C I G NX  to eliminate the deflationary gap, which is the vertical distance between actual 
spending and spending necessary to achieve full employment.

(b)

Total
expenditure

National income

In�ationary gap

E0

Yf Y1

E1

(a)

Total
expenditure

National income

E1

Y1 Yf

E0

C + I + G + NX1

C + I + G + NX2

C + I + G + NX

C + I + G + NX
45°

45°

De�ationary gap

deflationary and inflationary Gaps
The 45  degree line shows all the points where consumption spending equals income. The vertical intercept of the expenditure line 
shows autonomous expenditure. The economy is in equilibrium where the expenditure line, 1 1 1C I G NX, cuts the 45  degree line. 
In panel (a) this equilibrium is lower than full employment output (Y )f  at Y1 ; there is insufficient demand to maintain full employment 
output. The government would need to shift the expenditure line up to 1 1 1 1C I G NX  to eliminate the deflationary gap. In panel (b)  
the equilibrium is higher than full employment output – the economy does not have the capacity to meet demand. In this case the 
government needs to shift the 1 1 1C I G NX  line down to 1 1 1 2C I G NX  to eliminate the inflationary gap.

FiGure 27.1
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deflationary gap or output gap the difference between full employment output and expenditure when expenditure is 
less than full employment output

inflationary gap the difference between full employment output and actual expenditure when actual expenditure is 
greater than full employment output

In panel (b) the 1 1 1C I G NX  line cuts the 45 degree line at an output level 1Y , which is higher 
than full employment output, Yf . In this situation the economy does not have the capacity to meet actual 
spending. This will trigger inflationary pressures. The difference between full employment output and the 
expenditure line here is called the inflationary gap. Actual spending needs to be reduced to eradicate 
the inflationary gap and the C I G NX1 1 1  line needs to be reduced to 2C I G NX1 1 1  to bring the 
economy to an equilibrium where actual spending equals full employment output.

demand management The deviations in the business cycle in Keynesian analysis are primarily due to 
demand-side factors. The principle behind Keynesian economics is, at its heart, very simple and intuitive. 
Downturns in economic activity occur because firms fail to sell all the goods and services they planned 
to sell. If customers (and of course we are not only talking about final consumers but also about other 
businesses as customers of firms) are not buying as many goods and services, firms will not need to pro-
duce as many and so cut back production as stocks rise. If production is cut back then firms do not need 
as many workers and either do not replace workers when they retire, make some workers redundant, or 
lay off workers by reverting to shorter working weeks or even ceasing production temporarily for a time 
period. Unemployment rises, and the cause is due to demand deficiency. The affected workers now see a 
fall in their incomes and so cut back on spending which exacerbates the problem.

The cause of a fall in consumption in the first place is often difficult to pinpoint. It could be due to 
confidence and expectations; it could be due to the way in which the public respond to news items (the 
more the news media refer to the possibility of slowdown or recession, it might become a self-fulfilling 
prophecy); or it could be due to a change in patterns of consumption with some firms seeing a decline 
in demand for their goods while others see an increase, but the structural change causes a disruption in 
demand. Workers who are made redundant from the declining industries may not have the skills to move 
to jobs being created in the growth industries, and, as a result, regardless of the wage rate, they remain 
unemployed.

Keynes argued that governments can use the tools of fiscal and monetary policy, and in particular fiscal 
policy, to influence demand in the economy and reduce deflationary and inflationary gaps. Taxation is a 
leakage from the circular flow of income but can be manipulated by the government. Equally, government 
can vary its own expenditure, and the combinations of changes in tax and government spending can be 
used as levers to manage demand to bring the economy into equilibrium at a point nearer to full employ-
ment output. If the value of full employment output, the amount the economy is capable of producing if 
all existing resources are used fully (planned spending), is €1 trillion, for example, but actual spending is 
only €800 billion, the deflationary or output gap would be €200 billion. The government might introduce 
policy levers which lead to a cut in taxes and a boost to government spending to generate this additional 
€200 billion in spending. The use of these levers has some interesting features, which we will describe in 
the next section.

seLF TesT Why might actual spending differ from planned spending?
If planned spending in an economy is €500 billion but actual spending is €400 billion, is there an inflationary gap 
or a deflationary gap? Explain.
What might the government do in this situation to bring spending more in line with full employment output?
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The muLTiPLier eFFeCT
The 1 1 1C I G NX  line is referred to as the expenditure function. Planned expenditure is dependent on 
the level of consumption, plus investment, plus government spending plus net exports and can be written:

5 1 1 1E C I G NX

Actual expenditure/output (remember that expenditure is one way of measuring output – these two things 
are the same) will be denoted as ( )Y . The economy will be in equilibrium when planned expenditure is 
equal to actual expenditure 5E Y( ).

The positive slope of the expenditure function implies that planned spending rises as income rises. 
What determines the slope of the expenditure function has important policy implications. When a gov-
ernment makes a purchase, say it enters into a contract with a construction company for €10 billion to 
build a new nuclear power station, that purchase has repercussions. The immediate impact of the higher 
demand from the government is to raise employment and profits at the construction company (which 
we shall call Nucelec). Nucelec, in turn, must buy resources from other contractors to carry out the job 
and so these suppliers also experience an increase in orders. Workers at these firms see higher earnings 
and the firms’ owners see higher profits; they respond to this increase in income by raising their own 
spending on consumer goods. As a result, the government purchase from Nucelec raises the demand 
for the products of many other firms in the economy. Because each euro spent by the government can 
raise the AD for goods and services by more than a euro, government purchases are said to have a 
multiplier effect on AD.

multiplier effect the additional shifts in aggregate demand that result when expansionary fiscal policy increases income 
and thereby increases consumer spending

The multiplier effect continues even after this first round. When consumer spending rises, the firms 
that produce these consumer goods hire more people and experience higher profits. Higher earnings and 
profits stimulate consumer spending once again, and so on. Thus there is positive feedback as higher 
demand leads to higher income, which in turn leads to even higher demand. Once all these effects are 
added together, the total impact on the quantity of goods and services demanded can be much larger than 
the initial impulse from higher government spending.

The multiplier effect arising from the response of consumer spending can be strengthened by the 
response of investment to higher levels of demand. For instance, Nucelec might respond to the higher 
demand for building services by buying more cranes and other mechanized building equipment. In this 
case, higher government demand spurs higher demand for investment goods. This positive feedback from 
demand to investment is sometimes called the investment accelerator.

The accelerator Principle

The accelerator principle relates the rate of change of AD to the rate of change in investment. To produce 
goods, a firm needs equipment. Imagine that a machine is capable of producing 1,000 tablet computers per 
week. Demand for tablet computers is currently 800. A rise in demand for tablet computers of up to 200 is 
capable of being met without any further investment in new machinery. However, if the rate of growth of 
demand continues to rise, it may be necessary to invest in a new machine.

Case sTudy
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a Formula for the spending multiplier
A little algebra permits us to derive a formula for the size of the multiplier effect that arises from consumer 
spending. An important number in this formula is the marginal propensity to consume – the fraction 
of extra income that a household consumes rather than saves. For example, suppose that the marginal 
propensity to consume is 3

4. This means that for every extra pound or euro that a household earns, the 
household spends 3

4 of it and saves 1
4. The marginal propensity to save (MPS) is the fraction of extra 

income that a household saves rather than consumes. With an MPC of 3 4, when the workers and owners 
of Nucelec earn €10 billion from the government contract, they increase their consumer spending by 

3 €103
4  billion, or €7.5 billion. (You should see from the above that 1 5 1MPC MPS . The formula below 

can also be expressed in terms of the MPS.)

marginal propensity to consume the fraction of extra income that a household consumes rather than saves
marginal propensity to save the fraction of extra income that a household saves rather than consumes

Imagine that in year 1, demand for tablet computers 
rises by 10 per cent to 880. The business can meet this 
demand through existing equipment. In year 2, demand 
increases by 20 per cent and is now 1,056. The existing 
capacity of the machine means that this demand can-
not be met, but the shortage is only 56 units, so the firm 
decides that it might increase price rather than invest 
in a new machine. In year 3, demand rises by a further  
25 per cent. Demand is now 1,320, but the machine is 
only capable of producing a maximum of 1,000 tablet 
computers. The firm decides to invest in a new machine. 
The manufacturers of the new machine will therefore 
see a rise in their order books as a result of the increase 
in demand. An increase in demand of 25 per cent has 
led to an ‘accelerated’ rise in investment of 100 per cent. 
Investment is a component of AD, so economists are 
interested in the way investment adjusts to changes in 
demand in the economy. As this brief example shows, 
the relationship between an increase in demand and an 
increase in investment is not a simple one.

Increases in demand do not always mean 
that investment in productive capital is 
increased. 

To gauge the impact on spending of a change in government purchases, we follow the effects step by 
step. The process begins when the government spends €10 billion, which implies that national income 
(earnings and profits) also rises by this amount. This increase in income in turn raises consumer spending 
by 3 €10MPC  billion, which in turn raises the income for the workers and owners of the firms that pro-
duce the consumption goods. This second increase in income again raises consumer spending, this time 
by 3 3( €10 billion)MPC MPC . These feedback effects go on and on.
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To find the total impact on the demand for goods and services, we add up all these effects:

Change in government 
purchases

€10 billion5

First change in consumption €10 billionMPC5 3

Second change in consumption ( ) €10 billion2MPC5 3

Third change in consumption ( ) €10 billion3MPC5 3

• •

• •

• •

Total change in demand 1 MPC MPC MPC( ) €10 billion2 3 …5 1 1 1 1 3

We can write the multiplier using ‘…’ to represent a pattern of similar terms as follows:

…5 1 1 1 1(1 )2 3Multiplier MPC MPC MPC

This multiplier tells us the demand for goods and services that each euro of government purchases 
generates.

To simplify this equation for the multiplier, recall from your school algebra that this expression is an 
infinite geometric series. For x  between 21 and 1:

…1 1 1 11 2 3x x x

The sum of this series as the number of terms tends to infinity, is given by:

2

1
1 x

In our case, 5x MPC . Thus:

5
2

k
MPC

Multiplier( )
1

(1 )

We have said that the 1 5 1MPC MPS  so the multiplier can also be expressed as:

5k
MPS

Multiplier( )
1

( )

For example, if the MPC  is 3 4, the multiplier is 





2

1

1 3
4

. In this case, the €10 billion of government spending 

generates €40 billion of demand for goods and services.
This formula for the multiplier shows an important conclusion: the size of the multiplier depends on 

the marginal propensity to consume. While an MPC  of 3 4 leads to a multiplier of 4, an MPC of 1
2 leads to a 

multiplier of only 2. Thus a larger MPC  means a larger multiplier. To see why this is true, remember that the 
multiplier arises because higher income induces greater spending on consumption. The larger the MPC ,  
the greater the induced effect on consumption and the larger the multiplier. The MPC  determines the 
slope of the consumption element of the planned expenditure function.

other applications of the multiplier effect
Because of the multiplier effect, a euro of government purchases can generate more than a euro of AD. 
The logic of the multiplier effect, however, is not restricted to changes in government purchases. Instead, 
it applies to any event that alters spending on any component of planned expenditure – consumption, 
investment, government purchases or net exports.
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For example, suppose that a recession overseas reduces the demand for Ireland’s net exports by 
€1 billion. This reduced spending on Irish goods and services depresses Ireland’s national income, which 
reduces spending by Irish consumers. If the MPC is 3 4 and the multiplier is 4, then the €1 billion fall in net 
exports means a €4 billion contraction in output.

As another example, suppose that a stock market boom increases households’ wealth and stimu-
lates their spending on goods and services by €2 billion. This extra consumer spending increases national 
income, which in turn generates even more consumer spending. If the MPC is 3

4 and the multiplier is 4,  
then the initial impulse of €2 billion in consumer spending translates into an €8 billion increase in AD.

The multiplier is an important concept in macroeconomics because it shows how the economy can 
amplify the impact of changes in spending. A small initial change in consumption, investment, government 
purchases or net exports can end up having a large effect on AD and, therefore, on the economy’s produc-
tion of goods and services.

Withdrawals from the Circular Flow The amount spent in each successive round of spending is termed 
‘induced expenditure’. The multiplier showed how the eventual change in income would be determined by 
the size of the MPC and the MPS. The higher the MPC the greater the multiplier effect.

However, in an open economy with government, any extra €1 is not simply either spent or saved, 
some of the extra income may be spent on imported goods and services or go to the government in 
taxation – withdrawals from the circular flow. Withdrawals ( )W  from the circular flow are classed as 
endogenous as they are directly related to changes in income. Withdrawals are saving ( )S , taxation ( )T  
and imports ( )M .

We must also take into consideration injections into the circular flow of income. Governments receive 
tax revenue (a withdrawal from the circular flow), but uses it to spend on the goods and services they 
provide for citizens (an injection into the circular flow); firms earn revenue from selling goods abroad 
(exports) which are an injection into the circular flow; and firms use savings (a withdrawal) as a source of 
funds to borrow for investment (an injection). Injections into the circular flow are exogenous – they are 
not related to the level of output or income – and are investment ( )I , government spending ( )G  and export 
earnings ( )X .

The slope of the expenditure line as a whole, therefore, will be dependent on how much of each extra 
€1 is withdrawn. For each additional €1 of income, some will exit the circular flow of income in taxation, 
some through savings and some through spending on imports. The marginal propensity to taxation (MPT) 
is the proportion of each additional €1 of income taken in taxation by the government and the marginal 
propensity to import (MPM), the proportion of each additional €1 of income spent on goods from abroad. 
When we take into consideration the fact that each extra €1 in income is not disposable income, i.e. not 
all available for consumption, the multiplier effect when considering the marginal propensity to withdraw 
(MPW) will be much lower than if we were simply considering the MPC alone in any increase in income.

We can restate the formula for the multiplier ( )k  in an open economy with a government as:

5
1 1

1
( )

K
MPS MPT MPM

Or:

5
1

( )
K

MPW

The size of the MPW will determine the slope of the expenditure line: the steeper the slope of the expend-
iture line the greater the size of the multiplier, as shown in Figure 27.2.

equilibrium of Planned Withdrawals and injections
Seeing the economy from the perspective of withdrawals and injections is helpful to understand how 
demand management might work. Let us start with the national income identity:

Output Expenditure Income; ;
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Recall that in a closed economy 5S I with savings a withdrawal and investment an injection. We can 
extend this analysis to state that in equilibrium, in an open economy with a government, planned with-
drawals would equal planned injections:

1 1 5 1 1Planned PlannedS T M I G X

At this point all the output being produced by the economy would be ‘bought’ by households and firms. 
However, if actual withdrawals are greater than planned injections, then the economy would be expe-
riencing a deficiency in demand. For example, assume that full employment output ( )Yf  is €120 billion. 
Withdrawals are a function of income; assume that S , T  and M  have the following values:

5 0 1.S Y
5T Y0 2.
5M Y0 2.

(b)

45°

National income

Total
expenditure

E0

Y1

ΔY

Yf

E1

ΔG

(a)

C + I + G + NX1

C + I + G + NX1

C + I + G + NX

C + I + G + NX

45°

National income

Total
expenditure

E0

Y1

ΔY

Yf

E1
ΔG

The slope of the expenditure Line and Changes in autonomous expenditure
Panel (a) shows a relatively shallow expenditure line which would mean that the marginal propensity to withdraw would be high and 
the value of the multiplier would be relatively low. Using the Greek letter delta ( )D  to mean ‘change’, the impact on national income 
D( )Y  of a change in government spending D( )G  would be more limited in comparison to the effect as shown in panel (b), where the 

expenditure line is much steeper reflecting a higher value of the multiplier where the MPW was relatively low. In this case it takes a 
smaller rise in government spending to achieve the same increase in national income.

FiGure 27.2
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So if income increased by €1, savings would change by 3 50.1 1 10 cents and so on. Now assume that 
investment is €20 billion, government spending is also €20 billion and the value of exports is €10 billion. 
Given these figures the equilibrium level of national income would be:

1 1

1 1

5

5

5

1 1

1 1

S T M
Y Y Y

Y

I G XPlanned
0.1 0.2 0.2

0.5

Planned
20 20 10
50

This implies that:

5 100Y

This equilibrium is below the level of full employment output by €20 billion. The government could manage 
demand to achieve full employment output in different ways. It could increase its spending by €10 billion 
and through the multiplier effect see Y  rise to €120 billion.

1 1

1 1

5

5

5

1 1

1 1

S T M
Y Y Y

Y

I G XPlanned
0.1 0.2 0.2

0.5

Planned
20 30 10
60

This implies that:

5 120Y

In an open economy, the government might not simply target full employment but might wish to reduce 
net exports. For example, assume 5 €120Yf  billion, the value of exports is given as €10 billion, but the 
value of imports would be 0.2Y  and so would be €24 billion 3(0.2 120). If the government wanted to 
reduce net exports to zero it might cut government spending, but change tax rates so that the MPT 
increases. If government spending was cut to 5 and the marginal propensity to tax raised to 0.4 then the 
government could achieve zero net exports:

1 1

1 1

5

5

5

1 1

1 1

Planned
0.1 0.4 0.2

0.7

Planned
20 5 10
35

S T M
Y Y Y

Y

I G X

This implies that:

5 50Y

It is clear that the policy to reduce net exports has had a severe effect on national income. One of the 
features of demand management is that it is possible for governments to use fiscal policy to achieve 
desired output levels, but there will be consequences for other areas of the economy which may have 
more long-term effects.

If government sets policy to achieve a reduction in unemployment through boosting the economy, then 
net exports would fall and the country would be running a trade deficit , 0( )NX . Recall that trade influ-
ences net capital outflow and the exchange rate. Changes in the exchange rate affect the competitiveness 
of firms in the economy and so even though the government might reduce unemployment, its policy 
causes longer-term effects which might cause it to have to alter policy to deal with these effects (such as 
a currency crisis), which in turn might reduce income and increase unemployment again.

The is aNd Lm Curves
The Keynesian cross gives us a picture of the economy in short-run equilibrium. (Note, if you access a 
copy of Keynes’ General Theory you might be surprised to see a complete absence of Keynesian cross 
diagrams. The use of these diagrams was developed by later economists to help portray Keynes’ ideas.) 
In equilibrium, planned expenditure equals income 5( )E Y . This equilibrium is referred to as equilibrium 
in the goods market. We have also seen how equilibrium in the money market is given by the inter-
section of the demand for money and the supply of money. At this point, we consider the concept of 
real money balances – what money can actually buy or the real value of money, given by the ratio of the 

money supply ( )M  to the price level P
M
P

, .
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The goods market and the money market are both interrelated with the linking factor being the 
interest rate. Following Keynes’ analysis of the goods market and the money market (via the liquidity 
preference theory which we will look at in more detail later in the book), Nobel Prize winning economist, 
John Hicks, developed a theory that described the links between the two and showed how changes 
in both fiscal and monetary policy could be analyzed. The framework for this analysis is known as the 
IS–LM model.

IS–LM describes equilibrium in these two markets and together determines a general equilibrium in 
the economy. General equilibrium in the economy occurs at the point where the goods market and money 
market are both in equilibrium at a particular interest rate and level of income. The remainder of this 
chapter will provide an introduction to the IS–LM model. The model forms the basis of many intermediate 
courses in macroeconomics, although some have argued that it is now outdated and fails to represent 
how the modern economy works, particularly since the Financial Crisis of 2007–9. We will look at an alter-
native representation of the model that seeks to take into account some of these objections. Regardless 
of the debates about the validity of the model, it does represent a useful way of understanding how the 
goods and money markets interact and, as an exercise in analytical thinking, is helpful in seeing the effects 
of monetary and fiscal policy on the macroeconomy.

IS stands for investment and saving; LM stands for liquidity and money. The link between these two 
markets is the rate of interest ( )i .

The is Curve
The IS curve shows the relationship between the interest rate and level of income ( )Y  in the goods 
market. In Figure 27.3, panel (a) shows the Keynesian cross diagram from Figure 27.2, with equilibrium 
point a  where the expenditure line 1 1 1C I G NX , crosses the 45 degree line. Panel (b) shows the IS 
curve. On the vertical axis is the rate of interest and on the horizontal axis is output (national income). 
The equilibrium point a  in panel (a) is associated with a rate of interest 1i . This is plotted as point a* on 
panel (b). If interest rates fall then the expenditure line shifts upwards to the left and there will be a new 
equilibrium point b where the expenditure line 1 1 1 1C I G NX  crosses the 45 degree line. This is plotted 
as b* on panel (b), showing the equilibrium of the goods market at a lower interest rate associated with a 
higher level of national income. If we connect these two points we get the IS curve. The curve connects 
all possible points of equilibrium in the goods market associated with a particular interest rate and level of 
national income.

The IS curve shows an inverse relationship between the interest rate and output – a fall in interest rates 
leads to a rise in income and vice versa. The rise in income will be dependent on the size of the interest 
rate change and the size of the multiplier. The slope of the IS curve is determined by the responsiveness 
of consumption and investment 1( )C I  to changes in interest rates. This is important because it leads to 
different outcomes; where economists tend to disagree is the extent to which 1C I  are responsive to 
changes in interest rates rather than any disagreement about the validity of the relationship of 1C I  and 
the interest rate. The more responsive 1C I  are, the flatter the IS curve.

shifts in the is Curve Shifts in the IS curve come about as a result of changes in autonomous expend-
iture. If, for example, government spending rises, this occurs independent of any change in interest 
rates. A rise in autonomous spending would be associated with a shift in the IS curve to the right – the 
prevailing interest rate would now be associated with a higher level of income. Equally, if autonomous 
spending fell, then the IS curve would shift to the left, showing a lower level of income at the prevailing 
interest rate.

real money balances what money can actually buy given the ratio of the money supply to the price level 
M
P
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The Lm Curve
The LM curve shows all points where the money market is in equilibrium given a combination of the rate 
of interest and national income. In Figure 27.4, panel (a) shows the money market with the demand for 
money inversely related to the interest rate. The money supply is shown as a vertical line and it is assumed 
that the money supply is fixed by the central bank. Equilibrium in the money market is where the demand 
for money ( )Dm  curve intersects the money supply curve ( )Ms , at point a  in panel (a) at interest rate 1i , and 
a quantity of real money balances M . Panel (b) shows the LM curve with the interest rate on the vertical 
axis and national income on the horizontal axis. The equilibrium point, a , in the money market is plotted 
as point a* in panel (b). Increases in income will have an effect on the demand for money and assuming 
the money supply is fixed, will affect the equilibrium interest rate. Assume that national income rises; the 
demand for money curve in panel (a) would shift to the right to m1D , indicating that the public wish to hold 
higher money balances at all interest rates. At the prevailing interest rate the demand for money is now 
higher than the supply of money and so the interest rate would rise. The new equilibrium in the money 
market is given as point b and this is plotted on the LM diagram as point b*. If we connect the two points 
we get the LM curve. The LM curve plots all combinations of interest rates and national income where 
the money market is in equilibrium.

The LM curve has a positive slope showing that an increase in income is associated with an increase 
in the interest rate and vice versa. The slope of the LM curve will be dependent on the responsiveness of 
the demand for money to changes in interest rates. Again, the extent of this relationship is often a point 
of disagreement among economists.

shifts in the Lm Curve The LM curve can shift if the central bank expands or contracts the money supply 
(we will say more about how this might happen later in the chapter). Assuming income is held constant, 
a rise in the money supply (for example), will cause interest rates to fall and a new equilibrium will be 
reached at a given level of income. This would be associated with a shift of the LM curve downwards to the 
right showing a new combination of income and interest rate at which the money market is in equilibrium.

The is Curve
The IS curve is derived from the Keynesian cross diagram and shows all possible points of equilibrium in the goods market associated 
with a particular interest rate and level of income. In panel (a) initial equilibrium is where the 1 1 1C I G NX  line crosses the  
45  degree line at point a. This point is plotted on the IS curve as point ∗a . An increase in 1 1 1 1 1 1to 1C I G NX C I G NX  shows a 
new equilibrium point in the goods market, b, which is plotted on the IS curve as ∗b . These two points are connected to form the  
IS curve.

FiGure 27.3
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GeNeraL equiLibrium usiNG The is–Lm modeL
Equilibrium is found where the IS curve intersects the LM curve. Remember that any point on either curve 
describes a point of equilibrium in the goods market and the money market at a rate of interest and level of 
national income. In Figure 27.5, the point where the IS curve intersects the LM curve gives a point where 
both markets are in equilibrium at an interest rate ie and a level of national income Ye . Hence it follows that 
at this point planned expenditure equals actual expenditure 5( )E Y , and the demand for money equals the 
supply of money 5m sD M .

Interest
rate

(a)

MS

b

a

Quantity of real
money balances

M

Dm1

Dm

i2

i1

Interest
rate

i2

i1

LM

b*

a*

(b)

Y1 Y2 National income

The Lm Curve
The LM curve shows all points where the money market is in equilibrium given a combination of the rate of interest and national 
income. In panel (a), the money market is in equilibrium where the demand for money (D )m  equals the supply of money (M )s  at point a.  
This point is plotted on the LM curve in panel (b) as point ∗a . An increase in the demand for money causes a shift of the curve to the 
right to Dm1 with a new equilibrium point of b. This is plotted on panel (b) as point ∗b  and the points connected to form the LM curve.

FiGure 27.4
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Equilibrium in the economy is found 
where the IS curve intersects with the 
LM curve. At this point both the goods 
market and the money market are in 
equilibrium at a particular interest rate, ie,  
and level of national income, Ye.

FiGure 27.5
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Having established this general equilibrium, we can use the model to analyze the impact of fiscal and 
monetary policy changes in an attempt to stabilize the economy and how these two policies are inter-
related. Further analysis of both policies will be covered later in the book but this uses our basic model 
of IS–LM. The detail of IS–LM analysis is beyond the scope of this book; however, the remainder of this 
chapter will introduce some of the key implications of the model.

The effect of a Change in Fiscal Policy
Assume that the government chooses to increase spending to boost economic activity. This increase in 
autonomous expenditure shifts the IS curve to the right as shown in panel (a) of Figure 27.6. The result is 
that national income will rise but there will also be an increase in interest rates. A similar outcome would 
occur if the government chose to cut taxes as the means of boosting the economy. The result of either 
policy would be dependent on the MPW and the size of the multiplier. The opposite would occur if the 
government chose to cut spending or increase taxes – national income and interest rates would both fall.

The effects of Fiscal and monetary Policy
In panel (a), a rise in government spending shifts the IS curve to the right resulting in a new equilibrium with a higher interest rate 
and level of national income. In panel (b), an increase in the money supply would shift the LM curve to the right and a new equilibrium 
would result in a lower interest rate and higher level of national income.

FiGure 27.6
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The effect of a Change in monetary Policy
If the central bank decided to expand the money supply the LM curve would shift to the right to LM1 as 
shown in panel (b) of Figure 27.6. The new equilibrium would lead to a lower interest rate and a higher 
level of national income. The reverse outcome would occur if the central bank tightened monetary policy 
by reducing the money supply.

Fiscal and monetary Policy interactions In reality, central banks do not act totally in isolation of gov-
ernment, even if they are independent. Central banks will be aware of what governments are doing. The 
Bank of England and the ECB have a responsibility to maintain price stability, and this may be reflected in 
the form of a target for inflation. Central banks will be monitoring the effect of fiscal policy changes on the 
economy and how these changes might affect inflationary pressures. These inflationary pressures can be 
influenced by the central bank’s control over short-term interest rates through the rate at which it lends 
to the financial system. Governments may wish to implement fiscal policy with the aim of influencing 
unemployment, for example. Such a policy may have effects on inflationary pressures which the central 
bank wants to nullify.
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Let us assume that the government reduces taxation to encourage more people to take jobs in the 
economy or to increase spending through consumers having more disposable income. The IS curve would 
shift to the right as shown in Figure 27.7 and national income and interest rates would rise. If the central 
bank wants to keep interest rates constant, it must expand the money supply. By doing so, the LM curve 
shifts to the right to 1LM , national income would rise further than if the central bank had not acted, to 2Y , 
and the interest rate will remain at its initial level. If the bank had not altered the money supply, then the 
effects of the reduction in tax would have been partially offset by a rise in interest rates, which would have 
curbed spending.

National income

Interest
rate

IS

IS1

LM1

Ye

ie

Y1 Y2

LMmaintaining interest rates Constant 
Following a shift in the IS Curve
A shift in the IS curve to the right would, 
without central bank action, lead to a rise in 
the interest rate and in national income. If the 
central bank wants to maintain the interest rate, 
it must increase the money supply and shift the 
LM curve to the right. The result would be to 
maintain the interest rate at ie, but the increase 
in national income would be greater than if the 
central bank had not acted.

FiGure 27.7

If government had increased taxes, then the IS curve would shift to the left and both national income 
and interest rates would fall. If the central bank wants to keep interest rates constant it must reduce the 
money supply, and the result would be that the fall in national income would be compounded. If the central 
bank wanted to avoid this outcome, it could expand the money supply and interest rates would fall. This 
would help to offset the shift in the IS curve and reduce the impact on national income.

From is–Lm To aGGreGaTe demaNd
It is a short step from using this model to the AD and AS model that we will use to analyze changes in the 

economy later in the book. Remember that the supply of real money balances is given by 
M
P

. Assume the 

average price of a unit of output in the economy is €10 and the money supply is €100. The supply of real 

money balances is 5
100
10

10, that is, at the current price level the supply of money in the economy can 

buy 10 units of output. If the average price of a unit of output in the economy rises to €20 and the money 

supply is constant, real money balances will fall to 5 units 






5

100
20

5 . This fall in the supply of real money 

balances shifts the LM curve to the left as shown in panel (a) of Figure 27.8. The result is that interest 
rates rise and national income falls. There is, therefore, an inverse relationship between the price level and 
national income. The AD curve is derived by plotting the relationship between national income and the 
price level as shown in panel (b) of Figure 27.8. The AD curve slopes downwards from left to right because 
of the inverse relationship between the price level and national income.
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shifts in the aggregate demand Curve If we assume the price level remains constant, a change in 
national income in the IS–LM model will result in a shift in the AD curve. Changes in both fiscal and mon-
etary policy, assuming a given constant price level, will cause the AD curve to shift. If the government 
imposes an austerity package which seeks to cut government spending and raise taxes at a given price 
level, the IS curve will shift to the left and national income will fall. At the given price level, AD in the econ-
omy will now be less and the AD curve will shift to the left as shown in panel (a) of Figure 27.9.

If the central bank expands the money supply (possibly through a programme of asset purchasing or 
quantitative easing), the LM curve will shift to the right and national income will rise. At the given price 
level, the AD curve will shift to the right showing a higher level of national income at the given price level 
as shown in panel (b) of Figure 27.9.

A loosening of fiscal policy (increased government spending and/or lower taxes) and a reduction in the 
money supply (a tightening of monetary policy) will have the opposite effects from those described in 
Figure 27.9.

Criticisms of is–Lm, and the romer model
This short introduction to IS–LM analysis and the effect of changes in fiscal and monetary policy helps 
to highlight a number of important issues that you may start to consider as your study of economics 
moves to the next level. The effects of changes in fiscal and monetary policy are dependent on a number 
of factors related to the slope of the IS and LM curves, their relative position, and how far each shifts in 

deriving the aggregate demand Curve
In panel (a) a rise in the price level reduces real money balances and shifts the LM curve to the left to LM1 . This leads to a rise in the 
equilibrium interest rate to i1 and a fall in national income from Y0  to Y1 . The inverse relationship between the price level and national 
income is plotted in panel (b). A rise in the price level from P0  to P1 leads to a fall in national income from Y0  to Y1 . The aggregate 
demand curve slopes downwards from left to right.

FiGure 27.8
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response to changes in policy. It is entirely possible that a change in fiscal policy can be countered by a 
change in monetary policy that leaves national income unchanged. The potential outcomes are many, and 
economists try to pinpoint more accurately what changes in policy will mean for the economy as a whole. 
This means conducting research to quantify such changes. The outcome of such research will be depend-
ent on the value of variables that economists input into their models and on the relative strength of factors 
affecting the variables in the model.
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shifts in the aggregate demand Curve as a result of monetary and Fiscal Policy
Panel (a) represents a situation where the government tightens fiscal policy, which shifts the IS curve to the left and reduces national 
income. At a given price level, the AD curve shifts to the left and a lower level of national income is associated with the given price level.
Panel (b) represents a situation where the central bank loosens monetary policy, which causes the LM curve to shift to the right and 
lowers the interest rate. At the given price level, the AD curve shifts to the right with a higher level of national income.

FiGure 27.9

One example of how the model has developed is the role which microeconomic analysis plays in under-
standing the macroeconomy. Some economists argue that microeconomic principles cannot be divorced 
from the macroeconomy. We have seen how changing economic conditions may lead to wages and prices 
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adjusting at different rates and markets being slow to clear as a result. If national income falls, for exam-
ple, the assumption might be that prices and wages in the economy would also fall to help bring markets 
back into equilibrium. Sticky wages and prices may lag behind the reduction in economic activity as firms 
may be forced into trying to maintain cash flow rather than seeking to expand market share. As prices are 
sticky, sales fall and firms cut back output, which further impacts on economic activity.

Professor Mankiw was one of the economists who helped to reconcile the idea of sticky prices and 
menu costs with rational behaviour in his paper, ‘Small Menu Costs and Large Business Cycles: A Macro-
economic Model of Monopoly’, published in The Quarterly Journal of Economics in 1985. The debate over 
IS–LM has continued and has generated large amounts of valuable and interesting research which has 
helped build our understanding of the economy as a whole. It still has its critics, however.

Indeed, one such disagreement focuses on a central assumption of the model itself. Some higher edu-
cation institutions have questioned the value of teaching IS–LM at all, because they argue that the world 
is now a very different place from the one Hicks knew back in the 1930s when he first developed Keynes’ 
ideas. One of the major criticisms is that central banks no longer control the money supply, but instead 
set interest rates. Attempts to control the money supply have proved to be difficult and so targeting the 
interest rate is seen as being a more viable option to achieving policy objectives.

We have seen how central banks set interest rates through open market operations. If the central bank 
wishes to reduce interest rates, its traders will be instructed to buy bonds. Banks and financial institutions 
who sell these bonds will receive funds in return which will effectively expand the money supply. This in 
turn shifts the LM curve to the right and interest rates fall. If the central bank increases interest rates, the 
opposite occurs; traders will be instructed to sell bonds and thus take funds out of the banking system, 
reducing the money supply. The LM curve shifts to the left and interest rates rise.

The is–mP model One of Professor Mankiw’s close colleagues, David Romer (indeed they are more 
than simply colleagues given that each was best man at the other’s wedding), has suggested an approach 
termed the IS–MP model, which attempts to build on the IS–LM model to reflect how central banks and 
the economy work today. The assumption in the model is that central banks adjust the money supply as 
outlined above to generate the interest rate that they want. The interest rate is adjusted in accordance 
with the inflation target that the central bank is working with or, as is the case with the Bank of England, 
has been set by the government.

In the IS–LM model the money supply is assumed to be exogenous (determined by factors outside 
the model). In the IS–MP model, the monetary policy reaction function is exogenous. Romer assumes 
that when output rises, the central bank increases interest rates to dampen inflationary pressures; and 
it reduces interest rates when output falls to maintain the price level at its target. National income is a 
positive function of the interest rate, therefore. Romer plots this upwards sloping relationship as the MP 
curve. The MP function is assumed to be exogenous, but in reality both the money supply and the MP 
function can and do change in response to economic activity and events.

The MP function takes into account the fact that central banks now target inflation and set interest 
rates to achieve this goal rather than simply assuming government (or a central bank) sets the money 
supply and that interest rates adjust to balance this supply of money with the demand for money. Crucially, 
Romer suggests that changes in inflation can cause a shift in the MP curve. If the central bank increases 
interest rates, the money supply will fall, which will affect the price level and expectations on inflation. 
Equally, if the central bank cuts interest rates the money supply will rise and expectations on inflation will 
also change as a result.

It is at this point where the microeconomic element of the analysis takes on some importance. Expec-
tations of price changes may not match the reality because of the extent of price stickiness. If we assume 
that prices are completely sticky (i.e. the price level is fixed), they will not change when the money supply 
changes. Expectations on inflation will, therefore, be zero. If the money supply rises then the supply of 

real money balances, 
M
P

, also rises and is greater than the demand for real money balances. As the money 

market is now out of equilibrium, we might expect the interest rate to fall, but it could also be that the 
level of income could rise, or a combination of the two might occur. There will be a movement along the 
IS curve and a fall in interest rates will be accompanied by a rise in national income. This implies that the 
central bank can directly control the real interest rate by adjusting money supply appropriately to achieve 
the interest rate it desires.
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If prices adjusted instantaneously then a change in the money supply would not affect the supply of real 

money balances because the ratio 
M
P

 would hold as before at the rate of interest and level of income; in 

other words, the money market would remain in equilibrium. There would be no movement along the IS 
curve and the central bank would not be able to affect the real interest rate.

In reality, prices are not fixed, but the speed with which prices adjust to changes in economic condi-
tions will vary – some will adjust relatively quickly, others will take much longer and will be sticky. These 
sticky prices will influence the ratio of the money supply to the price level (the supply of real money bal-
ances) and so there may be some expectations of inflation which will exist in the economy because M  will 
rise by a greater proportion than P . An increase in the money supply will raise expected inflation and vice 
versa. If prices are sticky, then an increase in the nominal money supply will cause the money market to 
move out of equilibrium but expected inflation will affect the real interest rate. The nominal interest rate 
may have to be higher as a result.

The extent to which prices are sticky, therefore, has an important influence on the way in which a cen-
tral bank can influence the interest rate to achieve its inflation targets. Such an analysis raises interesting 
questions when interest rates are reduced as was the case in response to the Financial Crisis and the 
global recession in 2007–9. The UK, Europe and the United States saw their central banks reducing inter-
est rates to historically low levels. To reduce interest rates, the central bank instructs its traders to buy 
bonds and the money supply will rise. Increases in the money supply may be associated with an increase 
in the price level; indeed, some economists expressed alarm at the scale of quantitative easing conducted 
by central banks and predicted accelerating inflation. In times where economic activity is restrained, how-
ever, expectations of inflation may remain subdued and the money market may remain out of equilibrium 
as a result. The reason is that at these low interest rates people are willing to hold a greater amount of real 
money balances without any change in interest rate or output – after all, the interest rate cannot fall much 
further. This is the liquidity trap and may imply that monetary policy can have little effect on stimulating 
economic growth.

seLF TesT Draw diagrams to show the effect on interest rates and the level of national income of: (a) 
a decision by the government to raise taxes to cut a public deficit; and (b) a decision by a central bank to 
increase interest rates.

Keynesianism Post Crisis
The Financial Crisis of 2007–9 reignited the debate about the value of Keynesian demand management 
policies. A number of countries introduced fiscal stimulus packages in the wake of the Financial Crisis. 
This led to questions about the benefits of such packages and even whether they amount to a stimulus. 
In late 2008 the EU announced a fiscal stimulus package of €200 billion. In the UK the Chancellor of the 
Exchequer had to admit that government borrowing might reach £175 billion, and be 79 per cent of GDP 
in 2013–14 (in the latter part of 2012 it stood at 73 per cent of GDP). In the United States the package was 
reported to be $800 billion; meanwhile, China was reported to be injecting $585 billion and Japan $275 
billion. Critics argued that such packages were not enough to bridge the output gap that had widened in 
most economies. In the United States, for example, the gap between potential and actual GDP was esti-
mated by some economists at around $2 trillion. Other criticisms of fiscal stimulus packages suggested 
that they were not really what they seemed to be, and if they were, then they would not bring the benefits 
that were claimed for them because of crowding out.

For example, in a study of the EU stimulus package in February 2009, David Saha and Jakob von 
Weizsäcker said, ‘It should be recognized that the likely real impact on aggregate demand in the near 
future may well be more limited than suggested by the headline figures’ (aei.pitt.edu/10549/1/UPDATED- 
SIZE-OF-STIMULUS-FINAL.pdf). In their analysis of the fiscal stimulus in Italy, announced as €80 billion, 
Saha and Weizsäcker conclude that the stimulus was not a stimulus at all, but a fiscal tightening  amounting 
to €0.3 billion. In parts of Europe there were concerns that any major fiscal stimulus package would put 
pressure on the public debt and affect the stability of the euro, around which so much of the future pros-
perity of the EU lies.
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One of the concerns about any fiscal stimulus is the extent to which it creates real wealth. Govern-
ments may spend more money, but on what? If the money is spent on public works – the building of 
new schools, hospitals, roads and so on, then surely this would boost AD? To an extent it would, but how 
is this additional spending to be financed? To raise the money governments will either tax their citizens 
more or increase borrowing. Additional spending on the construction of a new road may put money into 
the pockets of construction companies and its workers, but to fund this the government must tax other 
wealth producers, thus offsetting some of the benefits of the stimulus. If the spending goes on additional 
benefits for those who become unemployed, then critics argue that the government is not contributing 
to wealth creation; these individuals may be supported in times of hardship and may spend their benefits 
on food and other goods, but they are not actually generating any wealth in return for the benefits they 
receive. Indeed, Keynes himself acknowledged that there were limitations to stimulus packages. In an 
article in The Times newspaper in the UK in 1937, a year after The General Theory was published, he wrote:

But I believe that we are approaching, or have reached, the point where there is not much advantage 
in applying a further general stimulus at the centre … It follows that the later stages of recovery 
require a different technique. To remedy the condition of the distressed areas ad hoc measures are 
necessary. The Jarrow marchers were, so to speak, theoretically correct … We are in more need 
today of a rightly distributed demand than of a greater aggregate demand.

Structural changes in the economy might require more long-term investment if improvements in unem-
ployment prospects and growth are to be achieved.

If governments must borrow more, then crowding out may emerge. In this scenario, the government is 
competing with the private sector for funds. Since the supply of loanable funds is finite, if governments take 
more of these funds it is argued that there will be less available for the private sector. If it is also assumed 
that the private sector uses such investment funds more efficiently than the public sector, then not only do 
fiscal stimulus packages crowd out private investment, they divert investment funds to less productive uses.

Krugman and Crowding in While this view is accepted by some economists, there are those that sug-
gest that extraordinary times call for extraordinary action. One such proponent of this view was Paul 
Krugman. Krugman consistently argued that the depth of the Financial Crisis and global recession was 
such that a fiscal stimulus was necessary to get out of a liquidity trap and would lead to ‘crowding in’. A 
liquidity trap occurs when monetary policy is insufficient to generate the economic stimulus necessary to 
get out of recession. In the United States and the UK, for example, interest rates were lowered by the Fed 
and the Bank of England to near zero; the Bank of Japan’s key interest rate stood at 0.1 per cent in August 
2009 while the ECB had rates at 1 per cent.

Krugman argued that private investment is a function of the state of the economy and, given the 
depth of the global recession, investment had plummeted. Investment, therefore, in this situation, was 
more responsive to product demand than to the rate of interest. If governments applied appropriate fiscal 
stimuli, this would improve the state of the economy and thus encourage private sector investment. As 
private sector investment increases, this improves productive potential and helps bring economies out of 
recession. Far from crowding out, Krugman argued, the fiscal stimulus would lead to crowding in.

Critics of this view suggest that increased government spending will crowd out private investment to 
an extent, and so any fiscal stimulus must take into account the loss of the benefits of that private invest-
ment in assessing the success of such a policy. The success of a stimulus package in putting economies 
on a sounder footing and bringing benefits to future generations would be highly dependent on the type 
of spending carried out by governments worldwide. Spending on new schools and transport infrastructure 
may improve the future productive potential of the economy and tackle the structural problems that exist 
in some economies as referred to above.

However, the issues of rent seeking and logrolling have to be taken into consideration. Rent seek-
ing occurs where decisions are made leading to resource allocation that maximizes the benefit to the 
 decision-maker at the expense of another party or parties, and logrolling is where decisions may be made 
on resource allocation to projects that have less importance, in return for the support of the interested 
party in other decision-making areas. In both cases, it is argued that resource allocation is not as effi-
cient as that carried out by the private sector, and this must be taken into consideration in assessing the 
 benefits of public sector spending as a result of any stimulus package.
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CoNCLusioN
There is still much debate on Keynesian approaches in macroeconomics in addition to the debate on the 
value and relevance of the IS–LM model. What is not in much doubt is that an understanding of the rela-
tionship between the goods market and the money market is a useful way of developing a broader under-
standing of analyzing the economy as a whole. This short introduction to such analysis provides some 
pointers to the IS–LM model and to some of the issues that economists are debating. Depending on the 
university that you attend, a greater or lesser emphasis may be placed on the IS–LM model. Having some 
awareness of the model does help to develop a focus on the important connections between the money 
supply, interest rates and economic activity.

summary
 ● Keynes developed The General Theory as a response to the mass unemployment which existed in the 1930s.

 ● He advocated governments intervene to boost demand through influencing aggregate demand.

 ● The Keynesian cross diagram shows how the economy can be in equilibrium when 5E Y .

 ● This equilibrium may not be sufficient to deliver full employment output, and so the government can attempt to 
boost demand to help achieve full employment.

 ● John Hicks developed Keynes’ ideas in the form of the IS–LM model, which shows general equilibrium in the 
economy.

 ● The IS (investment–saving) curve shows all points of equilibrium in the goods market at a particular interest rate 
and level of national income.

 ● The LM (liquidity–money supply) curve shows points where the money market is in equilibrium at particular rates 
of interest and level of national income.

 ● General equilibrium occurs where the IS curve intersects the LM curve. At this interest rate and level of national 
income, both the goods market and money market are in equilibrium.

 ● Fiscal policy and monetary policy can cause shifts in the IS and LM curves bringing about new equilibrium 
 positions. The outcome will depend on a variety of factors including the response of consumption and  investment 
to changes in interest rates and the public’s response to holding monetary balances as a result of a change in 
interest rates.

 ● There have been criticisms that the IS–LM model does not represent the way monetary policy is conducted in 
modern economies.

 ● Economists have developed new models to incorporate the changes in policy.

Keynesianism
Keynesianism has been subject to much debate over the years. To what extent is the idea that demand management 
in a period of economic stagnation a recipe for stimulating economic growth once again? The standard argument 
is that in times of recession when unemployment is high and rising, government should step in, cut taxes and boost 
its own spending to kick-start the economy and get it moving. It is often noted that the US President Franklin D. 
Roosevelt’s administration was one of the first governments to try to boost aggregate demand via the New Deal. 
However, as economic historian, Brian Domitrovic, argues, the policy did not bring down unemployment significantly 
even after six years of the policy.

iN The NeWs
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Instead, Domitrovic argues that it was the Second World War that really laid to rest the spectre of the Great 
Depression. Similarly, he notes that post-war recessions in the United States were partly solved by wars in Korea and 
Vietnam. The reason is that governments can spend very large sums of money on military hardware, which generates 
jobs and boosts aggregate demand. Is going to war the ultimate weapon of Keynesian demand management to solve 
problems of sluggish economic growth and unemployment? Domitrovic argues that government spending on war can 
be viewed as ‘a jobs programme’ and refers to this as a ‘Keynesian injustice’.

Other Keynesian injustices which Domitrovic argues exist include government spending programmes on welfare 
programmes, housing, and social and health policies, all of which fail and leave an ‘underclass’ in society which gov-
ernment can claim are the architects of their own problems given the financial stimulus the government has provided. 
‘Our problems would not exist if you did not throw up insuperable problems to your own success’, chides Domitrovic.

Keynesian injustice number three is the emphasis on aggregates which Domitrovic argues masks the credit 
which should be given to entrepreneurs who succeed in business. Domitrovic cites Jean Baptiste Say’s definition 
of entrepreneurs as ‘those people who see what people need before they themselves do, and get to work provid-
ing it’. Keynesian demand management with 
its emphasis on ‘aggregates’ does not suffi-
ciently recognize the importance of the free 
market and individual incentives in generating 
economic growth. Domitrovic notes:

The great art critic Hilton Kramer once 
said of Picasso, some years after his 
death, that he was ‘the artist we will have 
studied and lived with – and argued about 
and, at times, even been a little sickened 
by’. So may it be said of Keynes and his 
movement that still dogs us as we try to 
overcome the government soaked eco-
nomic sluggishness of the twenty first 
century.

Critical Thinking Questions

1 domitrovic suggests that the New deal did not solve the problem of unemployment in the pre-war united states 
and that it was war that created jobs. What evidence is there to support this view?

2 Critique the argument that a cut in taxes and an increase in government spending can help kick-start the econ-
omy in a period of stagnant economic growth.

3 do you agree that spending on welfare programmes is not an efficient way of attempting to boost aggregate 
demand and economic growth?

4 are Keynesianism and entrepreneurship incompatible? explain.
5 Critically evaluate the view by domitrovic on Keynesianism and his quote that the ‘movement still dogs us…’.

reference: The Injustices of Keynesianism. Brian Domitrovic. www.forbes.com/sites/briandomitrovic/2018/05/15 
/the-injustices-of-keynesianism/#48cf203e481e, accessed 17 January 2019.  

John Maynard Keynes – highly revered by some, criticized by others.

quesTioNs For revieW
1 Distinguish between planned expenditure and actual expenditure.

2 Draw a Keynesian cross diagram to show the effects of a rise in autonomous expenditure on an economy operating 
below full employment output.
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3 What is meant by the terms: inflationary gap and deflationary gap?

4 What is the marginal propensity to consume?

5 Why does the 1 5 1MPC MPS ?

6 What is the multiplier? Can the multiplier be negative as well as positive? Explain.

7 Explain how the marginal propensity to withdraw affects the outcome of a rise in autonomous expenditure.

8 Use diagrams to describe how the IS and LM curves are derived.

9 Using the IS–LM model, explain the effect on the economy of a reduction in autonomous expenditure resulting from a 
cut in public spending by the government.

10 A central bank wishes to reduce inflationary expectations by increasing interest rates. Use the IS–MP model to analyze 
the effect on the economy of such a move.

ProbLems aNd aPPLiCaTioNs
1 What, according to Keynes, was the main reason why recessions and depressions occurred? As a result of identifying 

this key reason, what did Keynes suggest was an appropriate policy repose?

2 Explain, using an appropriate diagram, how a deflationary gap can occur and how this gap can be eliminated.

3 Suppose economists observe that an increase in government spending of €10 billion raises the total demand for goods 
and services by €30 billion.
a. If these economists ignore the possibility of crowding out, what would they estimate the MPC  to be?
b. Now suppose economists allow for crowding out. Would their new estimate of the MPC  be larger or smaller than 

their initial one? Explain your answer.

4 Suppose the government reduces taxes by €2 billion, that there is no crowding out and that the MPC  is 0.75.
a. What is the initial effect of the tax reduction on AD?
b. What additional effects follow this initial effect? What is the total effect of the tax cut on AD?
c. How does the total effect of this €2 billion tax cut compare to the total effect of a €2 billion increase in government 

purchases? Why?

5 Assume the economy is in equilibrium. Analyze the effect of a cut in autonomous expenditure on economic activity and 
the level of unemployment. You should use a diagram to help illustrate your answer.

6 What does the IS curve show? What does the LM curve show?

7 What determines the slope of the IS curve? What determines the slope of the LM curve? In relation to your answer to 
these questions, explain why these determinants can be a source of disagreement among economists.

8 Use the IS–LM model to explain the following:
a. The government institutes significant cuts in public expenditure.
b. The central bank institutes an asset purchasing facility (quantitative easing) which expands the money supply by 

€300 billion.
c. The central bank fears that inflationary pressures are rising and increases interest rates.
d. The government increases taxation to try to reduce a large budget deficit.

9 Assume that a period of deflation leads to a rise in the supply of real money balances. Explain the effect of this change 
on the economy using the IS–LM model and then what effect it would have on AD and why.

10 Do you think that Keynes’ ideas still have some relevance today? Explain.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



637

AggregAte DemAnD AnD 
AggregAte Supply

Although there remains some debate among economists about how to analyze short-run fluctuations, in 
this chapter we will look at the model of aggregate demand (AD) and aggregate supply (AS), which is 

widely used among economists to analyze the short-run effects of various events and policies.

three Key FActS About economic FluctuAtionS
Short-run fluctuations in economic activity occur in all countries and at numerous times throughout  history. 
As a starting point for understanding these year-to-year fluctuations, let’s remind ourselves of some of 
their most important properties.

Fact 1: economic Fluctuations Are irregular and unpredictable
Economic fluctuations correspond to changes in business conditions. When real GDP grows rapidly, busi-
ness is good. During such periods of economic expansion, firms find that customers are plentiful and that 
profits are growing. On the other hand, when real GDP falls, many firms experience declining sales and 
dwindling profits. Recall that economic fluctuations are not at all regular, and they are almost impossible 
to predict with much accuracy.

Fact 2: most macroeconomic Quantities Fluctuate together
Real GDP is the variable that is most commonly used to monitor short-run changes in the economy. Real 
GDP measures the value of all final goods and services produced within a given period of time. It also 
measures the total income (adjusted for inflation) of everyone in the economy.

It turns out, however, that for monitoring short-run fluctuations, it does not really matter which measure 
of economic activity one looks at. Most macroeconomic variables that measure some type of income, 
spending, or production, fluctuate closely together. When real GDP falls in a recession, so does personal 
income, corporate profits, consumer spending, investment spending, industrial production, retail sales, 
home sales, car sales and so on. Because recessions are economy-wide phenomena, they show up in 
many sources of macroeconomic data.

Although many macroeconomic variables fluctuate together, they fluctuate by different amounts. In par-
ticular, investment spending varies greatly over the business cycle. When economic conditions deteriorate, 
much of the decline is attributable to reductions in spending on new factories, housing and  inventories.  
If we look historically at investment in the UK, for example, it fell by 5.1 per cent in 2008, by 11.4 per cent 
in 2009, and was just positive at 0.1 per cent in 2010 before another fall of 2.9 per cent in 2011.

Fact 3: As output Falls, unemployment rises
Changes in the economy’s output of goods and services are strongly correlated with changes in the econ-
omy’s utilization of its labour force. In other words, when real GDP declines, the rate of unemployment 

28
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rises. The negative relationship between unemployment and real GDP is referred to as Okun’s law after 
the Yale economist who published his observations in the 1960s. Okun noted that to keep the unem-
ployment rate steady, real GDP needs to grow at or close to its potential. If the unemployment rate is 
to be reduced, real GDP must grow above potential. Being more specific, to reduce the unemployment 
rate by 1 per cent in a year, real GDP must rise by around 2 per cent more than potential GDP over 
the year.

Okun’s law a ‘law’ which is based on observations that to keep the unemployment rate steady, real GDP needs to grow at 
or close to its potential

Okun’s findings are hardly surprising: when firms choose to produce a smaller quantity of goods and 
services, they lay off workers, expanding the pool of unemployed. However, there is generally a time 
lag between any downturn in economic activity and a rise in unemployment and vice versa. Even when 
positive growth resumes, therefore, unemployment is likely to continue to rise for some time afterwards, 
which is why unemployment is referred to as a ‘lagged indicator’.

explAining Short-run economic FluctuAtionS
Describing the patterns that economies experience as they fluctuate over time is easy. Explaining what 
causes these fluctuations is more difficult; the theory of economic fluctuations remains controversial. We 
are now going to develop a model used to explain short-run fluctuations in economic activity.

how the Short run Differs from the long run
In previous chapters we developed theories to explain what determines most important macroeco-
nomic variables in the long run. We have looked at the level and growth of productivity and real GDP; 
explained how the financial system works and how the real interest rate adjusts to balance saving and 
investment; why there is always some unemployment in the economy; explained the monetary system 
and how changes in the money supply affect the price level, the inflation rate and the nominal interest 
rate; and then extended this analysis to open economies in order to explain the trade balance and the 
exchange rate.

All of this previous analysis was based on two related ideas – the classical dichotomy and monetary 
neutrality. Recall that the classical dichotomy is the separation of variables into real variables (those that 
measure quantities or relative prices) and nominal variables (those measured in terms of money). Accord-
ing to classical macroeconomic theory, changes in the money supply affect nominal variables but not real 
variables. As a result of this monetary neutrality, we were able to examine the determinants of real varia-
bles (real GDP, the real interest rate and unemployment) without introducing nominal variables (the money 
supply and the price level).

Do these assumptions of classical macroeconomic theory apply to the world in which we live? The 
answer to this question is of central importance to understanding how the economy works: many econ-
omists believe that classical theory describes the world in the long run but not in the short run. Beyond a 
period of several years, changes in the money supply affect prices and other nominal variables but do not 
affect real GDP, unemployment or other real variables. When studying year-to-year changes in the econ-
omy, however, the assumption of monetary neutrality is no longer appropriate. Many economists believe 
that, in the short run, real and nominal variables are highly intertwined. In particular, changes in the money 
supply can temporarily push output away from its long-run trend.

To understand the economy in the short run, therefore, we need a new model. To build this new model, 
we rely on many of the tools we have developed in previous chapters but must abandon the classical 
dichotomy and the neutrality of money.
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the basic model of economic Fluctuations
Our model of short-run economic fluctuations focuses on the behaviour of two variables. The first varia-
ble is the economy’s output of goods and services, as measured by real GDP. The second variable is the 
overall price level, an average of prices of all goods and services in an economy as measured by the CPI or 
the GDP deflator. Output is a real variable, whereas the price level is a nominal variable. Hence by focus-
ing on the relationship between these two variables, we are highlighting the breakdown of the classical 
dichotomy.

We analyze fluctuations in the economy as a whole with the model of aggregate demand and  
aggregate supply, which is illustrated in Figure 28.1. On the vertical axis is the overall price level in the econ-
omy. On the horizontal axis is the overall quantity of goods and services. The aggregate demand curve 
shows the quantity of goods and services that households, firms and the government want to buy at each 
price level. The aggregate supply curve shows the quantity of goods and services that firms produce and 
sell at each price level. According to this model, the price level and the quantity of output adjust to bring 
AD and AS into balance.

model of aggregate demand and aggregate supply the model that some economists use to explain short-run 
fluctuations in economic activity around its long-run trend
aggregate demand curve a curve that shows the quantity of goods and services that households, firms and the 
government want to buy at each price level
aggregate supply curve a curve that shows the quantity of goods and services that firms choose to produce and sell at 
each price level

It may be tempting to view the model of AD and AS as nothing more than a large version of the model 
of market demand and market supply; in fact, this model is quite different. When we consider demand 
and supply in a particular market for a good, such as tablet computers, the behaviour of buyers and sellers 
depends on the ability of resources to move from one market to another. When the price of tablet comput-
ers rises, the quantity demanded falls because buyers will use their incomes to buy products other than 
tablets. Similarly, a higher price of tablets raises the quantity supplied because firms that produce these 
gadgets can increase production by hiring workers away from other parts of the economy. This micro
economic substitution from one market to another is impossible when we are analyzing the economy as a  

Aggregate Demand and Aggregate 
Supply
Economists use the model of AD and AS 
to analyze economic fluctuations. On the 
vertical axis is the overall level of prices. 
On the horizontal axis is the economy’s 
total output of goods and services.  
Output and the price level adjust to the 
point at which the AS and AD curves 
intersect.

Figure 28.1
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whole. After all, the quantity that our model is trying to explain – real GDP – measures the total quantity 
produced in all of the economy’s markets. To understand why the AD curve is downwards sloping and 
why the AS curve is upwards sloping, we need a macroeconomic theory. Developing such a theory is our 
next task.

SelF teSt How does the economy’s behaviour in the short run differ from its behaviour in the long run? 
Draw the model of AD and AS. What variables are on the two axes?

the AggregAte DemAnD curve
The AD curve tells us the quantity of all goods and services demanded in the economy at any given price 
level. As Figure 28.2 illustrates, the AD curve is downwards sloping reflecting the inverse relationship 
between the price level and national income. This means that, ceteris paribus, a fall in the economy’s 
overall level of prices (from, say, P1 to P2) tends to raise the quantity of goods and services demanded (from 
Y1 to Y2).

Aggregate
demand

Price level

P1

Y10

2. ... increases the quantity of
goods and services demanded.

1. A decrease
in the price
level ... 

Y2

P2

Quantity of output

the Aggregate Demand curve
A fall in the price level from P1 to  P2  
increases the quantity of goods and 
services demanded from Y1  to Y2 . There 
are three reasons for this negative 
relationship. As the price level falls, 
real wealth rises, interest rates fall 
and the exchange rate depreciates. 
These effects stimulate spending on 
consumption, investment and net exports. 
Increased spending on these components 
of output means a larger quantity of 
goods and services demanded.

Figure 28.2

Why the Aggregate Demand curve Slopes Downwards
The level of AD is determined by the sum of consumption C( ), investment I( ), government purchases G( ) 
and net exports NX( ). For now, we assume that government spending is fixed by policy. The other three 
components of spending depend on economic conditions and, in particular, on the price level. To under-
stand the downwards slope of the AD curve, we must examine how the price level affects the quantity of 
goods and services demanded for consumption, investment and net exports.

the price level and consumption: the Wealth effect Consider the money that you hold as cash, and 
your bank account. The nominal value of this money is fixed, but its real value is not. When prices fall, this 
money is more valuable because it can be used to buy more goods and services. Thus a decrease in the 
price level makes consumers wealthier, which in turn encourages them to spend more. The increase in 
consumer spending means a larger quantity of goods and services demanded.
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the price level and investment: the interest rate effect The price level is one determinant of the 
quantity of money demanded. The lower the price level, the less money households need to hold to buy 
the goods and services they want. When the price level falls, therefore, households try to reduce their 
holdings of money by lending some of it out, which in turn increases the supply of real money balances. 
For instance, a household might use its excess money to buy interest-bearing bonds. Or it might deposit 
its excess money in an interest-bearing savings account, and the bank would use these funds to make 
more loans. In either case, as households try to convert some of their money into interest-bearing assets, 
they drive down interest rates. Lower interest rates, in turn, encourage borrowing by firms that want 
to invest in new factories and equipment, and by households who want to invest in new housing. Thus 
a lower price level reduces the interest rate, encourages greater spending on investment goods, and 
thereby increases the quantity of goods and services demanded.

the price level and net exports: the exchange rate effect As we have just discussed, a lower price 
level lowers the interest rate. In response, some investors will seek higher returns by investing abroad. 
For instance, as the interest rate on European government bonds falls, an investment fund might sell 
European government bonds to buy US government bonds. As the investment fund tries to convert its 
euros into dollars to buy the US bonds, it increases the supply of euros in the market for foreign cur-
rency exchange. The increased supply of euros causes the euro to depreciate relative to other currencies. 
Because each euro buys fewer units of foreign currencies, non-European goods (i.e. imports) become 
more expensive to European residents, but exporters find that foreign buyers get more euros for each unit 
of their currency. This change in the real exchange rate (the relative price of domestic and foreign goods) 
increases European exports of goods and services, and decreases European imports of goods and ser-
vices. Net exports, which equal exports minus imports, also increase. Thus when a fall in the European 
price level causes European interest rates to fall, the real value of the euro falls, and this depreciation 
stimulates European net exports and thereby increases the quantity of goods and services demanded in 
the European economy.

Summary
There are, therefore, three distinct but related reasons why a fall in the price level increases the quantity 
of goods and services demanded:

 ● Consumers are wealthier, which stimulates the demand for consumption goods.
 ● Interest rates fall, which stimulates the demand for investment goods.
 ● The exchange rate depreciates, which stimulates the demand for net exports.

For all three reasons, the AD curve slopes downwards. This is reflected in Figure 28.2.
The AD is determined ceteris paribus; we have considered how a change in the price level affects the 

demand for goods and services, holding the amount of money in the economy constant. The AD curve is 
drawn for a given quantity of money.

Why the Aggregate Demand curve might Shift
Recall that changes in monetary and fiscal policy can cause a shift in the LM and IS curves and, at a given 
price level, a shift in AD. We are going to explore shifts in the AD curve in more detail here. The downwards 
slope of the AD curve shows that a fall in the price level raises the overall quantity of goods and services 
demanded. Many other factors, however, affect the quantity of goods and services demanded at a given 
price level. When one of these other factors changes, the AD curve shifts.

Shifts Arising from consumption Suppose people suddenly become more concerned about saving for 
retirement and, as a result, reduce their current consumption. Because the quantity of goods and ser-
vices demanded at any price level is lower, the AD curve shifts to the left. Conversely, imagine that a 
stock market boom makes people wealthier and less concerned about saving. The resulting increase in 
consumer spending means a greater quantity of goods and services demanded at any given price level, 
so the AD curve shifts to the right.
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Thus any event that changes how much people want to consume at a given price level shifts the AD 
curve. One policy variable that has this effect is the level of taxation. When the government cuts taxes, it 
encourages people to spend more, so the AD curve shifts to the right. When the government raises taxes, 
people cut back on their spending and the AD curve shifts to the left.

Shifts Arising from investment Any event that changes how much firms want to invest at a given price 
level also shifts the AD curve. For instance, imagine that the computer industry introduces a faster line of 
computers, and many firms decide to invest in new computer systems. Because the quantity of goods 
and services demanded at any price level is higher, the AD curve shifts to the right. Conversely, if firms 
become pessimistic about future business conditions, they may cut back on investment spending, shifting 
the AD curve to the left.

Tax policy can also influence AD through investment. An investment tax credit (a tax rebate tied to a 
firm’s investment spending) increases the quantity of investment goods that firms demand at any given 
interest rate. It therefore shifts the AD curve to the right. The repeal of an investment tax credit reduces 
investment and shifts the AD curve to the left.

Another policy variable that can influence investment and AD is the money supply. An increase in the 
money supply lowers the interest rate in the short run (the LM curve shifts to the right). This makes bor-
rowing less costly, which stimulates investment spending and thereby shifts the AD curve to the right at 
a given price level. Conversely, a decrease in the money supply shifts the LM curve to the left and raises 
the interest rate, discourages investment spending and thereby shifts the AD curve to the left at the given 
price level. Many economists believe that changes in monetary policy have been an important source of 
shifts in AD in most developed economies at some points in their history.

Shifts Arising from government purchases The most direct way that policymakers shift the AD curve 
is through government purchases. For example, suppose the government decides to reduce purchases of 
new weapons systems. Because the quantity of goods and services demanded at any price level is lower, 
the AD curve shifts to the left. Conversely, if the government starts building more motorways, the result is 
a greater quantity of goods and services demanded at any price level, and the AD curve shifts to the right.

Shifts Arising from net exports Any event that changes net exports for a given price level also shifts 
AD. For instance, when the United States experiences a recession, it buys fewer goods from Europe. This 
reduces European net exports and shifts the AD curve for the European economy to the left. When the 
United States recovers from its recession, it starts buying European goods again, shifting the AD curve 
to the right.

Net exports sometimes change because of movements in the exchange rate. Suppose, for instance, 
that international speculators bid up the value of the euro in the market for foreign currency exchange. This 
appreciation of the euro would make goods produced in the euro area more expensive compared to for-
eign goods, which would depress net exports and shift the AD curve to the left. Conversely, a depreciation 
of the euro stimulates net exports and shifts the euro area AD curve to the right.

SelF teSt Explain the three reasons why the AD curve slopes downwards. Give an example of an event that 
would shift the AD curve. Which way would this event shift the curve?

the AggregAte Supply curve
The AS curve tells us the total quantity of goods and services that firms produce and sell at any given price 
level. Unlike the AD curve, which is always downwards sloping, the AS curve shows a relationship that 
depends crucially on the time horizon being examined. In the long run, the AS curve is vertical, whereas 
in the short run the AS curve is upwards sloping. To understand short-run economic fluctuations and how 
the short-run behaviour of the economy deviates from its long-run behaviour, we need to examine both 
the long-run AS curve and the short-run AS curve.
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Why the Aggregate Supply curve is vertical in the long run
In the long run, an economy’s production of goods and services (its real GDP) depends on its supplies of 
labour, capital and natural resources, and on the available technology used to turn these factors of produc-
tion into goods and services. Because the price level does not affect these long-run determinants of real 
GDP, the long-run AS curve is vertical, as in Figure 28.3. In other words, in the long run, the economy’s 
labour, capital, natural resources and technology determine the total quantity of goods and services sup-
plied, and this quantity supplied is the same regardless of what the price level happens to be.

Quantity of outputNatural rate
of output

0

1. A change
in the price
level ...

2. ... does not affect
the quantity of goods
and services supplied
in the long run.

Long-run
aggregate

supply

Price level

P1

P2

the long-run Aggregate Supply curve
In the long run, the quantity of output supplied 
depends on the economy’s quantities of 
labour, capital and natural resources and on 
the technology for turning these inputs into 
output. The quantity supplied does not depend 
on the overall price level. As a result, the 
long-run AS curve is vertical at the natural 
rate of output.

Figure 28.3

The vertical long-run AS curve is, in essence, just an application of the classical dichotomy and mone-
tary neutrality. As we have already discussed, classical macroeconomic theory is based on the assumption 
that real variables do not depend on nominal variables. The long-run AS curve is consistent with this idea, 
because it implies that the quantity of output (a real variable) does not depend on the level of prices (a 
nominal variable). As noted earlier, many economists believe that this principle works well when studying 
the economy over a period of many years, but not when studying year-to-year changes. Thus the AS curve 
is vertical only in the long run.

One might wonder how supply curves for specific goods and services can be upwards sloping if the 
long-run AS curve is vertical. The reason is that the supply of specific goods and services depends on 
relative prices – the prices of those goods and services compared to other prices in the economy. For 
example, when the price of tablet computers rises, holding other prices in the economy constant, there 
is an incentive for suppliers of tablets to increase their production by taking labour, silicon, plastic and 
other inputs away from the production of other goods, such as mobile phones or laptop computers. By 
contrast, the economy’s overall production of goods and services is limited by its labour, capital, nat-
ural resources and technology. Thus when all prices in the economy rise together, there is no change 
in the overall quantity of goods and services supplied because relative prices and thus incentives have  
not changed.

Why the long-run AS curve might Shift
The position of the long-run AS (LRAS) curve shows the quantity of goods and services predicted by clas-
sical macroeconomic theory. This level of production is sometimes called potential output or full employ
ment output. To be more accurate, we call it the natural rate of output because it shows what the 
economy produces when unemployment is at its natural, or normal, rate. The natural rate of output is the 
level of production towards which the economy gravitates in the long run.
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Any change in the economy that alters the natural rate of output shifts the LRAS curve. Because output 
in the classical model depends on labour, capital, natural resources and technological knowledge, we can 
categorize shifts in the LRAS curve as arising from these sources.

Shifts Arising from labour Imagine that an economy experiences an increase in immigration from abroad 
and that these people found work. Because there is a greater number of workers, the quantity of goods 
and services supplied would increase. As a result, the LRAS curve would shift to the right. Conversely, if 
many workers left the economy to go abroad, the LRAS curve would shift to the left.

The position of the LRAS curve also depends on the natural rate of unemployment; any change in the 
natural rate of unemployment shifts the LRAS curve. For example, if a government were to raise the min-
imum wage substantially, the natural rate of unemployment would rise, and the economy would produce 
a smaller quantity of goods and services. As a result, the LRAS curve would shift to the left. Conversely, 
if a reform of the unemployment insurance system were to encourage unemployed workers to search 
harder for new jobs, the natural rate of unemployment would fall and the LRAS curve would shift to  
the right.

Shifts Arising from capital An increase in the economy’s capital stock increases productivity and, 
thereby, the quantity of goods and services supplied. As a result, the LRAS curve shifts to the right. Con-
versely, a decrease in the economy’s capital stock decreases productivity and the quantity of goods and 
services supplied, shifting the LRAS curve to the left.

Notice that the same logic applies regardless of whether we are discussing physical capital or human 
capital. An increase either in the number of machines or in the number of university degrees will raise 
the economy’s ability to produce goods and services. Thus either would shift the LRAS curve to the right.

Shifts Arising from natural resources An economy’s production depends on its natural resources, 
including its land, minerals and weather. A discovery of a new mineral deposit shifts the LRAS curve to 
the right. A change in weather patterns that makes farming more difficult shifts the LRAS curve to the left.

In many countries, important natural resources are imported from abroad. A change in the availability 
of these resources can also shift the AS curve. Events occurring in the world oil market, in particular, have 
historically been an important source of shifts in AS.

Shifts Arising from technological Knowledge Perhaps the most important reason that the economy 
today produces more than it did a generation ago is that our technological knowledge has advanced. The 
invention of the computer, for instance, has allowed us to produce more goods and services from any 
given amounts of labour, capital and natural resources. As a result, it has shifted the LRAS curve to the 
right.

Although not literally technological, there are many other events that act like changes in technology. 
The opening up of international trade has effects similar to inventing new production processes, so it also 
shifts the LRAS curve to the right. Conversely, if the government passed new regulations preventing firms 
from using some production methods, perhaps because they were too dangerous for workers, the result 
would be a leftwards shift in the LRAS curve.

Summary
The LRAS curve reflects the classical model of the economy. Any policy or event that raised real GDP can 
now be viewed as increasing the quantity of goods and services supplied and shifting the LRAS curve 
to the right. Any policy or event that lowered real GDP can now be viewed as decreasing the quantity of 
goods and services supplied and shifting the LRAS curve to the left.

natural rate of output the output level in an economy when all existing factors of production (land, labour, capital and 
technology resources) are fully utilized and where unemployment is at its natural rate
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A new Way to Depict long-run growth and inflation
Having introduced the economy’s AD curve and the LRAS curve, we now have a new way to describe the 
economy’s long-run trends. Figure 28.4 illustrates the changes that occur in the economy from decade to 
decade. Notice that both curves are shifting. Although there are many forces that govern the economy 
in the long run and can, in principle, cause such shifts, the two most important in practice are technology 
and monetary policy. Technological progress enhances the economy’s ability to produce goods and ser-
vices, and this continually shifts the LRAS curve to the right. At the same time, because the central bank 
increases the money supply over time, the AD curve also shifts to the right. As the figure illustrates, the 
result is trend growth in output (as shown by increasing Y ) and continuing inflation (as shown by increasing 
P ). This is just another way of representing the classical analysis of growth and inflation we conducted 
earlier in the book.
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long-run growth and inflation in the model of Aggregate Demand and Aggregate Supply
As the economy becomes better able to produce goods and services over time, primarily because of technological progress, the LRAS 
curve shifts to the right. At the same time, as the central bank increases the money supply, the AD curve also shifts to the right. In this 
figure, output grows from Y2000  to Y2010  and then to Y2020 , and the price level rises from P2000  to P2010  and then to P2020 . Thus the model of AD 
and AS offers a new way to describe the classical analysis of growth and inflation.

Figure 28.4

The purpose of developing the model of AD and AS, however, is not to dress our long-run conclusions 
in new clothing. Instead, it is to provide a framework for short-run analysis, as we will see in a moment. As 
we develop the short-run model, we keep the analysis simple by not showing the continuing growth and 
inflation depicted in Figure 28.4. It is worth remembering that long-run trends provide the background for 
short-run fluctuations. Short-run fluctuations in output and the price level should be viewed as deviations 
from the continuing long-run trends.
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Why the AS curve Slopes upwards in the Short run
We now come to the key difference between the economy in the short run and in the long run: the behav-
iour of AS. As we have already discussed, the LRAS curve is vertical. By contrast, in the short run, the AS 
curve is upwards sloping, as shown in Figure 28.5. That is, over a period of a year or two, an increase in 
the overall level of prices in the economy tends to raise the quantity of goods and services supplied, and 
a decrease in the level of prices tends to reduce the quantity of goods and services supplied.
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the Short-run AS curve
In the short run, a fall in the price level 
from P1 to P2  reduces the quantity of 
output supplied from Y1  to Y2 .  
This positive relationship could be 
due to sticky wages, sticky prices or 
misperceptions. Over time, wages, 
prices and perceptions adjust, so this 
positive relationship is only temporary.

Figure 28.5

Macroeconomists have proposed three theories for the upwards slope of the short-run AS (SRAS) 
curve. In each theory, a specific market imperfection causes the supply-side of the economy to behave 
differently in the short run than it does in the long run. Although each of the following theories will differ in 
detail, they share a common theme: the quantity of output supplied deviates from its long-run or ‘natural’ 
level when the price level deviates from the price level that people expected to prevail. When the price 
level rises above the expected level, output rises above its natural rate, and when the price level falls 
below the expected level, output falls below its natural rate.

the Sticky Wage theory The first and simplest explanation of the upwards slope of the SRAS curve is 
the sticky wage theory. According to this theory, the SRAS curve slopes upwards because nominal wages 
are slow to adjust or are ‘sticky’ in the short run. To some extent, the slow adjustment of nominal wages 
is attributable to long-term contracts between workers and firms that fix nominal wages for a period. In 
addition, this slow adjustment may be attributable to social norms and notions of fairness that influence 
wage-setting and change only slowly over time.

To see what sticky nominal wages mean for AS, imagine that a firm has agreed in advance to pay 
its workers a certain nominal wage based on what it expected the price level to be. If the price level 
P  falls below the level that was expected and the nominal wage remains stuck at W , then the real 

wage, 
W
P

, rises above the level the firm planned to pay. Because wages are a large part of a firm’s 

production costs, a higher real wage means that the firm’s real costs have risen. The firm responds 
to these higher costs by hiring less labour and producing a smaller quantity of goods and services. In 
other words, because wages do not adjust immediately to the price level, a lower price level makes 
 employment and production less profitable, so firms reduce the quantity of goods and services they 
supply.
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the Sticky price theory The sticky price theory emphasizes that the prices of some goods and services 
also adjust sluggishly in response to changing economic conditions. This slow adjustment of prices occurs 
in part because of the menu costs to adjusting prices. These menu costs include the cost of printing and 
distributing price lists or mail order catalogues and the time required to change price tags. As a result of 
these costs, prices as well as wages may be sticky in the short run.

To see the implications of sticky prices for AS, suppose that each firm in the economy announces its 
prices in advance based on the economic conditions it expects to prevail. Then, after prices are announced, 
the economy experiences an unexpected contraction in the money supply, which will reduce the overall 
price level in the long run. Although some firms reduce their prices immediately in response to changing 
economic conditions, other firms may not want to incur additional menu costs and, therefore, may tempo-
rarily lag behind. Because these lagging firms have prices that are too high, their sales decline. Declining 
sales, in turn, cause these firms to cut back on production and employment. In other words, because not 
all prices adjust instantly to changing conditions, an unexpected fall in the price level leaves some firms 
with higher than desired prices, and these higher than desired prices depress sales and induce firms to 
reduce the quantity of goods and services they produce.

the misperceptions theory A third approach to the SRAS curve is the misperceptions theory. According 
to this theory, changes in the overall price level can temporarily mislead suppliers about what is happening 
in the individual markets in which they sell their output. As a result of these short-run misperceptions, sup-
pliers respond to changes in the level of prices, and this response leads to an upwards sloping AS curve.

To see how this might work, suppose the overall price level falls below the level that people expected. When 
suppliers see the prices of their products fall, they may mistakenly believe that their relative prices have fallen. 
For example, wheat farmers may notice a fall in the price of wheat before they notice a fall in the prices of the 
many items they buy as consumers. They may infer from this observation that the reward to producing wheat 
is temporarily low, and they may respond by reducing the quantity of wheat they supply. Similarly, workers may 
notice a fall in their nominal wages before they notice a fall in the prices of the goods they buy. They may infer 
that the reward to working is temporarily low and respond by reducing the quantity of labour they supply. In 
both cases, a lower price level causes misperceptions about relative prices, and these misperceptions induce 
suppliers to respond to the lower price level by decreasing the quantity of goods and services supplied.

Summary
There are three explanations for the upwards slope of the SRAS curve:

 ● sticky wages
 ● sticky prices
 ● misperceptions.

Economists debate which of these theories is correct, and it is very possible each contains an element 
of truth. For our purposes in this book, the similarities of the theories are more important than the differ-
ences. All three theories suggest that output deviates from its natural rate when the price level deviates 
from the price level that people expected. We can express this mathematically as follows:

5 1 2Q NRQ a APL EPL( )

Where Quantity of output suppliedQ 5 , Natural rate of outputNRQ 5 , Actual price levelAPL 5 , EPL 
Expected price level5  and a  is a number that determines how much output responds to unexpected 

changes in the price level.
Notice that each of the three theories of SRAS emphasizes a problem that is likely to be only tem-

porary. Whether the upwards slope of the AS curve is attributable to sticky wages, sticky prices or 
misperceptions, these conditions will not persist forever. Eventually, as people adjust their expectations, 
nominal wages adjust, prices become unstuck and misperceptions are corrected. In other words, the 
expected and actual price levels are equal in the long run, and the AS curve is vertical rather than upwards 
sloping.
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Why the SrAS curve might Shift
The SRAS curve tells us the quantity of goods and services supplied in the short run for any given level of 
prices. We can think of this curve as similar to the LRAS curve but made upwards sloping by the presence 
of sticky wages, sticky prices and misperceptions. Thus, when thinking about what shifts the SRAS curve, 
we must consider all those variables that shift the LRAS curve plus a new variable, the expected price 
level, that influences sticky wages, sticky prices and misperceptions.

As we discussed earlier, shifts in the LRAS curve normally arise from changes in labour, capital, natural 
resources or technological knowledge. These same variables shift the SRAS curve. For example, when an 
increase in the economy’s capital stock increases productivity, both the LRAS and SRAS curves shift to 
the right. When an increase in the minimum wage raises the natural rate of unemployment, both the LRAS 
and SRAS curves shift to the left.

The important new variable that affects the position of the SRAS curve is people’s expectation of 
the price level. As we have discussed, the quantity of goods and services supplied depends, in the 
short run, on sticky wages, sticky prices and misperceptions. Yet wages, prices and perceptions are 
set on the basis of expectations of the price level. When expectations change, therefore, the SRAS 
curve shifts.

To make this idea more concrete, let’s consider a specific theory of AS – the sticky wage theory. 
According to this theory, when workers and firms expect the price level to be high, they are more likely to 
negotiate high nominal wages. High wages raise firms’ costs and, for any given actual price level, reduce 
the quantity of goods and services that firms supply. Thus, when the expected price level rises, wages 
are higher, costs increase and firms supply a smaller quantity of goods and services at any given actual 
price level. Thus the SRAS curve shifts to the left. Conversely, when the expected price level falls, wages 
are lower, costs decline, firms increase production at any given price level, and the SRAS curve shifts to 
the right.

A similar logic applies in each theory of AS. The general lesson is the following:

 ● An increase in the expected price level reduces the quantity of goods and services supplied and shifts 
the SRAS curve to the left.

 ● A decrease in the expected price level raises the quantity of goods and services supplied and shifts the 
SRAS curve to the right.

As we will see in the next section, this influence of expectations on the position of the SRAS curve plays 
a key role in reconciling the economy’s behaviour in the short run with its behaviour in the long run. In the 
short run, expectations are fixed, and the economy finds itself at the intersection of the AD curve and 
the SRAS curve. In the long run, expectations adjust, and the SRAS curve shifts. This shift ensures that 
the economy eventually finds itself at the intersection of the AD curve and the LRAS curve.

SelF teSt Explain why the LRAS curve is vertical. Explain three theories for why the SRAS curve is upwards 
sloping. How believable do you find each of these three theories?

tWo cAuSeS oF economic FluctuAtionS
Our model of AD and AS provides the tools to analyze two basic causes of short-run fluctuations. To 
keep things simple, we assume the economy begins in long-run equilibrium, as shown in Figure 28.6. 
Equilibrium output and the price level are determined by the intersection of the AD curve and the LRAS 
curve, shown as point A in the figure. At this point, output is at its natural rate. The SRAS curve passes 
through this point as well, indicating that wages, prices and perceptions have fully adjusted to this long-
run equilibrium. That is, when an economy is in its long-run equilibrium, wages, prices and perceptions 
must have adjusted so that the intersection of AD with SRAS is the same as the intersection of AD 
with LRAS.
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the effects of a Shift in Aggregate Demand
Suppose that for some reason a wave of pessimism suddenly overtakes the economy. The cause might be a 
government scandal, a crash on the stock market, or the outbreak of conflict in an important economic region. 
Because of this event, many economic agents lose confidence in the future and alter their plans. Households 
cut back on their spending and delay major purchases, and firms put off buying new equipment. This reduces 
the AD for goods and services. That is, for any given price level, households and firms now want to buy a 
smaller quantity of goods and services. As Figure 28.7 shows, the AD curve shifts to the left from AD1 to AD2.

In the short run, the economy moves along the initial SRAS curve AS1, going from point A to point B. As the 
economy moves from point A to point B, output falls from Y1 to Y2, and the price level falls from P1 to P2. The falling 
level of output indicates that the economy is in a recession. Although not shown in the figure, firms respond 
to lower sales and production by reducing employment. Thus the pessimism that caused the shift in AD is, 
to some extent, self-fulfilling: pessimism about the future leads to falling incomes and rising unemployment.

Short-run
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supply

Aggregate
demand

Natural rate
of output

0 Quantity of output

Equilibrium
price

Price level

Long-run
aggregate

supply

A

the long-run equilibrium
The long-run equilibrium of the economy is 
found where the AD curve crosses the LRAS 
curve (point A). When the economy reaches 
this long-run equilibrium, wages, prices and 
perceptions will have adjusted so that the 
SRAS curve crosses this point as well.

Figure 28.6
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Demand
A fall in AD, which might be 
due to a wave of pessimism in 
the economy, is represented 
with a leftward shift in the AD 
curve from AD1 to AD2 . The 
economy moves from point A 
to point B. Output falls from Y1  
to Y2 , and the price level falls 
from P1 to P2 . Over time, as 
wages, prices and perceptions 
adjust, the SRAS curve shifts 
to the right from AS1 to AS2 ,  
and the economy reaches 
point C, where the new AD 
curve crosses the LRAS curve. 
The price level falls to  P3 ,  
and output returns to its 
natural rate, Y1 .

Figure 28.7
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The short-run problem of recession prompts policymakers to take action and one option is to increase 
AD. As we noted earlier, an increase in government spending or an increase in the money supply would 
increase the quantity of goods and services demanded at any price and shift the AD curve to the right. If 
policymakers can act with sufficient speed and precision, they can offset the initial shift in AD, return the 
AD curve back to AD1 and bring the economy back to point A. We will discuss in more detail the ways in 
which monetary and fiscal policy influence AD, as well as some of the practical difficulties in using these 
policy instruments later in the book.

Even without action by policymakers, the recession will remedy itself over a period of time. Because 
of the reduction in AD, the price level falls. Eventually, expectations catch up with this new reality, and 
the expected price level falls as well. Because the fall in the expected price level alters wages, prices 
and perceptions, it shifts the SRAS curve to the right from AS1 to AS2 in Figure 28.7. This adjustment of 
expectations allows the economy over time to approach point C, where the new AD curve AD( )2  crosses 
the LRAS curve.

In the new long-run equilibrium, point C, output is back to its natural rate. Even though the wave of 
pessimism has reduced AD, the price level has fallen sufficiently (to P3) to offset the shift in the AD curve. 
Thus, in the long run, the shift in AD is reflected fully in the price level and not at all in the level of output. 
In other words, the long-run effect of a shift in AD is a nominal change (the price level is lower) but not a 
real change (output is the same).

To sum up, this story about shifts in AD has two important lessons:

 ● In the short run, shifts in AD cause fluctuations in the economy’s output of goods and services.
 ● In the long run, shifts in AD affect the overall price level but do not affect output.

the effects of a Shift in Aggregate Supply
Imagine once again an economy in its long-run equilibrium. Now suppose that suddenly some firms expe-
rience an increase in their costs of production. For example, strong demand from Asia might drive up 
commodity prices which are used in the production of a wide variety of goods.

For any given price level, firms now want to supply a smaller quantity of goods and services. Thus, as 
Figure 28.8 shows, the SRAS curve shifts to the left from AS1 to AS2. (Depending on the event, the LRAS 
curve might also shift. To keep things simple, however, we will assume that it does not.)
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An Adverse Shift in Aggregate 
Supply
When some event increases firms’ 
costs, the SRAS curve shifts to the 
left from AS1 to AS2 . The economy 
moves from point A to point B. The 
result is stagflation: output falls 
from Y1  to Y2 , and the price level 
rises from P1 to  P2 .

Figure 28.8
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In the short run, the economy moves along the existing AD curve, going from point A to point B. 
The output of the economy falls from Y1 to Y2 and the price level rises from P1 to P2. Because the econ-
omy is experiencing both stagnation (falling output) and inflation (rising prices), such an event is called 
stagflation.

stagflation a period of falling output and rising prices

Faced with stagflation there are no easy choices for policymakers. One possibility is to do nothing. In 
this case, the output of goods and services remains depressed at Y2 for a while. Eventually, however, the 
recession will remedy itself as wages, prices and perceptions adjust to raise production costs. A period of 
low output and high unemployment, for instance, puts downwards pressure on workers’ wages. Lower 
wages, in turn, increase the quantity of output supplied. Over time, as the SRAS curve shifts back towards 
AS1, the price level falls, and the quantity of output approaches its natural rate. In the long run, the econ-
omy returns to point A, where the AD curve crosses the LRAS curve. This is the view that those who 
believe free markets are the most efficient way of allocating scarce resources might adopt.

Alternatively, policymakers who control monetary and fiscal policy might attempt to offset some of the 
effects of the shift in the SRAS curve by shifting the AD curve. This possibility is shown in Figure 28.9. In 
this case, changes in policy shift the AD curve to the right from AD1 to AD2 – exactly enough to prevent the 
shift in AS from affecting output. The economy moves directly from point A to point B. Output remains at 
its natural rate, and the price level rises from P1 to P3. In this case, policymakers are said to accommodate 
the shift in AS because they allow the increase in costs to permanently affect the level of prices. This inter-
vention by policymakers would be seen as being desirable by supporters of Keynesian policy.
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Adverse Shift in 
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Faced with an adverse 
shift in AS from AS1  to 
AS2 , policymakers who 
can influence AD might try 
to shift the AD curve to the 
right from AD1 to AD2. The 
economy would move from 
point A to point B. This 
policy would prevent the 
supply shift from reducing 
output in the short run, 
but the price level would 
permanently rise from P1 
to  P3 .

Figure 28.9

These different views on policy form a key aspect of the debate between economists about action in 
the face of short-run fluctuations in economic activity.

To sum up, this story about shifts in AS has two important lessons:

 ● Shifts in AS can cause stagflation – a combination of recession (falling output) and inflation (rising 
prices).

 ● Policymakers who can influence AD cannot offset both of these adverse effects simultaneously.
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Stagflation and brexit

At the time of writing, it was not clear 
what sort of Brexit the UK would expe-
rience. Two and a half years after the 
referendum, negotiations over the 
withdrawal agreement had stalled 
after Parliament three times voted 
overwhelmingly against a deal nego-
tiated between the UK and EU, and a 
consensus over what should happen 
seemed to be difficult to achieve. 
Against the backdrop of all the uncer-
tainty Brexit created, the Bank of 
England was having to plot the course 
of monetary policy. Potential Brexit 
options at the time included the pos-
sibility of a no deal Brexit. In this sce-
nario, on 29 March 2019, the UK would have left the EU without a withdrawal agreement. Governor Mark 
Carney had said that interest rates might have to rise, and firms would face having to trade according to 
World Trade Organization (WTO) rules and face potential tariffs on goods being traded with the EU.

The reason given was that a no deal Brexit would likely see a run on the pound which would weaken 
the value of the currency and fuel inflation. The Bank would have to act to curb the threat of inflation 
according to its mandate of maintaining price stability. Other commentators suggested that interest rate 
rises would be unlikely. Part of the analysis here was that increasing interest rates when the UK economy 
was already sluggish would risk stagflation. One of the challenges that the Bank of England faced if a no 
deal Brexit did result in sterling depreciating significantly and inflation accelerating would be whether 
increasing interest rates would be appropriate. If the Bank increased interest rates, aggregate demand 
would be likely to fall, and this would cause a slowdown in the economy.

cASe StuDy

In an uncertain climate, forecasting the course of the economy is 
even more of a challenge.

SelF teSt Suppose that the election of a popular prime minister suddenly increases people’s confidence in 
the future. Use the model of AD and AS to analyze the effect on the economy.

neW KeyneSiAn economicS
Recall that Keynesian economics developed in response to the depression of the 1930s, when the assump-
tions of classical economics that markets would clear appeared to be failing. Keynesian ideas were the 
mainstay for economic policy across the developed world in the post-war era and there was something 
of a consensus among economists that our understanding of the macroeconomy was considerable. The 
latter part of the 1960s began to reveal some flaws in that assumption as global conditions changed. 
The breakdown of fixed exchange rates in the late 1960s and the oil crisis in the early 1970s presented 
macroeconomists with significant challenges in explaining the economic conditions that existed in some 
countries – stagflation in particular.

Economics came to be classified as a debate between Keynesians on the one hand, who pointed to 
markets not clearing quickly, and the neo or new classicists on the other, who re-emphasized the efficiency 
of markets and argued that microeconomics provided a foundation for understanding macroeconomics.

Out of this debate emerged a group referred to as ‘New Keynesians’. New Keynesian economics placed 
an emphasis on providing sound microeconomic principles to underpin Keynesian macroeconomics. Spe-
cifically, New Keynesians sought to explain how price and wage stickiness had its foundation in the micro-
economic analysis of labour markets and price-setting by firms.
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Features of new Keynesian economics
New Keynesians would argue that short-run fluctuations in economic output violate the classical dichotomy, 
as outlined earlier in this chapter. Changes in nominal variables like the money supply do have an influence 
on output and employment – real variables – in the short run. In addition, they would argue that to develop 
an understanding of changes in economic activity, an understanding of the imperfections in the economy 
is necessary – that firms operate under imperfect competition, that consumers and firms are subject to 
imperfect information and that there are built-in rigidities in the economy which hinder the movement of 
prices and wages, as we have noted.

Can we conclude from this that the economists classed as New Keynesians are supporters of demand 
management, but with some reservations? The answer to this is ‘no’. The splitting of economics into differ-
ent schools of thought has been convenient for the mass media to present disagreements between econo-
mists in relatively simple terms. The reality is that there is probably more agreement in economics than most 
members of the public would imagine. A difference in some base assumptions and a difference in the rela-
tive size of parameters in models is largely the reason why economists disagree. Many economists would 
subscribe to the view that changes in the money supply affect AD (a so-called ‘monetarist’ view), but also 
agree that price rigidities in the macroeconomy exist because of imperfections in the microeconomy. Some 
New Keynesian economists would, equally, not be in support of policy intervention to correct short-term 
fluctuations in the economy by attempting to manipulate AD. The main reason is that they would argue that 
the effects of such policy interventions take time to work through the economy, by which time economic 
conditions have changed and so the policy will not be as effective as anticipated. Changes in interest rates, 
for example, are estimated to take around 18 months to work through the economy; tax changes might be 
received in different ways by different people; and it is never certain enough to predict how people will react 
to a tax cut or a tax increase in any precise quantifiable way to make such a policy option a clear-cut choice. 
Equally, policies to increase government spending on infrastructure projects, for example, often take many 
years to have any effect even if such projects are ‘shovel ready’ – able to be put into operation quickly.

New Keynesian economics reminds us that the complexities of the economy perhaps deserve a more 
discerning look at the detail behind what economists are actually saying, how much they agree, and why 
they agree, as much as why they might disagree and the extent of such disagreements.

SummAry
 ● All societies experience short-run economic fluctuations around long-run trends. These fluctuations are irregular 

and largely unpredictable. When recessions do occur, real GDP and other measures of income, spending and 
production fall, and unemployment rises.

 ● We can analyze short-run economic fluctuations using the model of AD and AS. According to this model, the out-
put of goods and services and the overall level of prices adjust to balance AD and AS.

 ● The AD curve slopes downwards for three reasons. First, a lower price level raises the real value of households’ 
money holdings, which stimulates consumer spending. Second, a lower price level reduces the quantity of money 
households’ demand; as households try to convert money into interest-bearing assets, interest rates fall, which 
stimulates investment spending. Third, as a lower price level reduces interest rates, the local currency depreci-
ates in the market for foreign currency exchange, stimulating net exports.

 ● Any event or policy that raises consumption, investment, government purchases or net exports at a given price 
level increases AD. Any event or policy that reduces consumption, investment, government purchases or net 
exports at a given price level decreases AD.

 ● The LRAS curve is vertical. In the long run, the quantity of goods and services supplied depends on the economy’s 
labour, capital, natural resources and technology, but not on the overall level of prices.

 ● Three theories have been proposed to explain the upwards slope of the SRAS curve. According to the sticky 
wage theory, an unexpected fall in the price level temporarily raises real wages, which induces firms to reduce 
employment and production. According to the sticky price theory, an unexpected fall in the price level leaves some 
firms with prices that are temporarily too high, which reduces their sales and causes them to cut back production. 
According to the misperceptions theory, an unexpected fall in the price level leads suppliers to mistakenly believe 
that their relative prices have fallen, which induces them to reduce production. All three theories imply that output 
deviates from its natural rate when the price level deviates from the price level that people expected.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



654   PART 12   Short-run economic fluctuationS

 ● Events that alter the economy’s ability to produce output, such as changes in labour, capital, natural resources or 
technology, shift the SRAS curve (and may shift the LRAS curve as well). In addition, the position of the SRAS curve 
depends on the expected price level.

 ● One possible cause of economic fluctuations is a shift in AD. When the AD curve shifts to the left, for instance, 
output and prices fall in the short run. Over time, as a change in the expected price level causes wages, prices and 
perceptions to adjust, the SRAS curve shifts to the right, and the economy returns to its natural rate of output at a 
new, lower price level.

 ● A second possible cause of economic fluctuations is a shift in AS. When the AS curve shifts to the left, the short-
run effect is falling output and rising prices – a combination called stagflation. Over time, as wages, prices and 
perceptions adjust, the price level falls back to its original level and output recovers.

 ● New Keynesian economics represents a research tradition that questions the classical dichotomy and recognizes 
imperfections in the economy as key elements in explaining short-run deviations from trend.

Sticky Wages
In a number of European countries, economies have gradually returned to growth following the Financial Crisis. 
In 2009, growth in the EU was at 4.392  per cent and from 2012, when GDP growth was 0.42  per cent, GDP accel-
erated reaching 0.26 per cent in 2013, 2.3 per cent in 2015 and 2.4 per cent in 2017. Despite growth in the EU and 
unemployment rates falling to an average of around 4 per cent across the EU27, it seems that people in Europe 
did not feel better off. One of the reasons might be the sluggishness of wage growth. Wage growth in 2015 and 
2016 was around 1.2  per cent and in 2018, it was reported at 2.0 per cent. With stronger growth and falling unem-
ployment it might be expected that the rate of wage growth would start to pick up, but this does not appear to 
have happened.

One of the explanations for the rate of wage growth being so sluggish is sticky wages. However, this has been 
called into question by some commentators. For example, Josh Bersin, an industry analyst and researcher in cor-
porate human resources management, points to what he argues is a ‘flaw’ in the theory of sticky wages. One of 
the points he notes is that in a skills-based economy, companies bid up wages to get access to the best people. 
People want to work for these companies and are more committed to them because they pay good wages, and their 
‘employment brand’ becomes positive. These well-paid people, being more committed and more skilled, are also 
more productive and contribute more to these companies’ profits.

In times of economic downturn, the more savvy 
companies avoid laying off too many workers. Research 
suggests that firms that do lay off workers are more 
likely to underperform in later years. Part of the reason 
for retaining workers in a slowdown is that they are 
more committed to helping the company get out of a 
slowdown because they are paid and treated well.

Bersin argues that sticky wages are more of 
a management problem than an economic one. 
Management, he argues, can see labour costs as a 
cost to be managed as opposed to an investment. He 
notes that labour can be an appreciating asset rather 
than a depreciating one, and investment into labour 
can yield dividends to firms in the future, giving them 
a competitive advantage over rivals who approach 
labour costs in a more traditional way.

in the neWS

Highly skilled labour can be seen as an asset to be held onto in 
times of slowdown. 
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Critical Thinking Questions

1 using your understanding of the model of AD and AS, explain what factors could have caused a return to 
 economic growth across the eu, and what the model would tell you should happen to inflation and  unemployment. 
how does the outcome of the modelling you have used differ from the experience of the eu in recent years?

2 Despite accelerating growth and a fall in unemployment, it is said that ‘people across europe do not feel better 
off’. What explanations can you give for this?

3 Sticky wage theory might explain why wages are slow to fall in a period of economic slowdown, but can they 
also explain why wages are slow to rise in a period of economic growth?

4 can the flaw in the theory of sticky wages outlined by bersin be explained by the theory of efficiency wages?
5 ‘labour is not a cost to be managed but an asset to be invested in.’ Do you agree? using your knowledge of 

the theory of the labour market and the model of aggregate demand and aggregate supply, explain what might 
happen to an economy in initial equilibrium if firms in general invested heavily in their labour force in the way 
bersin suggests some top companies do.

reference: www.forbes.com/sites/joshbersin/2018/10/31/why-arent-wages-keeping-up-its-not-the-economy-its-
management/#6b7a37db397e, accessed 19 January 2019.

QueStionS For revieW
1 What do you understand by the term ‘economic activity’?

2 What is the official definition of a recession?

3 Name two macroeconomic variables that decline when the economy goes into a recession. Name one macroeconomic 
variable that rises during a recession.

4 Draw a diagram with AD, SRAS and LRAS. Be careful to label the axes correctly.

5 List and explain the three reasons why the AD curve is downwards sloping.

6 Explain why the LRAS curve is vertical.

7 List and explain the three theories for why the SRAS curve is upwards sloping.

8 What might shift the AD curve to the left? Use the model of AD and AS to trace through the effects of such a shift.

9 What might shift the AS curve to the left? Use the model of AD and AS to trace through the effects of such a shift.

10 What outcomes are possible if AD and AS are both shifting? Use the model of AD and AS to outline some of these 
possible outcomes.

problemS AnD ApplicAtionS
1 Why do you think that investment is more variable over the business cycle than consumer spending? Which category 

of consumer spending do you think would be most volatile: durable goods (such as furniture and car purchases), non-
durable goods (such as food and clothing) or services (such as haircuts and medical care)? Why?

2 Suppose that the economy is in a long-run equilibrium. Use a diagram to illustrate the state of the economy showing AD, 
SRAS and LRAS.
a. Now suppose that commodity prices are falling, which suggest a downturn in the economy and a fall in AD. Use your 

diagram to show what happens to output and the price level in the short run. What happens to the unemployment 
rate?

b. Use the sticky wage theory of AS to explain what will happen to output and the price level in the long run (assuming 
there is no change in policy). What role does the expected price level play in this adjustment? Illustrate your analysis 
with a graph.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



656   PART 12   Short-run economic fluctuationS

3 Explain whether each of the following events will increase, decrease or have no effect on LRAS.
a. A country experiences a wave of immigration.
b. A government raises the minimum wage above the national average wage level.
c. A war leads to the destruction of a large number of factories.

4 In Figure 28.7, how does the unemployment rate at points B and C compare to the unemployment rate at point A? Under 
the sticky wage explanation of the SRAS curve, how does the real wage at points B and C compare to the real wage at 
point A?

5 Explain why the following statements are false.
a. ‘The AD curve slopes downwards because it is the horizontal sum of the demand curves for individual goods.’
b. ‘The LRAS curve is vertical because economic forces do not affect LRAS.’
c. ‘If firms adjusted their prices every day, then the SRAS curve would be horizontal.’
d. ‘Whenever the economy enters a recession, its LRAS curve shifts to the left.’

6 For each of the three theories for the upwards slope of the SRAS curve, carefully explain the following.
a. How the economy recovers from a recession and returns to its long-run equilibrium without any policy intervention.
b. What determines the speed of the recovery?

7 Suppose the central bank expands QE and, as a result, expectations of a rise in the price level increase. What will 
happen to output and the price level in the short run? Compare this result to the outcome if the central bank expanded 
QE but the public didn’t change its expectation of the price level.

8 Suppose workers and firms suddenly believe that inflation will be quite high over the coming year. Suppose also that the 
economy begins in long-run equilibrium, and the AD curve does not shift.
a. What happens to nominal wages? What happens to real wages?
b. Using an AD/AS diagram, show the effect of the change in expectations on both the short-run and long-run levels of 

prices and output.
c. Were the expectations of high inflation accurate? Explain.

9 Explain whether each of the following events shifts the SRAS curve, the AD curve, both, or neither. For each event that 
does shift a curve, use a diagram to illustrate the effect on the economy.
a. Households decide to save a larger share of their income.
b. Cattle farmers suffer a prolonged period of foot and mouth disease which cuts average cattle herd sizes by 80 per cent.
c. Increased job opportunities overseas cause many people to leave the country.

10 Suppose that firms become very optimistic about future business conditions and invest heavily in new capital equipment.
a. Use an AD/AS diagram to show the short-run effect of this optimism on the economy. Label the new levels of prices 

and real output. Explain, in words, why the aggregate quantity of output supplied changes.
b. Now use the diagram from part (a) to show the new long-run equilibrium of the economy. (For now, assume there is 

no change in the LRAS curve.) Explain, in words, why the aggregate quantity of output demanded changes between 
the short run and the long run.

c. How might the investment boom affect the LRAS curve? Explain.
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The Influence of 
MoneTary and fIscal 
PolIcy on aggregaTe 
deMand

We are now going to examine in more detail how the tools of monetary and fiscal policy influence the 
position of the aggregate demand (AD) curve. We have previously discussed the long-run effects of 

these policies. We have seen how fiscal policy affects saving, investment and long-run economic growth, 
how central bank activity influences the money supply, and how the money supply affects the price level 
in the long run. We now see how these policy tools can shift the AD curve and, in doing so, affect short-
run economic fluctuations.

Recall that many factors influence AD besides monetary and fiscal policy. In particular, desired spend-
ing by households and firms determines the overall demand for goods and services. When desired spend-
ing changes, AD shifts. If policymakers do not respond, such shifts in AD cause short-run fluctuations in 
output and employment. As a result, monetary and fiscal policymakers sometimes use the policy levers 
at their disposal to try to offset these shifts in AD and thereby stabilize the economy. Here we discuss the 
theory behind these policy actions and some of the difficulties that arise in using this theory in practice.

hoW MoneTary PolIcy Influences aggregaTe deMand
The AD curve shows the total quantity of goods and services demanded in the economy for any price 
level. Recall that the AD curve slopes downwards for three reasons:

 ● The wealth effect. A lower price level raises the real value of households’ money holdings, and higher 
real wealth stimulates consumer spending.

 ● The interest rate effect. A lower price level lowers the interest rate as people try to lend out their excess 
money holdings, and the lower interest rate stimulates investment spending.

 ● The exchange rate effect. When a lower price level lowers the interest rate, investors move some of 
their funds overseas and cause the domestic currency to depreciate relative to foreign currencies. This 
depreciation makes domestic goods cheaper compared to foreign goods and, therefore, stimulates 
spending on net exports.

These three effects should not be viewed as alternative theories. Instead, they occur simultaneously to 
increase the quantity of goods and services demanded when the price level falls and to decrease it when 
the price level rises.

Although all three effects work together in explaining the downwards slope of the AD curve, they are 
not of equal importance. Because money holdings are a small part of household wealth, the wealth effect 
is the least important of the three. Whether or not the exchange rate effect is important depends upon the 
degree of openness of the economy. The UK and most other European economies have relatively open 
economies in the sense that imports and exports represent a much larger fraction of total GDP, so that 
the exchange rate effect can be significant. However, the exchange rate effect is probably secondary to 
the interest rate effect, even in relatively open economies, for two reasons. First, the interest rate effect 
impacts immediately upon the whole economy, affecting consumers, homebuyers and firms across the 

29
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board, while the loss of competitiveness that is part of the exchange rate effect impacts only upon traded 
goods, and affects mainly firms producing tradable goods and consumers buying tradable goods. Second, 
many of the countries of Europe have a common currency – the euro – which they share with many of 
their major trading partners, so that the exchange rate effect is muted.

To understand how policy influences AD, therefore, we shall examine the interest rate effect in more 
detail. Here we develop a theory of how the interest rate is determined, called the theory of liquidity  
preference, which was originally developed by John Maynard Keynes in the 1930s. After we develop this 
theory, we use it to understand the downwards slope of the AD curve and how monetary policy shifts this 
curve. By shedding new light on the AD curve, the theory of liquidity preference expands our understand-
ing of short-run economic fluctuations.

theory of liquidity preference Keynes’ theory that the interest rate adjusts to bring money supply and money demand 
into balance

The Theory of liquidity Preference
In his classic book, The General Theory of Employment, Interest, and Money, John Maynard Keynes pro-
posed the theory of liquidity preference to explain what factors determine the economy’s interest rate. 
The theory is, in essence, just an application of supply and demand. According to Keynes, the interest 
rate adjusts to balance the supply and demand for money. We introduced some elements of the theories 
covered here as part of the IS–LM model.

Recall the distinction between the nominal interest rate (the interest rate as usually reported), and the 
real interest rate, the interest rate corrected for the effects of inflation. Which interest rate are we now 
trying to explain? The answer is both. In the analysis that follows, we hold constant the expected rate of 
inflation. (This assumption is reasonable for studying the economy in the short run, as we are now doing.) 
Thus, when the nominal interest rate rises or falls, the real interest rate that people expect to earn rises or 
falls as well. For the rest of this chapter, when we refer to changes in the interest rate, you should envision 
the real and nominal interest rates moving in the same direction.

Let’s now develop the theory of liquidity preference by considering the supply and demand for money 
and how each depends on the interest rate.

Money supply The first element of the theory of liquidity preference is the supply of money. As we have 
previously noted, the money supply is assumed to be controlled by the central bank, such as the Bank 
of England, the European Central Bank or the US Federal Reserve. The central bank can alter the money 
supply through the purchase and sale of government bonds in outright open market operations. When 
the central bank buys government bonds, the money it pays for the bonds is typically deposited in banks, 
and this money is added to bank reserves. When the central bank sells government bonds, the money it 
receives for the bonds is withdrawn from the banking system, and bank reserves fall. In addition to these 
open market operations, the central bank can alter the money supply by changing the refinancing rate (the 
interest rate at which banks can borrow reserves from the central bank).

These details of monetary control are important for the implementation of central bank policy, but they 
are not crucial in this chapter. Our goal here is to examine how changes in the money supply affect the AD 
for goods and services. For this purpose, we can ignore the details of how central bank policy is imple-
mented and assume that the central bank controls the money supply directly. In other words, the quantity 
of money supplied in the economy is fixed at whatever level the central bank decides to set it.

Because the quantity of money supplied is fixed by central bank policy, it does not depend on other 
economic variables. In particular, it does not depend on the interest rate. Once the central bank has made 
its policy decision, the quantity of money supplied is the same, regardless of the prevailing interest rate. 
We represent a fixed money supply with a vertical supply curve in Figure 29.1.

What is important to keep in mind as we discuss the liquidity preference theory is that central banks 
interact with the banking system through setting overnight rates. This sets the tone for the structure of 
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interest rates throughout the economy, but the spread of interest rates between the overnight rate and 
other interest rates is not directly controlled by central banks. It is these interest rates that are influenced 
by liquidity preference.

Interest
rate

Money
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Quantity of
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equilibrium in the Money Market
According to the theory of liquidity preference, the interest rate adjusts to bring the quantity of money supplied and the quantity of 
money demanded into balance. If the interest rate is above the equilibrium level (such as at 1r ), the quantity of money people want to 
hold (M )1

d  is less than the quantity the central bank has created, and this surplus of money puts downwards pressure on the interest 
rate. Conversely, if the interest rate is below the equilibrium level (such as at 2r ), the quantity of money people want to hold (M )2

d  is 
greater than the quantity the central bank has created, and this shortage of money puts upwards pressure on the interest rate. Thus, 
the forces of supply and demand in the market for money push the interest rate towards the equilibrium interest rate, at which people 
are content holding the quantity of money the central bank has created.

fIgure 29.1

Money demand The second element of the theory of liquidity preference is the demand for money. 
As a starting point for understanding money demand, recall that any asset’s liquidity refers to the ease 
with which that asset is converted into the economy’s medium of exchange. Money is the economy’s 
medium of exchange, so it is by definition the most liquid asset available. The liquidity of money explains 
the demand for it: people choose to hold money instead of other assets that offer higher rates of return 
because money can be used to buy goods and services.

Although many factors determine the quantity of money demanded, the one emphasized by the theory 
of liquidity preference is the interest rate. The reason is that the interest rate is the opportunity cost of 
holding money. That is, when you hold wealth as cash in your pocket, instead of as an interest-bearing 
bond or bank account, you forgo the benefits of the interest you could have earned (the opportunity cost). 
An increase in the interest rate raises the opportunity cost of holding money. There is an incentive, there-
fore, for people to exchange cash holdings for interest-bearing deposits and this, as a result, reduces the 
quantity of money demanded. A decrease in the interest rate reduces the opportunity cost of holding 
money. The cost of the benefits forgone are not as high, so there is more incentive to hold money as cash 
and, as a result, the quantity demanded increases. Thus, as shown in Figure 29.1, the money demand 
curve slopes downwards.
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equilibrium in the Money Market According to the theory of liquidity preference, the interest rate 
adjusts to balance the supply and demand for money. There is one interest rate, called the equilibrium 
interest rate, at which the quantity of money demanded exactly balances the quantity of money supplied. 
If the interest rate is at any other level, people will try to adjust their portfolios of assets and, as a result, 
drive the interest rate towards the equilibrium.

For example, suppose the interest rate is above the equilibrium level, such as r1 in Figure 29.1. In this 
case, the quantity of money that people want to hold, Md( )1 , is less than the quantity of money that the 
central bank has supplied. Those people who are holding the surplus of money will try to get rid of it 
by buying interest-bearing bonds or by depositing it in an interest-bearing bank account. Because bond 
issuers and banks prefer to pay lower interest rates, they respond to this surplus of money by lowering 
the interest rates they offer. As the interest rate falls, people become more willing to hold money until, at 
the equilibrium interest rate, people are happy to hold exactly the amount of money the central bank has 
supplied.

Conversely, at interest rates below the equilibrium level, such as r2 in Figure 29.1, the quantity of money 
that people want to hold, Md( )2 , is greater than the quantity of money that the central bank has supplied. 
As a result, people try to increase their holdings of money by reducing their holdings of bonds and other 
interest-bearing assets. As people cut back on their holdings of bonds, bond issuers find that they have to 
offer higher interest rates to attract buyers. Thus, the interest rate rises and approaches the equilibrium level.

The downwards slope of the aggregate demand curve
Having seen how the theory of liquidity preference explains the economy’s equilibrium interest rate, we 
now consider its implications for the AD for goods and services. As a warm-up exercise, we begin by using 
the theory to re-examine a topic we have already covered – the interest rate effect and the downwards 
slope of the AD curve. In particular, suppose that the overall level of prices in the economy rises. What 
happens to the interest rate that balances the supply and demand for money, and how does that change 
affect the quantity of goods and services demanded?

Recall that the price level is one determinant of the quantity of money demanded. At higher prices, 
more money is exchanged every time a good or service is sold. As a result, people will choose to hold a 
larger quantity of money. That is, a higher price level increases the quantity of money demanded for any 
given interest rate. Thus, an increase in the price level from P1 to P2 shifts the money demand curve to the 
right from MD1 to MD2, as shown in panel (a) of Figure 29.2.

Notice how this shift in money demand affects the equilibrium in the money market. For a fixed money 
supply, the interest rate must rise to balance money supply and money demand. The higher price level has 
increased the amount of money people want to hold and has shifted the money demand curve to the right. 
Yet the quantity of money supplied is unchanged, so the interest rate must rise from r1 to r2 to discourage 
the additional demand.

This increase in the interest rate has ramifications not only for the money market but also for the quan-
tity of goods and services demanded, as shown in panel (b). At a higher interest rate, the cost of borrowing 
and the return to saving are greater. Fewer households choose to borrow to buy a new house, and those 
who do buy smaller houses, so the demand for residential investment falls. Fewer firms choose to borrow 
to build new factories and buy new equipment, so business investment falls. Thus, when the price level 
rises from P1 to P2, increasing money demand from MD1 to MD2 and raising the interest rate from r1 to r2, the 
quantity of goods and services demanded falls from Y1 to Y2.

This analysis of the interest rate effect can be summarized in three steps:

1. A higher price level raises money demand.
2. Higher money demand leads to a higher interest rate.
3. A higher interest rate reduces the quantity of goods and services demanded.

Of course, the same logic works in reverse as well: a lower price level reduces money demand, which 
leads to a lower interest rate, and this in turn increases the quantity of goods and services demanded. The 
end result of this analysis is a negative relationship between the price level and the quantity of goods and 
services demanded, which is illustrated with a downwards sloping AD curve. This is the same conclusion 
we reached when looking at the effect of a shift in the LM curve.
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The Money Market and the slope of the aggregate demand curve
An increase in the price level from 1P to 2P  shifts the money demand curve to the right, as in panel (a). This increase in money demand 
causes the interest rate to rise from 1r  to 2r . Because the interest rate is the cost of borrowing, the increase in the interest rate reduces 
the quantity of goods and services demanded from 1Y  to 2Y . This negative relationship between the price level and quantity demanded 
is represented with a downwards sloping AD curve, as in panel (b).

fIgure 29.2

Interest rates in the long run and the short run

At this point, we should pause and reflect on a seemingly awkward embarrassment of riches. It might appear as if 
we now have two theories for how interest rates are determined. One states that the interest rate adjusts to balance 
the supply of, and demand for, loanable funds (that is, national saving and desired investment). By contrast, we just 
established here that the interest rate adjusts to balance the supply and demand for money.

To reconcile these two theories, we must again consider the differences between the long-run and short-run 
behaviour of the economy. Three macroeconomic variables are of central importance: the economy’s output of goods 
and services, the interest rate and the price level. According to the classical macroeconomic theory, these variables 
are determined as follows:

1. Output is determined by the supplies of capital; or, labour and the available production technology for turning 
capital and labour into output (the natural rate of output).

2. For any given level of output, the interest rate adjusts to balance the supply and demand for loanable funds.
3. The price level adjusts to balance the supply and demand for money. Changes in the supply of money lead to 

proportionate changes in the price level.

These are three of the essential propositions of classical economic theory. Many economists believe that these 
propositions do a good job of describing how the economy works in the long run.

Yet these propositions do not hold in the short run. As we have discussed, many prices are slow to adjust to 
changes in the money supply; this is reflected in an SRAS curve that is upwards sloping rather than vertical. As a 
result, the overall price level cannot, by itself, balance the supply and demand for money in the short run. This sticki-
ness of the price level forces the interest rate to move to bring the money market into equilibrium. These changes in 

fyI

(Continued )
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changes in the Money supply
So far, we have used the theory of liquidity preference to explain more fully how the total quantity 
demanded of goods and services in the economy changes as the price level changes. That is, we have 
examined movements along the downwards sloping AD curve. The theory also sheds light, however, on 
some of the other events that alter the quantity of goods and services demanded. Whenever the quantity 
of goods and services demanded changes for a given price level, the AD curve shifts.

One important variable that shifts the AD curve is monetary policy. To see how monetary policy affects 
the economy in the short run, suppose that the central bank increases the money supply by buying gov-
ernment bonds in open market operations. (Why the central bank might do this will become clear later 
after we understand the effects of such a move.)

As panel (a) of Figure 29.3 shows, an increase in the money supply shifts the money supply curve to 
the right from MS1 to MS2. Because the money demand curve has not changed, the interest rate falls from 
r1 to r2 to balance money supply and money demand. That is, the interest rate must fall to induce people to 
hold the additional money that the central bank has created.

Once again, the interest rate influences the quantity of goods and services demanded, as shown in 
panel (b) of Figure 29.3. The lower interest rate reduces the cost of borrowing and the return to saving. 
Households buy more and larger houses, stimulating the demand for residential investment. Firms spend 
more on new factories and new equipment, stimulating business investment. As a result, the quantity of 
goods and services demanded at a given price level P  rises from Y1 to Y2. Of course, there is nothing special 
about P : the monetary injection raises the quantity of goods and services demanded at every price level. 
Thus, the entire AD curve shifts to the right.

To sum up, when the central bank increases the money supply, it leads to a fall in the interest rate and 
increases the quantity of goods and services demanded for any given price level, shifting the AD curve to 
the right. Conversely, when the central bank contracts the money supply, the interest rate rises to bring 
the money market into equilibrium and reduces the quantity of goods and services demanded for any 
given price level, shifting the AD curve to the left.

We explored the same principle as part of the introduction to the IS–LM model. In that case a loosening 
of monetary policy causes the LM curve to shift to the right, and at the given price level, the AD curve 
shifts to the right (and vice versa).

The role of Interest rates
Our discussion so far in this chapter has treated the money supply as the central bank’s policy instrument. 
When the central bank buys government bonds in open market operations, it increases the money supply 

the interest rate, in turn, affect the AD for goods and services. As AD fluctuates, the economy’s output of goods and 
services moves away from the level determined by factor supplies and technology.

For issues concerning the short run, then, it is best to think about the economy as follows:

1. The price level is stuck at some level (based on previously formed expectations) and, in the short run, is relatively 
unresponsive to changing economic conditions.

2. For any given price level, the interest rate adjusts to balance the supply and demand for money.
3. The level of output responds to the AD for goods and services, which is in part determined by the interest rate that 

balances the money market.

Notice that this precisely reverses the order of analysis used to study the economy in the long run.
Thus, the different theories of the interest rate are useful for different purposes. When thinking about the long-

run determinants of interest rates, it is best to keep in mind the loanable funds theory. This approach highlights the 
importance of an economy’s saving propensities and investment opportunities. By contrast, when thinking about the 
short-run determinants of interest rates, it is best to keep in mind the liquidity preference theory. This theory high-
lights the importance of monetary policy.
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and expands AD. When the central bank sells government bonds in open market operations, it decreases 
the money supply and contracts AD.

More reflective of current central bank policy is to treat the interest rate, rather than the money supply, 
as its policy instrument. The central bank’s decision to set interest rates rather than target a certain level 
(or rate of growth) of the money supply does not fundamentally alter our analysis of monetary policy. The 
theory of liquidity preference illustrates an important principle: monetary policy can be described either in 
terms of the money supply or in terms of the interest rate. When the central bank sets a target for the refi-
nancing rate of, say, x  per cent, the central bank’s bond traders are told: ‘Conduct whatever open market 
operations are necessary to ensure that the equilibrium interest rate equals x  per cent.’ In other words, 
when the central bank sets a target for the interest rate, it commits itself to adjusting the money supply 
to make the equilibrium in the money market hit that target.

As a result, changes in monetary policy can be viewed either in terms of a changing target for the 
interest rate or in terms of a change in the money supply. Recall that when you read in the newspaper 
that the central bank has lowered interest rates, you should understand that this occurs only because the 
central bank’s bond traders are doing what it takes to make it happen. If interest rates have been lowered, 
then the central bank’s bond traders will have bought government bonds, and this purchase increases the 
money supply and lowers the equilibrium interest rate (just as in Figure 29.3).

self TesT Use the theory of liquidity preference to explain how a decrease in the money supply affects the 
equilibrium interest rate. How does this change in monetary policy affect the AD curve?

3. ... which increases the quantity of goods
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a Monetary Injection
In panel (a), an increase in the money supply from 1MS  to 2MS  reduces the equilibrium interest rate from 1r  to 2r . Because the interest 
rate is the cost of borrowing, the fall in the interest rate raises the quantity of goods and services demanded at a given price level from 

1Y  to 2Y . Thus, in panel (b), the AD  curve shifts to the right from 1AD  to 2AD .

fIgure 29.3

The lessons from all this are:

 ● Changes in monetary policy that aim to expand AD can be described either as increasing the money 
supply or as lowering the interest rate.

 ● Changes in monetary policy that aim to contract AD can be described either as decreasing the money 
supply or as raising the interest rate.
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hoW fIscal PolIcy Influences aggregaTe deMand
The government can influence the behaviour of the economy not only with monetary policy but also 
with fiscal policy. Fiscal policy refers to the government’s choices regarding the overall level of govern-
ment spending or taxes. We have examined how fiscal policy influences saving, investment and growth 
in the long run. In the short run, however, the primary effect of fiscal policy is on the AD for goods and 
services.

changes in government Purchases
Recall that changes in autonomous spending can have an effect on the level of spending in the economy 
which is greater than the initial injection. The multiplier effect means that AD will shift by a larger amount 
than the increase in government spending. However, the crowding out effect suggests that the shift in AD 
could be smaller than the initial injection. While an increase in government purchases stimulates the AD 
for goods and services, it also causes the interest rate to rise, and a higher interest rate reduces invest-
ment spending and chokes off AD. The reduction in AD that results when a fiscal expansion raises the 
interest rate is called the crowding-out effect.

To see why the crowding-out effect occurs, let’s consider what happens in the money market using an 
example where the government invests in nuclear power stations from Nucelec. This increase in demand 
raises the incomes of the workers and owners of this firm (and, because of the multiplier effect, of other 
firms as well). As incomes rise, households plan to buy more goods and services and, as a result, choose 
to hold more of their wealth in liquid form. That is, the increase in income caused by the fiscal expansion 
raises the demand for money.

The effect of the increase in money demand is shown in panel (a) of Figure 29.4. Because the central 
bank has not changed the money supply, the vertical supply curve remains the same. When the higher 
level of income shifts the money demand curve to the right from MD1 to MD2, the interest rate must rise 
from r1 to r2 to keep supply and demand in balance.

The increase in the interest rate, in turn, reduces the quantity of goods and services demanded. In par-
ticular, because borrowing is more expensive, the demand for residential and business investment goods 
declines. That is, as the increase in government purchases increases the demand for goods and services, 
it may also crowd out investment. This crowding-out effect partially offsets the impact of government 
purchases on AD, as illustrated in panel (b) of Figure 29.4. The initial impact of the increase in government 
purchases is to shift the AD curve from AD1 to AD2, but once crowding out takes place, the AD curve drops 
back to AD3.

To sum up, when the government increases its purchases by €10 billion, the AD for goods and services 
could rise by more or less than €10 billion, depending on whether the multiplier effect or the crowding-out 
effect is larger.

changes in Taxes
The other important instrument of fiscal policy, besides the level of government purchases, is the level 
of taxation. When the government cuts personal income taxes or increases allowances, for instance, it 
increases households’ take-home pay. Households will save some of this additional income, but they will 
also spend some of it on consumer goods. Because it increases consumer spending, the tax cut shifts 
the AD curve to the right. Similarly, a tax increase depresses consumer spending and shifts the AD curve 
to the left.

The size of the shift in AD resulting from a tax change is also affected by the multiplier and crowding-out 
effects. When the government cuts taxes and stimulates consumer spending, earnings and profits rise, 
which further stimulates consumer spending. This is the multiplier effect. At the same time, higher income 
leads to higher money demand, which tends to raise interest rates. Higher interest rates make borrowing 
more costly, which reduces investment spending. This is the crowding-out effect. Depending on the size 
of the multiplier and crowding-out effects, the shift in AD could be larger or smaller than the tax change 
that causes it.
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The crowding-out effect
Panel (a) shows the money market. When the government increases its purchases of goods and services, the resulting increase in 
income raises the demand for money from 1MD  to 2MD , and this causes the equilibrium interest rate to rise from 1r  to 2r . Panel (b) 
shows the effects on AD . The initial impact of the increase in government purchases shifts the AD  curve from 1AD  to 2AD . Yet, 
because the interest rate is the cost of borrowing, the increase in the interest rate tends to reduce the quantity of goods and services 
demanded, particularly for investment goods. This crowding out of investment partially offsets the impact of the fiscal expansion on 
AD. In the end, the AD  curve shifts only to 3AD .

fIgure 29.4

negative Interest rates and ‘crank’ Ideas

In the wake of the Financial Crisis of 2007–9, the central banks of many developed economies reduced 
interest rates to historically low levels. Some central banks also used quantitative easing (QE) and other 
methods to try to trigger consumption and investment. There is some evidence to suggest that in many 
countries monetary policy proved impotent in countering the fiscal austerity programmes some gov-
ernments adopted, and, as a result, economic growth remained sluggish. Some argue that the Bank of 
England’s QE programme had simply led to banks building up their balance sheets, but not extending their 
lending to businesses and consumers. With interest rates at very low levels in many countries, the idea of 
the zero lower bound has come to the fore, which basically says that interest rates should not fall below 
zero. Could the lower bound be below zero?

In 2009, Professor Mankiw wrote an article in the New York Times suggesting negative interest rates. 
Borrow €1,000 today and pay back a smaller amount at some point in the future. If the interest rate was 

42  per cent and you had borrowed the €1,000 for a period of a year, you would pay back €960 in a year’s 
time. In that same article, Professor Mankiw recounted a discussion with one of his graduate students 
at Harvard about a scheme, put forward by the student, whereby the central bank announces that in one 
year’s time it would pick a digit from one to nine out of a hat, and any currency with a serial number ending 
in that number would cease to be legal tender. People would thus know that in one year’s time 10 per cent 
of the cash would cease to be legal tender; what would they do? The logic is to spend it. The additional 
spending would increase AD and act as a boost to the economy. Such a policy might enable central banks 
to set negative interest rates provided the rate was less than 10 per cent because there would then be an 
incentive to lend at (say) 42  per cent rather than potentially losing 10 per cent.

case sTudy

(Continued )
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In addition to the multiplier and crowding-out effects, there is another important determinant of the size 
of the shift in AD that results from a tax change: households’ perceptions about whether the tax change 
is permanent or temporary. For example, suppose that the government announces a tax cut of €1,000 per 
household. In deciding how much of this €1,000 to spend, households must ask themselves how long 
this extra income will last. If households expect the tax cut to be permanent, they may view it as adding 
substantially to their financial resources and, therefore, increase their spending by a large amount. In this 
case, the tax cut will have a large impact on AD. By contrast, if households expect the tax change to be 
temporary, they may view it as adding only slightly to their financial resources and, therefore, increase 
their spending by only a small amount. In this case, the tax cut will have a small impact on AD.

Mankiw noted that the basic idea of a negative interest rate was not new – a late nineteenth-century 
economist, Silvio Gesell, had mooted this, and Gesell’s idea was picked up by Keynes. Keynes noted that 
initially he saw Gesell’s ideas as being those of a ‘crank’ but changed his opinion and even referred to 
Gesell as an ‘unduly neglected prophet’.

In 2013, the idea of negative interest rates was raised by the Bank of England deputy governor, Paul 
Tucker, who outlined the possibility, albeit in very cautious terms, when giving evidence to the Treasury 
Select Committee. If the Bank of England reduced its lending rate to the banking system to negative rates, 
banks would be penalized for holding cash and would be incentivized to lend it out to avoid the penalty. 
Economists expressed some surprise at the suggestion by Mr Tucker, and many noted that it may have 
considerable unintended consequences. Indeed, Mr Tucker himself noted that it ‘would be an extraordi-
nary thing to do and it needs to be thought 
through very carefully’.

However, in June 2014, the ECB made 
negative interest rates a reality, in June 
2014, it charged banks 0.1 per cent on 
overnight cash holdings. By March 2016, 
the rate stood at 0.32  per cent. The cen-
tral banks of Sweden, Denmark and 
Switzerland followed suit and in January 
2016, the Bank of Japan announced that 
it was cutting interest rates to 0.12  per 
cent as it attempted to break the deflation-
ary cycle in the country, and this rate has 
been maintained up to the time of writing 
in January 2019. The negative interest rate 
did not apply to all bank reserves, only 
new bank reserves which arose from the 
Bank of Japan’s purchases of assets as 
part of its QE programme. The announce-
ment was unexpected, but other central 
banks, who had not at the time breached 
the zero lower bound, signalled that it was 
not an option that was out of the question.

self TesT Suppose that the government reduces spending on motorway construction by €1 billion. Which 
way does the AD curve shift? Explain why the shift might be larger than €1 billion. Explain why the shift might be 
smaller than €1 billion.

If people were suddenly told that in one year’s time 
10  per cent of their cash would cease to be legal tender; 
what would they do?
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usIng PolIcy To sTabIlIze The econoMy
We have seen how monetary and fiscal policy can affect the economy’s AD for goods and services. These 
theoretical insights raise some important policy questions: should policymakers use these instruments to 
control AD and stabilize the economy? If so, when? If not, why not?

The case for an active stabilization Policy
Government spending is one determinant of the position of the AD curve. When the government cuts 
spending, AD will fall, which will depress production and employment in the short run. If the central bank 
wants to prevent this adverse effect of the fiscal policy, it can act to expand AD by increasing the money 
supply. A monetary expansion would reduce interest rates, stimulate investment spending and expand 
AD. If monetary policy responds appropriately, the combined changes in monetary and fiscal policy could 
leave the AD for goods and services unaffected.

This analysis is exactly the sort followed by the members of the policy-setting committees of central 
banks like the Bank of England and the European Central Bank. They know that monetary policy is an 
important determinant of AD. They also know that there are other important determinants as well, includ-
ing fiscal policy set by the government, and so they will watch debates over fiscal policy with a keen eye.

This response of monetary policy to the change in fiscal policy is an example of a more general phenom-
enon: the use of policy instruments to stabilize AD and, as a result, production and employment. We have 
seen how the Great Depression in the 1930s spawned a belief that governments should act to manage 
AD in the wake of the research which followed Keynes’ General Theory. As a result, economic stabilization 
has been seen as an explicit or implicit goal of government macroeconomic policy in European and North 
American economies following the Second World War. In the UK, for example, this view was embodied in 
a government White Paper, published in 1944, which explicitly stated: ‘The Government accepts as one of 
its primary aims and responsibilities the maintenance of a high and stable level of employment after the 
War.’ In the United States, similar sentiments were embodied in the Employment Act of 1946. This explicit 
recognition by governments of a responsibility to stabilize the economy has two implications. The first, 
more modest, implication is that the government should avoid being a cause of economic fluctuations 
itself. Thus, many economists advise against large and sudden changes in monetary and fiscal policy, for 
such changes are likely to cause fluctuations in AD. Moreover, when large changes do occur, it is important 
that monetary and fiscal policymakers be aware of, and respond to, the other’s actions.

The second, more ambitious, implication of this explicit admission of responsibility – and one that was 
especially dominant in the first 30 years after the end of the Second World War – was that the government 
should respond to changes in the private economy to stabilize AD. To put the reasons for the pursuit of 
active stabilization policies into context, it is important to note that politicians remembered the problems 
of the Great Depression before the war and were keen to avoid a recurrence, not only because of the 
misery involved for millions of people but also because of the political effects of economic depression 
which were associated with a rise in extremism. Poverty was directly linked with the rise of extremism 
and political instability. As the war ended, therefore, they wanted to look forward to a better world in which 
governments could help avoid these problems. The adoption of Keynesian demand management policies 
seemed to offer some promise that full employment could be achieved.

Keynes (and his many followers) argued that AD fluctuates because of largely irrational waves of pessi-
mism and optimism. He used the term ‘animal spirits’ to refer to these arbitrary changes in attitude. When 
pessimism reigns, households reduce consumption spending, and firms reduce investment spending. 
The result is reduced AD, lower production and higher unemployment. Conversely, when optimism reigns, 
households and firms increase spending. The result is higher AD, higher production and inflationary pres-
sure. Notice that these changes in attitude are, to some extent, self-fulfilling.

In principle, the government can adjust its monetary and fiscal policy in response to these waves 
of optimism and pessimism and, thereby, stabilize the economy. For example, when people are exces-
sively pessimistic, the central bank can expand the money supply to lower interest rates and expand 
AD. When they are excessively optimistic, it can contract the money supply to raise interest rates and 
dampen AD.
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The case against an active stabilization Policy
Some economists argue that the government should avoid active use of monetary and fiscal policy to 
stabilize the economy. They claim that these policy instruments should be set to achieve long-run goals, 
such as rapid economic growth and low inflation, and that the economy should be left to deal with short-
run fluctuations on its own. Although these economists may admit that monetary and fiscal policy can 
stabilize the economy in theory, they doubt whether it can do so in practice.

The primary argument against active monetary and fiscal policy is that the effects of these policies may 
be, to a large extent, uncertain both in terms of magnitude and timing. As we have seen, monetary policy 
works by changing interest rates. This can have strong and rapid effects on consumer spending if (as in the 
UK) a large number of people are buying their house with a mortgage loan on which the interest rate can 
vary according to market interest rates. Quite simply, if interest rates go up, then mortgage payments go 
up and people have less money to spend. Yet if people have mortgages on which the interest rate is fixed 
for one or more years ahead, then the interest rate change will only affect mortgage payments with a very 
long lag. If many people live in rented accommodation (as is the case in some of the countries of continen-
tal Europe), then a rise in interest rates will have no strong effects through this channel at all. In all cases, 
however, the interest rate rise will still clearly affect consumer spending, because buying goods on credit 
(e.g. with a credit card) will be more expensive. The net effect on consumer spending may, therefore, be 
hard to predict, especially in terms of its timing.

Monetary policy can also affect AD through its influence on investment spending. Many firms make 
investment plans far in advance. Thus, many economists believe that it takes at least six months for 
changes in monetary policy to have much effect on output and employment. Most central banks readily 
admit that changes in interest rates can take up to 18 months to work their way through the economy. 
Moreover, once these effects occur, they can last for several years.

Critics of stabilization policy argue that because of these uncertain lags, the central bank should 
not try to fine tune the economy. They claim that the central bank often reacts too late to changing 
economic conditions and, as a result, ends up being a cause of, rather than a cure for, economic fluctu-
ations. These critics advocate a passive monetary policy, such as slow and steady growth in the money 
supply.

Fiscal policy may also work with a lag. Of course, the impact of a change in government spending is 
felt as soon as the change takes place and cuts in direct and indirect taxation can feed through into the 
economy quickly. However, considerable time may pass between the decision to adopt a government 
spending programme and its implementation. In the UK, for example, the government has often tended to 
undershoot on its planned spending, partly because of problems in attracting sufficient extra staff into key 
public services such as transport, education and health. At the same time, announcements about changes 
to income taxes (both personal and corporate) tend to occur months (and sometimes years) before imple-
mentation. In the intervening time period, households and businesses factor in the impending changes 
into their behaviour and so the effects are uncertain.

These lags in monetary and fiscal policy are a problem in part because economic forecasting is so 
imprecise. If forecasters could accurately predict the condition of the economy a year in advance, then 
monetary and fiscal policymakers could look ahead when making policy decisions. In this case, policymak-
ers could stabilize the economy despite the lags they face. Decisions are made, in part, on the basis of 
existing statistical data which are fed into models. That data can be inaccurate and subject to revision, as 
we have seen. Without accurate and up to date information, the outcome from modelling can vary consid-
erably. In practice, however, major recessions and depressions arrive without much advance warning. The 
best policymakers can do at any time is to respond to economic changes as they occur.

automatic stabilizers
Economists – both advocates and critics of stabilization policy – agree that the lags in implementation 
render policy less useful as a tool for short-run stabilization. The economy would be more stable, therefore, 
if policymakers could find a way to avoid some of these lags. In fact, they have automatic stabilizers, 
changes in fiscal policy that stimulate AD when the economy goes into a recession without policymakers 
having to take any deliberate action.
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The most important automatic stabilizer is the tax system. When the economy goes into a recession, 
the amount of taxes collected by the government falls automatically because almost all taxes are closely 
tied to economic activity and because in many countries, income taxes are progressive. This means that 
as economic activity increases, an increasing proportion of income is paid in tax and vice versa. Income 
tax depends on households’ incomes and corporation tax depends on firms’ profits. Because incomes 
and profits both fall in a recession, the government’s tax revenue falls as well. Taxes are a withdrawal from 
the circular flow which has the effect of dampening the level of AD. If tax revenues are lower, it means 
that consumers have more disposable income to spend on consumption and businesses on investment. 
If economic activity increases, then tax revenues will rise. These automatic tax changes either stimulate 
or dampen AD and, thereby, reduce the magnitude of economic fluctuations.

Government spending also acts as an automatic stabilizer. In particular, when the economy goes into a 
recession and workers are laid off, more people apply for state unemployment benefits, welfare benefits 
and other forms of income support. Extra spending on benefits and the welfare system helps to provide a 
cushion against too large a fall in economic activity. This increase in government spending stimulates AD at 
exactly the time when it is insufficient to maintain full employment. However, it must be taken into consider-
ation that to finance this additional spending (at a time when tax revenue is falling) governments may have to 
borrow. This additional borrowing can put upwards pressure on interest rates and dampen the overall effect.

Automatic stabilizers are generally not sufficiently strong to prevent recessions completely. Never-
theless, without these automatic stabilizers, output and employment would probably be more volatile 
than they are. For this reason, many economists would not favour a policy of always running a balanced 
budget, as some politicians have proposed. When the economy goes into a recession, taxes fall, govern-
ment spending rises and the government’s budget moves towards deficit. If the government faced a strict 
balanced budget rule, it would be forced to look for ways to raise taxes or cut spending in a recession. 
In other words, a strict balanced budget rule would eliminate the automatic stabilizers inherent in the 
current system of taxes and government spending and would, in effect, be an ‘automatic destabilizer’.

automatic stabilizers changes in fiscal policy that stimulate aD when the economy goes into a recession, without 
policymakers having to take any deliberate action

balanced budget where the total sum of money received by a government in tax revenue and interest is equal to the 
amount it spends, including on any debt interest owing

self TesT Suppose a wave of negative ‘animal spirits’ overruns the economy, and people become 
pessimistic about the future. What happens to AD? If the central bank wants to stabilize AD, how should it alter 
the money supply? If it does this, what happens to the interest rate? Why might the central bank choose not to 
respond in this way?

conclusIon
Before policymakers make any change in policy, they need to consider all the effects of their decisions. 
Earlier in the book we examined classical models of the economy, which describe the long-run effects 
of monetary and fiscal policy. There we saw how fiscal policy influences saving, investment and long-run 
growth, and how monetary policy influences the price level and the inflation rate.

In this chapter we examined the short-run effects of monetary and fiscal policy. We saw how these 
policy instruments can change the AD for goods and services and, thereby, alter the economy’s produc-
tion and employment in the short run. When the government reduces spending to balance the budget, 
it needs to consider both the long-run effects on saving and growth and the short-run effects on AD and 
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employment. When the central bank reduces the growth rate of the money supply, it must take into 
account the long-run effect on inflation as well as the short-run effect on production. We will move on to 
discuss the transition between the short run and the long run more fully, and we will see that policymakers 
often face a trade-off between long-run and short-run goals.

suMMary
 ● In developing a theory of short-run economic fluctuations, Keynes proposed the theory of liquidity preference 

to explain the determinants of the interest rate. According to this theory, the interest rate adjusts to balance the 
supply and demand for money.

 ● An increase in the price level raises money demand and increases the interest rate that brings the money market 
into equilibrium. Because the interest rate represents the cost of borrowing, a higher interest rate reduces invest-
ment and, thereby, the quantity of goods and services demanded. The downwards sloping AD curve expresses this 
negative relationship between the price level and the quantity demanded.

 ● Policymakers can influence AD with monetary policy. An increase in the money supply reduces the equilibrium 
interest rate for any given price level. Because a lower interest rate stimulates investment spending, the AD curve 
shifts to the right. Conversely, a decrease in the money supply raises the equilibrium interest rate for any given 
price level and shifts the AD curve to the left.

 ● Policymakers can also influence AD with fiscal policy. An increase in government purchases or a cut in taxes shifts 
the AD curve to the right. A decrease in government purchases or an increase in taxes shifts the AD curve to the left.

 ● When the government alters spending or taxes, the resulting shift in AD can be larger or smaller than the fiscal 
change. The multiplier effect tends to amplify the effects of fiscal policy on AD. The crowding-out effect tends to 
dampen the effects of fiscal policy on AD.

 ● Because monetary and fiscal policy can influence AD, the government sometimes uses these policy instruments 
to stabilize the economy. Economists disagree about how active the government should be in this effort. According 
to advocates of active stabilization policy, changes in attitudes by households and firms shift AD; if the government 
does not respond, the result is undesirable and unnecessary fluctuations in output and employment.

 ● According to critics of an active stabilization policy, monetary and fiscal policy work with such long lags that 
attempts at stabilizing the economy often end up being destabilizing.

fiscal Multipliers
The theory seems intuitive enough – if government spends money on a major infrastructure project, it is logical that the 
income received will be spent and fed through to other parts of the economy, and as a result lead to a rise in national 
income that is a multiple of the initial injection. Most economists would not disagree with this base analysis, but where 
they do disagree is on the size of the multiplier effect and therefore whether this is the best way to smooth out short-
term fluctuations in economic activity. There has been a considerable amount of research into the size of fiscal or gov-
ernment expenditure multipliers – the change in output that arises as a result of a change in government expenditure.

Does the size of the fiscal multiplier matter? The difference in the estimates of the size of the fiscal multiplier, 
according to two leading macroeconomists, is revealing. Robert Barro, a Harvard professor, wrote in 2009 that the 
size of the fiscal multiplier in peacetime was close to zero; Christine Romer, a professor of economics at the University 
of California, Berkeley, and a former chair of Economic Advisors to President Obama, suggested that the multiplier 
was nearer to 1.6. When the US government passed a stimulus package of $787 billion (€692 billion) in 2009, the dif-
ference in the number of jobs created of these two estimates of the multiplier effects would be around 3.75 million 
according to three economists, Mendoza, Vegh and Ilzetzki, in an IMF working paper.

In The neWs
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What the research does seem to show is that the size of the fiscal multiplier is dependent on a wide range of 
factors. The fiscal multiplier might be different in developed and less developed countries, whether the government 
spending ‘shock’ is anticipated or unanticipated, how open the economy is, the exchange rate regime used by the 
country (whether exchange rates are fixed against other currencies, managed, or allowed to float freely in response 
to market conditions), whether the economy is experiencing a financial or debt crisis, and the time preferences of 
the population of a country. Time preferences refer to how people react to the fiscal stimulus; if a government cuts 
taxes or increases spending, what proportion of the increase in income would be spent and what proportion saved? 
To what extent would people build into their decision-making the expectation that a ‘windfall’ now will ‘inevitably’ 
lead to tax rises in the future? The idea that people will save most of any increase in government spending because 
they expect to have to pay higher taxes in the future is called Ricardian Equivalence and was initially developed by 
David Ricardo in the nineteenth century but 
has been refined somewhat by Robert Barro. 
The size of the fiscal multiplier will depend in 
part, therefore, on the extent to which con-
sumers are Ricardian in their response.

A discussion paper written by Gilberto 
Marcheggiano and David Miles (Bank of 
England External MPC Discussion Paper 
no. 39, January 2013) noted that ‘Empirical 
studies … face great challenges in meas-
uring multipliers because of the difficul-
ties of identifying exogenous fiscal shocks 
and controlling for other factors that might 
affect output responses.’ They further note 
that studies on the size of fiscal multipliers 
include estimates between 1.2  and 1.8 and in 
other cases, 0.8 to 1.5.

Critical Thinking Questions

1 how do you think the size of the fiscal multiplier would vary when a government announced an increase in 
spending of €50 billion to be spent on infrastructure projects, compared to a cut in income taxes which would 
put an equivalent amount into people’s pockets?

2 Why do you think that barro and romer have such a different view of the size of the fiscal multiplier?
3 Why might the size of the fiscal multiplier depend on whether it is anticipated or unanticipated?
4 The size of the fiscal multiplier will depend on ricardian equivalence. To what extent do you think people adjust 

their spending decisions in response to expectations of future tax changes?
5 If it is difficult to empirically arrive at a reliable and accurate measure of the size of fiscal multipliers, does this 

mean that policymakers should avoid resorting to the use of fiscal policy as a means of stimulating an economy? 
Justify your answer.

reference: www.imf.org/external/pubs/ft/wp/2011/wp1152.pdf, accessed 19 February 2019.

If a government cut taxes or increased spending, what proportion of 
the increase in income would be spent and what proportion saved?

QuesTIons for revIeW
1 What are the three ways in which monetary policy affects AD?

2 What is the theory of liquidity preference?

3 How does the theory of liquidity preference help explain the downwards slope of the AD curve?

4 Use the theory of liquidity preference to explain how a decrease in the money supply affects the AD curve.
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5 The government spends €500 million improving canals for trade and leisure use. Explain why AD might increase by more 
than €500 million. Explain why AD might increase by less than €500 million.

6 If governments commit to demand management policies to maintain the economy as near to full employment output as 
possible, what effect do you think this may have on expectations and economic actors’ responses to government policy 
initiatives?

7 Suppose that survey measures of consumer confidence indicate a wave of pessimism is sweeping the country. If 
policymakers do nothing, what will happen to aggregate AD? What should the government do if it wants to stabilize AD? 
If the government does nothing, should the central bank stabilize AD? If so, how?

8 How might a government use taxation as a tool in expansionary fiscal policy?

9 Outline the arguments for and against an active stabilization policy.

10 Give an example of a government policy that acts as an automatic stabilizer. Explain why this policy has this effect.

ProbleMs and aPPlIcaTIons
1 Explain how each of the following developments would affect the supply of money, the demand for money and the 

interest rate. Illustrate your answers with diagrams.
a. The central bank’s bond traders buy bonds in open market operations.
b. An increase in credit card availability reduces the cash people hold.
c. Households decide to hold more money to use for holiday shopping.
d. A wave of optimism boosts business investment and expands AD.
e. A significant fall in oil prices shifts the SRAS curve to the right.

2 Suppose banks install automatic teller machines on every street corner and, by making cash readily available, reduce 
the amount of money people want to hold.
a. Assume the central bank does not change the money supply. According to the theory of liquidity preference, what 

happens to the interest rate? What happens to AD?
b. If the central bank wants to stabilize AD, how should it respond?

3 The economy is in a recession with high unemployment and low output.
a. Use a graph of AD and AS to illustrate the current situation. Include the AD curve, the SRAS curve and the LRAS 

curve.
b. Identify an open market operation that would restore the economy to its natural rate.
c. Use a graph of the money market to illustrate the effect of this open market operation. Show the resulting change in 

the interest rate.
d. Use a graph similar to the one in part (a) to show the effect of the open market operation on output and the price level. 

Explain in words why the policy has the effect that you have shown in the graph.

4 This chapter explains that expansionary monetary policy reduces the interest rate and thus stimulates demand for 
investment goods. Explain how such a policy also stimulates the demand for net exports.

5 Suppose government spending increases. Would the effect on AD be larger if the central bank took no action in response, 
or if the central bank were committed to maintaining a fixed interest rate? Explain.

6 In which of the following circumstances is expansionary fiscal policy more likely to lead to a short-run increase in 
investment? Explain.
a. When the investment accelerator is large, or when it is small?
b. When the interest sensitivity of investment is large, or when it is small?

7 Assume the economy is in a recession. Explain how each of the following policies would affect consumption and 
investment. In each case, indicate any direct effects, any effects resulting from changes in total output, any effects 
resulting from changes in the interest rate and the overall effect. If there are conflicting effects making the answer 
ambiguous, say so.
a. An increase in government spending.
b. A reduction in taxes.
c. An expansion of the money supply.
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8 For various reasons, fiscal policy changes automatically when output and employment fluctuate.
a. Explain why tax revenue changes when the economy goes into a recession.
b. Explain why government spending changes when the economy goes into a recession.
c. If the government were to operate under a strict balanced budget rule, what would it have to do in a recession? 

Would this make the recession more or less severe?

9 Assume that a law has been proposed that would make price stability the sole goal of monetary policy. Suppose such 
a law were passed.
a. How would the central bank respond to an event that contracted AD?
b. How would the central bank respond to an event that caused an adverse shift in SRAS?
c. In each case, is there another monetary policy option that would lead to greater stability in output?

10 An economy is operating with a negative output gap of €400 billion. The government of this economy wants to close this 
output gap. The central bank agrees to adjust the money supply to hold the interest rate constant so there is no crowding 
out. The MPC is 0.8, and the price level is fixed in the short run. In what direction and by how much would government 
spending need to change to close the output gap? Explain your thinking.
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The ShorT-run Trade- 
off beTween InflaTIon 
and unemploymenT

recall the long-run determinants of unemployment and inflation. The natural rate of unemployment 
depends on various features of the labour market, such as minimum wage laws, the market power 

of unions, the role of efficiency wages and the effectiveness of job search. The inflation rate depends 
primarily on growth in the money supply, which, it is assumed, a nation’s central bank controls. In the long 
run, therefore, inflation and unemployment are largely unrelated problems. In the short run the situation 
is very different. The relationship between inflation and unemployment is a topic that has attracted the 
attention of some of the most important economists of the last half century. It still occupies attention and 
particularly so since the Financial Crisis 2007–9, when many countries have seen inflation relatively low 
and stable but unemployment continuing to fall below the estimated natural rate of unemployment. The 
best way to understand this relationship is to see how thinking about it has evolved over time.

The relaTIonShIp beTween InflaTIon and unemploymenT

david hume
Studies on the relationship between unemployment and inflation are not a new phenomenon. In the early 
part of the nineteenth century, the convertibility of currency into gold was suspended during the Napoleonic 
Wars and the period was marred by accelerating inflation. At the same time, many small banks collapsed 
which resulted in a reduction in the money supply. The consequence was a serious economic decline which 
caused considerable hardship on the poor as unemployment rose. The Scottish philosopher, historian and 
economist, David Hume, wrote on the issue in 1752. In an essay entitled Of Money, Hume suggested 
that if the money supply is increased when an economy is below full employment, spending will increase, 
which in turn creates economic expansion. Firms take on more workers as a result and unemployment 
falls. However, the demand for labour pushes up wage costs, and firms pass on these additional costs onto 
consumers in the form of higher prices. Hume established a link between changes in the money supply and 
output and hinted at an inverse link between inflation and unemployment.

Tinbergen and Klein
The first Nobel Prize in Economics winner, Jan Tinbergen, carried out econometric studies of links between 
inflation and unemployment in the late 1930s, which focused on the demand for labour, wage rates and 
prices. The resulting model implied a trade-off between wage increases and disequilibrium in the labour 
market. Tinbergen’s work was followed up by the 1980 Nobel Prize winner, Lawrence Klein, in work at 
the Cowles Commission for Research in Economics at the University of Chicago in the 1940s and 1950s. 
Klein’s work was part of an intellectual tradition carried on by Friedman and Phelps, whom we will come 
to later. In building a model of the US economy, Klein suggested that workers’ wage demands would be 
informed in part by inflation and expected inflation, but that these demands would also take into account 
prevailing unemployment. The work of the Cowles Commission established a relationship between wage 
inflation and output gaps.

30
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arthur brown
The links between the rate of increase in wages and inflation is part of a short-run cause of inflation 
referred to as cost-push inflation. Cost-push inflation occurs where firms face higher costs and pass 
these on in the form of higher prices. Wages are one of the most important costs facing firms. Workers 
may demand higher wages, fuelled in part either by a recognition that there is excess demand in the labour 
market and/or because of expected higher inflation. If firms accommodate higher wages, they may pass 
them on to consumers as higher prices. This is particularly likely if firms believe that demand is likely to 
continue to be strong. As inflation accelerates, workers demand higher wages in the next round and a 
wage–price spiral develops.

cost-push inflation a short-run cause of accelerating inflation due to higher input costs of firms which are passed on as 
higher consumer prices

We have noted that the long-run cause of inflation can be explained by the quantity theory of money, 
but short-run causes may go deeper than simply a rise in the money supply. Arthur Brown was one such 
economist who wanted to understand the causes of inflation in more detail. Brown had spent the war 
years as a civil servant and then joined James Meade, the 1977 Nobel Prize winner, in the economic 
 section of the Cabinet Office before becoming Professor of Economics at the University of Leeds. In 1955, 
he published a book entitled The Great Inflation, 1939–51. The book contained charts showing changes 
in wage rates on the vertical axis and unemployment on the horizontal axis. In an obituary published in 
The Guardian in 2003, one of Brown’s students, Professor Tony Thirlwall (from the University of Kent), 
noted that: ‘He precisely anticipated the Phillips curve, which plots the inverse relation between wage 
and price inflation and the rate of unemployment.’ (Source: www.theguardian.com/news/2003/mar/12 
/guardianobituaries.obituaries.)

Indeed, there are some who argue that the Phillips curve should more accurately be referred to as the 
‘Brown curve’.

The phIllIpS Curve
In 1958, a New Zealand economist working at the London School of Economics, A.W. Phillips, published 
an article in the British journal Economica that would make him famous. The article was entitled ‘The Rela-
tionship between Unemployment and the Rate of Change of Money Wages in the UK, 1861–1957’. In it, 
Phillips showed a negative correlation between the rate of unemployment and the rate of inflation. That 
is, Phillips showed that years with low unemployment tend to have high inflation, and years with high 
unemployment tend to have low inflation. (It should be noted that Phillips examined inflation in nominal 
wages rather than inflation in prices, but for our purposes that distinction is not important. These two 
measures of inflation usually move together because of the relationship between wage inflation and the 
excess demand for labour.) George Akerlof, in his Nobel Prize lecture in 2001, referred to the Phillips curve 
as: ‘Probably the single most important macroeconomic relationship’.

origins of the phillips Curve
The circumstances surrounding the publication of the paper which made Phillips famous are interesting. 
In 1957, Phillips was being supported as a candidate for the Tooke Chair of Economic Theory at the London 
School of Economics (LSE), but at that time he had only a limited publication record. Despite this, those 
that knew him, including James Meade, regarded him highly and there has been a suggestion that the 
paper published in Economica was ‘a rushed job’. Indeed, Phillips himself said as much and noted that 
his analysis of the data from 1861–1913 was ‘a good weekend’s work’. Allan G. Sleeman, in a paper pub-
lished in the Journal of Economic Perspectives in 2011, argues that the paper was pushed for publication 
as a means of providing support for the position at the LSE and not necessarily submitted by Phillips 
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himself, but by his supporters. Regardless of the circumstances surrounding the publication, the paper 
investigated the relationship between the rate of change in money wages and unemployment in the UK. 
The paper looks at two time periods, data between 1861 and 1913, and from 1913 to 1957. The first set 
of data seemed to imply a relationship between the rate of change of money wages (in per cent per year) 
which was drawn on the vertical axis, and unemployment (as a percentage) on the horizontal axis. The 
second period was one characterized by a great deal of upheaval, both economic and political. It seems 
that Phillips was not satisfied that the relationship was as strong in the second period as the first; indeed, 
he did not make any claim that he had discovered a stable relationship. He referred to the paper as a ‘crude 
attempt’, and while other economists became fascinated with the seed which Phillips had planted, he 
himself moved on to other topics.

The paper spawned much further research with economists such as Richard Lipsey, Paul Samuelson 
and Robert Solow replicating Phillips’ model and applying different techniques to assess its validity. 
The Phillips curve was introduced to the wider public after being included in Paul Samuelson’s fifth edition 
of his undergraduate textbook Economics in the early 1960s, and in Lipsey’s An Introduction to Positive 
Economics, published in 1963; both books were used widely in undergraduate teaching on both sides of 
the Atlantic.

Samuelson and Solow Although Phillips’s discovery was based on data for the UK, researchers quickly 
extended his finding to other countries. Two years after Phillips published his article, Samuelson and Robert 
Solow published an article in the American Economic Review called ‘Analytics of Anti-inflation Policy’ in 
which they showed a similar negative correlation between inflation and unemployment in data for the 
United States. They reasoned that this correlation arose because low unemployment was  associated with 
high AD, which in turn puts upwards pressure on wages and prices throughout the economy. In other 
words, an inflationary gap, where AD is greater than trend output, leads to an increase in prices in the 
short run. Samuelson and Solow dubbed the negative association between inflation and unemployment 
the Phillips curve. Figure 30.1 shows an example of a Phillips curve like the one found by Samuelson 
and Solow.

Phillips curve a curve that shows the short-run trade-off between inflation and unemployment

Inflation
rate

(per cent
per year)
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2

0 4 7

B

A

Phillips curve

Unemployment rate (per cent)

The phillips Curve
The Phillips curve illustrates a negative 
association between the inflation rate and 
the unemployment rate. At point A, inflation 
is low and unemployment is high. At point B, 
inflation is high and unemployment is low.

fIgure 30.1

Samuelson and Solow were interested in the Phillips curve because they believed that it held important 
lessons for policymakers. In particular, they suggested that the Phillips curve offers policymakers a menu 
of possible economic outcomes. By altering monetary and fiscal policy to influence AD, policymakers could 
choose any point on this curve. Point A offers high unemployment and low inflation. Point B offers low 
unemployment and high inflation. Policymakers might prefer both low inflation and low unemployment, 
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In panel (a) of the figure, we can see the implications for output and the price level in 2021. If the AD for 
goods and services is relatively low, the economy experiences outcome A. The economy produces output 
of 7,500, and the price level is 102. By contrast, if AD is relatively high, the economy experiences outcome 
B with output at 8,000, and the price level is 106. Thus, higher AD moves the economy to an equilibrium 
with higher output and a higher price level.

In panel (b) of the figure, we can see what these two possible outcomes mean for unemployment and 
inflation. Because firms need more workers when they produce a greater output of goods and services, 
unemployment is lower in outcome B than in outcome A. In this example, when output rises from 7,500 
to 8,000, unemployment falls from 7 per cent to 4 per cent. Moreover, because the price level is higher 
at  outcome B than at outcome A, the inflation rate (the percentage change in the price level from the 

but the historical data as summarized by the Phillips curve indicate that this combination is not possible. 
According to Samuelson and Solow, policymakers face a trade-off between inflation and unemployment, 
and the Phillips curve illustrates that trade-off.

aggregate demand, aggregate Supply and the phillips Curve
The model of AD and AS provides an easy explanation for the menu of possible outcomes described by 
the Phillips curve. The Phillips curve simply shows the combinations of inflation and unemployment that 
arise in the short run as shifts in the AD curve move the economy along the SRAS. Recall that an increase 
in the AD for goods and services leads, in the short run, to a larger output of goods and services and a 
higher price level. Larger output means greater employment and, thus, a lower rate of unemployment. In 
addition, whatever the previous year’s price level happens to be, the higher the price level in the current 
year, the higher the rate of inflation. Thus, shifts in AD push inflation and unemployment in opposite direc-
tions in the short run.

To see more fully how this works, let’s consider an example. To keep the numbers simple, imagine 
that the price level (as measured, for instance, by the consumer prices index) equals 100 in the year 2020. 
Figure 30.2 shows two possible outcomes that might occur in 2021. Panel (a) shows the two outcomes 
using the model of AD and AS. Panel (b) illustrates the same two outcomes using the Phillips curve.

how the phillips Curve Is related to the model of aggregate demand and aggregate Supply
Panel (a) shows the model of AD and AS. If AD is low, the economy is at point A; output is low  (7,500), and the price level is low  (102) .  
If AD is high, the economy is at point B; output is high  (8,000) , and the price level is high (106). Panel (b) shows the implications for the 
Phillips curve. Point A, which arises when AD is low, has high unemployment  ( 7  per cent) and low inflation (  2  per cent). Point B, which 
arises when AD is high, has low unemployment (  4 per cent) and high inflation ( 6  per cent).

fIgure 30.2
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ShIfTS In The phIllIpS Curve: The role of expeCTaTIonS
The value of the Phillips curve as a basis for policy decisions is dependent on the extent to which the 
relationship between wage growth and, by extension, inflation and unemployment, is stable over time. 
Research continued into the Phillips curve relationship throughout the 1960s.

The long-run phillips Curve
In 1968, Milton Friedman published a paper in the American Economic Review, based on an address he 
had recently given as president of the American Economic Association. The paper, entitled ‘The Role 
of Monetary Policy’, contained sections on ‘What Monetary Policy Can Do’ and ‘What Monetary Policy 
Cannot Do’. Friedman argued that one thing monetary policy cannot do, other than for only a short time, is 
pick a combination of inflation and unemployment on the Phillips curve. At about the same time, another 
economist, Edmund Phelps, also published a paper denying the existence of a long-run trade-off between 
inflation and unemployment.

Friedman and Phelps based their conclusions on classical principles of macroeconomics. Recall that 
classical theory points to growth in the money supply as the primary determinant of inflation. Classical 
theory also states that monetary growth does not have real effects – it merely alters all prices and nominal 
incomes proportionately. In particular, monetary growth does not influence those factors that determine 
the economy’s unemployment rate, such as the market power of unions, the role of efficiency wages, 
or the process of job search. Friedman and Phelps concluded that there is no reason to think the rate of 
inflation would, in the long run, be related to the rate of unemployment.

Here, in his own words, is Friedman’s view about what the central bank can hope to accomplish in the 
long run:

The monetary authority controls nominal quantities – directly, the quantity of its own liabilities 
 [currency plus bank reserves]. In principle, it can use this control to peg a nominal quantity – an 
exchange rate, the price level, the nominal level of national income, the quantity of money by one 
definition or another – or to peg the change in a nominal quantity – the rate of inflation or deflation, 
the rate of growth or decline in nominal national income, the rate of growth of the quantity of money. 
It cannot use its control over nominal quantities to peg a real quantity – the real rate of interest, 
the rate of unemployment, the level of real national income, the real quantity of money, the rate of 
growth of real national income, or the rate of growth of the real quantity of money.

These views have important implications for the Phillips curve. In particular, they imply that monetary 
 policymakers face a long-run Phillips curve that is vertical, as in Figure 30.3. If the central bank increases 
the money supply slowly, the inflation rate is low, and the economy finds itself at point A. If the central bank 

previous year) is also higher. In particular, since the price level was 100 in year 2020, outcome A has an 
inflation rate of 2 per cent, and outcome B has an inflation rate of 6 per cent. Thus, we can compare the 
two possible outcomes for the economy either in terms of output and the price level (using the model of 
AD and AS) or in terms of unemployment and inflation (using the Phillips curve).

As we have seen, monetary and fiscal policy can shift the AD curve. Therefore, monetary and fiscal 
policy can move the economy along the Phillips curve. Increases in the money supply, increases in gov-
ernment spending, or cuts in taxes expand AD and move the economy to a point on the Phillips curve with 
lower unemployment and higher inflation. Decreases in the money supply, cuts in government spending, 
or increases in taxes contract AD and move the economy to a point on the Phillips curve with lower infla-
tion and higher unemployment. In this sense, the Phillips curve offers policymakers a trade-off between 
combinations of inflation and unemployment.

Self TeST Draw the Phillips curve. Use the model of AD and AS to show how policy can move the economy 
from a point on this curve with high inflation to a point with low inflation.
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The vertical long-run Phillips curve is, in essence, one expression of the classical idea of monetary 
neutrality. As you may recall, we expressed this idea with a vertical LRAS curve. Indeed, as Figure 30.4 
illustrates, the vertical long-run Phillips curve and the vertical LRAS curve are two sides of the same coin. 
In panel (a) of this figure, an increase in the money supply shifts the AD curve to the right from 1AD  to 2AD .  
As a result of this shift, the long-run equilibrium moves from point A to point B.

increases the money supply quickly, the inflation rate is high, and the economy finds itself at point B. In either 
case, the unemployment rate tends towards its natural rate. The vertical long-run Phillips curve illustrates the 
conclusion that unemployment does not depend on money growth and inflation in the long run.
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fIgure 30.3

how the long-run phillips Curve Is related to the model of aggregate demand and aggregate Supply
Panel (a) shows the model of AD and AS with a vertical AS curve. When expansionary monetary policy shifts the AD curve to the right 
from  1AD  to  2AD , the equilibrium moves from point A to point B. The price level rises from  1P to  2P , while output remains the same. 
Panel (b) shows the long-run Phillips curve, which is vertical at the natural rate of unemployment. Expansionary monetary policy moves 
the economy from lower inflation (point A) to higher inflation (point B) without changing the rate of unemployment.

fIgure 30.4

(a) The model of aggregate demand and aggregate supply (b) The Phillips curve

B

A

B

A

Long run Phillips
curve

3. ... and
increases the
inflation rate ...

4. ... but leaves output and unemployment
at their natural rates.

Quantity of output Unemployment rateNatural rate of
unemployment

Natural rate
of output

2. ... raises
the price
level ...

Price level Long run aggregate
supply

1. An increase in
the money supply
increases aggregate
demand ...

0

P1
AD2

Aggregate
demand, AD1

P2

0

Inflation
rate

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



680   PART 12   SHORT-RUN EcONOMIc FLUcTUATIONS

The price level rises from 1P  to 2P , but because the AS curve is vertical, output remains the same. 
In panel (b), more rapid growth in the money supply raises the inflation rate by moving the economy from 
point A to point B. Because the Phillips curve is vertical, the rate of unemployment is the same at these two 
points. Thus, the vertical LRAS curve and the vertical long-run Phillips curve both imply that monetary policy 
influences nominal variables (the price level and the inflation rate) but not real variables (output and unem-
ployment). Regardless of the monetary policy pursued by the central bank, output and unemployment are, 
in the long run, at their natural rates.

The natural rate of unemployment Friedman and Phelps used the adjective ‘natural’ to describe the 
unemployment rate towards which the economy tends to gravitate in the long run. As we have seen, the 
natural rate of unemployment is not necessarily the socially desirable rate of unemployment. Neither is 
the natural rate of unemployment constant over time. This unemployment is ‘natural’ because it is beyond 
the influence of monetary policy.

Although the conclusion of Friedman and Phelps was that monetary policy cannot influence the natural 
rate of unemployment, other types of policy can. To reduce the natural rate of unemployment, policymak-
ers could look to policies that improve the functioning of the labour market, for example minimum wage 
laws, collective bargaining laws, unemployment insurance and job training schemes. A policy change that 
reduced the natural rate of unemployment would shift the long-run Phillips curve to the left. In addition, 
because lower unemployment means more workers are producing goods and services, the quantity of 
goods and services supplied would be larger at any given price level, and the LRAS would shift to the right. 
The economy could then enjoy lower unemployment and higher output for any given rate of money growth 
and inflation. We will look at some of these policies designed to affect the supply side of the economy 
later in the book.

a fear of Inflation

A debate which arose following the Financial Crisis 2007–9 is whether weak growth being experienced in 
many countries needs to be countered by expansionary fiscal and monetary policy and, if so, what danger 
there is to inflation in the coming years. There is a body of opinion that the sort of expansion necessary 
would lead to severe inflationary consequences and that expectations on managing inflation at stable 
levels need to be maintained. Such an argument would embrace the basic premise of the Phillips curve.

For those countries that have returned to some growth such as the United States and the UK,  inflation 
has not taken off; indeed, in the UK there were short episodes of deflation. At the time of writing the CPI 
has remained relatively subdued in 
both countries at around 2.0 per cent 
while unemployment has fallen; by 
mid-2019, the unemployment rate was 
3.9  per cent in the United States and 
3.8 per cent in the UK, both below what 
many economists had believed was 
the natural rate of unemployment. In 
such circumstances, the expectation 
would be that inflation would begin 
to accelerate as the labour market 
tightens and the demand for labour 
pushes up wage rates. In fact, the rate 
of growth in wages has also been sub-
dued and there were no immediate 
signs that inflation in either country 
was going to accelerate.

CaSe STudy

Despite stronger growth and falling unemployment, inflation has 
not accelerated in parts of Europe as many expected.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 30   THE SHORT-RUN TRADE-OFF BETWEEN INFLATION AND UNEMPLOYMENT    681

reconciling Theory and evidence
Friedman and Phelps’ conclusion was based on an appeal to theory. In contrast, the negative correlation 
between inflation and unemployment documented by Phillips, Samuelson and Solow was based on data. 
Why should anyone believe that policymakers faced a vertical Phillips curve when the world seemed to 
offer a downwards sloping one? Shouldn’t the findings of Phillips, Samuelson and Solow lead us to reject 
the classical conclusion of monetary neutrality?

Friedman and Phelps were well aware of these questions, and they offered a way to reconcile classical 
macroeconomic theory with the finding of a downwards sloping Phillips curve in data from the UK and the 
United States. They argued that policymakers can pursue expansionary monetary policy to achieve lower 
unemployment for a while (i.e. in the short run), but eventually unemployment returns to its natural rate, 
and more expansionary monetary policy leads only to higher inflation.

Friedman and Phelps reasoned that the SRAS curve is upwards sloping, indicating that an increase in 
the price level raises the quantity of goods and services that firms supply. In contrast, the LRAS curve 
is vertical, indicating that the price level does not influence quantity supplied in the long run. We have 
presented three theories to explain the upwards slope of the SRAS curve: sticky wages, sticky prices and 
misperceptions about relative prices. Because wages, prices and perceptions adjust to changing economic 
conditions over time, the positive relationship between the price level and quantity supplied applies in the 
short run but not in the long run. Friedman and Phelps applied this same logic to the Phillips curve. Just 
as the AS curve slopes upwards only in the short run, the trade-off between inflation and unemployment 
holds only in the short run. Just as the LRAS curve is vertical, the long-run Phillips curve is also vertical.

To help explain the short-run and long-run relationship between inflation and unemployment, Friedman 
and Phelps focused on expected inflation. Expected inflation measures how much people expect the 
overall price level to change. The expected price level affects the wages and prices that people set and 
the perceptions of relative prices that they form. As a result, expected inflation is one factor that deter-
mines the position of the SRAS curve. In the short run, the central bank can take expected inflation (and 
thus the SRAS curve) as already determined. When the money supply changes, the AD curve shifts and 
the  economy moves along a given SRAS curve. In the short run, therefore, monetary changes lead to 
unexpected fluctuations in output, prices, unemployment and inflation. In this way, Friedman and Phelps 
explained the Phillips curve that Phillips, Samuelson and Solow had documented.

Yet the central bank’s ability to create unexpected inflation by increasing the money supply exists only 
in the short run. In the long run, people come to expect whatever inflation rate the central bank chooses 
to produce. Because wages, prices and perceptions will eventually adjust to the inflation rate, the LRAS 
curve is vertical. In this case, changes in AD, such as those due to changes in the money supply, do not 
affect the economy’s output of goods and services. Thus, Friedman and Phelps concluded that unemploy-
ment returns to its natural rate in the long run.

The Short-run phillips Curve
The analysis of Friedman and Phelps can be summarized in the following equation (which is another 
expression of the AS equation we presented earlier in the book):

( )5 2 2Unemployment rate NRU a Actual Inflation Expected inflation

This equation relates the unemployment rate to the natural rate of unemployment (NRU), actual inflation 
and expected inflation. In the short run, expected inflation is given. As a result, higher actual inflation is associ-
ated with lower unemployment. (How much unemployment responds to unexpected inflation is determined 
by the size of a, a number that in turn depends on the slope of the SRAS curve.) In the long run, however, 
people come to expect whatever inflation the central bank produces (or specifies as the target rate). Thus, 
actual inflation equals expected inflation, and unemployment is at its natural rate.

This equation implies there is no stable short-run Phillips curve. Each short-run Phillips curve reflects a 
particular expected rate of inflation. To be precise, if you graph the equation, you’ll find that the short-run 
Phillips curve intersects the long-run Phillips curve at the expected rate of inflation. Whenever expected 
inflation changes, the short-run Phillips curve shifts.
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Thus, Friedman and Phelps concluded that policymakers do face a trade-off between inflation and 
unemployment, but only a temporary one. If policymakers use this trade-off, they lose it.

The unemployment–Inflation Trade-off
Friedman and Phelps had made a bold prediction in 1968: if policymakers try to take advantage of the 
Phillips curve by choosing higher inflation to reduce unemployment, they will succeed at reducing unem-
ployment only temporarily. This view, that unemployment eventually returns to its natural rate regardless 
of the rate of inflation, is called the natural rate hypothesis.

According to Friedman and Phelps, it is dangerous to view the Phillips curve as a menu of options 
available to policymakers. To see why, imagine an economy at its NRU with low inflation and low expected 
inflation, shown in Figure 30.5 as point A. Now suppose that policymakers try to take advantage of the 
trade-off between inflation and unemployment by using monetary or fiscal policy to expand AD. In the 
short run when expected inflation is given, the economy goes from point A to point B. Unemployment 
falls below its natural rate, and inflation rises above expected inflation. Over time, people get used to this 
higher inflation rate, and they raise their expectations of inflation. When expected inflation rises, firms and 
workers start taking higher inflation into account when setting wages and prices. The short-run Phillips 
curve then shifts to the right, as shown in the figure. The economy ends up at point C, with higher inflation 
than at point A but with the same level of unemployment.

natural rate hypothesis the claim that unemployment eventually returns to its normal, or natural, rate, regardless of the 
rate of inflation

Long-run
Phillips curve

Short-run Phillips curve
with high expected

inflation

Short-run Phillips curve
with low expected

inflation

A

C
B

Unemployment rateNatural rate of
unemployment

1. Expansionary policy moves
the economy up along the
short run Phillips curve ...

2. ... but in the long run, expected
inflation rises, and the short run
Phillips curve shifts to the right.

0

Inflation rate

how expected Inflation Shifts the Short-run phillips Curve
The higher the expected rate of inflation, the higher the short-run trade-off between inflation and unemployment. At point A, expected 
inflation and actual inflation are both low, and unemployment is at its natural rate. If the central bank pursues an expansionary 
monetary policy, the economy moves from point A to point B in the short run. At point B, expected inflation is still low, but actual 
inflation is high. Unemployment is below its natural rate. In the long run, expected inflation rises, and the economy moves to point C. 
At point C, expected inflation and actual inflation are both high, and unemployment is back to its natural rate.

fIgure 30.5
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To some economists at the time, it seemed ridiculous to claim that the Phillips curve would break down 
once policymakers tried to use it. Research suggested, however, that this was exactly what happened in 
both the UK and the United States. Beginning in the late 1960s, the UK government, for example, followed 
policies that expanded the AD for goods and services. On top of this, the UK and many other developed 
economies in the late 1960s and early 1970s, experienced an increase in AD due to US involvement in the 
Vietnam War. This increased US government spending (on the military), boosted US AD and so boosted 
net exports from other countries to the United States. In addition, in 1971, as a result of the relaxation 
of certain controls on bank lending, the UK experienced a major expansion in the money supply. In the 
following year, the government announced an extraordinarily expansionary fiscal policy, in terms of extra 
spending and tax reduction. The economy began to seriously overheat, and inflation started to rise. But, 
as Friedman and Phelps had predicted, unemployment did not stay low.

As we have seen, many governments in the Western world adopted Keynesian policies as the basis for 
managing the economy. In the 20 years after the war, fiscal policy was dominant; in times of rising unem-
ployment fiscal policy was loosened and tightened when inflation began to speed up. The government 
could pull its fiscal levers of tax and public spending to ‘fine tune’ the economy. The unusual circumstances 
of post-war reconstruction across Europe and the United States meant that inflation did not seem to 
 present a major problem.

Some economists argued that the focus on fiscal policy meant that households formed expectations 
not only about inflation but also about government policy. In the UK, many large industries were in public 
ownership including the railways, coal, electricity, airports and airlines, telecommunications and steel. 
In addition, trade unions enjoyed considerable power in many industries. Workers came to expect, it was 
argued, increases in real wages each year and that this would be accommodated by monetary expan-
sion. In addition, the government would respond by loosening fiscal policy if the economy slowed down. 
This, it was argued, led to a fall in productivity and increased inflationary pressures as the  government 
and industry accommodated wage increases. In the aggregate, UK industry became sluggish, lacked 
flexibility and lost competitiveness.

These conditions led to rising inflation and an inability of the government to reduce unemployment 
below the natural rate. After the oil crisis and miners’ strike of the early 1970s and the fiscal boom produced 
by the government, stagflation took hold and the UK seemed to lurch from ‘boom to bust’. Eventually the 
government was forced to borrow money from the IMF in 1976. In a famous speech to the Labour Party 
Conference in the same year, the then Prime Minister, James Callaghan, echoed Friedman and Phelps’ 
theory to the nation when he said:

We used to think that you could spend your way out of a recession and increase employment by 
cutting taxes and boosting government spending. I tell you in all candour that that option no longer 
exists, and in so far as it ever did exist, it only worked on each occasion since the war by injecting a 
bigger dose of inflation into the economy. And each time that happened, the average level of unem-
ployment has risen. Higher inflation followed by higher unemployment. That is the history of the last 
20  years.

This effectively led to a move away from Keynesian policies and a shift in emphasis on monetary policy 
in the UK, while in the United States a similar focus on the money supply was also pursued. The focus of 
policy on the use of monetary and supply-side policies was seen as the way of keeping inflation under con-
trol and lowering the natural rate of unemployment. Throughout the 1980s, the UK and US governments 
trumpeted the benefits of supply-side policies. These looked at ways of expanding the productive capacity 
of the economy to shift the AS curve to the right. Such policies stressed the importance of enterprise, 
reducing business regulation, improving incentives through cutting taxes and benefits, reducing trade 
union power, and investing in education and training to improve the workings and flexibility of the labour 
market in the long run.

Supply-side policies take some time to have an effect, but structural economic reforms by the UK 
 government throughout the 1990s led to a leftwards shift in the Phillips curve. What caused this favourable 
shift in the short-run Phillips curve? Part of the answer lies in a low level of expected inflation. The policy 
of inflation targeting since 1992, combined with the independence of the Bank of England in 1997, created 
a credible policy framework in which workers and firms knew that interest rates would be raised if the 
economy began to overheat, and they tended to moderate their wage claims and price-setting accordingly. 
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The long-run verTICal phIllIpS Curve aS an argumenT 
for CenTral banK IndependenCe
The question over whether monetary policy should be in the hands of an elected government or an 
 unelected central banker rests in part on accountability. Most developed economies have opted to give 
central banks operational independence over monetary policy.

To see why, suppose the economy is at a point with the natural rate of unemployment and a low level of 
inflation. If a government is in charge of monetary policy, it can direct the central bank to change interest 
rates or the money supply. Now imagine that this government was facing a general election in two years’ 
time. There is every temptation to provide a short-term stimulus by reducing interest rates and expanding 
the money supply so that the economy moves along the short-run Phillips curve. This stimulus might be a 
vote winner, but once the election has been fought people’s expectations of inflation catch up with actual 
inflation, the short-run Phillips curve will shift up and the economy will return to its natural rate of unem-
ployment, but now with a higher level of inflation. In the long run the economy is in a worse state than if 
monetary policy had remained neutral.

This story implies a cynical view of politics, and most governments would strenuously deny that they 
would carry out such policies just to get re-elected. More importantly, however, the story also implies that 
people (workers and managers of firms) are easily duped. Why? Because everyone will know that the 
government has a strong incentive to pursue an expansionary monetary policy just before an election. 
In fact, firms and workers may begin raising prices and wages before the election in anticipation of the 
expansionary monetary policy. This is an interesting result and one worth stressing: if people believe that 
the government is about to pursue an expansionary monetary policy, then inflationary expectations will 
increase, and inflation will rise but unemployment will not fall. In essence, the economy jumps immediately 
to the new long-run equilibrium.

Since the Bank of England now sets interest rates independently, people also know that there is no way 
in which politicians can use expansionary monetary policy for political reasons, such as to gain popularity 
before an election. This led to a period of relatively stable economic conditions in the UK with economic 
growth, low inflation and relatively low levels of unemployment right up until around 2008 when the Finan-
cial Crisis began to unfold.

In contrast, many European countries suffered relatively high levels of unemployment despite the 
 European Central Bank having independence in the setting of monetary policy. Why was this? One  argument 
that has been put forward to explain high European unemployment in the twenty-first century, and which 
seems to have some credibility, centres on the level of labour market regulation. As we pointed out above, 
the 1980s in the UK were characterized both by a weakening of the power of the trade unions and by a 
reduction in business regulation in general, and in labour market regulation in particular. While, for example, 
this had the effect of reducing job security for many people by making it easier for employers to terminate 
contracts, it also had the effect of making labour markets much more flexible. Thus, somewhat paradoxically 
perhaps, if it is harder to fire someone, firms will think hard before taking on new labour and unemploy-
ment may actually rise. Similarly, the minimum wage is typically set at a much higher level (relative to the 
 average wage) in European countries like France and Germany, which again is a reason why the natural rate 
of  unemployment might be higher in those countries.

Data on the history of UK inflation and unemployment from the early 1970s show very little evidence 
of the simple negative relationship between these two variables that Phillips had originally observed. 
In  particular, as inflation remained high in the early 1970s, people’s expectations of inflation caught up 
with reality, and the unemployment rate rose along with inflation. By the mid-1970s, policymakers had 
concluded that Friedman and Phelps had appeared to have been correct: there is no trade-off between 
inflation and unemployment in the long run.

Self TeST Draw the short-run Phillips curve and the long-run Phillips curve. Explain why they are different.
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Credibility of policy is a crucial factor in macroeconomics. The importance of expectations is such that if 
control of monetary policy is given to the central bank and a clear mandate is given about its role, expec-
tations adjust to the policy and it is more likely that inflation will be stable. The central bank’s incentives 
are different from those of an elected government. Provided its actions are credible, the economy ends 
up with unemployment no different from that if a government was in control of monetary policy, but with 
a lower level of inflation.

There are also potential benefits to governments of having an independent central bank in charge of 
monetary policy. If the government controlled monetary policy it might reason that firms and workers may 
factor the government’s temptation into their price and wage setting, so that in fact the economy will jump 
to the long-run equilibrium just before the election.

This situation is an example of a Nash equilibrium. Remember that a Nash equilibrium is a situation in 
which economic actors interacting with one another each choose their best strategy given the strategies 
that all the other actors have chosen. Here, firms and workers know that if they don’t raise inflationary 
expectations before an election, the government will most likely pursue an expansionary monetary policy 
and they will lose out because their prices and wages will be lower in real terms. As a result, they raise 
inflationary expectations and the short-run Phillips curve shifts up, moving the economy to a long-run equi-
librium with higher inflation and the natural rate of unemployment. But doesn’t the government still have 
the same temptation to inflate at this new equilibrium? Possibly, but there will certainly be some point on 
the vertical, long-run Phillips curve where inflation is already so high that the government will not want to 
risk pushing it higher, even if it means a short-run reduction in unemployment. If firms and workers can 
guess roughly what this level of inflation is, they will set their wages and prices so that the economy will 
jump straight to that point. If, at this point, the government has no temptation to inflate the economy to 
gain popularity, and if firms and workers know this so that they have no incentive to change their price and 
wage setting behaviour, then we will have reached the Nash equilibrium.

Another way of thinking about this is to say that the Nash equilibrium represents the time consistent 
policy. A time consistent policy is simply one which a government does not have a temptation to renege 
on at some point in time and will usually represent a Nash equilibrium.

This new point may represent time consistency in economic policy, but it is actually worse than the 
original position for the government’s electoral chances, since inflation is higher, and unemployment is still 
at the natural rate. Hence the best thing to do to maximize the chances of re-election is for the government 
to make the central bank independent, in the sense of handing over control of monetary policy – providing 
of course that the central bank sees its role as the guardian of price stability; in other words, providing that 
the central bank is ‘conservative’ with respect to price stability.

It is a testimony to the power of macroeconomic theory that this argument has persuaded many gov-
ernments around the world to grant independence to their central bank in the conduct of monetary policy. 
The European Central Bank, for example, has been independent since its inception in 1998, and the Bank 
of England was granted independence in 1997. The European Central Bank both designs its monetary 
policy (e.g. decides what level of inflation in the Euro Area to aim for) and implements it. The Bank of 
England, on the other hand, has independence in the implementation of monetary policy but its inflation 
target is set by the UK Chancellor of the Exchequer.

ShIfTS In The phIllIpS Curve: The role of Supply ShoCKS
Friedman and Phelps had suggested in 1968 that changes in expected inflation shift the short-run Phillips 
curve, and the experience of the early 1970s convinced many economists that Friedman and Phelps were 
right. Within a few years, however, the economics profession would turn its attention to a different source 
of shifts in the short-run Phillips curve: shocks to AS.

Conflict between Israel and its Arab neighbours triggered a series of oil price shocks as Arab oil 
producers used their market power to exert political pressure on Western governments who supported 
Israel. In 1974, the Organization of Petroleum Exporting Countries (OPEC) also began to exert its power 
as a cartel to increase its members’ profits. The countries of OPEC, such as Saudi Arabia, Kuwait and 
Iraq, restricted the amount of crude oil they pumped and sold on world markets. This reduction in supply 
caused the price of oil to almost double over a few years in the 1970s.
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This shift in AS is associated with a similar shift in the short-run Phillips curve, shown in panel (b). 
Because firms need fewer workers to produce the smaller output, employment falls and unemployment 
rises. Because the price level is higher, the inflation rate – the percentage change in the price level from 
the previous year – is also higher. Thus, the shift in AS leads to higher unemployment and higher inflation. 
The short-run trade-off between inflation and unemployment shifts to the right from 1PC  to 2PC .

Confronted with an adverse shift in AS, policymakers face a difficult choice between fighting inflation 
and fighting unemployment. If they contract AD to fight inflation, they will raise unemployment further. If 
they expand AD to fight unemployment, they will raise inflation further. In other words, policymakers face 
a less favourable trade-off between inflation and unemployment than they did before the shift in AS: they 
must live with a higher rate of inflation for a given rate of unemployment, a higher rate of unemployment 
for a given rate of inflation, or some combination of higher unemployment and higher inflation.

An important question is whether this adverse shift in the Phillips curve is temporary or permanent. The 
answer depends on how people adjust their expectations of inflation. If people view the rise in inflation 
due to the supply shock as a temporary aberration, expected inflation does not change, and the Phillips 
curve will soon revert to its former position. But if people believe the shock will lead to a new era of higher 
inflation, then expected inflation rises, and the Phillips curve remains at its new, less desirable position.

A large increase in the world price of oil is an example of a supply shock. A supply shock is an event 
that directly affects firms’ costs of production and thus the prices they charge; it shifts the economy’s AS 
curve and, as a result, the Phillips curve. Oil is a constituent part of so many production processes that 
increases in its price have far-reaching effects. For example, when an oil price increase raises the cost of 
producing petrol, heating oil, tyres, plastic products, distribution and many other products, it reduces the 
quantity of goods and services supplied at any given price level. As panel (a) of Figure 30.6 shows, this 
reduction in supply is represented by the leftwards shift in the AS curve from 1AS  to 2AS . The price level 
rises from 1P  to 2P , and output falls from 1Y  to 2Y  and the economy experiences stagflation.

supply shock an event that directly alters firms’ costs and prices, shifting the economy’s AS curve and thus the Phillips curve
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an adverse Shock to aggregate Supply
Panel (a) shows the model of AD and AS. When the AS curve shifts to the left from  1AS  to  2AS , the equilibrium moves from point A 
to point B. Output falls from  1Y  to  2Y , and the price level rises from  1P to  2P . Panel (b) shows the short-run trade-off between inflation 
and unemployment. The adverse shift in AS moves the economy from a point with lower unemployment and lower inflation (point A) 
to a point with higher unemployment and higher inflation (point B). The short-run Phillips curve shifts to the right from  1PC  to  2PC . 
Policymakers now face a worse trade-off between inflation and unemployment.

fIgure 30.6
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The Sacrifice ratio
To reduce the inflation rate, the central bank must pursue contractionary monetary policy. Figure 30.7 
shows some of the effects of such a decision. When the central bank slows the rate at which the money 
supply is growing, it contracts AD. The fall in AD, in turn, reduces the quantity of goods and services that 
firms produce, and this fall in production leads to a fall in employment. The economy begins at point A in 
the figure and moves along the short-run Phillips curve to point B, which has lower inflation and higher 
unemployment. Over time, as people come to understand that prices are rising more slowly, expected 
inflation falls, and the short-run Phillips curve shifts downwards. The economy moves from point B to 
point C. Inflation is lower, and unemployment is back at its natural rate.

The CoST of reduCIng InflaTIon
At the time of writing, there are a number of governments facing the challenge of high inflation. In Azerbaijan, 
for example, inflation was 12.9 per cent, in Egypt it was 29.5 per cent and in Turkey over 11 per cent. If the 
Phillips curve trade-off holds, then governments seeking to reduce inflation must accept higher rates of unem-
ployment because economic growth will be reduced. Economists have attempted to quantify the effects of 
disinflation, the reduction in the rate of inflation.

Self TeST Give an example of a favourable shock to AS. Use the model of AD and AS to explain the effects 
of such a shock. How does it affect the Phillips curve?

disinflation the reduction in the rate of inflation

disinflationary monetary policy in the Short run and long run
When the central bank pursues contractionary monetary policy to reduce inflation, the economy moves along a short-run Phillips curve 
from point A to point B. Over time, expected inflation falls, and the short-run Phillips curve shifts downwards. When the economy 
reaches point C, unemployment is back at its natural rate.

fIgure 30.7
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According to studies of the Phillips curve and the cost of disinflation, this sacrifice could be paid in various 
ways. Assume that inflation was running at 10 per cent and a government wanted to reduce it to 5 per cent. 
If each percentage point reduction in inflation would cost 3 per cent of annual output, then the cost would 
be 15 per cent of annual output lost in a year. Such an outcome would be extremely harsh. Another option 
would be to spread out the cost over several years. If the reduction in inflation took place over five years, for 
instance, then output would have to average only 3 per cent below trend during that period to add up to a 
sacrifice of 15 per cent. An even more gradual approach would be to reduce inflation slowly over a decade. 
Whatever path was chosen, however, reducing inflation would not be easy.

rational expectations and the possibility of Costless disinflation
As policymakers in the early 1980s wrestled with high inflation and considered the costs of reducing inflation, 
a group of economics professors was leading an intellectual revolution that would challenge the conventional 
wisdom on the sacrifice ratio. This group included such prominent economists as Robert Lucas, Thomas 
 Sargent and Robert Barro. Their revolution was based on a new approach to economic theory and policy 
called rational expectations.

Thus, if a nation wants to reduce inflation, it must endure a period of high unemployment and low 
output. In Figure 30.7, this cost is represented by the movement of the economy through point B as it 
travels from point A to point C. The size of this cost depends on the slope of the Phillips curve and how 
quickly expectations of inflation adjust to the new monetary policy.

Many studies have examined the data on inflation and unemployment to estimate the cost of reducing 
inflation. The findings of these studies are often summarized in a statistic called the sacrifice ratio. The 
sacrifice ratio is the number of percentage points of annual output lost in the process of reducing inflation 
by one percentage point given by the formula:

Sacrifice ratio
Euro cost of loss of production
Percentage change in inflation

5

A typical estimate of the sacrifice ratio is around three to five. That is, for each percentage point that 
inflation is reduced, 3 to 5 per cent of annual output must be sacrificed in the transition.

sacrifice ratio the number of percentage points of annual output lost in the process of reducing inflation by one 
percentage point

rational expectations the theory according to which people optimally use all the information they have, including 
information about government policies, when forecasting the future

adaptive expectations a model which states that individuals and organizations base their expectations of inflation in 
the future on past actual inflation rates

The rational expectations model came to supplant the adaptive expectations model, which was the 
idea that individuals and organizations base their expectations of inflation in the future on past actual 
inflation rates. Critics of the adaptive expectations model argued that individuals take into account more 
information when forming their judgement than simply past inflation rates. The rational expectations model 
accounted for this available information. According to the theory of rational expectations, therefore, people 
optimally use all the information they have, including information about government policies, when fore-
casting the future.

This new approach has had profound implications for many areas of macroeconomics, but none is more 
important than its application to the trade-off between inflation and unemployment. As Friedman and 
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Phelps had emphasized, expected inflation is an important variable that explains why there is a trade-off 
between inflation and unemployment in the short run but not in the long run. How quickly the short-run 
trade-off disappears depends on how quickly expectations adjust. Proponents of rational expectations built 
on the Friedman–Phelps analysis argue that when economic policies change, people adjust their expecta-
tions of inflation accordingly. Studies of inflation and unemployment that tried to estimate the sacrifice ratio 
had failed to take account the direct effect of the policy regime on expectations. As a result, estimates of 
the sacrifice ratio were, according to the rational expectations theorists, unreliable guides for policy.

In a 1982 paper entitled ‘The End of Four Big Inflations’ (one of which was the UK inflation of the late 
1970s and early 1980s), Thomas Sargent described this new view as follows:

An alternative ‘rational expectations’ view denies that there is any inherent momentum to the present 
process of inflation. This view maintains that firms and workers have now come to expect high rates of 
inflation in the future and that they strike inflationary bargains in light of these expectations. However, 
it is held that people expect high rates of inflation in the future precisely because the government’s 
current and prospective monetary and fiscal policies warrant those expectations . . .  An implication 
of this view is that inflation can be stopped much more quickly than advocates of the ‘momentum’ 
view have indicated, and that their estimates of the length of time and the costs of stopping inflation 
in terms of forgone output are erroneous. This is not to say that it would be easy to eradicate inflation. 
On the contrary, it would require more than a few temporary restrictive fiscal and monetary actions. It 
would require a change in the policy regime … How costly such a move would be in terms of forgone 
output and how long it would be in taking effect would depend partly on how resolute and evident the 
government’s commitment was.

According to Sargent, the sacrifice ratio could be much smaller than suggested by previous estimates. 
Indeed, in the most extreme case, it could be zero. If the government made a credible commitment to 
a policy of low inflation, people would be rational enough to lower their expectations of inflation imme-
diately. The short-run Phillips curve would shift downwards, and the economy would reach low inflation 
quickly without the cost of temporarily high unemployment and low output. The credibility of government 
policy is thus of prime importance

Self TeST What is the sacrifice ratio? How might an improvement in a government’s credibility of its 
commitment to reduce inflation affect the sacrifice ratio?

wage Curve Theory

We have said that Phillips’s research looked at the relationship between the rate of growth of wages and unemploy-
ment. The relationship of the wage rate to unemployment takes us a small step towards linking the level of inflation with 
unemployment. The rate of growth in wages is a factor that influences the overall level of prices in the economy. Wages 
represent a cost to employers; other things being equal, if they rise then employers might well seek to raise prices to 
cover the increased cost. If this happens throughout the economy on an aggregate level, wage growth leads to inflation. 
If the rate of growth of wages slows down, we might expect the labour market to be looser; in other words, the demand 
for labour in relation to the supply of labour is falling. Under normal market conditions, we would expect the wage rate to 
start to fall. In reality, this translates to the slowing down in the rate of growth of wages.

Further research into the Phillips curve led to the development of the so-called expectations augmented Phillips 
curve, captured in the following formula:

1 ( )D 5 D 1 1 2p E p NR RUt t t t t

fyI

(Continued )
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This says that the change in the inflation rate in a time period ( )Dpt  is equal to expected inflation in a time period 
( 1)D 1E pt t  and the natural rate of unemployment minus the national unemployment rate ( )RUt . This helped to explain 
what seemed to be happening in many Western economies in the 1970s. Households were anticipating inflation in the 
future and basing their behaviour and decision-making on those expectations; therefore the Phillips curve was shifting. 
This helped to explain how higher inflation might also be experienced at the same time as higher unemployment – 
so-called ‘stagflation’.

There have, however, been a number of economists who have questioned the existence of the Phillips curve. 
One economist did pose that very question. David Blanchflower has worked at several institutions, including the 
University of Surrey and Warwick University in the UK. He is a former member of the Bank of England’s Monetary 
Policy Committee and works at Dartmouth College in New Hampshire in the United States.

Remember that the assumption of the Phillips curve is that there is a relationship between the rate of growth of 
wages and unemployment. When unemployment rises, the rate of growth of wages falls and vice versa. This makes 
intuitive sense, since if there is a large pool of unemployed workers, employed workers will be hesitant to push for 
higher wage claims for fear of joining the ranks of the unemployed.

Blanchflower has been quoted as suggesting that as a result of his work, ‘the Phillips curve is wrong, it’s as 
 fundamental as that’. The following is a summary of his analysis in support of this view.

The traditional Phillips curve relates the rate of growth of wages with the level of unemployment. Within this 
relationship, a higher level of unemployment is associated with a lower level of the rate of growth of wages. 
Conversely, if unemployment rates were low, the rate of growth of wages would be higher. Such a relationship is 
given as a macroeconomic one rather than microeconomic, i.e. it holds for the economy as a whole. If the level of 
unemployment increases, therefore, it suggests there will be excess supply in the labour market. In such cases, the 
labour market will adjust and the rate of growth of wages will fall to eliminate the excess supply.

Blanchflower and his colleague, Andrew Oswald, spent time researching links between unemployment and wage 
rates at a microeconomic level and found that the relationship between unemployment and wages might be different 
depending on the region that was being investigated. Their research looked at the level of pay rather than the rate of 
growth of wages. They argued that the level of pay was negatively related to the level of unemployment rather than 
the rate of growth in pay.

According to this argument, a worker in Region A, which has a high level of unemployment, would earn lower 
wages than an equivalent worker in Region B with lower levels of unemployment. Blanchard and Oswald’s research 
casts doubt upon the standard explanation, in both regional economics and labour economics, that the wage rate in an 
area is positively linked to the level of unemployment in an area. In other words, the higher the level of unemployment, 
the higher the wage level needed to persuade someone to work in that area and vice versa.

Their work would tend to call into question some of the basic laws of economics, particularly those related to 
something like the minimum wage. The conventional wisdom might be that if the minimum wage was introduced into 
an economy, the higher wage levels would be associated with a rise in unemployment. Blanchflower and Oswald’s 
analysis suggests that this may not be the case, and that in some areas there might even be a rise in the level of 
employment associated with a rise in wage levels.

Figure 30.8 highlights the traditional view of the effect of the imposition of a minimum wage ( )MW  set above the 
market wage level ( )1W  on the level of unemployment. The minimum wage causes a fall in the quantity of labour 
demanded and an increase in the quantity supplied of labour (a movement along the D  and S  curves for labour). 
The result is an increase in the amount of unemployment, shown by the distance 3 22Q Q .

To understand this, it is important to refer back to the basic model of the labour market shown in Figure 30.9. 
If the demand for labour, for example, rose as indicated by a shift in the demand for labour curve to the right (DL  to DL1), 
then there would be an excess demand for labour shown by the distance 2 12Q Q . Wage rates would rise in response 
to this shortage of labour and as the shortage is competed away, more people would end up being employed ( )3Q  
at higher wage rates ( )2W . A rise in wage rates, therefore, is positively correlated with a fall in unemployment and 
vice versa.

Blanchflower and Oswald’s research was based around millions of observations. They identified the existence 
of wage curves in 16 countries, and since the publication of their research in 1994 a number of other researchers 
have confirmed their findings. Blanchflower and Oswald suggested that their wage curve would have an elasticity 
of 0.12 . What this refers to is the responsiveness of rates of pay to changes in unemployment. An elasticity of 0.12 ,  
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therefore, would suggest that if we took two regions within an economy, Region A and Region B, and if unemploy-
ment was 2 per cent in Region B but 4 per cent in Region A, we would expect wages to be around 10 per cent lower in 
Region A than in Region B. This suggests some sort of causal relationship stemming from the level of unemployment 
in an area feeding through to the level of wages in that area, rather than the other way around.

The suggestion that there is a relationship between the rate of growth of wages (and by implication, inflation) 
and unemployment, as we saw in the early part of this chapter, has implications for policymakers. This is based in 
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InflaTIon TargeTIng
In many countries of the world today, including the UK and the Euro Area, the framework of monetary 
policy involves setting targets for inflation to be achieved over the medium term of two years or so, and 
then adjusting interest rates to achieve this objective. Inflation targeting arose partly because attempts to 
control the money supply in the 1980s proved extremely difficult. Governments announced targets for the 
growth in the money supply, and invariably these targets were missed. Explicit money supply targeting 
was abandoned in favour of a target for inflation.

In the case of the Bank of England, the inflation target is set by the Chancellor of the Exchequer and is 
currently 2.0 per cent. The ECB’s target is ‘inflation below, but close to 2 per cent over the medium term’; 
Sweden’s Riksbank’s objective is ‘around 2 per cent per year’; in Norway, the government has set an inflation 
target for the Norges Bank of ‘close to 2.5 per cent over time’; and the Swiss National Bank (SNB) has a 
target of ‘less than 2 per cent per annum’.

Central banks are tasked with using the tools at their disposal, including interest rates and quantitative 
easing, to guide inflation to the target. Central banks use models such as dynamic stochastic general 
equilibrium (DSGE) models to forecast inflation and adjust policy in the light of expected differences 
between forecast inflation and the target. The framework under which monetary policy is conducted 
could be carried out by applying rules. Indeed, Milton Friedman advocated the use of such rules to help 
central banks stick to publicly announced measures by which the money supply would increase each 
year. Such rules would be ‘simple, predictable, and credible’, and prevent central banks from making poor 
decisions which might have damaging economic effects. Ben Bernanke, former chair of the US Federal 
Reserve, however, preferred to have a broader framework which he termed ‘constrained discretion’. 
Constrained discretion involves the recognition of a clear goal (or target), but allows policymakers the 
freedom to respond to economic, financial and political shocks using all the data available and their col-
lective judgement. The use of constrained discretion allows for inflation to not always be at target, but 
to be achieved over a period, typically defined as the medium term of two to three years. The primacy of 
stable prices is also important in a successful inflation-targeting regime; if central banks lose sight of the 
focus of setting policy to achieve stable prices by, for example, setting policy to focus on unemployment, 
exchange rates or wages, then credibility will be lost.

constrained discretion a monetary policy framework which acknowledges a clear goal (or target), but allows 
policymakers the freedom to respond to economic, financial and political shocks using all the data available and their 
collective judgement

part on the idea that controlling the rate of growth in wages (and hence inflation) is an important step in controlling 
unemployment. If, however, Blanchflower and Oswald’s research on wage curves is correct, it changes the empha-
sis of policymaking at both a macro and micro level.

Let us assume that the government is looking at reducing unemployment. If they refer to traditional macroeconomic 
models of the labour market, they might look at wages as being one way of reducing unemployment in that area – in 
other words, a fall in wages would help to bring about a reduction in unemployment.

If a wage curve does exist, then attempts to reduce unemployment in this way could backfire, since falling wages 
would be associated with higher unemployment. In addition, it might be believed that high unemployment might affect 
most dramatically the high unemployment groups in that area – those with low levels of education, for example. It 
might be expected that these groups of people would be most likely to take on jobs that are created at lower wages 
and, as such, policies to reduce unemployment could be achieved without a major impact on inflation. Again, the 
existence of a wage curve would tend to provide an argument against doing this. This is partly because it is the level 
of wages that are important rather than the rate of growth of wages.
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Types of Targeting
The level of the money supply and the exchange rate can be thought of as intermediate targets of 
 monetary policy. That is to say, they may be targeted in order to achieve certain other policy targets, 
such as real GDP growth, employment and inflation. An important principle we have learnt in our study 
of monetary policy is that many economists believe that, in the long run, monetary policy cannot affect 
the real side of the economy, i.e. real GDP and employment. In the long run, the only final target of 
monetary policy can be the inflation rate. Therefore, targeting the money supply or the exchange rate as 
a framework for monetary policy means that we are targeting those variables because it is felt that they 
will ultimately affect the rate of price inflation. Also, since neither the money supply nor the exchange rate 
is directly controllable, they cannot be instruments of monetary policy. In other words, the central bank 
cannot just set the level of the money supply it wants; it must attempt to bring about that level by open 
market operations and other means. Similarly, it cannot just set the level of the exchange rate it wants; 
it must try to bring about that level by setting interest rates and other means. Hence the money supply 
and the exchange rate should really be viewed as intermediate targets that the central bank may aim for, 
because it is believed that they will ultimately affect the final target of inflation. So why not just target 
the inflation rate? Interest rates (or at least some interest rates) are under the control of central banks, so 
they are definitely an instrument of monetary policy. We know that raising interest rates reduces AD and 
so dampens inflation. Monetary authorities could just raise interest rates whenever inflation rose above 
a level that was considered desirable, say 2 per cent. This would be a crude form of inflation targeting.

There are two problems with this crude inflation targeting. First, changing (or not changing) interest 
rates today will not affect inflation today; it will only affect inflation in the future, since it takes time for the 
policy to have an effect on the economy. Second, there may be other factors that would affect inflation 
in the future. Suppose, for example, that inflation was at its target of 2 per cent per year. The central bank, 
therefore, decides not to change interest rates, since it is achieving its inflation target. However, suppose 
there was, at the same time, a wave of very high wage settlements in the economy, above any increases 
in labour productivity. Over the next six months to a year, this is expected to lead to a rise in price inflation 
in the economy as workers spend more and as firms pass on some of the wage increases in the form of 
higher prices. Should the central bank wait for the inflation to arrive, or should it act now by raising interest 
rates in anticipation of the inflationary pressures coming from higher wages? Clearly, the better policy is to 
target not today’s inflation, as it is already too late to have any effect on that, but future inflation. Of course, 
no one knows with certainty what future inflation is going to be, therefore a policy of inflation targeting 
generally involves targeting the forecast rate of inflation.

The success of the central bank in achieving its target over the medium term is dependent in large 
part on its ability to accurately forecast inflation up to two years ahead. In the interests of transparency 
and credibility, the Bank of England publishes detailed analyses of its forecasts, and these are closely 
scrutinized. In the case of the Bank of England, if actual inflation does fall outside a range of plus or minus 
1 per cent of the target, the Governor of the Bank of England is required to write a formal, public letter to 
the Chancellor of the Exchequer, explaining why inflation is out of the target range, what measures are 
being taken to get it back on course, and when it is expected to be back on target.

The Taylor rule
Constrained discretion allows policymakers some leeway in making policy in response to economic, 
 financial and political shocks to the economy. In addition to models, survey data and judgement, there 
may be some use of ‘rules’ in deciding monetary policy. In 1993 John Taylor, an economist at Stanford 
 University in the United States, spent some time observing the behaviour of the Federal Reserve’s  Federal 
Open Market Committee (FOMC). Taylor’s observations led him to put forward what has become known 
as the Taylor rule, which has been an influential idea since it was published. For many economists, focus 
has centred on the extent to which the rule is followed in interest rate decision-making around the world, 
if at all. John Taylor was observing the US economy and the work of the FOMC. Inflation in the United 
States had come under a far greater degree of control in the 1980s when the FOMC was headed by Paul 
Volcker. Part of Taylor’s conclusion was that the FOMC had reacted more aggressively to inflation than 
had occurred before 1979. His observations led to the notion of the interest rate setting body ‘leaning 
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into the wind’ when it came to inflation. By this he meant being willing to raise rates more significantly 
in response to an inflation threat (when the economy was deemed to be overheating, for example), and 
reducing interest rates if there was a slowdown in the economy along with a threat of recession, than 
had been the case prior to 1979.

Taylor suggested that the pattern of FOMC behaviour with regard to interest rates during the period 
1979–92 could be expressed as a formula – the ‘rule’. This formula, given below, has been simplified, but 
in essence captures the main flavour of his original work.

0.5 0.5( 2) 25 1 1 2 1r p y p

In this formula, the following variables are expressed:
5r the short-term interest rate in percentage terms per annum

the rate of inflation over the previous four quarters measured as the GDP deflator5p
the difference between real GDP and potential output (the ‘output gap’).5y

Taylor made a number of assumptions about the US economy in this formula. He assumed that there 
was a target level of inflation, which he put at 2 per cent. He also made an assumption that the equilibrium 
real interest rate was also 2 per cent. The formula offers a rule or guide to policymakers about what the 
level of interest rates should be if there is a target for inflation of 2 per cent. In effect, interest rates can be 
set in response to the deviation of inflation from the target and the deviation of real output from potential 
output. It suggests that the response to inflation or output being off target should be met with a more 
aggressive response to monetary policy – this is the so-called leaning into the wind.

Suppose, for example, that the output gap was zero – that actual GDP was at its potential level – but 
that inflation was currently 5 per cent, 3 per cent above the assumed target level of 2 per cent. Then the 
Taylor rule would suggest that the central bank should aim to set the short-term interest rate at 8.5 per cent, 
 corresponding to a real rate of interest of 8.5 5 3.52 5  per cent. If, however, GDP was, say, 2 per cent 
below its potential level, so that there was an output gap of 22  per cent, then the Taylor rule would suggest 
setting the nominal interest rate a little lower, at 7.5 per cent.

Studies have shown that a number of countries seem to have patterns of interest rates that follow the 
Taylor rule relatively closely. In reality, Taylor and other researchers appreciated that decision-makers could 
not stick rigidly to such a rule, because sometimes circumstances might dictate the need to apply dis-
cretion. Taylor argued that while a rule gave a guideline to policymakers, it also implied that any deviation 
from the rule had to be explained through a coherent and well-argued case, and that such a discipline was 
helpful to overall monetary policy decisions.

nominal gdp Targeting
Inflation targeting has been the subject of some debate and criticism in the aftermath of the Financial 
Crisis of 2007–9. The typical expectation of post-recession macroeconomic variables is for a gradual recov-
ery, growth beginning to pick up and, as it does, inflationary pressures slowly building. As the output gap 
narrows, the labour market becomes tighter as demand for labour rises, unemployment falls and wage 
growth begins to accelerate. Central banks following an inflation target will monitor these developments 
and adjust monetary policy as appropriate, to guide inflation to target. As unemployment falls and inflation 
accelerates (the expected Phillips curve relationship), interest rates will be gradually increased, moderat-
ing the expansion in output and keeping the economy relatively stable.

The experience of some countries, notably the UK and the United States, has been somewhat  different. 
The unemployment rate has fallen well below its estimated natural rate, GDP has been positive but 
 sluggish, and inflation has not accelerated as might be expected, especially given the size of quantitative 
easing. The Bank of England’s repo rate remained at 0.5 per cent from 2009 to 2016 when it was reduced 
to 0.25 per cent following the referendum on the UK’s membership of the EU. In November 2017 it was 
raised back to 0.5 per cent and in August 2018 to 0.75 per cent. The Bank of England’s asset purchasing 
facility (QE) stood at £435bn in January 2019. The Bank of England itself states that ‘The objective of 
 quantitative easing is to boost the money supply through large-scale asset purchases and, in so doing, to 
bring about a level of nominal demand consistent with meeting the inflation target in the medium term’ 
(The Bank of England’s Sterling Monetary Framework. June 2015. www.bankofengland.co.uk/-/media/boe 
/files/markets/sterling-monetary-framework/red-book, accessed 23 March 2019).
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Given this economic situation, critics have argued that the Bank of England has ‘unofficially’ departed 
from inflation targeting. Some economists argue that the relationship between inflation and unemploy-
ment has broken down, with inflation and unemployment moving in the same direction. The Bank of 
England points out that its primary remit from the UK Chancellor is to maintain price stability but notes 
that it is also expected to support the government’s policy for growth and employment. Critics argue 
that the two targets are compromised if inflation targeting is used.

Another option which has been suggested by some economists as a preferable way to conduct 
monetary policy would be to target nominal GDP (NGDP). NGDP is the total expenditure in the econ-
omy calculated by multiplying output by the price at which that output is sold. If NGDP rises, this will 
be due to a rise in prices, a rise in output or a combination of the two. If prices rise by 2 per cent and 
output increases by 1 per cent, NGDP rises by 3 per cent.

NGDP targeting would mean that a central bank would use the tools at its disposal to target a particular 
growth rate of NGDP. If NGDP fell below trend, as happened in the recession following the Financial Crisis, 
the central bank would expand the money supply through a combination of interest rate changes and open 
market operations. The consequence of this might be inflation accelerating beyond any notional target for 
a period, but the benefit would be that unemployment would not fall as much as would be the case under 
inflation targeting. If NGDP accelerated beyond trend, the central bank would tighten monetary policy and, 
as a result, inflation might be under ‘target’ for a period.

Proponents of NGDP targeting claim that it would not mitigate against all external shocks (such as 
the rapid fall in oil prices experienced in 2014–15) but would result in a more stable economy without 
the swings in unemployment, which can be so damaging to people and the economy as a whole. Part 
of the reason for this claim is that the decision to make people redundant in the midst of a recession 
tends to be delayed (unemployment, remember is a lagging indicator) and an assumption that wages 
are sticky. If spending in the economy falls, wages do not adjust downwards, and firms find them-
selves having to pay wages to workers whose skills are not being exploited to the full. If wages do not 
fall, then the ultimate option facing firms is to let workers go. Under NGDP targeting, when spending 
falls, the central bank would expand the money supply to stimulate the economy, even if this meant 
that inflation gathered pace. Such a policy implies that the perceived costs of inflation in the short to 
medium term are less than the costs of higher unemployment which may be experienced under an 
inflation targeting policy.

Given the experience of the UK and the United States in recent years, inflation targeting does not make 
much sense. The behaviour of inflation, growth and unemployment does not seem to be following the 
patterns that economists expect. Economists are asking what policy the Bank is actually following and 
what might explain the change in the relationship between inflation and unemployment since the Financial 
Crisis. Without a clear understanding of central bank policy, markets find it difficult to forecast, plan and 
make decisions, which in itself can lead to instability.

NGDP targeting is not a new idea. The 1977 Nobel Prize winner, James Meade (who supported Phillips’ 
promotion at the LSE in the 1950s), made reference to the idea in his Prize lecture, and other economists, 
including Martin Weale, a former member of the Monetary Policy Committee (MPC), and Charles Bean, 
former Deputy Governor of the Bank of England and now Professor of Economics at the LSE, have both 
explored the idea at different times in their career.

Whether NGDP would have been a better policy option in the wake of the Financial Crisis is, like much 
in economics, open to debate. Much depends on the period of time over which one considers economic 
variables such as growth, inflation and unemployment. Supporters of inflation targeting would argue that 
the policy in most developed countries is not so rigid as to ignore the wider economic environment, and 
that inflation above or below target can be accommodated by inflation targeting provided the target is 
maintained in the medium term. The CPI in the UK, for example, has fluctuated over the period from 
2009 to 2019 as highlighted in Figure 30.10, but the average over this period has been 2.3 per cent. If 
the ‘medium term’ is defined as a period of three to four years, then between 2009 and 2013, the CPI 
 averaged 3.1 per cent; between 2013 and 2017, the average was 1.2 per cent.

In a speech to the Institute for Economic Affairs (IEA) in February 2013, Charles Bean argued that the 
Bank had sufficient flexibility to accommodate shocks and to allow inflation to deviate from target, and 
that given the availability and reliability of data on which to make decisions, the risk inherent in inflation 
targeting was lower than that of NGDP targeting.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



696   PART 12   SHORT-RUN EcONOMIc FLUcTUATIONS

refleCTIng on The phIllIpS Curve
It is not easy to fully appreciate the extent to which Phillips’ ‘weekend work’ has influenced macroeconomic 
thinking since the 1960s. Some of the best minds in economics have debated the fundamental notion behind 
the Phillips curve – that there is a short-run trade-off between inflation and unemployment. In the early years 
after the Samuelson–Solow paper, then Federal Reserve chair, William McChesney Martin, cast doubt on 
the suggestion that policymakers had at their disposal a ‘menu’ of options. One of Martin’s  criticisms was 
that focusing just on either an inflation or an unemployment target missed what he described as ‘collateral, 
and perhaps deleterious, side effects on other objectives’ (Speech to the Joint Economic  Committee of the 
US Congress, February 1963).

The 1970s witnessed high and accelerating rates of inflation triggered by supply-side shocks. This 
seemed to confirm what some economists and policymakers had thought, that there was no trade-off 
between inflation and unemployment. Economists turned their attention to other areas of research, nota-
bly the money supply and monetary policy. In the 1990s, however, interest in the Phillips curve was revived 
and the development of DSGE models incorporated the Phillips curve like relationships. In particular, New 
Keynesians sought to incorporate the role of expectations in a New Keynesian Phillips curve, which not 
only took into account expectations of current inflation but also future inflation and how this would impact 
on firms’ marginal cost. This has implications for mark-up pricing, a method where a certain percentage 
of mark-up is added to the cost of a product to arrive at the selling price, which in turn affects inflation.
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The focus on providing a regime which targets inflation and maintains credibility stemmed in part from 
the success of countries like Switzerland and Germany in maintaining stable, low rates of inflation. By the 
noughties, the majority of developed countries had moved to inflation targeting. What this did was herald 
a shift away from targeting monetary aggregates and focused attention on the role of central banks in the 
economy. Central banks act to change interest rates when it is forecast that inflation will begin to deviate 
from target. In so doing, there is an element of monetary discipline built into the actions of the monetary 
authorities which renders a focus on monetary aggregates redundant. This is one reason why there is 
criticism in some quarters of the retention of the teaching of the IS–LM model in some undergraduate 
programmes; central banks do not ‘control’ the money supply directly in ‘modern’ economies.

The New Keynesian Phillips curve links the output gap and inflationary pressures in the economy. Models 
can provide some estimation of the expected size of the output gap, and this in turn helps form expectations 
of future inflation. There is debate over cause and effect; is inflation a symptom of an overheating economy or 
does an overheating economy cause inflation? If central banks take steps to moderate inflation by changing 
interest rates, the impact on other areas of the economy is not costless; in other words, costless disinflation 
is a fallacy. The New Keynesian Phillips curve assumes that inflation leads measures of the output gap, but 
critics argue that the evidence suggests this is not the case. One of the challenges facing economists in 
understanding the cause and effect is the role of lags in models. Policy actions do not lead to instantaneous 
changes in inflation, unemployment or growth; each of these may be subject to different time lags, and this 
has implications for the outcomes of models used, and for the importance of monetary aggregates. If growth 
in the money supply precedes inflation rather than the other way around, this implies money aggregates may 
be important in forecasting future inflation. Central banks have a difficult task in juggling the many different 
variables involved in complex models, getting the direction of cause and effect, and judging the length and 
importance of time lags in making policy.

The Financial Crisis provided further evidence of the difficulties in identifying cause and effect. One of the 
agreed causes of the crisis was the extent to which credit had ballooned in many economies – economic 
actors were borrowing extensively. Was such a demand for credit borne out of the fear that interest rates 
were about to rise and thus borrowing rose substantially in advance, or was it due to confidence that econ-
omies were perceived as strong and would continue to grow in the foreseeable future? The policy response 
of central banks would need to be different in each case. This is one of the reasons why financial markets 
are being incorporated into DSGE models as a way of making the models more robust and reflective of the 
workings of modern economies.

The flat phillips Curve?
We have already hinted that the macroeconomy has not ‘behaved’ in a way that economists would have 
expected since the Financial Crisis. Unemployment has fallen below the ‘natural rate’ in many countries; 
when this happens, it would be expected that wage growth will begin to rise as the labour market contin-
ues to tighten. As wage growth accelerates, firms’ costs increase, consumption rises and inflation begins 
to accelerate. This has not happened. Inflation has been below target for a number of years in the United 
States and the UK since the Crisis, and has been relatively stable around target across Europe. This may 
be partly because wage growth has not accelerated as unemployment has fallen (and employment risen).

In a speech to the Oxford Economics Society in November 2017, the Deputy Governor for Financial Sta-
bility at the Bank of England, and one of the members of the MPC, Sir Jon Cunliffe, questioned whether 
the Phillips curve was ‘lower, flat or hiding?’ Cunliffe noted that the unemployment rate was at levels 
last seen in 1975, but at that time average wages rose by 24 per cent, whereas in 2017, average weekly 
earnings grew by only 2.2 per cent. Cunliffe continued by noting that this was the rate of wage growth in 
2011, when unemployment was above 8 per cent. The relationship between inflation and unemployment 
had ‘apparently disappeared’. Cunliffe told his audience that he had no ‘answers to the puzzle’ but did offer 
some ‘candidate explanations’.

measures of the labour market The labour market is a very different place from the one Phillips and his 
contemporaries knew. The development of the gig economy, the increased participation rate of women 
in the labour force, zero hours contracts, and the growth of part-time and self-employment mean that 
wage structures might be very different from those which existed 20 or 30 years ago. It could be the case 
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that the way unemployment is measured, and in particular the capacity of the labour market, is being 
‘undermeasured’. Cunliffe noted that many people who are employed in part-time jobs, the gig  economy, 
and so on, would like to work more, and measuring this might give a better indication of the spare 
capacity in the labour market and its ability to absorb more workers without wage rates  accelerating. 
Cunliffe is not the first to have raised this as a possible factor. Lena Komileva Floyd, chief economist at 
G1 Economics, has also cited the changing work environment and work practices as factors which may 
explain why the Phillips curve is flatter.

a Shift of the phillips Curve downwards A shift downwards of the Phillips curve is associated with 
lower levels of unemployment and weaker upwards pressure on wages. Cunliffe noted that the natural rate 
of unemployment could be lower than estimated, and inflation expectations could also be relatively stable, 
and thus pressure on wages to rise is equally subdued. Estimates of the natural rate of  unemployment 
could be lower because search and match is more efficient, resulting in lower frictional unemployment. 
This might also be supported by improvements in education where the labour force is better educated 
and better able as a result to find new jobs quickly. The number of people having undergraduate degrees 
in many developed countries has risen as a proportion of the labour force, so there could be some basis 
for this explanation.

The Slope of the phillips Curve We have looked at Phillips curves that are downwards sloping from left 
to right and noted that the long-run Phillips curve is vertical. The downwards slope of the Phillips curve 
relates the sensitivity of inflation to changes in unemployment, inflation being the dependent variable. The 
steeper the curve the more sensitive inflation is to changes in unemployment, hence the suggestion that 
as unemployment falls, the effect on inflation is greater as tight labour markets force up wage costs. As 
we have seen, however, since the Financial Crisis, the sensitivity of wage costs to unemployment seems 
to be very low, which would imply a flatter Phillips curve. If the Phillips curve still exists, then it may have 
become flatter since the Financial Crisis, and Cunliffe suggests that workers’ appetite for risk may have 
changed. The Financial Crisis was so serious that many workers may feel far more insecure than prior to 
the Crisis. Cunliffe suggests this insecurity may have changed workers’ perceptions about the strength of 
their bargaining power in negotiations over pay, which might help explain the lack of growth of wages and 
a flatter Phillips curve. In addition, the labour market has changed because of the rise of the gig economy 
and zero hours contracts, and globalization has further changed the labour market. Firms build identical 
plants across the globe and can relatively easily switch production to different plants. Workers know this, 
and it contributes to their weaker bargaining position and increased insecurity.

The phillips Curve has disappeared The final possibility is that the Phillips curve, as Blanchard sug-
gested, is simply wrong or doesn’t exist anymore. Most economists would agree that the Phillips curve 
has had to be adapted and reinterpreted in the 50 years since Phillips’ paper. Over that time changes in 
the labour market and the macroeconomy have necessitated research into the data, and a recognition 
that the relationship and the factors underlying inflation and unemployment have changed. In addition, 
as we have seen, it has been suggested that the idea of a natural rate of unemployment does not exist. 
Rather than there being one equilibrium long-run unemployment rate, there might exist multiple equilibria 
in the labour market. Cunliffe argues, however, that further empirical and research evidence is necessary 
before the Phillips curve is consigned to the economics dustbin, and it still has a valuable role to play in 
macroeconomic policy.

ConCluSIon
This chapter has examined how economists’ thinking about inflation and unemployment has evolved over 
time. It is difficult to underestimate the importance of the Phillips curve in macroeconomic policymaking. 
We have discussed the ideas of many of the best economists of the twentieth century: from the Phillips 
curve of Phillips, Samuelson and Solow, to the natural rate hypothesis of Friedman and Phelps, to the 
rational expectations theory of Lucas, Sargent and Barro. Six of this group have already won Nobel prizes 

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 30   THE SHORT-RUN TRADE-OFF BETWEEN INFLATION AND UNEMPLOYMENT    699

for their work in economics, and more are likely to be so honoured in the years to come. Our discussion 
has been based around the UK economy, but the principles apply across other economies too – the UK is 
a convenient case study in the changing interpretation and application of economic theory.

Summary
 ● The Phillips curve describes a negative relationship between inflation and unemployment. By expanding AD, 

 policymakers can choose a point on the Phillips curve with higher inflation and lower unemployment. By con-
tracting AD, policymakers can choose a point on the Phillips curve with lower inflation and higher unemployment.

 ● Many economists now subscribe to the view that the trade-off between inflation and unemployment described 
by the Phillips curve holds only in the short run. In the long run, expected inflation adjusts to changes in actual 
inflation, and the short-run Phillips curve shifts. As a result, the long-run Phillips curve is vertical at the natural rate 
of unemployment.

 ● The short-run Phillips curve also shifts because of shocks to AS. An adverse supply shock, such as the increase 
in world oil prices during the 1970s, gives policymakers a less favourable trade-off between inflation and 
unemployment. That is, after an adverse supply shock, policymakers must accept a higher rate of inflation for any 
given rate of unemployment, or a higher rate of unemployment for any given rate of inflation.

 ● When the central bank contracts growth in the money supply to reduce inflation, it moves the economy along 
the short-run Phillips curve, which results in temporarily high unemployment. The cost of disinflation depends on 
how quickly expectations of inflation fall. Some economists argue that a credible commitment to low inflation can 
reduce the cost of disinflation by inducing a quick adjustment of expectations.

 ● Credibility in maintaining low inflation has been a driver behind many countries granting independence to central 
banks to conduct monetary policy with the primary aim of maintaining price stability.

 ● An alternative to inflation targeting is NGDP targeting which would allow for monetary policy to expand and 
 contract in response to changes in nominal GDP. This might mean that inflation is higher or lower that a desired 
‘target’, as monetary policy responds to shocks in the economy but would lead to a more stable economy.

 ● Since the Financial Crisis of 2007–9, the trade-off between inflation and unemployment seems to have either 
 broken down or changed prompting further research into the Phillips curve and whether it even exists anymore.

an austrian argument against Inflation Targeting?
The initial years after the Financial Crisis saw inflation in the UK stubbornly hovering well above the 2.0 per cent 
target, before slowing considerably and languishing around zero throughout 2015 and into 2016. Pressure from fuel 
prices pushed inflation above 4.0 per cent for a while, but the CPI came back to target in the latter part of 2018 and 
the early part of 2019. Despite inflation rising to 4.3 per cent in 2010 and staying above target until 2013, interest rates 
in the UK remained at 0.5 per cent into 2016 until being reduced to 0.25 per cent in August of that year when inflation 
stood at 1.0 per cent.

In July 2013, the Bank of England got a new governor, Mark Carney. Giving evidence before a Treasury Select 
Committee in February 2013, Carney noted that under his watch, the Bank of England would follow in the footsteps 
of the US Federal Reserve in keeping interest rates low to ensure economic recovery was firmly underway, and if 
that meant higher inflation in the process then that would be a price worth paying. Was this a sign that inflation 
targeting had been abandoned in favour of NGDP targeting? The Bank claimed that inflation targeting had not been 
abandoned, but as inflation remained subdued and unemployment fell, some economists suggested that the Phillips 
curve relationship had broken down.

In The newS

(Continued )
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QueSTIonS for revIew
1 Phillips originally looked at the rate of change in money wages rather than inflation, but the Phillips curve has come to be 

associated with the trade-off between inflation and unemployment. What is the relationship between the rate of change 
of money wages and inflation?

2 Explain why, in the short run, there might be a trade-off between inflation and unemployment.

3 Draw the short-run trade-off between inflation and unemployment. How might the central bank move the economy from 
one point on this curve to another?

In early 2016, Professor Anthony J. Evans, of ESCP Europe Business School, published a paper entitled ‘Sound 
Money: An Austrian Proposal for Free Banking, NGDP Targets, and OMO Reforms’. In the paper, Evans suggests 
that the use of QE was in effect a means by which central banks expanded the money supply through open market 
 operations, while setting interest rates affects the price of money. This could be argued to be compromising the policy 
of inflation targeting, since central banks cannot control both the money  supply and interest rates at the same time.

Evans goes on to argue that the MPC of the Bank of England should be disbanded, and that the bank should shift 
to targeting not inflation but NGDP through the use of QE. This, Evans argues, would contribute to a more stable 
economy over time. However, Evans proposes 
even more radical reforms which he accepts 
are not likely in the foreseeable future but worth 
debating, nevertheless. These reforms include 
abolishing the Bank of England and creating ‘free 
banks’. The idea of free banking is not new – it 
has been a feature of Austrian economics for 
some time. Essentially, banks would be free to 
print their own money and set their own interest 
rates without any intervention by government or 
monetary authorities. The absence of a ‘lender 
of last resort’ (i.e. a central bank) would provide 
the necessary discipline for free banks, in that if 
imprudent practices were followed, bankruptcy 
would be a possibility and moral hazard would be 
reduced.

Critical Thinking Questions

1 do you think that central banks such as the bank of england, the eCb and the federal reserve target inflation 
or is this just smoke and mirrors hiding other policy objectives? what evidence would you use to support your 
argument either way?

2 how successful do you think central banks such as the bank of england have been in achieving their inflation 
targets in the last 10 years? Justify your view.

3 how would a central bank go about setting policies designed to target nominal gdp at a growth rate of (say) 
6 per cent?

4 given falling unemployment, reasonable growth and inflation not accelerating as expected, do you think the 
phillips curve relationship is now well and truly ‘broken’? explain.

5 Comment on the idea of ‘free banking’. To what extent do you think that free banking would result in a more 
stable economic environment in comparison to an economy in which central banks intervene to set monetary 
policy, have a monopoly on printing money and act as a lender of last resort?

reference: www.adamsmith.org/wp-content/uploads/2016/01/Sound-Money-AJE4.pdf, accessed 19 February 2019.

Abolishing central banks and allowing banks to operate in a free 
market – a good idea or a recipe for chaos?
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4 Draw the long-run trade-off between inflation and unemployment. Explain how the short-run and long-run trade-offs 
are related.

5 Why do economists place such importance on the role of expectations in macroeconomic policy?

6 What is so ‘natural’ about the natural rate of unemployment? Why might the natural rate of unemployment differ 
across countries?

7 Explain how expected inflation might cause a shift in the short-run Phillips curve.

8 Suppose a drought destroys farm crops and drives up the price of food. What is the effect on the short-run  trade-off 
between inflation and unemployment?

9 What reasons are put forward for keeping central banks independent in setting monetary policy?

10 What are the main differences between inflation targeting and NGDP targeting?

problemS and applICaTIonS
1 Suppose the natural rate of unemployment is 6 per cent. On one graph, draw two Phillips curves that can be used 

to describe the four situations listed here. Label the point that shows the position of the economy in each case.
a. Actual inflation is 5 per cent and expected inflation is 3 per cent.
b. Actual inflation is 3 per cent and expected inflation is 5 per cent.
c. Actual inflation is 5 per cent and expected inflation is 5 per cent.
d. Actual inflation is 3 per cent and expected inflation is 3 per cent.

2 Illustrate the effects of the following developments on both the short-run and long-run Phillips curves. Give the 
economic reasoning underlying your answers.
a. A rise in the natural rate of unemployment.
b. A decline in the price of imported oil.
c. A rise in government spending.
d. A decline in expected inflation.

3 Suppose that a fall in consumer spending causes a recession.
a. Illustrate the changes in the economy using both an AD/AS diagram and a Phillips curve diagram. What happens 

to inflation and unemployment in the short run?
b. Now suppose that over time expected inflation changes in the same direction that actual inflation changes. 

What happens to the position of the short-run Phillips curve? After the recession is over, does the economy 
face a better or worse set of inflation–unemployment combinations?

4 Suppose the economy is in a long-run equilibrium.
a. Draw the economy’s short-run and long-run Phillips curves.
b. Suppose a wave of business pessimism reduces AD. Show the effect of this shock on your diagram from part 

(a). If the central bank undertakes expansionary monetary policy, can it return the economy to its original 
inflation rate and original unemployment rate?

c. Now suppose the economy is back in long-run equilibrium, and then the price of imported oil rises. Show 
the effect of this shock with a new diagram like that in part (a). If the central bank undertakes expansionary 
monetary policy, can it return the economy to its original inflation rate and original unemployment rate? If the 
central bank undertakes contractionary monetary policy, can it return the economy to its original inflation rate 
and original unemployment rate? Explain why this situation differs from that in part (b).

5 Suppose the central bank believed that the natural rate of unemployment was 6 per cent when the actual natural 
rate was 5.5 per cent. If the central bank based its policy decisions on its belief, what would happen to the economy?

6 Suppose the central bank announced that it would pursue contractionary monetary policy to reduce the inflation 
rate. Would the following conditions make the ensuing recession more or less severe? Explain.
a. Wage contracts have short durations.
b. There is little confidence in the central bank’s determination to reduce inflation.
c. Expectations of inflation adjust quickly to actual inflation.

7 Some economists believe that the short-run Phillips curve is relatively steep and shifts quickly in response to 
changes in the economy. Would these economists be more or less likely to favour contractionary policy to reduce 
inflation than economists who had the opposite views?
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8 Imagine an economy in which all wages are set in three-year contracts. In this world, the central bank announces a 
disinflationary change in monetary policy to begin immediately. Everyone in the economy believes the central bank’s 
announcement. Would this disinflation be costless? Why or why not? What might the central bank do to reduce the cost 
of disinflation?

9 Given the unpopularity of inflation, why don’t elected leaders always support efforts to reduce inflation? Economists 
believe that countries can reduce the cost of disinflation by letting their central banks make decisions about monetary 
policy without interference from politicians. Why might this be so?

10 Some economists have proposed that central banks should use the following rule for choosing their target interest 
rate ( )r :

2
( )
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2

1
25 1 1

2
1 2

∗

∗
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y y
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where:

p is the average of the inflation rate over the past year

y  is real GDP as recently measured

*y  is an estimate of the natural rate of output

*p  is the central bank’s target rate of inflation which is given as 2 per cent.

a. Explain the logic that might lie behind this rule for setting interest rates. Would you support the use of this rule?
b. Some economists advocate such a rule for monetary policy but believe p and y  should be the forecasts of future 

values of inflation and output. What are the advantages of using forecasts instead of actual values? What are the 
disadvantages?
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Supply-Side policieS

The focus of policy in the post-war era was firmly on managing aggregate demand. In the late 1960s and 
into the 1970s demand management came to be questioned and some economists began looking at 

the capacity of the economy – aggregate supply. In particular, economists began looking at the effects of 
(often) frequent changes in taxes which was a feature of demand management on the supply-side of the 
economy.

We have seen that in the long run the AS curve is vertical, but in the short run it slopes upwards from 
left to right. Shifting the AS curve to the right would increase the capacity of the economy and increase 
national income (and thus lower unemployment) but reduce pressure on prices. A concentration on the 
supply-side of the economy could, therefore, help to bring about sustainable economic growth, higher 
growth, lower unemployment, and stable or even lower inflation. Supply-side policies focus on ways of 
influencing the factors which affect AS. If AS represents the quantity of goods and services that firms 
choose to produce at different price levels, then looking at what influences firms’ behaviour is an important 
starting point.

ShifTS in The AggregATe Supply curve
There is a range of factors which can cause the AS curve to shift, as we have seen. We summarized these 
as changes in labour, physical or human capital, the availability of natural resources, changes in technology 
and expectations of the price level. This summary provides us with the bare bones on which to explore in 
more detail how shifts in the AS curve might arise.

So far, we have looked at the AS curve in the short run as being upwards sloping and in the long run as 
vertical. The vertical long-run AS curve makes intuitive sense if you think about AS in terms of the capacity 
of the economy. Imagine that every individual in an economy who wanted to work at the going wage rate 
could find work (i.e. there was full employment), that every firm was producing at its maximum capacity 
and there were no machines lying idle, then the economy would be producing at its maximum capacity, 
which we will refer to as full employment output ( )Yf .

We have explored the analysis that in the short run the AS curve can shift causing temporary deviations 
from this full employment output, but eventually, once changes in prices, wages and misperceptions work 
through the economy, output returns to its long-run equilibrium. Changes in AD can cause fluctuations in 
economic activity, and fiscal and monetary policy can be implemented to manage demand and attempt 
to stabilize fluctuations. However, if policies are put in place to boost AD, for example, the effects might 
depend on the extent of the output gap that exists and the flexibility of the economy to respond to the 
increase in AD. The extent to which unemployment is reduced and how far the price level changes, will be 
affected by the flexibility of the economy.

Figure 31.1 shows a different shaped AS curve to those we have looked at so far. At the full employ-
ment level of output, the AS curve is vertical, but between 1Y  and Yf  the AS curve becomes increasingly 
steep, whereas between 2Y  and 1Y  the AS curve is almost horizontal. This is referred to as the New Keynes-
ian AS curve.

31
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Between the origin and 2Y  there is a considerable amount of spare capacity in the economy, but that 
spare capacity begins to diminish the closer to full employment output at Yf . This has implications for the 
effect on national income and the price level if AD shifts, as shown in Figure 31.2. If the economy starts 
out at 1Y  with the price level 1P , there is considerable spare capacity in the economy and the output gap is 
large. If fiscal and/or monetary policy shifts the AD curve to the right, the increase in national income rises 
by a relatively large amount from 1Y  to 2Y . The increase in the price level is only small, suggesting that the 
Phillips curve is relatively shallow and the trade-off between the reduction in unemployment and the rise 
in the price level is favourable. If policy continues to push AD to the right, the trade-off changes and the 
increase in national income begins to get smaller the nearer to full employment output, while the rise in 
the price level increases at a faster rate.

Why does the trade-off become less favourable over time? The reason is that as AD increases, the 
pressure on society’s scarce resources becomes greater. If AD increased from 3AD  to 4AD , for example, 
firms would be looking to expand output to meet the increased demand and would look to buy more 
factor inputs. As the demand for these factor inputs rises, the price of them increases. Certain types 
of labour might become scarce more quickly than others, and wage rates in these industries might rise 
sharply as a result. The demand for skilled labour in the construction industry, for example, might rise, 
but the supply of people with these skills tends to be inelastic in the short run. It takes time to train 
skilled bricklayers, plumbers, plasterers and electricians. Those who have these skills will find they are 
in demand and they can sell their labour for higher wages as a result. Firms that pay the higher wages 
see their costs increase, but with demand rising they feel they can pass on these higher costs to the 
consumer in the form of higher prices and so inflation begins to accelerate. The closer the economy 
comes to full employment output, the greater will be the production bottlenecks that arise as resources 
become scarcer, so the effect on prices will be greater but the ability of the economy to grow further 
will decline.

National incomeYfY1Y20

Price level AS

The new Keynesian Aggregate Supply curve
The New Keynesian aggregate supply curve is vertical at full employment output Yf . At low levels of national income, the AS curve 
is virtually horizontal, reflecting the fact that there is considerable spare capacity in the economy but, as national income rises, the 
ability of firms to expand output becomes more difficult and so the AS curve becomes gradually steeper until it becomes vertical at full 
employment output.

figure 31.1
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The importance of the output gap
The supply-side focus arises because of the difficulty of policymakers knowing what the size of the output 
gap is at any particular moment in time; that is, where the economy is on the AS curve. The output gap 
can be calculated in two ways. The first is to subtract actual output from potential output where potential 
output is based on the assumption that markets are perfectly competitive. The second is to subtract actual 
output from natural output where natural output assumes imperfect competition and rigidities in prices 
and wages. We have seen how monetary and fiscal policy operate side by side and even if governments 
are not deliberately trying to influence AD. Changes in tax rates, tax allowances and government spending 
decisions will have effects on the level of AD, while changes in monetary policy affect investment deci-
sions and the exchange rate, and, as a result, net exports. If the net effect of monetary and fiscal policy is 
to boost AD, the size of the output gap will have an effect on the resulting changes in the price level and 
national income.

This is illustrated in Figure 31.3. Assume the economy in panel (a) is in equilibrium at 1Y . The output gap 
is given by the distance between full employment output and actual output 12Y Yf . An increase in AD to 

2AD  would lead to a rise in national income to 2Y , and a rise in the price level to 2P . The output gap narrows 
but the economy is beginning to experience some bottlenecks in production and, as a result, the increase 
in national income has come at a price of accelerating inflation. Any further increases in AD would mean 
the economy is in danger of overheating – where supply-side constraints mean that the pressure on prices 
increases.

National income

AS

AD1 AD2

AD4

AD5

YfY10

P1

P2

P3
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Price level

Y2 Y3 Y4

AD3

The Aggregate Supply curve and production Bottlenecks
Increases in AD, when there is considerable spare capacity in the economy, can lead to relatively large increases in national income 
with only relatively small rises in the price level. If AD keeps increasing, resource constraints will eventually mean that national income 
will only rise by relatively small amounts, but the pressure on resources will cause the price level to rise more quickly.

figure 31.2
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The effect of the Size of the output gap
Panel (a) shows the effect on national income and the price level of a rise in aggregate demand where the output gap is relatively 
large. In contrast, if the economy is in an initial equilibrium when the output gap is small, as in panel (b), then a rise in AD will have a 
much larger effect on the price level.

figure 31.3

In panel (b), the initial equilibrium is given by 1Y  so the output gap, again given by 12Y Yf , is much 
smaller. The economy is already nearing the vertical section of the AS curve, and an increase in AD means 
that the increase in national income is very small but the effect on the price level is much stronger. The 
economy is overheating and does not have the capacity to be able to cope with the rise in AD and so the 
main effect feeds through to prices.

The size of the output gap is simple in theory but much more difficult, in reality, to estimate. The 
models used vary and the size of the various parameters that modellers input into the equations can 
lead to widely differing results. If policymakers base decisions on an estimated output gap that is incor-
rect, the effects of policy can be different from those anticipated. It is for this reason that supply-siders 
argue that a focus on increasing the productive capacity of the economy needs to be an important ele-
ment of the policy mix.

Sustainable growth
Supply-side economists suggest that if policy is concentrated on increasing the capacity of the economy, 
then in the long run it is possible to increase national income but keep the price level more stable. This is 
illustrated in Figure 31.4.

Assume society faces an initial AS curve, 1AS , and AD curve, 1AD . The initial equilibrium is at point A 
with a price level of 1P  and national income at 1Y . An increase in AD to 2AD  would, given the initial AS curve, 
see the economy begin to experience more significant production bottlenecks, and as a result the price 
level would start to accelerate. If supply-side policies succeeded in shifting the AS curve to the right to 

2AS , this would give a new full employment output capacity at 2Yf  compared to 1Yf . The increase in AD to 

2AD  would now result in a rise in national income to 2Y  from 1Y , but the increase in the price level would 
be relatively small, rising from 1P  to 2P . Many economists would argue that a little inflation in an economy 
is a good thing as it acts as an incentive to firms to produce and expand. By shifting AS to the right, the 
economy could increase standards of living and reduce unemployment but keep prices stable (where 
price stability is defined as having an inflation rate which was deemed acceptable, i.e. the target inflation 
rate). This would represent sustained economic growth.
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TypeS of Supply-Side policieS
Supply-side economists have a fundamental belief in the power of markets and the private sector 
to allocate resources efficiently – at least more efficiently than might be the case with public sector 
provision. Give these assumptions, policies addressing the extent to which the working of mar-
kets can be improved will ensure more efficient allocation of resources. These policies are classed as 
market-orientated supply-side policies. If governments are going to intervene in the economy then 
supply-siders believe that the focus should be on investing in resources that improve the working of the 
economy such as developing infrastructure, improving research and development, and investing in edu-
cation. These policies are referred to as interventionist supply-side policies. We will now look at the 
policies which come under these broad classifications in more detail.

Self TeST What are the factors which can cause a shift in the AS curve to the right? What is meant by the 
term ‘production bottlenecks’?

National
income

AD1

A

AS1 AS2

AD2

Yf2Yf1Y10

P1

P2

Price level

Y2

Sustained economic growth
If supply-side policies are successful in shifting the AS curve from 1AS  to 2AS , an increase in AD from 1AD  to 2AD  results in a relatively 
large increase in national income from 1Y  to 2Y  but with only a modest increase in the price level from 1P to 2P . The new AS curve is 
associated with an increased capacity of the economy shown by the increase in full employment output from f1Y  to f 2Y .

figure 31.4

market-orientated supply-side policies policies designed to free up markets to improve resource allocation through 
more effective price signals
interventionist supply-side policies policies focused on improving the working of markets through investing in 
infrastructure, education, and research and development
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Market-orientated Supply-Side policies
The intention of market-orientated supply-side policies is to help markets work more efficiently by improv-
ing the effectiveness of price signals to improve resource allocation. Underpinning these policies is a 
philosophical belief that markets are the most effective way of allocating resources. The use of Keynesian 
demand management policies had led to governments becoming more and more involved in the economy, 
with a number of industries or firms run by the state on behalf of the people as a whole. Many govern-
ments increasingly built up the welfare state to support those in need and, of course, all this government 
spending meant taxes had to be raised to pay for the increase in the services provided by the state.

Supply-side policies came to the fore in the 1980s, when governments in the developed world were 
trying to cope with stagflation. This section is not intended to be a history lesson, but there will be refer-
ences to policies put in place by the governments in the United States and the UK to highlight key issues 
arising in supply-side policies. A core of what was referred to as the ‘supply-side revolution’ was on rolling 
back the influence of the state in the economy, cutting government spending, reforming the tax and ben-
efit system to improve incentives, freeing up the labour market to make it more flexible and encouraging 
a more entrepreneurial culture in society. Many of the policies implemented were designed to improve 
incentives and are still part of the public debate on the relative role of the state and the market in the 
economy.

reform of Tax and Welfare policy We have seen that taxes have an effect on incentives and can lead 
to distortions in market outcomes. Welfare payments can be viewed as negative taxes, giving people sup-
port when they fall on hard times. Few would disagree with the necessity of taxing firms, products and 
individuals to generate tax revenue for government, and to influence behaviour in desired directions, such 
as reducing smoking or encouraging reductions in waste. If we acknowledge the fact that taxes – positive 
and negative – distort market outcomes, then the debate shifts to the level of taxation.

In many countries in Europe and in the United States, income and corporate taxes were relatively high 
in the 1970s and 1980s. In the UK, for example, the basic rate of income tax was 33 per cent in 1978; there 
were also higher rates associated with higher levels of income, with the top tax rate being 98 per cent on 
unearned income and 83 per cent on earned income. Corporation tax in the UK in 1978 was 53 per cent 
for larger companies and 42 per cent for small companies. In the United States, income tax rates ranged 
from 14 per cent to 70 per cent and corporate tax rates were near 50 per cent. Corporate taxes in Germany 
in 1981 were around 56 per cent, in Norway just over 50 per cent, 48 per cent in the Netherlands, and in 
Sweden almost 58 per cent. Table 31.1 shows the top rates of income tax in a selection of nine European 
countries for 1979, 1995 and 2018.

Top rates of income Tax in nine european counties, 1979–2018

Country
Top income tax 
rate 1979 (%)

Top income tax 
rate 1995 (%)

Top income tax 
rate 2018 (%)

Belgium 76.3 55.0 53.7
Denmark 66.0 63.5 55.8
Germany 56.0 53.0 47.5
Ireland 60.0 48.0 48.0
Netherlands 72.0 60.0 52.0
Norway 75.4 13.7 38.5
Portugal 80.0 40.0 48.0
Sweden 86.5 30.0 61.85
UK 83.0 40.0 45.0

Source: oecD/traDing economicS

TABle 31.1

Supply-siders argued that high rates of income and corporate taxes were acting as a disincentive to 
individuals and to businesses. We need here to remind ourselves of the distinction between average and 
marginal tax rates. Remember that marginal tax rates refer to the amount of tax taken on every extra euro 
or pound of earnings. In the UK, some people faced a marginal tax rate (at relatively high levels of earnings) 
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of 83 per cent – the government would leave the individual with just 17 pence from every extra pound 
earned. Supply-siders argued that such high rates of tax acted as a significant disincentive to work and be 
entrepreneurial if the rewards from hard work were subject to such rates.

Cutting both income and corporate taxes, therefore, could lead to the incentive for people to take work 
and work harder (more hours) if the rewards were greater. Income tax rates, it was argued, altered the 
trade-off between work and leisure. Higher tax rates reduce the opportunity cost of leisure and so people 
will opt to reduce work and take more leisure. If tax rates are lowered and people get to keep more of the 
income they earn, the effect is like an increase in wages. The income effect works in the opposite direction 
from the substitution effect, and labour supply increases.

High corporate and income taxes also act as an incentive for firms and individuals to engage in tax 
avoidance (which is legal) or tax evasion (which is illegal). Higher tax rates, it is argued, encourage firms 
and individuals to find ways in which their tax liability can be reduced, which may include putting money 
into offshore ‘tax havens’, firms spending money on tax deductible assets which may not have any major 
impact on productivity (like investing in plusher office suites, buying luxury company cars, locating confer-
ences at more luxurious venues and so on), or on channelling income into offshore companies which then 
return the money in the form of ‘loans’ on which there is no income tax. Such schemes are not illegal, but 
some would claim that they are morally wrong.

Tax evasion is illegal and refers to attempts by firms and individuals to avoid declaring income which 
is subject to taxation. This might be in the form of traders accepting cash for work carried out which is 
then not declared as income, through to more sophisticated money laundering schemes. Estimates in the 
UK, for example, put the cost of tax evasion at around £14 billion a year. Organizations like the Tax Justice 
Network estimate that between €18 trillion and €28 trillion of assets are held in offshore accounts and 
some €579 billion of corporate profits were reallocated in 2012, potentially to avoid taxation. To put this 
into context, this is equivalent to 0.9 per cent of global GDP (Source: www.taxjustice.net/the-scale-of- 
injustice/, accessed 26 January 2019).

Supply-siders argue that reducing tax rates can change incentives to work and incentives to avoid or 
evade paying taxes. Cutting tax rates can, therefore, mean that tax revenues actually increase. An example 
serves to illustrate. Assume that the top rate of income tax in a country is 80 per cent and that this rate 
applies to the whole of an individual’s income (in reality most income tax regimes are progressive and 
stepped so that those on lower incomes pay a lower rate compared to those on higher rates). An individual 
earning €500,000 would have to pay €400,000 in tax and gets to keep the remaining €100,000. If the gov-
ernment reduced the tax rate to 60 per cent, the individual faces the incentive that they get to keep more 
of every €1 of earnings, which acts as a powerful incentive to work harder. The individual works harder in 
the next year and earns €750,000, on which they pay tax of €450,000 and keep €300,000. The individual has 
more of an incentive to work harder because they get to keep more of their earnings and the government 
generates more in overall tax revenue.

Income and corporate tax rates fell in many countries across Europe in the 1980s and into the 1990s. In 
addition to reducing actual tax rates, governments can also change tax allowances relating to the amount 
of income earned before having to pay tax. In the UK, for example, in 2010, the amount earned before 
paying tax stood at £6,500, but in 2020 stood at £12,500. Changing tax rates also has an effect on those 
who are looking for work. If tax rates are high or tax allowances are low, it can be the case that the incen-
tive for people to go into work and come off benefits is also low. Assume, for example, an individual is 
receiving €10,000 a year in various benefits but pays no income tax. A job becomes available which pays 
€12,000. If the worker takes the job but then becomes liable for tax at a rate of (say) 25 per cent on all their 
earnings, they will receive an after-tax income of €9,000. There is no incentive for the person to take the 
job, to come off benefits and pay income tax. If the tax rate were reduced to (say) 10 per cent, the person 
would receive an after-tax income of €10,800 and so there would be more of an incentive to take the job 
and come off benefits. Not only would the government be better off by not having to pay this individual 
benefits, it would be receiving €1,200 in tax revenue – a net benefit to the government of €11,200. In addi-
tion, by getting a job, the individual is now not subject to the same issues and problems we outlined as the 
costs of unemployment to individuals earlier in the book, which reduces the social externalities associated 
with unemployment.

This approach is also linked with reform of the welfare system to provide incentives to individuals to get 
off benefits and into work. By making access to benefits subject to more rigorous tests and/or reducing 
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welfare payments, individuals are forced to reassess their position, not become so reliant on the welfare 
state and look to find ways to support themselves. This means they must be more flexible in taking jobs 
which they may otherwise have shunned because they did not match their expectations, wage demands 
or qualifications.

The combined effects of these policies mean that the labour market is more efficient, with fewer 
people being voluntarily unemployed, with those in work prepared to work harder and be more productive, 
and for enterprise and initiative to be rewarded.

The analysis so far is fairly intuitive, but the reality depends on a number of factors, not least the elas-
ticity of supply of labour. If the elasticity of supply of labour is relatively low, then any increase in wages 
through tax cuts or changes in allowances will only have a limited effect on the increase in the supply of 
labour (often measured in labour hours). If the elasticity of supply of labour was 0.1, for example, a rise 
in the wage rate of 5 per cent would only lead to an increase in labour supply of 0.5 per cent. The long-
run elasticity of supply of labour, however, might be larger than those in the short run because workers 
have time to adjust their behaviour. Research by Nobel Prize winning economist Edward Prescott in 
2002, suggested that there was a considerable difference between the elasticities of labour supply in 
France and the United States, which were largely due to differences in the tax systems between the 
two countries.

The laffer curve and Supply-Side economics

One day in 1974, rumour has it that the US economist, Arthur Laffer, sat in a Washington restaurant with 
some prominent journalists and politicians. He picked up a napkin and drew a figure on it to show how 
tax rates affect tax revenue. The illustration looked like that shown in panel (b) of Figure 7.13, reproduced 
earlier in the book. Laffer suggested that the United States was on the downwards sloping side of this 
curve. Tax rates were so high, he argued, that reducing them would actually raise tax revenue.

Most economists were sceptical of Laffer’s suggestion. The idea that a cut in tax rates could raise tax 
revenue was correct as a matter of economic theory, but there was more doubt about whether it would do 
so in practice. There was little evidence for Laffer’s view that tax rates – in the United States or elsewhere –  
had in fact reached such extreme levels.

Nevertheless, the thinking underlying the Laffer curve (as it became known) became very influential 
in policy circles during the 1980s, particularly in the United States during the years of President Ronald 
Reagan’s administration and in the UK during Prime Minister Margaret Thatcher’s government. Tax rates –  
particularly income tax rates – were cut aggressively in both countries during the 1980s.

In the UK, for example, under Prime Minister Thatcher the top rate of income tax was cut from 83 per 
cent to 60 per cent in 1980 and then again to 40 per cent in 1988. Economists have, however, found it hard to 
trace any strong incentive effects of these tax cuts leading to increases in total tax revenue as the Laffer 
curve would suggest. A study by the UK’s IFS, for example, concluded that at most about 3 per cent of the 
increase in tax revenue between 1980 and 1986 could be attributed to the 1980 income tax cut.

In the United States, President Reagan also cut taxes aggressively, but the result was less tax reve-
nue, not more. Revenue from personal income taxes in the United States (per person, adjusted for infla-
tion) fell by 9 per cent from 1980 to 1984, even though average income (per person, adjusted for inflation) 
grew by 4 per cent over this period. The tax cut, together with policymakers’ unwillingness to restrain 
spending, began a long period during which the US government spent more than it collected in taxes. 
Throughout Reagan’s two terms in office, and for many years thereafter, the US government ran large 
budget deficits.

cASe STudy

Laffer curve the relationship between tax rates and tax revenue
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flexible labour Markets In addition to changing the tax and benefits system, supply-siders argue for 
more flexibility in labour markets. There are different aspects to this policy which include reducing the 
power of trade unions and improving market signals to both employers and workers. We have seen how 
trade unions can raise wages above market rates. The more powerful the trade unions, the higher they 
can push wages above market rates. In the 1970s and into the 1980s, the power of trade unions in the 
UK was substantial; days lost to strikes averaged 12.8 million per year in the 1970s. The UK government, 
in the early 1980s, argued that trade unions exercised too much power and passed a series of new laws 
which reduced their power considerably. The result was that trade unions had to adapt and evolve. The 
number of people belonging to trade unions and the number of days lost to strikes fell sharply in the latter 
part of the 1980s and beyond. Many more people now negotiate pay levels with employers individually or 
at a local level rather than through unions, and supply-siders would argue that wage rates more accurately 
reflect market conditions as a result.

More flexible labour markets also relate to the ease with which employers can respond to market con-
ditions by adjusting the labour force. This is sometimes referred to as the ability to ‘hire and fire’. The more 
flexible the labour market, the fewer rigidities that would exist.

Flexible labour markets might include the use of short-term contracts. Workers have more flexible 
working arrangements, so that workers with the right skills are attracted to work, and employers are able 

Laffer’s argument is not completely without merit. Although an overall cut in tax rates normally reduces 
revenue, some taxpayers, at some times, may be on the wrong side of the Laffer curve. The idea that cut-
ting taxes can raise revenue may be correct if applied to those taxpayers facing the highest tax rates, but 
most people face lower marginal rates. Where the typical worker is on the top end of the Laffer curve, it 
may be more appropriate. In Sweden in the early 1980s, for instance, the typical worker faced a marginal 
tax rate of about 80 per cent. Such a 
high tax rate provides a substantial 
disincentive to work. Studies have 
suggested that Sweden would indeed 
have raised more tax revenue if it had 
lowered its tax rates.

Policymakers disagree about these  
issues, in part because they disagree 
about the size of the relevant elas-
ticities. The more elastic supply and 
demand are in any market, the more 
taxes in that market distort behaviour, 
and the more likely it is that a tax cut 
will raise tax revenue. There is no 
debate, however, about the general 
lesson: how much revenue the gov-
ernment gains or loses from a tax 
change cannot be computed just by 
looking at tax rates. It also depends 
on how the tax change affects peo-
ple’s behaviour. The Laffer curve – what evidence is there for this theory?

Self TeST Consider the respective size of the income and substitution effects on the supply of labour curve 
as a result of a cut in higher rate taxes. Under what circumstances would a cut in tax rates actually lead to a 
backwards bending supply curve of labour?
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to shed workers more easily when the economy is contracting. The rise of the so-called ‘gig economy’ has 
further raised the debate about flexible labour markets. The development of the Internet and smartphone 
technology has promoted communication and connectivity in many different ways. Firms in delivery and 
transport, in particular, have been able to exploit this technology to improve services to customers, but 
need highly flexible workers. Traditional contracts of work where employees are recruited on a wage or 
salary and have various legal employment rights such as paid holidays, sick pay and pension contributions, 
are not suitable for some of the firms utilizing connectivity technologies as part of their business. The 
workers needed in these types of business are more like self-employed contractors of the firm rather 
than employees. Each employment task is like a mini contract between firm and worker. This has resulted 
in the term ‘gig economy’ to refer to a labour market in which workers do not have permanent jobs but 
instead have a relationship with a firm which is characterized by short-term contracts, freelance work or 
zero hours contracts.

gig economy a labour market in which workers have short-term, freelance or zero hours contracts with employers and 
where workers are more akin to being self-employed than employed

For firms, the use of workers on these terms can mean greater flexibility for adjusting to changes in 
demand and can help control labour costs. For workers, there is a degree of independence and flexibility 
which can be appealing.

As with many issues in economics, flexible labour markets and developments like the gig economy 
have some downsides which must be balanced against the benefits to firms and workers, and has been 
the subject of increasing debate. Governments have been considering the issues and looking at the 
extent to which employment law needs to be changed to take account of the developments in the labour 
market.

Labour markets can also be made more flexible by improving market information for both employers 
and employees, so that those people looking for work can be matched with those seeking employment. 
Many governments provide so-called ‘job centres’ through which employers can advertise jobs and those 
looking for work can attend to get advice, be put in touch with prospective employers and be given help 
with improving their CVs, interview skills, job application techniques and so on.

reducing government Spending The more money government spends the more it must raise in tax 
revenue and also borrow. We have seen how any fiscal expansion can be moderated by the crowding-out 
effect. It follows that if governments were able to reduce spending and borrow less, the opposite effect 
would occur – sometimes referred to as ‘crowding in’. Cutting back the amount that governments borrow 
has been a feature of the post Financial Crisis 2007–9 austerity programmes which many countries have 
had to implement. If borrowing can be scaled back, interest rates will fall, and this has an effect on firms’ 
decisions to invest.

In addition to the crowding-in argument, there is a fundamental philosophical belief among supply- 
siders that government spending is not likely to be as efficient as the equivalent spending by the private 
sector. If government, therefore, steps back from its involvement in the economy and leaves resource 
allocation more to the private sector, the funds will be used more productively and more efficiently, which 
will improve the productive capacity of the economy.

In practice, many governments find it extremely difficult to cut back spending. The effects on govern-
ment services and those who use them can be considerable. The sort of people who are most affected are 
often the poor and the most vulnerable in society such as the elderly, the mentally ill, children, and those 
who require social and/or health care. The political decisions which must be made when government 
spending is cut back are extremely difficult – few governments can be so sure of the mandate they receive 
from the electorate to make the sorts of decisions which would lead to a substantial fall in government 
spending when so many people are likely to be affected in an adverse way. Closing hospitals, schools, 
social care programmes, homes for the elderly and mentally ill might save considerable sums of money, 
but these represent electoral suicide.
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privatization and deregulation One of the major changes in the economy of the UK since the late 1980s 
has been privatization, the move to transfer public ownership of assets to the private sector and the 
increase in the role of private sector firms in providing government services. Privatization has also been a 
feature of other European countries, including Austria, Denmark, Finland, France, Germany, Ireland, Italy, 
the Netherlands and Spain.

privatization the transfer of publicly owned assets to private sector ownership

Self TeST Why do policies to improve the flexibility of labour markets have to balance the rights of 
employers and employees?

In the post-war era in the UK, many industries were state-owned – coal, the railways, the utilities 
(water, gas and electricity), steel and telecommunications being key examples. In addition, a number of 
firms were taken into state ownership, including some in the motor, aviation and engineering industries. 
During the 1980s and 1990s, many of these industries and firms were sold and became private sector 
entities. In addition, other services such as refuse collection, cleaning and catering services were opened 
up to provision by private sector organizations.

Once again, the philosophical underpinning of privatization in all its forms is the belief that the private 
sector, driven by providing high quality services and the profit motive, is more likely to provide the services 
required by the public at lower cost, at higher productivity levels and more efficiently than if provision was 
in the public sector. It was also argued that transferring assets to the private sector would help increase 
competition with the resulting benefits of lower prices and increased choice.

There is much debate as to the extent to which the benefits which were at the heart of the justifica-
tion for privatization have been realized. The privatization of natural monopolies such as water, gas and 
electricity has created a complex system which many consumers have difficulty understanding. Despite 
regulatory bodies being set up to monitor the activities of these now private monopolies, there is some 
suspicion that the existence of monopoly power has reduced consumer surplus and led to deadweight 
losses. However, some studies have suggested that privatization has delivered better services, improved 
products, lower prices and more choice more efficiently for the public.

In addition to privatization programmes, many governments looked to pass legislation which cut back 
on the regulations that were argued to impede the efficient working of financial and goods markets. 
Deregulation has succeeded in removing some of these imperfections in the market. For example, in 
transport, local bus routes have been deregulated to prevent local monopolies, which has resulted in more 
choice and lower prices for consumers. In financial markets, there has been an explosion of new prod-
ucts and much greater freedom for individuals and firms to be able to access credit. While this did have 
some impact on the global economy in the 1990s and into the 2000s, many have argued that deregulation 
went too far, and that appropriate checks and balances were not in place to prevent the Financial Crisis in 
2007–9.

interventionist Supply-Side policies
Recall that the creation of knowledge is a public good, that firms free ride on knowledge created by 
others and as a result devote too few resources to creating new knowledge. The investment in infrastruc-
ture such as communications networks, roads, rail, ports and airports is vital to the effectiveness of an 
economy. However, the sums needed to be invested in this sort of infrastructure and the risk involved is 
often extremely high. In addition, the opportunity to make adequate profit by private firms is not always 
easy, obvious or, in some cases, desirable. For example, the development of new motorway systems 
or airport expansion raises concerns among environmentalists and local people who are affected by the 
negative externalities. The planning process can often take many years and be extremely expensive in 
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addition to the actual cost of construction. The result is that governments often take the lead in the provi-
sion of such infrastructure, albeit using private firms as noted above. Interventionist supply-side policies 
refer to the ways in which governments seek to encourage investment in education, training, research 
and development, and infrastructure and location of firms to help the economy work more effectively 
and efficiently.

infrastructure investment Governments will often take the lead in providing funds for infrastructure 
projects which have been identified as having long-term beneficial effects on the economy and will help to 
improve capacity. The sort of projects that governments support are invariably identified as being impor-
tant in helping businesses to be more efficient, cutting costs and waste, and improving supply chains. 
Improvements to roads, rail, ports and airports help firms to distribute goods more efficiently; improve-
ments to communications networks help to make service industries more efficient; and developments 
to energy and water supplies through the building of new power stations or improvements to supply 
networks can also help firms secure their energy needs and reduce costs if these networks operate more 
efficiently.

investment in education and Training The school and higher education system in an economy is a 
source of improvements in the quality of future human capital. While many would not see education as 
purely a means of producing future workers, the sort of skills which school and university leavers possess 
influence their ability to secure work and their productivity levels. As we have seen, productivity is a key 
factor in improving economic growth and standards of living.

The sort of education system that a country has will, therefore, be important and a number of countries 
have invested in trying to improve standards. The difficulty comes in defining what appropriate standards 
are for individuals and for wider society. Some countries place a heavy emphasis on improving maths and 
science skills, because these are crucial in helping to create new knowledge and innovation in industry. 
Governments might provide grants or allowances to help boost interest in maths, science and engineer-
ing degrees; maths and physics graduates may be given incentives to put their skills to use in teaching in 
schools where there tends to be a paucity of highly qualified individuals in these subject areas.

Governments may also help to support training; firms may be reluctant to invest too many resources 
into training workers because of the lack of control they have over what workers do with the training they 
receive. On the one hand, a better trained workforce is beneficial to a firm because it makes workers more 
productive. On the other, it also makes workers more marketable and there is a risk that the worker moves 
on to a better job and another firm will benefit from the investment in training made by the initial firm. By 
providing help and support for training, governments may help to overcome this free rider problem.

research and development R&D is essential to the long-term improvement of knowledge creation, the 
development of new products and new processes. R&D is, however, expensive and unless the results can 
be protected in some way, the knowledge created becomes a public good. This is one of the reasons why 
many governments invest in supporting and funding R&D. Research bodies can be set up which receive 
requests for funding from firms and higher education institutions, sometimes in partnership, who then 
decide on the allocation of funds based on the perceived value and importance of the research being pro-
posed. Governments may also provide tax credits, tax relief or grants to help support R&D in smaller firms.

regional or industrial policies In a number of European countries, economies are unevenly balanced – 
there are regions which are poorer than others. Firms will often gravitate to where the markets are biggest 
or where there are natural advantages such as ports, good infrastructure links and so on. Some regions are 
poor because they used to be the centre of industries that have declined. The decline of industries such as 
shipbuilding, iron and steel, the motor industry and the coal industry, for example, has not been matched 
by new industries springing up to absorb the jobs lost. As a result, a negative multiplier process can take 
hold, which means the region may stay economically undeveloped for long periods. Governments may 
seek to reverse such economic imbalance by locating some of its own activities in these regions, providing 
investment grants, premises at reduced rents, employment subsidies and other measures to encourage 
firms to locate in these areas and develop jobs. The intention is that, in encouraging investment in these 
areas, a positive regional multiplier effect will take hold.
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concluSion
Supply-side policies have an intuitive feel to them; one of the main problems, however, is that shifting 
the AS curve to the right is a long-term process. Investing in education, training and R&D, for example, 
can boost the quality of human capital, but the benefits to the economy may not be felt for many years. 
Market-orientated policies may sound impressive and laudable, but the evidence to support the effective-
ness of such policies is not overwhelming. It is perhaps safe to say that policies to improve the efficiency 
of markets and the capacity of the economy must be carried out hand in hand with other policies and 
not be seen as being an either/or policy option to fiscal and monetary policy. Indeed, the differences 
between fiscal, monetary and supply-side policies are sometimes difficult to disentangle. If a government 
announces it is investing billions in a high-speed rail network, does this represent a fiscal boost or is it 
purely focused on improving the supply-side of the economy?

SuMMAry
 ● Supply-side policies became a focus of many governments in the 1980s and into the 1990s.

 ● Supply-side policies are designed to shift the AS curve to the right.

 ● Shifting the AS curve to the right can lead to sustained economic growth which increases national income but 
keeps prices stable, countering the production bottlenecks that can occur if the focus is on increasing AD through 
fiscal or monetary policy.

 ● Supply-side policies can take two main forms – market-orientated policies or interventionist policies.

 ● Market-orientated policies are designed to free up markets so that they allocate resources more effectively and 
efficiently.

 ● Interventionist policies are designed to improve the working of the market and require government intervention 
to overcome the public good element of the investment in infrastructure, education, training, and research and 
development.

Self TeST Why is investing in the right sort of education and training considered important to the success 
of interventionist policies?

The future of the railways
The privatization of industries and firms was a feature of the 1980s and early 1990s. The arguments in favour of trans-
ferring assets to the private sector were based on the belief that the incentives of the market led to more efficient 
outcomes, lower costs and fairer prices for consumers. The belief in the efficiency of the market, of course, is based 
on the existence of competition. In many larger industries, it may be that any competition that does exist could be 
artificial at best.

In the UK, the experience of many customers who use the railway network is mixed. There is a division between 
firms who run the rolling stock – the engines and carriages, which are mostly private companies – and the ownership 
of the rail infrastructure – the track, signals and bridges, which is run on behalf of the Department of Transport. The 
UK rail system, therefore, could be seen as being half nationalized (or half privatized). The railway system in the UK 

in The neWS

(Continued )

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



716   PART 12   Short-run economic fluctuationS

could be argued to be a victim of its own success. Since it was privatized in 1994, passenger journeys have increased 
from around 700 million to 1.7 billion. However, dissatisfaction with the railways has been widely reported in the press. 
Problems with timetable changes, ongoing disputes between train operating companies (TOCs) and unions, strikes, 
delays, and above CPI inflation increases in rail fares have been at the heart of the dissatisfaction. The National Rail 
Passenger Survey, published in January 2019, reported that overall satisfaction in TOCs varied between 68 per cent 
and 96 per cent. The percentage of journeys rated as satisfactory by passengers in terms of value for money for the 
price of their ticket was rated at 46 per cent nationally, marginally up from 45 per cent in spring 2018 and down from 
47 per cent in spring 2017.

The debate about whether the whole of the rail system should be renationalized has emerged in the UK. Left 
Foot Forward, a political news and comment group, reported that ‘A new poll has shown that 56 per cent of people 
in the UK want the railways to be re-nationalised while just 15 per cent oppose nationalisation.’ The website does 
not specify the source of the poll, but there is 
a link which refers to ‘previous polls’, which 
links to a website called Full Fact – ‘the UK’s 
independent fact checking charity’. Full Fact 
reports on a BMG Research poll in June 2018, 
in which just under 1,500 people were asked 
whether they would ‘support or oppose re- 
nationalising the railways so they are not run 
by private companies but run in the public sec-
tor’. The results were that 30 per cent ‘strongly 
supported’ renationalizing, 34 per cent ‘some-
what supported’, 17 per cent ‘didn’t know’, 
13 per cent were ‘somewhat opposed’ and 
6 per cent ‘strongly opposed’. It appears that 
this poll also asked respondents the question: 
‘In your view, has the privatisation of Britain’s 
railways been a success or failure.’ Some 
56 per cent said ‘failure’.

Critical Thinking Questions

1 privatization has been a key element of supply-side policies, not only in the uK but in many other developed 
countries. To what extent are you convinced by the arguments that the private sector is more likely to operate 
more efficiently than the public sector?

2 The rail network in the uK was also privatized, but the company, railtrack, collapsed in 2002 with debts of 
£3.5  billion (€4.05bn). network rail, which is effectively a nationalized firm, has reported debts of £51.2 billion 
(€59.3bn) . does this suggest that certain types of public investment, particularly in infrastructure, must be run 
by the state?

3 To what extent would you agree that the railway in the uK is a victim of its own success, a success which has 
been due to privatization?

4 critically assess the poll information presented in the article. how valuable is such information in decision- 
making on a subject such as the renationalization of the rail system?

5 To what extent does the debate over the problems which seem to be evident in the uK’s rail system mirror the 
debate over supply-side policies in general?

references: leftfootforward.org/2019/01/poll-shows-huge-support-for-rail-nationalisation-even-from-tory-voters/ 
and fullfact.org/economy/do-public-want-railways-renationalised/, both accessed 26 January 2019.

Rail infrastructure in the UK is effectively nationalized. Should the 
rolling stock also be nationalized?
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QueSTionS for revieW
1 What is meant by ‘sustainable economic growth’?

2 Explain the shape of the New Keynesian AS curve.

3 What are the two ways in which the output gap can be calculated and what is the difference between them?

4 What is the relevance of the size of the output gap in policymaking?

5 Using an AS/AD diagram, show how a rise in AD could lead to a rise in national income but with no change in the price 
level.

6 What are the two main types of supply-side policy and what is the difference between them?

7 Why do supply-siders emphasize the importance of marginal tax rates in relation to incentives?

8 What is the Laffer curve?

9 Why do flexible labour markets improve the efficiency and capacity of the economy?

10 Why is it necessary for governments to invest in education, training, and research and development?

proBleMS And ApplicATionS
1 Using the New Keynesian AS curve, explain why, when the output gap is very large, the AS curve has an almost 

horizontal slope.

2 Why might governments find it difficult to accurately measure the size of the output gap?

3 Assume that a government is successful in shifting the AS curve to the right. Show what happens to the Phillips curve 
in such a situation.

4 What sort of trade-offs do governments face if a decision was being considered to reduce the level of welfare benefits 
as part of a market-orientated supply-side policy?

5 Governments that have implemented major cuts in higher rates of income tax have been accused of giving more money 
to the rich at the expense of the poor. Construct an argument to counter such an accusation.

6 What sort of assumptions underlie the policy that cuts in income taxes would increase the supply of labour hours offered 
in an economy?

7 What are the potential costs and benefits of policies designed to improve the flexibility of labour markets?

8 Why do governments find it difficult to reduce spending?

9 A government announces a decision to increase investment in spending on higher education with the intention of 
increasing the participation rate in higher education by young people, to 45 per cent (i.e. that 45 per cent of school 
leavers choose to go to university).
a. Does it matter what sort of degrees these young people do at university?
b. To what extent is the proportion of young people going on to university an important factor in improving the quality 

of human capital?
c. What else might the government need to put in place to ensure that the policy is a longer-term success (hint: will 

there be appropriate jobs for young people when they graduate)?

10 How would a government be able to tell whether a policy of increasing private sector involvement in public sector 
services provision actually leads to a more efficient outcome compared to having those same services provided by the 
public sector?
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The Financial Crisis of 2007–9 led to a widespread and deep global recession. Its effects are still 
 evident in many countries across Europe, and the debate which arose about the nature of  economics 

is also very much in progress. Many economists agree on the causes of the Crisis, but there is still 
much disagreement about the underlying theories and models which might explain what was witnessed 
and perhaps more importantly, whether these models and theories have any relevance for the future. 
In this chapter we will look at the causes of the Crisis and then consider some of the debate which has 
 surrounded the Crisis and its aftermath.

The Causes of The Crisis
As we have noted, macroeconomics is a relatively new discipline. The events of the 1930s prompted a 
closer review of the economy as a whole. The Second World War, the post-war reconstruction and the 
collapse of the Bretton Woods system in 1971 (where governments committed to fix prices of domes-
tic currencies against a specific amount of gold), the oil crisis of the 1970s and the recession of the 
early 1980s were set against the background of demand management and subsequent debate about 
the role of the money supply in macroeconomic policymaking. The boom of the late 1980s gave way 
to recession in the early 1990s and then to a period of reduced volatility. In 2004, US Federal Reserve 
(the Fed) governor, Ben Bernanke, a renowned student of the Great Depression of the 1930s, gave a 
speech to the Eastern Economic Association in Washington DC in which he noted the decline in macro-
economic volatility. The reasons Bernanke put forward included structural change, improved macroeco-
nomic policies and ‘good luck’. In 2007, the UK Chancellor, Gordon Brown, presented his eleventh budget  
and noted:

[m]y report to the country is of rising employment and rising investment; continuing low inflation, 
and low interest and mortgage rates; and this is a Budget … built on the foundation of the longest 
period of economic stability and sustained growth in our country’s history … we will never return to 
the old boom and bust.

ParT 13
inTernaTional 
MaCroeConoMiCs

32 The Causes and 
afTerMaTh of The 
finanCial Crisis
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The benign economic conditions which had resulted in relatively low inflation, high employment, low 
unemployment and stable growth in many developed countries was termed ‘The Great Moderation’ 
(in the UK, it is termed ‘The Great Stability’). In 2005 few people were predicting the calamitous events 
which would take place over the next four years. Some commentators had warned that the rise in asset 
prices, specifically house prices both in the UK and the United States, would at some point have to 
suffer a correction, but arguments reigned about the relative size of that correction and the effects on the 
economy as a consequence. In hindsight, it is possible to identify some longer-term trends which led to  
the Crisis.

The Great Moderation the period of economic stability characterized by relatively low inflation, high employment, low 
unemployment, and stable and persistent growth

positive equity the positive difference between the principal borrowed on a house and its value

deregulation
In the UK and the United States, deregulation began in the 1980s, set against the belief that excessive 
regulation limited the ability of the supply-side of the economy to operate efficiently. A series of legislation 
dramatically changed the banking and financial landscape. Rules and regulations surrounding the activities 
of banks and building societies were abolished or relaxed.

The pace of financial deregulation did not decline with the end of the 1980s. In both the UK and the 
United States, successive governments gradually picked away at regulation, allowing financial institutions 
to trade globally and giving more freedom for them to innovate than ever before. Progress in technology 
fuelled innovation, and if one wanted to really get on in the financial centres of the world, an ability to 
manipulate statistics and be a mathematical wizard were the qualifications to have.

Deregulation allowed financial institutions to expand their role. A number of building societies used 
the new rules to become banks and existing commercial banks entered the mortgage market. For the 
average household, access to a mortgage now became easier. The increased demand for housing pushed 
prices up. As house prices rise the difference between the principal borrowed and the value of the house 
increases, referred to as positive equity. An individual may have a mortgage for £250,000 but a prop-
erty worth £375,000 and thus positive equity of £125,000. Lenders were not shy in allowing borrowers 
to exploit this equity, and with the security of a house in the background (and the expectation that prices 
would continue to rise) the ease with which people were able to build up their debt increased. Homeown-
ers were able to borrow money to buy cars, holidays, finance weddings and other luxuries, as well as carry 
out home improvements and extensions.

For financial institutions, the expectations of continued economic growth partly explain how attention 
turned from what might be termed ‘prudent’ lending to riskier investments on the back of new financial 
instruments. Banks, many of whom had been former mutual societies run for the benefit of their mem-
bers, now had the pressure of generating returns for shareholders. In the search for ever larger returns, 
lending protocols were stretched to the limit and sometimes broken.

In the United States, shocks to the system in the form of the dot.com collapse and the terrorist attacks 
of 9/11 did lead to dips in economic activity. In each case, the Fed responded by cutting interest rates and 
flooding the markets with cash to help maintain liquidity. Preparations for a predicted information tech-
nology (IT) disaster at the turn of the millennium (the ‘Y2K threat’ where it was thought the convention 
of storing years as two digits might cause confusion as the century changed) had meant that many large 
financial organizations had invested heavily in technology. Inadvertently, therefore, the Y2K threat possibly 
gave many financial organizations advantages which enabled them to improve productivity above what it 
would have been had the threat not occurred.
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Banks looked to widen the market segments that they were prepared to do business with in the search 
for new markets and opportunities to improve returns. The prevalence of relatively low rates of interest 
meant the prospect of high yield returns became even more attractive, especially given the fact that such 
returns were linked to bonuses for staff.

Pension funds were being hit by changes to the way in which many corporate businesses managed 
their pension provision. The suspension of expensive final salary pension schemes, along with cuts in 
contributions from government and employees meant that pension fund managers became eager to 
find investments that offered increased yields. In the UK, similar conditions enabled banks and mortgage 
lenders to compete for new custom through developing ever more attractive products including low start 
mortgages, two-year fixed rate deals, debt roll-up mortgages, and mortgages based on an increasing pro-
portion of the value of property and multiples of income.

Deregulation and global trading meant that capital movements across national boundaries was much 
easier. Funds could be borrowed from countries with low interest rates (particularly Japan who experi-
enced negative interest rates at times in the early 2000s) and invested in assets in countries with higher 
yields. The growth of hedge funds looking to secure high returns on investments for the clients whom 
they represented, along with the developments in IT which enabled them to exploit very small price dif-
ferentials between markets, all combined to provide the background for a more risk-seeking mentality to 
pervade the financial markets.

asset Price rises
Alan Greenspan, the former chair of the Fed, commented in September 2009: ‘That is the unquencha-
ble capability of human beings when confronted with long periods of prosperity to presume that it will 
continue’. Greenspan was referring to the period when both credit and housing markets expanded in 
the latter part of the 1990s and into the new millennium. Total UK debt, including credit cards and mort-
gages, in 2006 was reported at being over £1.2 trillion (€1.39 trillion) and the Bank of England noted that 
outstanding balances on credit cards had risen by over 380 per cent since 1994. In the UK, the average 
house price rose from around £30,000 in 1983 (€34,800) to almost £200,000 (€232,000) in 2007. In the 
United States, the S&P/Case-Schiller national home price index increased from 100 in 2000 to around 190  
in 2006.

For the struggling first-time buyer, the existence of low interest rates offered some hope. Tradition-
ally, lenders had used the value of the property and income levels as a base from which to calculate the 
amount they were prepared to lend. Loans above 75 per cent of the value of the property were rare. Typical 
multiples would be 2.5 times the main income and 1.5 times the second income. For a couple with the 
main ‘breadwinner’ earning £20,000 and the other earning £15,000 the amount which could be borrowed 
would be £72,500. With the average house price standing at around £90,000 in 2001 (and remember that 
is an average) the predicament facing people in this position is clear.

In the United States, the situation was not that much different. What became clear was that there was 
a latent demand for mortgages. The demand was latent rather than effective because while there were 
plenty of people who might have been willing to enter the market, they were not always able to do so, 
because of an inability to access the mortgage market.

It is at this point in the story that the effects of deregulation, the existence of relatively low interest 
rates, apparently stable economic conditions, and the increase in risk-seeking activity among financial 
institutions all come together. The rise in house prices in the UK and the United States has been termed 
an ‘asset bubble’. An asset bubble is said to occur when prices begin to differ substantially from their fun-
damental values. Was the rise in house prices an example of an asset bubble, or were the increases due 
to fundamental changes in supply and demand?

The ‘rules’ under which a mortgage could be secured were relaxed by many lending institutions. Many 
offered mortgages at much more generous loan to value ratios. In the UK, Northern Rock offered a mort-
gage product that allowed borrowers up to 125 per cent of the value of the house or six times annual 
income. While this new ‘Together’ loan (so-called because it allowed borrowers to tie up mortgage lending 
and pay off existing debt) was greeted with raised eyebrows by some, it allowed those who previously 
could not access the market to do so. It was seen as being one of the benefits of the strong and stable 
economic climate.
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The sub-Prime Market
In the United States, extending mortgage opportunities to those not traditionally seen as being part of 
the market (the sub-prime market) was also part of the way in which banks and other lenders sought 
to increase their lending. Some of these people had credit histories that were very poor. Some did not 
have jobs, but in an atmosphere of risk-seeking and changed priorities this group provided lenders with 
a market opportunity. The former chair of the Federal Reserve, Ben Bernanke, notes that the mortgage 
market developed by extending mortgages beyond those who would be considered to have a sound credit 
rating, first to what he refers to as ‘non-prime’ and later to sub-prime. These mortgages often required lim-
ited paperwork before they were granted and significantly lower deposits. The Fed estimated that around 
10 per cent of mortgages were ‘non-prime’ in 2003 but rose to over 30 per cent by 2006. A paper published 
by Mayer, Pence and Sherlund in the Journal of Economic Perspectives (23, Winter 2009) suggested that 
the percentage of mortgages offered in the United States requiring low or no documentation rose from 
around 39 per cent in 2003 to 60 per cent by 2007.

sub-prime market individuals not traditionally seen as being part of the financial markets because of their high credit risk

Borrowers in the United States may have been contacted in the first instance by a broker who outlined 
the possibilities for the borrower. These ‘affordability products’ sometimes included so-called ‘teaser rates’ 
which offered low (sometimes zero) interest rates for an initial period, often two years. Interest rates after 
the first two years could rise significantly, and in some products, after subsequent years, the interest rate 
increased further. The attraction for many prospective house buyers was that the chance to get a mortgage 
and buy a house was being offered to them for the first time. If house prices kept rising, the homeowner 
would be able to generate positive equity in the property and eventually re-mortgage to a more ‘main-
stream’ mortgage. Positive equity allowed homeowners to be able to manage rising interest rates on the 
mortgage. However, when house prices began to fall, the option of re-mortgaging disappeared and many 
homeowners found their monthly repayments rising beyond their ability to pay.

Typical of sub-prime loans were ‘2/28’ or ‘3/27’ loans. The 2 and 3 indicated the number of years of 
the teaser rate and the denominator showed the period over which a variable rate would apply. Brokers 
would then look to sell the mortgage to a bank or other mortgage provider and receive a commission 
for doing so. Under ‘normal’ circumstances the bank would not only have acquired a liability but also 
an asset (the payments received by the borrower on the mortgage). The mortgage would generate a 
stream of cash flows in the form of the payment of the mortgage principal and interest over a period  
of years.

The growth of sub-prime mortgages began to take an increasing share of the total mortgage market 
in the United States, and the risk involved in terms of the loan to value ratio also rose from around 50 per 
cent to over 80 per cent by 2005–6. Sub-prime loans accounted for around 35 per cent of all mortgages 
issued in 2004. It was not only the poor who were taking advantage of the sub-prime market, however. 
Existing homeowners took advantage of the positive equity in their properties to re-mortgage or buy 
second homes. Speculation in the housing market was not confined to just those in the financial markets 
who could benefit from new financial instruments that could be traded for profit. Some saw opportunities 
to enter the housing market, borrow funds to buy property and almost immediately put it back onto the 
market – a phenomenon known as ‘flipping’. The hope was that rapidly rising house prices would mean 
that the property could be sold quickly, and a profit would be realized.

The economic background to this was a sharp cut in interest rates by the Fed in response to the collapse 
of the dot.com boom and to 9/11. A low interest rate environment seemed to insulate sub-prime mortgage 
holders from the extent of the debt which they had taken on. From 2003 onwards, the official US interest 
rate (the federal funds rate) stayed at 1 per cent and for 31 consecutive months the real or  inflation-adjusted 
interest rate was effectively negative. Meanwhile the housing market price rise  further contributed to eco-
nomic growth, as employment in housing-related business expanded to meet the growth in activity. The 
housing market was responsible for creating over 788,000 jobs in the United States between 2001 and 
2005 – some 40 per cent of the total increase in employment.
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There is some debate among economists as to whether the rise in house prices in the United States 
and the UK during this period could be called a ‘bubble’. Many would argue that it was, although some 
have noted that the rise in productivity and incomes during this time led to sharply rising prices as demand 
for housing naturally outstripped supply. However, while rising productivity may explain part of the housing 
price boom, many people buying houses were doing so simply in the expectation that the price would 
continue to rise, and many lenders were offering attractive mortgages to people with low credit ratings 
because they thought that the property on which the mortgage was secured would continue to rise in 
price. When people buy an asset not because of the flow of services it yields (a roof over one’s head in the 
case of a house) but simply because they believe it is going to rise in price, we have one of the essential 
characteristics of a bubble.

The rise in defaults
In financial markets, the growth in sub-prime and other lending was further developed through packaging 
mortgage-backed securities into pools of debt and selling them on, a process known as securitization. 
As we saw earlier in the book, this packaging of debt through collateralized debt obligations (CDOs) was 
‘insured’ through credit default swaps (CDS).

securitization the packaging of mortgage-backed securities into pools of debt and selling them on

The expansion of the CDS market presented a different challenge to the financial markets when the 
housing market collapse came. It must be remembered that not only were these contracts taken out in 
relation to bonds linked to sub-prime loans, but the trade of these contracts meant that banks and other 
financial institutions might be buying the contract while not possessing the asset (the bond) or the under-
lying asset (the mortgages).

One of the problems associated with CDS is that the seller may have a number of deals relating to 
these bonds, and indeed the buyer may have taken out a number of insurance contracts with different sell-
ers. Add into the mix the possibility that these contracts could also be bought and sold globally as part of 
speculative deals and the web of financial interdependence grows – all based, remember, on a collection 
of sub-prime mortgages. Traders might, therefore, deliberately buy CDS on the expectation that the bond 
associated with it would fail. If it did, then the trader stood to gain a return in the form of the bond value 
which had been insured or the collateral which had been set aside. The market progressed from being one 
which insured bond holders against risk to one where accurate speculation could generate large returns 
for traders. Those buying these derivatives (so-called because their value is derived from an underlying 
asset) may have little if any idea of the strength of the underlying assets associated with their trade.

The precise value of the CDS market is difficult to pinpoint because it consists of a private finan-
cial transaction between the two parties – a so-called ‘over-the-counter’ transaction. In over-the-counter 
transactions, there is no official record of who has made a trade with whom, and whether the seller can 
actually meet the obligations. The CDS market was estimated at between $45 and $60 trillion. To put this 
into some sort of perspective, $60 trillion is more than global GDP, which was estimated at $54.3 trillion 
in 2006! A number of major banks had exposure to CDS, including Lehman Brothers, Icelandic banks, 
Barclays and RBS, and in addition insurance companies like AIG were also heavily committed.

In 2006–7, the prevailing concern among central banks was the development of inflationary pressure. 
The Bank of England had started to increase interest rates in June 2006 and a series of quarter point rises 
saw Base Rate increase to 5.75 per cent by July 2007. In the United States, the Fed raised interest rates 
for 16 consecutive months to June 2006 and the federal funds rate reached 5.25 per cent by the autumn 
of 2006. As interest rates rose, borrowers, especially those on sub-prime mortgages, began to feel the 
pressure, and reports of the number of defaults on sub-prime loans began to rise.

Once mortgage defaults began to rise to alarming numbers, the number of financial institutions 
affected, and their exposure, became clearer. The whole edifice was based on the expectation that the 
underlying assets would continue to generate the income stream over time – in other words, that the very 
large majority of mortgage holders would continue to pay their monthly mortgage repayments.
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How did these mortgage defaults begin to happen? We have already seen how teaser rates tempted 
many to take on the burden of a mortgage, but without necessarily fully understanding the financial 
commitments they were making. After the teaser rate period finished, the mortgages had to be restruc-
tured based on a new rate of interest. The new rate of interest not only reflected the need to claw back 
some of the interest not paid in the initial teaser rate period but also the fact that these borrowers were  
higher risk.

As mortgage rates rose, borrowers found it increasingly difficult to meet their monthly payments. In 
some cases, the difference between initial monthly payments and restructured payments based on new 
interest rates was significant; many homeowners found their monthly mortgage payments more than 
doubling. The sub-prime market consisted of people least able to cope with such changes. In addition, 
those who had taken out sub-prime mortgages for second homes and the buy-to-let market also found 
themselves stretched.

Faced with payments they could not afford, borrowers looked to sell their property or face the prospect 
of foreclosure – the point where the mortgage lender seizes the property. As the number of foreclosures 
increased, house prices fell. As house prices fell, more and more people were caught in negative equity, 
where the value of their property was less than the mortgage secured on it. Trying to sell the house was 
not an option for many; they would still be left with a large debt which they had no hope of paying off. 
The situation was particularly bad in certain areas of the United States. The house price rise had been 
particularly acute in Las Vegas, Los Angeles and Miami. These were areas that were hit worst by the rise 
in foreclosures. As the number of foreclosures rose, the supply of housing increased and, true to basic 
economic principles of supply and demand, the price of houses continued to fall.

Once mortgage payers defaulted on loans, banks found their balance sheets under pressure and lend-
ing was reduced. Every day, banks have obligations to meet – loans they have taken out that need paying 
off, interest payments, CDS that mature, bonds that need to be paid, etc. They must have sufficient liquid 
funds to be able to meet these obligations. Many banks borrow the funds they need from the interbank 
market. As the sub-prime market collapsed, the exposure to bad debts started to become more obvious, 
and a number of banks reported significant write downs and losses. Confidence in the banking system, so 
important to its functioning, began to fall. Banks were not sure of their own exposure to these bad debts 
(referred to as toxic debt) and so were also unsure about the extent of other banks’ exposure. Interbank 
lending began to become much tighter as banks were unwilling to lend to each other, and they also faced 
the task of trying to shore up their own balance sheets. Accessing credit was, therefore, far more expen-
sive and limited in nature, and the higher price of borrowing was passed onto the consumer – individuals 
and businesses. When business loans are less easy to obtain or more expensive, businesses find it diffi-
cult to manage their cash flow and insolvency can result.

The Banking Crisis In August 2008, the problems facing banks began to mount. In March of that year 
the US investment bank Bear Stearns’ exposure to sub-prime markets led it to seek support from the Fed. 
Other banks with a heavy exposure to sub-prime mortgages began to announce losses and write downs, 
only to issue worse revised figures a short time later. Bear Stearns was rescued by being acquired by JP 
Morgan Chase. In the UK, Northern Rock suffered a run on its assets as account holders queued to get 
their money before the bank collapsed – the first run on a UK bank for more than 100 years.

In the United States, it became obvious that two of the major players in the mortgage market, the 
Federal National Mortgage Association, commonly known as ‘Fannie Mae’, and the Federal Home Loan 
Mortgage Corporation, known as ‘Freddie Mac’, were facing deep financial problems. Fannie Mae was 
founded in 1938 and Freddie Mac in 1970. Their business involved buying mortgages from lenders and 
then selling on the debt to investors. They effectively guaranteed the borrowing for millions of mortgage 
owners and accounted for around half of the US mortgage market, which was worth $12 trillion. Such was 
their importance that the US authorities stepped in to support them. As in the UK with Northern Rock, 
the US government announced in early September 2008 that it was going to take temporary ownership 
of the two companies to save them from collapse. If the two had become insolvent, house prices in the 
United States, which were falling at rates of around 15 per cent in some areas, would be likely to have 
fallen even further, increasing negative equity. It was estimated at the time that up to around 10 per cent 
of US homeowners were facing difficulties in meeting their mortgage payments and risked having their 
homes repossessed.
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The flood of bad news from banks made it clear that the problems were significant. The authorities 
were faced with the challenge of intervening to help prevent the collapse of banks. However, the pros-
pect of saving banks led to the problem of moral hazard. The idea of simply saving a bank, whom many 
people saw as having forsaken the prudence that for so long characterized these institutions, was some-
thing that stuck in the throat of ‘Main Street’ America. Millions of ordinary Americans were facing sig-
nificant hardship and the loss of their homes; businesses were finding it increasingly difficult to access 
the funds that they needed to survive in the face of a growing threat of recession. Nobody was stepping 
in to help them, they argued. Bankers who had caused the problems, it was said, seemed to be getting  
off lightly.

Banking Collapse The issue of moral hazard might be the reason why one of the most spectacular 
banking collapses in recent times occurred on 15 September 2008. The US investment bank Lehman 
Brothers had been a bank at the forefront of the sub-prime and CDS market. It had built its business on 
leveraging – borrowing heavily to finance its activities. Over the weekend of 13 and 14 September 2008, 
last ditch talks were convened to try to find a way of rescuing Lehman Brothers in the same way that 
Bear Stearns and Merrill Lynch had been rescued. The debts at Lehman and the extent of their exposure 
to sub-prime and CDS markets were too great, however, and Lehman Brothers filed for Chapter 11 bank-
ruptcy protection on 15 September.

When Lehman collapsed it led to billions of dollars of claims on Lehman CDS – payments which had 
to be made by those who sold the protection. As a means of settling these claims, Lehman’s bonds were 
sold via auction in early October 2008. The value of the bonds was set by the auction at around 8 cents 
to the dollar. A $10 million bond would only be worth $800,000, meaning that protection sellers would 
have to make up the remaining $9,200,000 to meet the CDS obligation. With claims estimated at anything 
between $400 and $600 billion, this put a massive strain on the financial system and many banks who had 
sold CDS on Lehman were now exposed and in danger of failing themselves.

Basically, banks found that they had to meet payment obligations and did not have the funds available 
in reserves to do so. Banks who were struggling to meet their obligations attempted to raise funds in the 
interbank money markets, which were almost at a standstill. Banks around the world that found them-
selves in this difficult situation had to take more assets back onto their balance sheets. This meant they 
had to reinstate sufficient reserves to support these liabilities, and this further reduced their willingness 
to lend. Instead the focus shifted to restoring balance sheets by taking in deposits, but not lending. 
The collapse of Lehman was seen as a spectacular event because it showed that central banks were not 
prepared to step in to help any bank that got into trouble.

The Path to Global recession
The problems in financial markets began to translate themselves to the real economy fairly quickly. Inter-
est rates had been rising up to the middle of 2008 in an attempt to curb demand in the United States, 
the UK and Europe, and those increases had started to feed through via the interest rate transmission 
mechanism. For many people, however, the problems in the housing market led to job losses. As mort-
gages became harder to access, demand for homes fell and many involved in real estate were affected. 
The number of jobs created in the United States that were linked to the house price boom began to  
be reversed.

With house prices falling, homeowners feel less secure and perceive the equity in their homes to be 
falling. The incentive to borrow against the positive equity in property is reduced and homeowners may 
also feel a lack of confidence and decide to cut back on some of the luxuries they once enjoyed. These 
may be little things such as going to the cinema, taking weekend breaks, going to a pub or a restaurant. 
If restaurants suffer a fall in the number of weekly covers they take, they may have to cut back on orders 
of ingredients, which begins to affect suppliers and so on down the supply chain. For the owners of 
these businesses the effect can be significant. In the UK, the British Beer & Pub Association, for exam-
ple, published figures which showed that in the first half of 2009, an average of 52 pubs a week closed  
down – 33 per cent more than during the equivalent period in 2008. These pub closures pushed up the 
jobless numbers by around 24,000.
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It was, however, the effect of the tight credit market that helped exacerbate the depth of the down-
turn in many countries. One by one, countries in the developed world saw economic growth falling.  
A major cause of the downturn was due to the problems businesses had in accessing funds from banks. 
Businesses, especially small businesses, rely on cash flow for their survival. Many need flexibility and 
understanding from their banks when faced with shocks to their cash flow. Tight credit markets meant 
that many businesses found banks unwilling to lend and extend overdrafts. Even if the bank was prepared 
to lend, the interest rate attached to the loan was often prohibitive. Faced with cash flow problems and an 
inability to get the finance to support them, many smaller businesses began to close.

Larger businesses were not immune from the problems. The motor vehicle industry, in particular, suf-
fered significant falls in sales. In January 2008, monthly production of vehicles in the United States was 
817,767; by February 2009 this had fallen to 388,267 – a fall of 52.2 per cent in just over a year. The fall in 
production affected component suppliers, and the negative multiplier effect worked its way through the 
economy. As demand fell, businesses closed and unemployment rose. In the United States, the unem-
ployment rate rose from 6.2 per cent in August 2008 to 9.7 per cent a year later; the unemployment rate 
in the UK rose by 2.4 percentage points over the same period, and across the EU unemployment was in 
excess of 10 per cent.

The effiCienT MarkeTs hyPoThesis
A diversified portfolio of shares or assets is one way of reducing the risk of investing. ‘Expert’ fund 
managers can be employed to conduct the fundamental analysis required to maximize returns. There 
is another way, however, to choose shares for a portfolio: pick them randomly by, for instance, put-
ting the stock pages of the Financial Times on a notice board and throwing darts at the page. This may 
sound crazy, but there is reason to believe that it won’t lead you too far astray. That reason is called 
the efficient markets hypothesis (EMH). It is worth dwelling on the word ‘hypothesis’ and its mean-
ing. Recall that ‘hypothesis’ comes from the Greek hypotithenai meaning ‘to suppose’. More generally it 
means an assumption made which is subject to empirical testing to validate the assumption or otherwise. 
We have dwelt on this meaning because it is important to note that the EMH is not a universal truth or a 
religion, but an assumption about how financial markets behave, which is subject to testing.

efficient markets hypothesis (EMH) the theory that asset prices reflect all publicly available information about the 
value of an asset

informationally efficient reflecting all available information in a rational way

To understand this theory, the starting point is that stock markets contain a large number of buyers 
and sellers, and that the market has sufficient liquidity to enable stock to be bought and sold at any time. 
Buyers and sellers in the market monitor news stories and conduct fundamental analysis to try to deter-
mine stock values. The second feature of the efficient markets hypothesis is that the equilibrium of supply 
and demand sets the market price. This means that, at the market price, the number of shares being 
offered for sale exactly equals the number of shares that people want to buy. In other words, at the market 
price, the number of people who think the share is overvalued exactly balances the number of people who 
think it’s undervalued. As judged by the typical person in the market, all shares are fairly valued all the time.

According to this theory, the stock market is informationally efficient. It reflects all available infor-
mation about the value of the asset. Share prices change when information changes. When good news 
about a company’s prospects becomes public, the value and the stock price both rise. When a company’s 
prospects deteriorate, the value and price both fall. At any moment in time, the market price is the best 
guess of the company’s value based on available information.
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The random Walk One implication of the EMH is that stock prices should follow a random walk. This 
means that changes in stock prices are impossible to predict from available information. If, based on 
publicly available information, a person could correctly predict that a stock price would rise by 10 per cent 
tomorrow, the stock market must be failing to incorporate that information today. According to this theory, 
the only thing that can move stock prices is news that changes the market’s perception of the company’s 
value. But news must be unpredictable – otherwise, it wouldn’t really be news. For the same reason, 
changes in stock prices should be unpredictable.

random walk the path of a variable whose changes are impossible to predict

If the EMH is correct, then there is little point in spending many hours studying the business pages to 
decide which shares to add to your portfolio. If prices reflect all available information, no stock is a better 
buy than any other. The best you can do is buy a diversified portfolio.

The role of information Central to the EMH is the role of information. Information is necessary to 
enable the valuer to make judgements. This information could include data of different kinds. It might 
include statistical data based on historical records or on reliable forecasting techniques. Data can also 
be gained from official statements of a business, financial audits; from government or organizations like 
the IMF, World Bank and OECD; from other specialist market analysts such as Mintel and Experian; rep-
resentatives of retail trades and so on. In valuing the price of an asset, therefore, the assumption is 
that the market is informationally efficient in that it reflects all available information about the value of  
that asset.

The extent to which this assumption can be accepted is open to question. Access to information and 
the speed at which information travels is now greater than ever before. Despite the growth in technol-
ogy, information transfer is not instantaneous; neither is it assimilated and understood by all at the same 
speed and with the same depth. There is, therefore, a time lag involved with information transfer. If indi-
viduals can exploit this time lag, they can use this to their advantage to make profits; this is the basis  
of arbitrage.

Even if information is widely available and extensive it does not mean that it is always understood. Infor-
mation may not only be misunderstood but also be partial; gathering information requires some invest-
ment in terms of research (information gathering and processing) on the part of decision-makers; there are 
transaction costs associated with information gathering.

efficient Markets hypothesis: a Cause of the financial Crisis?
The assumption of efficient markets and the belief that markets self-correct and revert to reflect true 
market value was the basis of the regulatory framework that underpinned the financial system in most 
major centres of the world prior to the Financial Crisis of 2007–9. New information becomes available all 
the time, but to the extent that this information really is new, it is unpredictable. In hindsight it always 
seems that we could have foreseen events after they have arisen; a chain of causality can invariably be 
established.

The EMH implies there is no predictability in stock prices, which means that no one investor can gain 
any benefit through exploiting predictability. There has been considerable research into the EMH following 
the Financial Crisis. Research suggests that there may be some predictability in stock prices depending 
on certain circumstances. Smaller companies quoted on stock markets may not have many buyers and 
sellers, and price movements are more predictable for these types of companies. Second, the time period 
under consideration may also reveal some predictability. Comparing the return to a stock in any one week 
with that of the next appears to have a more significant relationship than comparisons between one par-
ticular week and a year hence. It has also been shown that if a stock is subject to rising prices in one period 
of time, this is followed by lower prices in the next period; how long this period of time is varies between 
stocks but is capable of being defined with careful analysis of historical data. There is also evidence that 
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analysis of a company’s earnings over time shows that they are less volatile than the change in the price 
of the stock over that same period of time. If markets were efficient, we might expect the relationship 
between the two to be much closer.

Other patterns which suggest markets are not efficient include the fact that returns on stocks tend to 
be higher in January on average than at other times of the year. In addition, the time of the day or week 
when purchasing shares can also affect returns. Research suggests that buying shares late in the day on 
Tuesday or on Thursday can result in higher than average returns than buying at other times during the 
week. Similarly, late on Wednesday and on Fridays seems to be the best time to sell shares and returns 
over the weekend tend to be lower than at other times during the week (possibly because the number of 
buyers and sellers in the market is lower at this time).

These patterns give rise to an element of predictability which can be exploited by those in the market. 
However, it must be considered that if this information is freely available and widely known, then it will be 
built into decision-making. In so doing the opportunity for profiting from the predictability disappears or 
becomes so small as to not be worthwhile exploiting.

herd Mentality Much of the reasoning behind the EMH is based on the assumption of rational behaviour. 
The question raised in the wake of the Financial Crisis was the extent to which bubbles in asset prices 
represented rational behaviour as opposed to a herd mentality or mass psychology. If speculative bubbles 
do exist, it suggests that markets react to what Alan Greenspan, a former chair of the Fed, called ‘irrational 
exuberance’, and what Keynes referred to as ‘animal spirits’. In speculative bubbles, asset prices rise 
because of an expectation of what others will think the asset will be worth in the future. This is referred 
to as ‘herd mentality’. Herd mentality is a central characteristic of behavioural finance, a relatively new 
branch of finance which seeks to incorporate understanding of behavioural and cognitive psychology with 
finance economics.

Rather than looking at information, analyzing it rationally and basing decisions on the data available, 
herd mentality can take over and people respond to others’ behaviour. It can manifest itself when markets 
are rising as they were in the period before the Crisis. If house prices have been rising for 20 years, why 
shouldn’t they continue to rise in the next 20 years? Participants in the market may not be expert analysts, 
but ordinary households making decisions with imperfect knowledge. People taking on mortgages or 
buying second homes may not have looked at other relevant data such as the growth in credit and changes 
in real wages which may have an impact on longer-term property prices. People jump into the market 
having heard of the returns that can be made, and as more people join in, decision-making becomes fur-
ther based on mimicking others’ behaviour rather than on fundamental analysis.

Herd mentality is not a new phenomenon. In the sixteenth century, many people lost large sums 
of money in the tulip market. In the eighteenth century, similar losses were experienced by investors 
who had bought shares in the South Sea Company; the Great Depression of the 1930s was triggered 
in part by a speculative boom in shares; and in the latter part of the twentieth century, investors lost 
money in the so-called dot.com bubble. What appears to be a common feature of these episodes is the 
spreading of news about ‘easy money’ which leads to more and more people wanting to be involved to  
take advantage.

There is an old adage which says that if something sounds too good to be true, it probably is. There is 
a subtle difference between valuing an asset based on fundamental analysis – the present value of future 
dividends – and valuing it based on the emulation of others’ behaviour and an assumption that prices will 
rise indefinitely. When the price gets detached from the fundamentals and starts to be contingent only on 
what everyone in the market expects everyone else will think, a bubble starts to form.

Keynes believed that, given the fact most investors would sell shares they own at some point in the 
future, it was not unreasonable to have some concern about others’ valuation of that asset. Such views 
could lead to irrational waves of optimism and pessimism. The EMH assumes that there are a sufficient 
number of people in the market who act rationally to counter the few that do not.

self TesT Why is the phrase ‘all publicly available information’ important in the EMH?
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asset Price Bubbles
Bubbles exists when the market price of an asset exceeds its price based on fundamental analysis over a 
period (how long a period is debatable). This definition implies that prices will increase much higher than 
their fundamental value and when the bubble bursts, price falls will be similarly significant. There is much 
debate about whether asset price bubbles ever exist, and if they do, what should be done about them. 
Part of the debate arises because if bubbles do exist, they are driven by behavioural factors rather than 
rational analysis. The EMH would suggest that large swings in asset prices are the result of major changes 
in information about fundamentals. Proponents of the EMH view would argue that bubbles can only exist 
if driven by irrational behaviour or rigidities in the market, which prevents prices from adjusting quickly. 
These market rigidities might exist if the market is small, for example.

The challenges for the authorities (central banks and government) is to be able to tell when a bubble 
is occurring and, if it is, whether and when to take action. A decision to intervene and take policy action 
to burst the bubble would have to be dependent on whether the authorities believed that the bubble was 
going to get out of hand and that it would have damaging effects on the wider economy when it does 
burst. It could be that the bubble will burst of its own accord and the market self-corrects. Research into 
major bubbles suggests different levels of effect on the economy.

The potential danger is that bubbles affect the real economy through a wealth effect which fuels con-
sumer spending and encourages firms to make decisions based on changes in their balance sheets as a 
result of changing asset values. The increase in house prices in the United States and the UK did fuel addi-
tional borrowing and further consumer spending. This led to an acceleration of inflation which prompted 
central banks to increase interest rates. If central banks intervene too early and attempt to burst the 
bubble, would the effect on the wider economy be more damaging than the aftermath of the bubble burst-
ing of its own accord? These are unknowns and require judgement on behalf of central bankers.

This is highlighted by comments made by Fed chair Ben Bernanke. In May 2007, in a speech at a con-
ference in Chicago he said:

We believe the effect of the troubles in the sub-prime sector on the broader housing market will 
likely be limited, and we do not expect significant spillovers from the sub-prime market to the rest 
of the economy or to the financial system.

(www.federalreserve.gov/newsevents/speech/bernanke20070517a.htm, accessed 22 February 2019.)

He reiterated this view a month later when he said:

At this point, the troubles in the sub-prime sector seem unlikely to seriously spill over to the broader 
economy or the financial system.

(www.federalreserve.gov/newsevents/speech/Bernanke20070605a.htm, accessed 22 February 2019.)

This illustrates the difficulties in assessing whether a bubble exists, the extent of it if it does exist, what its 
effects are likely to be, and whether intervention is necessary. The challenges are made more difficult with glo-
balization making it much easier for money to move between economic centres around the global economy.

Research into bubbles has identified some common characteristics which might provide indicators to 
policymakers. Bubbles tend to occur during periods of low inflation when interest rates are also likely to 
be relatively low. Market liquidity tends to be relatively fluid, meaning that borrowers can access funds. As 
a result, borrowers become too aggressive in leveraging – borrowing funds for investment in the expec-
tation of a return. These conditions see people coming into the market for a chance to make a profit based 
not on fundamentals but on the value they think other people will be prepared to pay at some point in the 
future. This is the point where animal instincts or herd mentality takes over. When this happens, economic 
actors underprice risk. For many sub-prime mortgage owners, it can be argued that few had a complete 
understanding of the risks they faced in taking on debt.

leveraging borrowing funds for investment in the expectation of a return

The person who developed the model of the EMH, Eugene Fama, has faced considerable criticism 
since the Crisis. However, in 2013, he was awarded the Nobel Prize for Economics for his work on capital 
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asset pricing. In his Nobel Prize lecture, Fama addressed the issue of asset price bubbles. He noted that 
proponents of bubbles argue that the bursting of bubbles represents a market correction of irrational price 
increases. He noted that evidence suggests major falls in stock prices are relatively quickly followed by 
price increases that more than correct the price fall. He poses the following questions: is the initial price 
rise caused by ‘irrational exuberance’; is the price fall caused by irrational pessimism; or is the subsequent 
price rise caused by further irrational exuberance?

On the difficulties of identifying bubbles, Fama argues that it is easy to highlight a few people who had 
predicted bubbles after the event, something he refers to as ‘ex-post selection bias’. In his Nobel Prize 
speech, he cites two examples. One concerned Yale economist Robert J. Shiller, who claimed that he had 
warned then Fed chairman, Alan Greenspan, in 1996, of irrationally high stock prices. Fama presents an 
example of the Centre for Research in Security Prices (CRSP) Index of US stock market wealth. In Decem-
ber 1996, the index was 1,518; in September 2000, it had reached 3,191 but then fell. Was this a bubble? 
When the bubble burst did it result in a significant fall in prices? Did Shiller have information which was 
that much better than thousands of other people? Fama notes that the CRSP index fell to a low of 1,739 by 
March 2003, 15 per cent above its December 1996 level. He then poses the question, were prices irration-
ally high when Shiller alerted Greenspan in 1996, or have they continued to be irrationally high?

The second example relates to house prices. In 2003, Karl E. Case and Shiller published a paper called 
‘Is There a Bubble in the Housing Market?’ Using the S&P/Case-Shiller 20-City Home Price Index, Fama 
notes that it rose from 142.99 in July 2003 to a peak of 206.52 in July 2006. If this represents a bubble 
and was predicted by Case and Shiller, prices would fall significantly and indeed the index reflected this, 
reaching a low of 134.07 in March 2012. Fama points out that this price fall was 6.7 per cent in comparison 
to July 2003 and questions whether the value to homeowners from housing services in the nine years 
from 2003 to 2012 was less than 6.7 per cent? He then goes on to point out that the index in October 2013 
was 165.91, 16 per cent above the July 2003 level. Were prices irrationally high in 2003 and were they also 
irrationally high in 2013?

self TesT Consider Fama’s analysis of ‘bubbles’. How do his arguments highlight the challenges in 
identifying whether asset bubbles actually exist?

summary The debate over bubbles reflects that of the rationality and behavioural approaches and of 
economic methodology. Fama puts his faith in the development of models which are subject to testing 
against evidence. If found wanting, the model can either be an inappropriate one, which needs adjustment 
to better explain what is happening, or markets are inefficient. If it is the latter, which the idea of bubbles 
implies, then other models need to be developed which offer a coherent alternative. Fama argues that to 
date, no such alternative has been put forward. Proponents of the behavioural approach argue that there is 
much evidence of ‘animal spirits’, ‘irrational exuberance’ or ‘herd mentality’, not least through the work of 
Kahneman and Tversky and others. There is no reason to believe that the insights provided by this research 
apply any less to finance markets than any other walk of life.

Perhaps it is safe to conclude that there is much life in the debate and it provides interesting avenues 
for further research.

The south sea Bubble

In 1720, Isaac Newton is quoted as saying ‘I can calculate the motions of the heavenly bodies but not the 
madness of people.’ Newton had made a profit of £7,000 (about £800,000 or €926,000 in today’s values) 
selling shares of the South Sea Company in April of that year. Along with many other people, however, 
Newton believed that the value of the company would continue to rise and he purchased more shares. 
Newton ended up losing £20,000 (about £2.3 million or €2.7 million).

The South Sea Company was formed in 1711. It entered into an agreement to assume part of the 
debt of the government, which at the time was financing the War of Spanish Succession, in return for a 

Case sTudy

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 32   tHe caUses anD aFtermatH oF tHe FInancIal crIsIs   731

monopoly on the trade to Spanish colonies in South America. The Treaty of Utrecht was signed in 1713 to 
end the war. Its terms were not favourable to the South Sea Company as it limited trade opportunities to 
the Spanish colonies. A further debt conversion was announced in 1719 where the South Sea Company 
became just one of three corporations, including the Bank of England, which owned around 36 per cent 
of the total national debt. Despite the fact that the company had no real evidence of trading success, the 
directors of the company continued to make claims to shareholders of the wealth and riches that trade 
promised, not least large quantities of gold and silver just waiting to be brought back to Europe.

In January 1720, the South Sea Company’s share price was £128. The claims by the company pushed up 
the share price and more dabbling in debt conversion with Parliament saw its price rise to £550 by the end 
of March. Newton sold his shares in April; by May the price had risen further. In June Parliament passed 
the Bubble Act which was introduced by the South Sea Company and required all joint stock companies 
to acquire a royal charter. Part of the reason for the legislation was to help control the explosion of com-
panies entering the market, all making claims for their ventures which were sending prices rising, causing 
mini bubbles. Cynics would argue that the South Sea Company also used the legislation to manage the 
growing threat of competition it faced. Having received its royal charter, shareholders took this as being 
a sign that the company’s claims were sound and demand for its shares continued to rise. By the end of 
June, the share price had risen to £1,050.

For some reason (and this perhaps is where Newton’s lament over the madness of people is most per-
tinent), some people began to sell their shares and the share price began to fall in July. For those that had 
come in near the top of the market (like Newton’s second purchase) the imperative to sell became more 
urgent. The price continued to fall quickly and by September stood at around £175. The collapse affected 
thousands of people and a number of institutions. Subsequent investigations into the collapse revealed 
bribery and corruption, and company officials and members of the government were prosecuted.

The South Sea Bubble was an 
example of how asset prices can rise 
way above their true market value. It 
seems that history can repeat itself, 
and in many ways, the issues that 
existed then (a lack of knowledge by 
participants in the market) is similar to 
today. The complexities of how mar-
kets operate may be far greater and 
the technologies far more sophisti-
cated, but the success of markets 
relies to a large extent on participants 
having good information on which to 
base their decisions. No matter how 
intelligent an individual is, it seems, if 
they do not have access to all avail-
able information then poor decisions 
can be made, as Newton found out to 
his cost.

Financial and economic crises are not just a feature of the modern 
world. The eighteenth-century South Sea Bubble caused serious 
economic problems.

The efficient Markets hypothesis in hindsight
It is easy to use hindsight and reflect that price rises in the housing market in the first half of the nough-
ties were a classic example of an asset and credit bubble. We have noted that most financial institutions 
employed very smart people who searched for ways of analyzing and predicting the market to make 
profits. We have also seen that it is difficult to be clear if and when a bubble is occurring and, if it is, what 
to do about it. If economic actors recognize that a bubble exists, then this will become part of known 
information and result in action in kind.
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During a bubble it makes sense to sell when prices are high in the expectation and knowledge that 
prices are going to fall. One thing to note is that in market trades there will always be a winner and a 
loser. If one trader manages to exploit undervaluation, someone on the opposite side of the trade must 
have been overvaluing that same trade for the exchange to take place. At any one time, there may be 
people predicting a bubble and those scoffing at the idea; both cannot be right. Fama argues that the word 
‘bubble’ has little meaning, and that observations on whether markets are experiencing a bubble are right 
and wrong in equal measures.

Surely the Financial Crisis is evidence that there was little rational behaviour in financial markets? Fama 
counters that part of the sub-prime problem was down to US government policy to promote home own-
ership among all classes of society and that it was not just the collapse in sub-prime house prices that 
caused the Financial Crisis but a global fall in house prices which took place across most house price 
bands, not simply those linked to sub-prime.

This decline resulted in problems for the banking sector and a lack of availability of credit in the mar-
kets. This could be argued to be an economic cause – a global downturn in economic activity which led 
to people in all walks of life being unable to meet their credit (and mortgage) commitments. There will 
always be a group of people who are at the margin – just able to afford their commitments provided things 
don’t change – but when they do, these people are the first to default; they are literally living on the edge. 
Fama argues that the downturn in economic activity started to show itself before the Financial Crisis as 
a worldwide fall in house prices. There is still considerable debate among macroeconomists about what 
actually causes recessions. It can be argued that the financial markets were a victim of the recession and 
not the cause of it.

Supporters of the EMH argue that financial markets provide a conduit from those who wish to save to 
those who wish to borrow – including corporates – and that financial innovation of the type that gener-
ated CDOs and CDS have contributed much to the development of countries across the globe and to the 
welfare of millions of people since the 1990s. If the EMH is about valuing stock prices using all available 
information, there is an assumption that markets will understand completely the models which they are 
working with, and the information which they have available to price assets. It is highly unlikely that every 
economic actor knows everything about what they are working with, and so there is always some element 
of unknown information.

Minsky’s financial instability hypothesis
Hyman Minsky (1919–96) was Professor of Economics at Washington University in St Louis in the United 
States. Minsky began writing on financial instability in the 1950s. Despite his death in 1996, many of his 
ideas have been revived and have relevance to the Financial Crisis of 2007–9. Minsky was a keen student 
of business cycles. He rejected the classical assumption that the invisible hand would result in equilibrium, 
but also rejected the Keynesian idea of demand management. Minsky saw capitalism as fundamentally 
flawed and that financial crises were a natural feature of such a system.

Minsky’s hypothesis began with an assumption that a capitalist economy has capital assets and a 
sophisticated financial system. Firms in capitalist systems buy resources which represent future income 
streams or profit. Part of the spending on resources includes investment in capital. Much investment is 
purchased using borrowed money, and borrowed money represents a liability on a firm's balance sheet. 
This liability is, in effect, a commitment undertaken by firms to pay streams of money at points in the 
future, including the eventual repayment of the principal. The facilitators of these exchanges are the insti-
tutions of the financial system, including banks. Depositors place their money into these financial institu-
tions, who use the money to lend to firms. At some future time, firms will repay the money (and will also 
pay interest) and this money effectively flows through banks back to depositors. In effect, depositors have 
a claim on future profits of firms. Expectations of the size of these profits is a key determinant in the flow 
of money from depositors to financial institutions and then to firms. Actual profits will validate the con-
tracts made between depositors and financial institutions – in other words, in the case of a bond, whether 
the bond holder will get what they signed up for when they purchased the asset.

The financial system is complicated by the fact that households can access credit to buy consumer 
goods and invest in shares and other financial assets. Governments are also heavily involved in the finan-
cial system, borrowing for their own use and, in some cases, stepping in to bail out financial institutions 
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and firms. Many central banks are now independent of government, but this does not mean they are not 
influenced by government policy. For example, the Bank of England is tasked with the responsibility of 
maintaining stable inflation as well as overseeing the security and efficiency of the financial system.

The emphasis on the way the capitalist system works is central to the instability hypothesis, and in 
particular the link between expected profits and investment. The question Minsky proposed was what 
role debt has in this system. He accepted that financial institutions are profit-making bodies and that 
profits can be increased through innovation. Minsky referred to bankers as ‘merchants of debt’. There 
are different ways in which financial institutions can operate. One way is to take in deposits, re-lend 
and hedge against the risk involved, specifically the risk of default. This might be viewed as ‘traditional  
banking’.

A second way is through speculative financing. Here, the obligations an institution has are met by the 
income streams it receives, although these income streams are insufficient to pay off the principal. In this 
case, new debt is issued to enable the institution to meet its principal obligations.

Finally, there are ‘Ponzi’ units. The term ‘Ponzi’ is named after an Italian, Charles Ponzi, who devel-
oped a money-making venture in the United States in the 1920s. He relied on attracting new investors 
to the scheme, whose money was used to pay existing investors and hence maintain the venture. Ponzi 
schemes are illegal across much of the developed world. Ponzi units share some of the characteristics 
of a Ponzi scheme in that the income streams from activities are insufficient to pay the principal and the 
interest due on debts. Ponzi units finance their obligations through further borrowing or selling assets. The 
risk to debt holders of such an approach is considerably higher than hedge financing.

If hedge financing is the main way in which financial institutions operate, then the economy may be 
more like a self-equilibrating system. If, however, speculative and Ponzi finance begins to account for 
a larger proportion, then the economy will more likely be what Minsky called a ‘deviation amplification 
system’. Where financial systems are strong, and appropriate regulation is in place, innovation may be 
limited, and the economy will be experiencing a ‘period of tranquillity’. This stability, however, encour-
ages risk-taking and innovation (for example, more speculative and Ponzi financing), pushing the economy 
towards instability and a speculative frenzy which we have seen termed ‘irrational exuberance’, ‘herd men-
tality’, ‘animal spirits’ and asset bubbles. The situation can be exacerbated by the authorities failing to inter-
vene, partly because they are caught in the belief that the situation is under control and partly because of 
regulatory capture. Regulatory capture refers to a situation where regulatory agencies become unduly 
influenced and dominated by the industries they are supposed to be regulating.

regulatory capture a situation where regulatory agencies become unduly influenced and dominated by the industries 
they are supposed to be regulating

In the Financial Crisis, the ratings agencies such as Moody’s and Standard & Poor’s, could be argued 
to have been subject to regulatory capture, given the potential for a conflict of interest to arise because 
banks paid fees to the agencies rather than to investors. The agencies had a vested interest in keeping 
their clients (the banks) happy because of their need for repeat business. Central banks may have been 
seduced by the Great Moderation into believing that the period of stable growth, low inflation and high 
employment could continue. If problems did arise (such as the dot.com boom), their response was to 
flood the market with liquidity and reduce interest rates. There is, therefore, a complacency which sets in 
and fails to guard against potential instability.

Minsky’s hypothesis, therefore, has three main aspects:

1. Economies can have stable financing systems but also unstable ones.
2. During periods of relative stability and prosperity, the economy will transition to increasing instability as 

innovation and risk-taking increase.
3. Business cycles are not caused by external shocks alone but are made worse by the internal dynamics 

of a capitalist system.

Minsky argues that financial markets create their own internal forces which generate periods of asset 
inflation and credit expansion. This will be followed by contractions in credit and asset deflation. Financial 
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markets are not self-optimizing or stable, and far from allocating resources efficiently, the outcomes may 
be sub-optimal.

Minsky suggested that some of these internal forces relate to the lack of supply of assets which drive 
demand in those markets. For example, the lack of supply of housing drives demand for housing and 
forces prices upwards creating a bubble. Changing asset prices (such as houses) in turn act as a driver for 
demand for those assets. If house prices are rising quickly, there is an incentive for buyers to want to get 
into the market quickly to avoid having to pay higher prices and to benefit from rising prices once they have 
purchased. This simply fuels demand further in the face of limited supply and so drives price up higher.

The story of the Financial Crisis resonates remarkably closely with the Minsky hypothesis; it is not sur-
prising, therefore, that his ideas were seen as being ‘ahead of their time’ and worth reviving and exploring.

The finanCial Crisis and sovereiGn deBT
Recall that deregulation of financial markets had led to an increase in the number of financial institu-
tions competing for customers, in particular in the housing market. Access to borrowing, not only for 
the purchase of houses but for other consumption goods, became easier for millions of people. This was 
set against the background of relatively benign economic conditions in which unemployment had fallen, 
growth had been positive and relatively stable, and inflation had slowed considerably from the high rates 
experienced in many developed economies in the 1970s and 1980s.

Two related Cycles
In this next section we explore two related cycles, the business cycle and the financial cycle. We have 
seen that early DSGE models had largely ignored the financial sector. This was primarily because it was 
assumed that the financial sector would work efficiently and, even if there were shocks affecting the real 
economy, the financial sector would continue to function. The real economy refers to that part of the econ-
omy which is concerned with the production of goods and services. In contrast, the financial economy 
is that part of the economy associated with the buying and selling of assets on financial markets. The 
financial economy can be thought of as the lubrication for the real economy, but the exchange of assets 
itself does not lead to anything being produced.

real economy that part of the economy which is concerned with the production of goods and services
financial economy that part of the economy associated with the buying and selling of assets on financial markets

Innovation in financial markets in the wake of deregulation had been extensive and some of the finan-
cial instruments developed were extremely complex and increasingly based on derivatives. In August 
2009, Lord Turner, the head of the then regulator, the Financial Services Authority (FSA) in the UK, referred 
to some of these instruments in an interview as representing ‘socially useless activity’.

An economy can be subject to a business cycle and a financial cycle. Importantly, these cycles do not 
have to coincide. Business cycles, as we have seen, can be caused by shocks to either demand or supply 
(or both) through such things as war, changing commodity prices, significant natural disasters such as 
earthquakes, or changes in technology, among other things. These shocks tend to affect the real economy, 
but as noted above, the financial sector may continue to operate relatively efficiently regardless of the 
impact on employment, output and productivity in the real economy.

The amplitudes of a financial cycle may be much longer than those in a business cycle. The upswing of 
a financial cycle may be characterized by increased profits in banks, an increase in borrowing or leverage, 
and increases in asset prices. In the downswing the opposite occurs. The financial cycle can have effects 
on the real economy, both as the cycle develops and when the downswing occurs. When the downswing 
is severe and sufficient to be referred to as a crisis, the impact on the real economy can be significant 
and the resulting recession severe and long lasting. Typically, recessions resulting from a financial crisis 
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last longer and the growth which eventually follows is weaker in comparison to a recession caused by 
a shock to the real economy. The increase in both household and financial institution debt in a financial 
cycle upswing can be significant. In the downswing, attempts are made by both to pay off debt and repair 
balance sheets. The effect on the real economy of households cutting back consumption to pay off debt 
reduces AD. The time taken to pay off debt and repair balance sheets can be lengthy and in part explains 
why the effects of a financial crisis can be so long lasting.

The financial accelerator
A paper published by Bernanke, Gertler and Gilchrist put forward the theory of the financial accelerator 
(Bernanke, B.S, Gertler, M. and Gilchrist, S. (1994) The Financial Accelerator and the Flight to Quality, 
NBER Working Paper No. 4789). The financial accelerator theory states that problems in financial markets 
can amplify shocks to the real economy and create a feedback loop which exacerbates economic prob-
lems. The financial accelerator can begin to operate if a positive price shock in one period leads to eco-
nomic actors believing that prices in the next period will continue to increase. The process reflects much 
of what was witnessed in the lead up to the Financial Crisis.

One assumption underlying the theory is that households face limits to the amount they can borrow 
to finance consumption and to purchase housing. An increase in the demand for housing, ceteris paribus, 
leads to a rise in prices. The extent to which house prices rise is dependent on the speed with which 
demand can be satisfied, on the rate at which new housing can be built, and on how many people wish 
to move house. As prices rise, house owners experience an increase in wealth, and given deregulation 
and financial innovation, they are able to exploit the positive equity in their homes to borrow further to 
spend, not only on more housing but on wider consumption. This was particularly the case in the UK and 
the United States, but not so much in Germany, Italy and France where house ownership tends not to be 
as widespread.

The fundamentals of supply and demand may mean that house prices continue to rise, and this was 
certainly the case in the United States and the UK. A rise in asset prices such as housing does not neces-
sarily mean that an asset bubble is forming; the rise in prices could be due to market fundamentals. Sep-
arating the two can be extremely difficult. The expectations of buyers and those in the financial markets 
who are providing mortgage funding about how the market will develop, is crucial. The Great Moderation 
provided the conditions under which perceptions of risk were altered; if expectations are that house prices 
will continue to rise and economic conditions continue to be stable, decisions may be made in the expec-
tation that risk is lower.

Rising house prices and positive equity were also associated with and linked to increased borrowing. 
In the UK, for example, total personal debt, which includes credit card debt and mortgages, rose from 
around £400 billion in 1993 to a peak of over £1.45 trillion in 2008 (Source: The Money Charity). To put this 
figure into context, UK GDP in 2008 was almost £1.66 trillion. Borrowing on credit cards tends to be used 
primarily for everyday consumption as well as larger ticket items such as household electrical items and 
holidays, and so feeds through to AD.

The increased demand for credit and a less stringent regulatory framework meant financial institutions 
were in a position to generate higher returns for shareholders. The expansion of global banking led to retail 
and wholesale banks being less obviously separated. Retail banking refers to the core banking services 
of taking in deposits and making loans to households and businesses, whereas wholesale banking is 
associated more with corporate finance and investment banking. The wholesale banking sector does not 
have a deposit-taking function; instead it uses the returns generated from investments to give higher 
returns. However, when the distinction between retail and wholesale banking becomes blurred, invest-
ment banks may utilize the funds being generated by retail banks to invest in financial assets and, in 
particular, securitized assets.

retail banking the core banking service of taking in deposits and making loans to households and businesses
wholesale banking that part of banking dealing with corporate finance and investment in financial instruments
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For financial institutions involved with extending mortgages, the rise in house prices means that their 
balance sheets improve. This is because of the practice of mark to market, an accounting procedure 
which records the ‘fair value’ of an asset on balance sheets and which plays an important role in the finan-
cial accelerator. For example, a bank extending a mortgage for £250,000 to a couple may initially record 
the value of the asset on which it has made the loan at this level, but as house prices increase, the value 
of this asset on the bank’s books increases. The increase in the balance sheet puts banks in a stronger 
position to seek to extend further credit. In addition, stable economic conditions and lower interest rates 
encourage banks to be more risk-seeking in their behaviour. In the pursuit of returns, banks expand their 
own borrowing and the purchase of securitized assets sees asset prices in general rising.

mark to market an accounting procedure which records the ‘fair value’ of an asset on financial institutions’ balance sheets

As financial institutions expand leverage and drive up asset prices, the effect on the real economy 
begins to amplify. The increase in household debt and consumption increases AD, and inflation begins to 
accelerate. Many central banks, as we have seen, adopted a policy of inflation targeting. The increase in 
asset prices in financial markets and in housing does not feature in measures of inflation used by central 
banks. The CPI in the UK, for example, excludes housing costs. The rise in asset prices might have been 
occurring for some time before inflation, as measured by the CPI, begins to accelerate. Between 1997 and 
2009 the CPI remained below the Bank of England’s target of 2.0 per cent until 2005 when it edged above 
target to 2.1 per cent; even in 2007, the CPI was still only 2.5 per cent, not a sufficient variance in target 
to warrant an open letter from the governor of the Bank of England to the Chancellor. The Retail Prices 
Index (RPI), however, which does include housing costs, began to accelerate above 2.0 per cent in 2002.

Interest rates in the UK began to edge upwards in small quarter point steps from November 2003, only 
reaching 5.0 per cent in November 2006. These were considered relatively low rates of interest in compar-
ison to those experienced in the late 1980s and into the 1990s, when rates had peaked at 14.875 per cent 
in October 1989 and remained around 26 7 per cent throughout much of the 1990s. When interest rates 
edged upwards from 2003, marginal borrowers began to face challenges in maintaining payments, and 
defaults began to rise. As defaults rose, house prices began to fall and mark to market practices meant 
that banks’ balance sheets began to shrink, and existing loans were called in and new loans cut back. As 
banks made efforts to repair their balance sheets, assets were sold, and this caused their price to fall. 
Some financial institutions with high leverage and exposure to bad debts faced insolvency. For retail banks 
facing this situation, there was a danger that this could lead to a run on the bank as depositors rushed to 
withdraw their money. In the same way that the upswing in the financial cycle affects the real economy, 
so does a downswing.

The role of Central Banks
As the Financial Crisis unravelled, focus centred on the response of central banks around the world. The 
markets were looking for three aspects of policy response from central banks: speed of intervention, inno-
vation and coordination. There were elements of each of these that occurred, but there are also important 
differences in the degree to which each of the main central banks responded, partly because of the differ-
ent levels of flexibility that each enjoyed.

When the early signs of crisis emerged in 2007 with rumours of rising levels of default from sub-
prime mortgages, ratings agencies such as Standard & Poor’s and Moody’s downgraded ratings on bonds 
backed by sub-prime mortgages. In late July 2007 a German bank, IKB, said that it was in financial trouble 
as a result of its exposure to sub-prime mortgages and was swiftly taken over by the German government- 
owned bank, KfW (Kreditanstalt für Wiederaufbau). By early August 2007, the ramifications of the down-
grading of funds related to sub-prime mortgages were starting to unravel, and on 3 August, Bear Stearns 
had to contact its shareholders following the collapse of two hedge funds that it managed and the subse-
quent fall in its share price. On 9 August, French bank BNP Paribas announced that it was ceasing trading 
three of its funds and, with that, credit markets effectively froze. Interbank lending ground to a halt as 
banks began to recognize that their exposure to sub-prime mortgages could be extensive.
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The freezing of credit markets effectively marked the start of intervention by central banks around the 
world. The ECB was one of the first to react on 9 August with the then President, Jean-Claude Trichet, 
authorizing an injection of €95 billion into the financial markets to help ease overnight liquidity problems. 
On the following day a further €61 billion was authorized. Soon after the ECB move, the US Federal 
Reserve announced that it would inject €38 billion to help ease liquidity; the Bank of England, however, did 
not follow suit. On 10 August, the Bank of England was involved in growing problems at Northern Rock, 
which had expanded rapidly in previous years but now found its expansion based on leverage unsustaina-
ble. As credit markets froze, Northern Rock was struggling to continue. In the next few weeks the extent 
of the problems at Northern Rock became public, and a run on the bank ensued. Queues formed outside 
Northern Rock branches as worried account holders looked to withdraw their money. Moves to calm the 
situation did not seem to have too much effect, and on 17 September the government, in consultation with 
the bank, agreed to guarantee all existing Northern Rock deposits.

As banks around the world began to falter, the question of which banks should be rescued and which 
left to fail had to be considered by central bank heads. The Bank of England had issued warnings that it was 
concerned investors were not pricing risk appropriately. The reluctance of the Bank of England to inject 
funds into the markets was partly seen as a concern with moral hazard, but also as subjugating financial 
stability to a lesser priority. However, the Bank of England, at that time, had limited tools available to it to 
deal with the events that were unfolding in comparison to other central banks. It was not until the passing 
of the Banking Act in 2009 that the Bank of England was given additional powers and responsibilities that 
enabled it to improve its control of financial stability.

In the event, the Bank of England eventually announced that it would provide financial help to institu-
tions that needed overnight funds, but that any such borrowing would incur a penalty rate. It was not long 
before the Bank removed this penalty rate, since it seemed that far from calming nerves it merely served 
to increase the sense of panic.

By April 2008 it had gained the authority to lend to banks against mortgage debt – something that the 
ECB could do which the Bank could not. The Bank was given authority to issue short-dated UK government 
bonds in exchange for mortgage securities. However, at the end of August 2007 it emerged that Barclays 
had asked the Bank for a loan of £1.6 billion and the news, which would not normally have made front 
page headlines, was interpreted as being another sign that a major bank was in trouble. Barclays needed 
the funds because of a malfunction in computer systems related to clearing and had tried borrowing from 
the wholesale markets.

As the crisis began to gather momentum, monetary policy around the world was eased. The Fed cut the 
repo rate by 0.75 per cent in January 2008; the ECB held its rate at 4.0 per cent. The Bank of England had 
cut rates by a quarter point in February and April 2008, but by May that year the Fed had cut rates seven 
times in eight months with the Fed funds rate standing at 2.0 per cent. As 2008 progressed the financial 
situation did show clear signs that it was ‘spilling over’ to the real economy and output levels began to con-
tract in economies across the globe. The problems were such that, in October, seven major economies, 
the UK, the United States, China, the EU, Canada, United Arab Emirates (UAE) and Sweden, announced 
a coordinated 0.5 per cent cut in interest rates. By the end of October, the Fed cut again, to 1 per cent.

In the United States, discussions were taking place to set up the Troubled Asset Relief Plan (TARP), a 
$700 billion plan to support the banking system. In November the Fed announced a further $800 billion 
support fund. In that same month the Bank of England reduced rates by 1.5 per cent – the largest single 
change in rates since it was given independence in 1997. By March 2009 the MPC had cut interest rates 
in the UK to 0.5 per cent, the lowest since the Bank of England was established in 1694. The Fed cut its 
rates to a target of between 0 and 0.25 per cent and the ECB cut its rates to 1 per cent.

The scale of the intervention by central banks and the various fiscal stimulus programmes announced 
by governments made it clear that the crisis was serious. The ‘contagion’ from the sub-prime fall out and 
the collapse of banks around the world, accompanied by the alarming declines in output, meant that global 
recession was now the real threat rather than the prospects for inflation, which, despite the economic 
downturn, remained stubbornly high in countries like the UK.

There are those who believe that, given the circumstances, central banks acted according to the three 
key aspects of policy response outlined above. The speed with which central banks intervened and the 
extent of these interventions did differ, largely because of technical as well as ideological differences, but 
most central bank heads argued that their responses were decisive in exceptional circumstances.
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Central banks have had to be flexible and innovative in dealing with problems that were unusual. As 
with the Bank of England, central banks have expanded their roles and assumed new powers and respon-
sibilities, and introduced broader tools and instruments. Two such examples have been the growth of 
bilateral swap agreements between central banks of different countries, where local currencies can be 
swapped against the US dollar to enable trade to be financed and liquidity to be eased, and the use of 
quantitative easing.

lessons learned?
The OECD traces the development of the Financial Crisis through a series of four main stages.

1. A drive on the part of politicians to widen access to home ownership to the poor. Changes to regula-
tions to facilitate this drive led to a growth in lending that was not prudent. This political impetus was 
evident through successive US presidents from Clinton onwards and in the UK via New Labour. As a 
result, the expansion of sub-prime lending in the United States, the cases of banks in the UK lending 
at 125 per cent of the value of homes, wider access to credit cards, the build-up of debt, and limited 
background checks for credit worthiness, were not acted upon by regulators with sufficient vigour.

2. Changes in regulatory structures, particularly in the United States, which allowed entry of new busi-
nesses into the mortgage market.

3. Basel II regulations which created incentives and the conditions for banks to develop off-balance sheet 
entities. (Basel II refers to a framework of regulations developed through discussions at the Bank for 
International Settlements (BIS).)

4. Changes in policy by national regulatory authorities such as the Securities and Exchange Commission 
(SEC) in the United States and the FSA in the UK, which allowed banks to change leverage ratios from 
around 15 :1 to 40 :1. (Leverage ratios, such as debt to equity ratios, measure the proportion of debt  
to equity.)

The OECD was critical of national regulatory bodies, suggesting that there were weaknesses in the 
way banks were regulated and that regulatory frameworks had not only failed to prevent the Financial 
Crisis but had been culpable in contributing to it. It identified a number of key causes which include:

●● The bonus culture.
●● Credit ratings agencies.
●● Failures in corporate governance.
●● Poor risk management strategies and understanding.

The IMF has broadly concurred with the OECD in its analysis of the key issues. It suggests that financial 
institutions and investors were both too bullish on asset prices and risk. The low interest rate environment 
and the extent of financial innovation (encouraged by changes in regulation) allowed excessive leverage, 
which increased the web of interconnectedness of financial products but at the same time rendered the 
inherent risks more opaque. It highlighted the lack of coordination between regulatory bodies and the 
legal constraints which prevented information sharing from becoming more widespread, thus not helping 
authorities to be able to understand what was going on.

This meant that there were differences in the way in which national regulatory bodies dealt with bank 
failures and insolvency. In many cases these banks had a global presence not reflected by a global coor-
dinated response from the regulators. The actions that were taken were described as being ‘piecemeal’ 
and ‘uncoordinated’, which not only led to a weakening of the impact of the policy response but also to 
market distortion. It also pointed to the lack of appropriate tools available to some central banks to provide 
the necessary liquidity support in times of crisis.

Other criticisms of the regulatory regimes in place throughout the world highlight the fact that the rules 
that are in place may not be appropriate to deal with the pace of change in financial markets, and that 
regulators spend too much time ‘ticking boxes’ rather than identifying poor practice and intervening. There 
have been accusations that the existence of rules means regulators are able to hide behind them and shift 
blame. For example, there were a number of subsidiaries of three Icelandic banks which failed (Kaupthing, 
Glitnir and Landsbanki) operating in the UK, but the FSA argued that these were, technically, outside its 
jurisdiction. In the United States it has been estimated that the total assets of entities which were outside 
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the banking system and the scope of regulation (referred to as the shadow banking system), but which 
act like banks, are as big as the ‘official’ banking system itself – a value estimated at around $10 trillion in 
late 2007.

shadow banking system financial intermediaries acting like banks but which are outside the scope of regulation

Part of the reason for these failures stems from internal problems of the regulators themselves. To have 
a high level of understanding of the financial system to be able to regulate it effectively, employees of 
the regulators have to be highly experienced and knowledgeable about the system itself. Over-regulation, 
it has been argued, was partly responsible for creating the incentives for financial innovation to gener-
ate improved returns. These new products were so complex and highly interconnected that regulators 
and government financial departments had insufficient understanding of them. It has been argued that a 
number of senior executives in the banks themselves did not fully understand the complexity of securiti-
zation models, lacked the skills in asset valuation techniques and risk models, and were unaware of the 
extent to which ‘tail losses’ (the extremes of the normal distribution) could impact on operations. One 
reason for this was that such models were based on statistics from the ‘good times’ and had not been 
‘tested’ by a downturn. If those at the forefront of such operations did not understand what they were 
dealing with, is it possible to expect those working for regulators to do so?

Recruitment of the expertise and skills necessary to staff regulatory bodies effectively is a further 
issue. Why work for the FSA, for example, for a salary of £116,000 when the skills possessed by individuals 
of the calibre to work in the FSA could be sold to other sectors of the industry for many millions? Without 
the resources to do the job properly therefore, regulators will always be hampered.

The sovereiGn deBT Crisis
Sovereign debt refers to the bonds issued by national governments to finance expenditure. One of the 
consequences of the Financial Crisis has been the focus on the problems faced by a number of countries 
in Europe in managing debt. Recall that budget deficits are the difference between the amount of tax 
revenue and government spending. Deficits are financed by government borrowing, and as borrowing 
increases the overall debt rises. Governments must manage this debt by ensuring that they have enough 
funds to be able to pay back government bonds when they reach maturity and also to pay the interest on 
the bonds which are outstanding. Lending to governments has invariably been seen as relatively risk free; 
in the wake of the Financial Crisis it became clear that for some governments, this was not the case.

sovereign debt the bonds issued by national governments to finance expenditure

The macroeconomic shock created by the Financial Crisis led to a global slowdown in economic activity. 
When countries experience a prolonged period of economic slowdown, tax revenues decline but spend-
ing on welfare support increases. While automatic stabilizers moderate the effects, as we have seen, in a 
severe recessionary period these automatic stabilizers can be diluted. In this environment, governments 
need to increase borrowing, but the confidence of markets in their ability to meet debt obligations means 
that some countries can be brought to the verge of bankruptcy. In other words, they cannot raise enough 
funds to be able to meet debt and everyday public spending obligations.

The Greek debt Crisis
The country which has come to epitomize the sovereign debt crisis is Greece. The problems faced in 
Greece were replicated to some extent in Ireland, Spain, Italy and Portugal. In 2009, Greece announced 
that its deficit would reach almost 130 per cent of GDP, double the amount it forecasted a year previously. 
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In early 2010 the country’s debt was reported as €300 billion, more than the value of its GDP. In fact, its 
debt was 115.1 per cent of its GDP. EU rules stated that debt should not exceed 60 per cent of GDP. The 
budget deficit rose to nearly 14 per cent – well beyond the 3 per cent required as the terms of membership 
of economic and monetary union (EMU). Other members of the EU, notably Germany, accused Greece of 
being ‘profligate’ and living beyond its means on the back of its membership of the euro area.

Greece had to raise around €50 billion in 2010 to meet its debt obligations. On 19 May 2010, it needed 
to pay €8.5 billion to bond holders. On 25 January 2010, the Greek government went to the markets to 
borrow money in the form of its first bond issue of the year. In the event, the issue was oversubscribed as 
investors sought to pick up the bonds, primarily because the interest on them had to be high to persuade 
investors to take the risk. It was reported that the issue was valued at around €5 billion with a coupon of 
6.12 per cent. Given that interest rates around the world at that time were at record low levels, this was 
high. The spread between the interest Greece had to pay to borrow compared with the Germans was 
almost 4.0 per cent. The wider the spread on different financial instruments (the difference in the coupon 
of similar bonds in this instance), the more the market is factoring in the risk of default on the bonds – 
Greek bonds in this case.

In February and March 2010, the Greek government had tried to take a stance on public spending, 
proposing major cuts in jobs, pensions, wages and services. Greek workers took to the streets in protest. 
It seemed as though the government would find it difficult to implement the sort of fiscal cuts necessary 
to build confidence with the markets. On the back of the announcements about the increasing size of its 
debt and the deficit, by April it would find it difficult to raise further money to meet its obligations. Agen-
cies steadily cut the country’s ratings until by late April, Greek debt was officially classed as ‘junk’.

The spread between Greek and German bonds continued to rise into April reaching 19 per cent on  
2-year bonds and 11.3 per cent on 1-year bonds. The nervousness on the financial markets over Greece’s 
debt problems began to spread to other European countries. It became a real possibility that Greece 
would default and be forced to leave the euro. This fear led to a sharp drop in the value of the euro – if  
there is an expectation that the price of something is going to fall, then there is a possibility of making 
some money and that is exactly what happened in February 2010. Data from the Chicago Mercantile 
Exchange (CME) showed that short positions against the euro from hedge funds and traders rose sharply. 
A short position is where traders take positions on the expectation that the euro would fall in value. Traders 
taking out contracts that the price of the euro would fall could exercise these contracts and make a profit 
if and when the euro fell in value. Data from the CME showed that over 40,000 contracts had been taken 
out against the euro with a total value of around €8 billion.

The Crisis began to gather momentum and the markets looked to other EU governments to organize 
a bailout. On 10 April 2010, the finance ministers of the euro area announced an agreement on a package 
of loans to Greece totalling €30 billion. Greece said that it did not intend to use the loans and instead rely 
on its ‘austerity measures’. The financial markets were not convinced about the extent to which Greece 
could deliver on these measures.

A week later the Greek Prime Minister, George Papandreou, finally bowed to what many thought was 
the inevitable and announced that Greece would take advantage of the emergency loans. Negotiations took 
place with the EU and the IMF on the structure of these loans, which were predicted to rise to €100 billion.

While it was generally accepted that Greece needed the financial support, there were questions raised 
about the terms under which the loans were to be given. The German government was financing a pro-
portion of the loans, with €8.4 billion being spoken of as a possible figure. In order to appease German 
taxpayers who were not supportive of bailing out the ‘profligate Greeks’, Chancellor Angela Merkel, under 
pressure from German taxpayers to take a strong line, insisted on very strict terms, including a condition 
that the Greek government make significant cuts to public spending.

For many Greeks, there was a feeling that their future was being dictated by outsiders, most notably 
the Germans. The Germans argued that it was unfair that its taxpayers should have to suffer to bail out a 
country which had clearly not played by the euro rules. On May Day, traditional worker protests in Greece 
had a new focus. The extent and severity of the violence which broke out shocked many. Austerity was 
clearly not going to be easy to implement. The strength of feeling against the Germans was clear. The 
Greek government was being squeezed from all sides. The financial markets were nervous that the prob-
lems in Greece would spread to other high debt countries (the so-called ‘contagion effect’) and there were 
fears that the Crisis could tip Europe back into recession.
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The development of the Crisis
Greece and Italy had never achieved the 60 per cent debt to GDP ratio required for membership of the 
euro – both countries had persistently run ratios over 90 per cent since the 1990s. Ireland, Spain and Por-
tugal had managed to reduce their debt ratios just below the 60 per cent mark by 2007. At this time, the 
spread of interest rates across euro area sovereign debt was relatively small, suggesting that markets did 
not anticipate the sort of problems that beset some governments post Crisis. Underlying this apparently 
benign macroeconomic environment, however, was a sharp rise in borrowing from the private sector in 
Portugal, Spain, Ireland and Greece. In Greece, domestic credit as a proportion of GDP rose from around 
32 per cent in 1998 to 84 per cent in 2007; in Ireland the increase was from around 81 per cent to 184 per 
cent; in Portugal, from 92 per cent to almost 160 per cent; and in Spain, from almost 81 per cent to 168.5 
per cent. One of the reasons given for this domestic credit boom was that banks could borrow euros on 
international markets. Prior to the euro, these banks would have had to borrow in other currencies, and 
fluctuations in exchange rates would have made the borrowing riskier. Borrowing was made much easier 
by the relatively low interest rates which existed throughout much of the early years of the noughties.

This borrowing was used to help finance the boom in housing and construction which took place in each 
of these countries and helped to drive economic growth. When the Financial Crisis hit, credit dried up, the 
housing market collapsed, and construction was badly hit. The banking systems across Europe were trying 
to identify the extent of the exposure that they faced, the potential size of the losses they were likely to 
make, and the possibility of having to borrow to overcome short-term financing problems. The reliance of 
countries like Greece, Ireland, Spain and Portugal on the ability to borrow internationally meant that they 
were particularly affected by the so-called ‘credit crunch’. As banks in these countries teetered on the brink 
of collapse, they looked to national governments for support. If governments allowed these banks to fail, 
then the effect on the population as a whole was likely to be significant, not to mention the wider banking 
sector in Europe. To help support their banking systems, governments had to borrow money – but few of 
these governments had the fiscal flexibility to do so without increasing borrowing.

In addition, the extent of the post-Crisis recession had started to affect tax revenues and government 
spending. In countries like Spain and Ireland, tax revenues decreased as a result of the contraction in the 
construction industry, which had been fuelling pre-Crisis growth. This, in turn, increased budget deficits, 
and with GDP shrinking, the size of the deficit to GDP ratio grew. As it became clearer that these gov-
ernments were likely to breach EU fiscal rules, and with the need to support banking systems growing in 
intensity, the financial markets’ confidence fell and interest rates on the sovereign debt of these countries 
rose. Europe had always had countries which were economically sound such as Germany, the Nether-
lands, Sweden and France alongside a group of weaker countries. Increasingly, Portugal, Spain, Ireland and 
Greece came to be referred to as ‘the periphery’.

Greek Bailout The first part of the Greek bailout was negotiated in late April into May of 2010. In Novem-
ber 2010, Ireland’s government also had to seek support, and in May 2011, Portugal followed suit. In June 
2011, Greece needed a second bailout, which was eventually agreed in March 2012. As part of the agree-
ment, private sector creditors had to accept a ‘haircut’, losing 50 per cent of the value of their investments. 
The background of an increasing number of countries being dragged into the Crisis and the somewhat 
chaotic response of the EU to the situation, merely increased nervousness on the financial markets, 
and spreads widened further between the periphery and the core EU countries. The accusation that the 
response to the Crisis had been chaotic led to self-fulfilling speculative attacks from financial markets. 
High risk countries are more likely to default, so investors require higher yields to take on the debt of these 
countries. If countries must borrow at higher rates of interest, this in itself increases the risk of default.

Why was the response so chaotic? One reason was the clear divide between those countries that had 
maintained some degree of fiscal restraint and the periphery which had been seen to free ride on their 
membership of the EU. Another reason was the realization that political pressures on domestic govern-
ments were huge. Domestic political pressures forced donor countries such as Germany to insist that any 
terms of bailout packages include the implementation of significant cuts in public spending and tax rises. 
Some element of fiscal consolidation was vital to show financial markets that some discipline would be 
exerted and that the countries seeking support were serious in their willingness to abide by the fiscal rules 
of the euro.
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At the same time, governments knew that implementing austerity packages would be extremely 
unpopular and impose considerable hardship on citizens. Politically, this represented suicide; few govern-
ments could be confident of re-election under such circumstances. Opposition parties might promise to 
stand up to the ‘bullies’ in the EU who were imposing these policies, and to abandon austerity. Such a 
manifesto might be alluring to people suffering cuts in wages, loss of jobs, cuts to public services, cuts in 
pensions and increases in taxes. In reality, even if these opposition groups did find themselves in power, 
as was the case when the anti-austerity party Syriza in Greece came to power in January 2015, the situa-
tion did not go away. If a country becomes bankrupt, the potential damage to that country could be even 
worse than the effects of austerity packages.

Crisis in Cyprus In March 2013, the banking system in Cyprus was on the verge of collapse. With banks 
closed for almost two weeks while the Cypriot government negotiated with the EU and the IMF, the 
debate over the extent to which depositors in Cypriot banks should have to accept losses was a key focus. 
An initial bailout deal imposed a tax on all depositors to raise €5.8 billion as part of a bailout deal. The 
tax was rejected and subsequent negotiations led to an agreement where those with deposits of over 
€100,000 would be taxed to raise the €5.8 billion contribution to the overall €10 billion bailout. It could be 
argued that those who have such large deposits ought to be the ones shouldering the biggest burden, 
and the amount of deposits from so-called Russian oligarchs in the Cypriot banking system was a feature 
of the news reporting at the time. However, it was not just wealthy Russians who deposited money in 
Cypriot banks who suffered a ‘haircut’ – businesses were also hit.

Cypriot banks were also subject to considerable restructuring. When banks reopened in March 2013, 
there were significant limitations on the amount of money that could be withdrawn, and capital controls 
on money leaving Cyprus were also imposed. After reforms, the IMF approved a further instalment of the 
bailout fund of €280 million in June 2015 and in 2016 eurozone finance ministers and the IMF confirmed 
that Cyprus had exited the programme, reflecting the progress the country had made post Crisis.

syriza and the Third Bailout in Greece Progress in Greece has been less successful. The election of 
the left-wing Syriza party in January 2015 heralded a period of intense negotiations between Greece 
and  its creditors, the ECB, Germany and the IMF (referred to as the ‘troika’). Deadlines came and 
went and there were several instances where Greek exit from the euro area was a distinct possibility. 
Syriza and its leader, Alexis Tsipras, battled against demands for further austerity measures in return for 
a third bailout. As talks continued, Tsipras called a referendum on the talks. This prompted the freez-
ing of cash support for Greek banks, capital controls and limits on the amount of cash which could be 
withdrawn from banks. The referendum on 5 July 2015 backed Tsipras’ stance rejecting the demand for 
further reforms and cuts by the troika. On 9 July, Tsipras went back to the negotiating table with further 
proposals which, curiously, included some of the troika-demanded reforms which had been rejected in 
the referendum. On 13 July an agreement was reached on a third bailout. Tsipras called fresh elections 
in September 2015 amid much rancour in the country over the terms of the agreement. Syriza itself suf-
fered a split as those who felt that Greece had been humiliated by the terms of the agreement formed a  
rival party.

The EU commissioner, Jean-Claude Juncker, noted that there were ‘no winners or losers’ in the agree-
ment; but the challenges facing the country and the realization that bankruptcy and exit from the euro 
would be potentially far more damaging to the country and its people in the long run left Greek govern-
ment negotiators with little choice. The future of the country is far from settled, and it is acknowledged by 
many economists that it will be many years before growth and stability return.

The european financial stability fund (efsf) and the european stability Mechanism (esM) The dis-
cussions over the first Greek bailout led European finance ministers to establish the European Financial 
Stability Fund (EFSF) in May 2010 to provide support for countries that faced default. The EFSF raised 
funds by issuing bonds and other financial instruments through capital markets. The money raised was 
lent to countries seeking assistance on the understanding that reforms are put in place. The sum of €750 
billion was initially identified as needing to be raised. The initial bailout of Greece accounted for €110 bil-
lion of these funds; Ireland’s €85 billion and Portugal’s around €80 billion. The establishment of the EFSF 
was designed to be a temporary measure pending the establishment of a more permanent means of 
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supporting countries in financial difficulties. The EFSF effectively ceased its operations in June 2015 but 
still exists to receive loan repayments and administer bond holdings.

The permanent replacement for the EFSF began operations in October 2012 as the European Stability 
Mechanism (ESM). Based in Luxembourg, the ESM is classed as an intergovernmental organization with a 
subscribed capital of €704.8 billion. The 19 members of the euro area are the shareholders and its lending 
capacity is around €500 billion. Like the EFSF, the ESM raises funds on the capital markets and will work 
with the IMF in dealing with member states who request assistance. The ESM is expected to be part of 
the solution to member states’ problems in the future and will only provide support if the member state 
seeking help agrees to implement fiscal adjustment and structural reform. Structural reform refers to 
changes in the labour and capital markets which are designed to help improve the efficiency of the econ-
omy. One of the elements of ESM support is a consideration of the situation of the member country and 
the overall stability of the euro area. If it is considered that the financial stability of the euro area is under 
threat, then the ESM can provide support.

ausTeriTy PoliCies: Too far Too QuiCkly?
A feature of the sovereign debt crisis has been the adoption by a number of countries of austerity programmes 
– significant cuts in public spending, tax rises and structural reforms. In principle, it is easy to say that if a coun-
try is borrowing too much and has debt problems then it must cut its spending and raise more revenue. The 
practical implications of this policy are more complex. Not only are the people of the country where austerity 
programmes are implemented likely to be severely affected, if such policies are adopted during a period of 
weak economic activity, the effects are likely to be that national income will decline and unemployment rise. 
A deep and lasting recession in Greece, for example, means that the prospects for any growth-led recovery 
look bleak; if a country like Greece is experiencing weak or negative GDP growth rates, then the chances of 
generating tax revenue to pay off debt and invest in improving the economy are slim. Firms are more likely to 
fail in such an environment and so corporate borrowing comes under pressure as the risk of default is higher. 
If corporate bond rates rise, firms will not be able to afford to borrow, which further hampers the productive 
capacity of the economy. The periphery countries find themselves in a very difficult situation.

austerity in the uk The UK also experienced a debt problem which the Coalition Government, elected 
in 2010, pledged to cut. Cuts in public spending and tax increases led to weak economic growth and the 
economy going back into recession in 2011. From 2012, growth returned at around 2.0 per cent. There 
are many economists who agreed that sorting out the UK’s debt and deficit problem was important, but 
there are also those that argued the extent of the austerity measures introduced at a time of weak global 
economic growth was too much too quickly. They argued that policies focusing on growth ought to have 
taken priority and would have resulted in a speedier return to growth and less damage to the economy.

structural and Cyclical deficits
The focus on public sector deficits raises questions about the difference between cyclical and structural 
deficits. A cyclical deficit occurs when government spending and income are disrupted by the ‘normal’ 
economic cycle. In times of strong economic growth, government revenue from taxes will rise and spend-
ing on welfare and benefits will fall, resulting in public finances moving into surplus (or the deficit shrinks 
appreciably). In times of economic slowdown, the opposite occurs, and the size of the budget deficit will 
rise (or the surplus shrink). A structural deficit refers to a situation where the deficit is not dependent on 
movements in the economic cycle and indicates that a government is ‘living beyond its means’ – spending 
what it has not got.

cyclical deficit a situation when government spending and income are disrupted by the deviations in the ‘normal’ 
economic cycle
structural deficit a situation where the deficit is not dependent on movements in the economic cycle
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Economists are divided in their views about the nature and importance of structural deficits. What fol-
lows is a summary of the arguments on both sides.

argument 1: Policymakers need to eradicate structural deficits The existence of a structural deficit 
implies that the public finances will be even worse when entering a recession, necessitating increasing 
levels of borrowing which are unsustainable in the long term. This was seen in examples of European gov-
ernment deficits in 2010 – some of the largest deficits in peacetime history created in part by governments 
committing to spending too much in the ‘good times’.

As a result of the size of these deficits, the risk of default by governments on their debt is greater; 
increasingly they will find it difficult to service their debt and the cost of so doing will rise. This also creates 
uncertainty in financial markets and threatens the survival of the euro. As a result, fiscal consolidation is 
essential to reduce long-term interest rates and currency instability, and help promote economic growth. 
This fiscal consolidation should primarily be in the form of cuts in public spending rather than increases in 
taxes which may damage employment and investment.

argument 2: The idea of a structural deficit is a Myth The idea that government deficits are structural 
is unhelpful. The assumption is that governments must borrow more because of the gap between income 
and expenditure, but how certain can we be that the only reason governments are borrowing money is 
simply due to the changes to public finances wrought by a recession? The whole notion of a structural 
deficit assumes that it is the amount governments borrow when the economy is operating at its trend 
level. This implies that to measure it we need to know how far the economy is operating below trend – the 
output gap.

The problem is that there is considerable disagreement on the size of the output gap. It is accepted that 
a recession will destroy some potential output, but how much is open to some interpretation. There have 
been a number of studies attempting to quantify the impact of economic downturns on the output gap and 
the outcomes vary significantly. In the UK, the Institute for Fiscal Studies (IFS) estimated that the output 
loss of the economic downturn from 2008 was as much as 7.5 per cent, whereas the Treasury estimated 
5 per cent and other estimates put the gap as low as 2 per cent.

The size of the output gap is important because it has a direct effect on the cyclical component of the 
deficit – the larger the output gap the larger will be the cyclical component and the smaller the structural. 
This in turn affects any estimates of the size of borrowing when the economy does return to trend – in 
other words, the size of the structural deficit.

Any calculations on the deficit would also be subject to assumptions about the sensitivity of taxes and 
spending to changes in GDP. How does tax revenue rise in relation to changes in GDP? This will depend 
in part on assumptions about the number of people who are able to find work as the economy expands 
but also on the extent to which potential output has been destroyed. How do changes in government 
spending vary in relation to changes in GDP? How many people will get off benefits, and what effect will 
short-term fiscal stimulus measures have on spending?

As an increasing number of assumptions are made, calculations of the size of the structural deficit 
could be very different; which one should be used as the basis for policy decisions? In the light of this 
analysis, is it useful to think of the idea of a structural deficit at all?

self TesT Explain why inaccurate information might affect forecasts of economic growth and thus the size 
of government budget deficits.

fiscal Consolidation
The extent to which budget deficits should be a cause for concern is a persistent macroeconomic debate. 
Austerity measures imply that governments should consolidate fiscal policy to reduce deficits and ‘bal-
ance the books’. Whether a government should seek to balance budgets is a source of debate among 
economists. Our study of financial markets showed how budget deficits affect saving, investment and 
interest rates. But how big a problem are budget deficits?
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argument 1: The Government should Balance its Budget When a government fails to balance its 
budget, it must borrow money by issuing bonds to make up the shortfall. The most direct effect of high 
and rising government debt is to place a burden on future generations of taxpayers. When these debts 
and accumulated interest come due, future taxpayers will face a difficult choice. They can pay higher taxes, 
enjoy less government spending, or both, to make resources available to pay off the debt and accumu-
lated interest. Or they can delay the day of reckoning and put the government into even deeper debt by 
borrowing once again to pay off the old debt and interest. Inheriting such a large debt may lower the living 
standards of future generations.

In addition to this direct effect, budget deficits have various macroeconomic effects. Because budget 
deficits represent negative public saving, they lower national saving (the sum of private and public saving). 
Reduced national saving causes real interest rates to rise and investment to fall. Reduced investment 
leads over time to a smaller stock of capital. A lower capital stock reduces labour productivity, real wages 
and the economy’s production of goods and services. Thus, when the government increases its debt, 
future generations are born into an economy with lower incomes as well as higher taxes.

There are, nevertheless, situations in which running a budget deficit is justifiable. Throughout history, 
the most common cause of increased government debt is war. When a military conflict raises govern-
ment spending temporarily, it is reasonable to finance this extra spending by borrowing. Otherwise, taxes 
during wartime would have to rise precipitously. Such high tax rates would greatly distort the incentives 
faced by those who are taxed, leading to large deadweight losses. In addition, such high tax rates would 
be unfair to current generations of taxpayers, who already must make the sacrifice of fighting the war.

Similarly, it is reasonable to allow a budget deficit during a temporary downturn in economic activity. 
When the economy goes into a recession, tax revenue falls automatically because income tax and payroll 
taxes are levied on measures of income, and transfer payments such as unemployment benefit increase. 
People also spend less, so that government income from indirect taxes also falls. If the government tried 
to balance its budget during a recession, it would have to raise taxes or cut spending at a time of high 
unemployment. Such a policy would tend to depress AD at precisely the time it needed to be stimulated 
and, therefore, would tend to increase the magnitude of economic fluctuations. When the economy goes 
into recovery, however, the opposite is true: tax receipts grow as the level of economic activity rises and 
transfer payments tend to fall. The government should therefore be able to run a budget surplus and use 
the money to pay off the debt incurred by the budget deficit it ran during the recession.

Wars aside, therefore, over the course of the business cycle, there is no excuse for not balancing the 
budget. If the government runs a deficit when the economy is in a recession, it should run a comparable 
surplus when the economy recovers, so that on average the budget balances. Compared to the alternative 
of ongoing budget deficits, a balanced budget – or, at least, a budget that is balanced over the economic 
cycle – means greater national saving, investment and economic growth. It means that future university 
graduates will enter a more prosperous economy.

argument 2: The Government should not Balance its Budget The problem of government debt is often 
exaggerated. Although government debt does represent a tax burden on younger generations, it is often 
not large compared with the average person’s lifetime income. The case for balancing the government 
budget is made by confusing the economics of a single person or household with that of a whole econ-
omy. Most of us would want to leave some kind of bequest to friends, relatives or a favourite charity when 
we die – or at least not leave behind large debts. Economies, unlike people, do not have finite lives – in 
some sense, they live forever, so there is never any reason to clear the debt completely.

Critics of budget deficits sometimes assert that government debt cannot continue to rise forever, but 
in fact it can have consequences. Just as a bank evaluating a loan application would compare a person’s 
debts to their income, we should judge the burden of the government debt relative to the size of the 
nation’s income. Population growth and technological progress cause the total income of the economy 
to grow over time. As a result, the nation’s ability to pay interest on government debt grows over time as 
well. The focus should not be on looking at the total amount of debt but at the ratio of debt to income. As 
long as this is not increasing, then the level of debt is sustainable. In other words, while the level of gov-
ernment debt grows more slowly than the nation’s income, there is nothing to prevent government debt 
from growing forever. Some numbers can put this into perspective. Suppose the output of the economy 
grows on average about 3 per cent per year. If the inflation rate averages around 2 per cent per year, then 
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nominal income grows at a rate of 5 per cent per year. Government debt, therefore, can rise by 5 per cent 
per year without increasing the ratio of debt to income.

Moreover, it is misleading to view the effects of budget deficits in isolation. The budget deficit is just 
one piece of a large picture of how the government chooses to raise and spend money. In making these 
decisions over fiscal policy, policymakers affect different generations of taxpayers in many ways. The gov-
ernment’s budget deficit or surplus should be considered together with these other policies. For example, 
suppose the government reduces the budget deficit by cutting spending on public investments, such as 
education. Does this policy make younger generations better off? The government debt will be smaller 
when they enter the labour force, which means a smaller tax burden. Yet if they are less well educated 
than they could be, their productivity and incomes will be lower. Many estimates of the return on schooling 
(the increase in a worker’s wage that results from an additional year in school) find that it is quite large. 
Reducing the budget deficit rather than funding more education spending could, all things considered, 
make future generations worse off. A distinction has to be made between borrowing to finance invest-
ment, which helps boost the future productive capacity of the economy, and borrowing to finance current 
government expenditure (on things such as wages for public sector workers).

The qualification that the government budget on current expenditure will be balanced on average over 
the economic cycle allows for the effect of automatic stabilizers such as the increase in welfare expendi-
ture and reduction in tax revenue that automatically occur in a recession (the opposite in a boom), and so 
help flatten out economic fluctuations. Allowing a budget deficit on investment expenditure is sensible 
because, although it leads to rising public debt, it also leads to further growth opportunities through spend-
ing on education, roads and so on. Just asserting that the government should balance its budget, irrespec-
tive of the economic cycle and irrespective of what kind of expenditures it is making, is overly simplistic.

self TesT Why might we wish to distinguish between government current expenditure and government 
investment expenditure, and take account of the economic cycle when judging whether the government should 
balance its budget?

austerity or Growth?
The arguments outlined above crystallize the debate over the importance of austerity policies. While there 
might be general agreement that countries do need to get more control over debt and their deficits, aus-
terity policies adopted after the Financial Crisis were, some argued, counterproductive.

In the UK, annual borrowing has fallen since a peak of £155.5 billion in 2009. In 2018, public sector 
net borrowing was £28.8 billion, according to the ONS. The debate on the speed with which successive 
governments attempted to reduce borrowing has continued to divide, however. Some economists argue 
that austerity went too far too quickly and that the economy was weakened as a result. Others argued 
that bringing borrowing back under control was essential to the long-term health of the economy. Why the 
difference of opinion?

One reason is the assumptions that underpin models used in calculating the effects of austerity. In the 
UK, the independent Office for Budget Responsibility bases its calculations on the assumption of a fiscal 
multiplier of 0.5. In other words, every £1 of cuts in public spending would reduce economic output in the 
economy by 50p. The IMF has estimated the size of these fiscal multipliers to be much higher, at some-
where between 0.9 and 1.7. At the upper end of these estimates of the fiscal multiplier, the effect on the 
economy is considerable. Analysis has put the effect of the UK government’s cuts at around 8 per cent of 
GDP over five years if the fiscal multiplier is assumed to be 1.3, about the middle of the IMF’s range. The 
government of the UK would argue that even if the size of the fiscal multiplier were at this level, some of 
the effects would be offset by the level of quantitative easing by the Bank of England.

The argument for austerity Countries must take steps to get public finances under control. If attempts 
are made by a member of the euro area to increase borrowing to spend out of recession, the effect will 
be increased inflation, higher borrowing costs across the whole of the EU and further uncertainty which 
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threatens the whole of the euro area. There is also a moral dimension to the necessity for austerity – it is 
not fair to expect the taxpayers of countries which have maintained a sound fiscal stance, and abided by 
the rules of the euro area, to pay for the lax behaviour of governments in other countries.

In the short to medium term, the effects of austerity are considerable, but the long-term benefits of 
sounder finances, improved structural reforms and a stronger banking sector will mean that all countries in 
Europe will be more competitive and in a position to benefit from stronger and more sustained economic 
growth in the future.

The argument for Growth The main cause of the problems facing Europe stem from the financial system 
not from government debt. Austerity at a time of economic slowdown will affect economies considerably 
and will be further exacerbated by the lack of credit in economies caused by banks seeking to recapitalize 
and rebuild their balance sheets. Without an adequate supply of credit, consumer spending and business 
investment will decline and lead to a prolonged and damaging period of economic depression. If output 
declines, tax revenues will fall and government spending on benefits will rise, and far from alleviating the 
debt crisis, will merely mean governments are forced to borrow more. The only way to solve the debt 
crisis is to get economies growing again. Governments need to adopt Keynesian-style stimulus spending; 
stronger economic growth will lead to increased tax revenues; and if unemployment falls, government 
spending on welfare support drops, reducing the need to borrow.

The ProduCTiviTy Puzzle
Austerity policies were a feature of the post-Crisis years, but as time has passed, there has been some 
easing of the severity of the policies as growth has returned. Countries like Greece, Italy and Portugal still 
have high levels of debt in relation to GDP, but in countries like Ireland, the situation is much healthier than 
in the immediate post-Crisis period.

What does not seem to have recovered in many countries is productivity. Labour productivity per 
person employed and hour worked has fallen across the euro area from 110.9 in 2005 to 106.9 in 2017. In 
Belgium it has fallen from 132.8 in 2005 to 128.8 in 2017, in Germany from 108.4 to 106.3 over the same 
period, in Italy, 115.0 to 106.8, the Netherlands, 119.1 to 111.0 and in the UK, from 110.0 to 100.2. This is 
all against a background of falling unemployment and rising employment (Source Eurostat, 5EU28 100, 
January 2019).

As we have seen, growth has gradually improved and unemployment has fallen but wage growth has 
remained subdued. The issue has been dubbed ‘the productivity puzzle’.

Productivity: a reminder
Recall that productivity is a measure of the rate of transformation of factor inputs into goods and services. 
It is measured by using the formula:

5Productivity
Total output

Units of the factor

If productivity can be improved, more output can be gained from a given number of factor inputs thus 
reducing average cost. This makes firms more competitive and allows them to increase wages. If produc-
tivity is stagnant, then the rate of wage growth may also be low. If other countries are increasing produc-
tivity at faster rates, competitiveness can be damaged and this can dampen economic growth.

What is the extent of the Problem? Over time, improvements in technology, experience, learning, and 
new goods and services tend to result in a gradual improvement in productivity. Since the latter part of 
the 1990s, productivity in the UK had been increasing at a rate of around 2 per cent a year. This is not nec-
essarily ‘good’ or ‘bad’ because how competitive the UK is with other economies depends on the rate at 
which other economies are increasing their productivity. Figure 32.1 shows the rate at which productivity 
increased as an index. Measuring productivity in this way, we can see that between January 1997 and July 
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2008, the trend was upwards, albeit with some peaks and troughs. It could be reasonable to presume that 
this trend would continue over time, and this is shown by the blue line after July 2008. However, actual 
productivity has been much lower than this trend line. With 2008 being the base year, we can see that 
productivity has been below 100 throughout the post-Crisis period, only going above 100 in 2016. If pro-
ductivity had increased at trend, it would be around 16 per cent higher.

105Productivity
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fiGure 32.1

It is perhaps no coincidence that the deviation from trend occurred around the time of the Financial  
Crisis. Lower productivity during a recession is expected, but as the economy recovers, even though  
this took longer than in other cases of recession experienced by the UK, productivity has not begun to 
pick up.

In the third quarter of 2018, the ONS in the UK reported an increase in labour productivity of 0.2 
per cent compared with the same quarter in 2017. This was noted as ‘the weakest growth since Quar-
ter 3 2016’. In 2017, the ONS had noted that productivity growth ‘on a rolling ten-year basis’ had been 
‘amongst the weakest since official records began and may not be comparable with any period since the  
early 1820s’.

Part of the puzzle is not just that productivity has been stagnant, it is also puzzling when taking into 
account other data. For example, since 2010, GDP, employment and the total number of hours worked all 
began to increase from low, post-Crisis levels. Similar changes in the past have been associated with rising 
productivity, but not this time. If there are more people employed, working more hours and with output 
growing, why is productivity so weak?

Why the Puzzle?
The short answer to the question of why productivity has been so weak is simple – no one really knows. 
There are, however, a number of potential explanations which have been put forward.

The nature of the labour Market ‘Traditional’ labour market theory would suggest that in periods of 
downturn, firms shed labour and unemployment rises. During the post-Crisis recession, unemployment 
did increase in the UK but not by as much as the severity of the recession may have suggested. One 
explanation for this was that firms were finding ways to avoid making workers redundant so that they did 
not have labour problems when demand eventually did begin to increase. This has been termed ‘labour 
hoarding’.

Firms might decide to keep hold of labour because they find the cost of recruitment expensive, work-
ers might have particular skills which they do not want to lose, there are minimum labour levels which 
firms need to operate, and even if some workers are underemployed, they are still needed for the firm to 
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operate. It might also be the case that workers have agreed to temporary wage cuts or reductions in hours 
to keep their jobs and ‘help the firm out’ during difficult times.

Labour hoarding might help explain some of the story, but the fact that employment and the number 
of hours worked have increased since 2011 means it cannot provide a full explanation. Another suggestion 
is that the workers who are finding employment are doing so in jobs where productivity is low anyway, 
in particular in low-skilled employment. It may also be the case that workers are taking on part-time 
employment. This would mean that official figures show they are employed but it is also likely overall, part-
time work is associated with lower productivity than full-time work. For example, on a per worker basis, 
10 people employed part-time may not be as productive as seven people employed in similar jobs on a  
full-time basis.

financial Markets and lending As we have seen, the Financial Crisis caused major disruptions to the 
financial system. Banks have had to restructure their balance sheets and as regulation has tightened, there 
has been an increase in scrutiny in lending and risk. Even though the Financial Crisis began to ease after 
2010, banks have continued to be risk averse and credit has been more limited than before the Crisis. 
Smaller firms have found that access to funds for investment and expansion has been more challenging, 
and the publicity surrounding this has put off firms from trying to borrow.

Some research has suggested that firms who are efficient and who generate good returns from invest-
ment have not been able to access capital, and less-efficient firms have continued to operate, despite the 
lower returns on investment they experience. These factors could both contribute to lower productivity overall.

investment Investment growth has been relatively weak in the period after the Financial Crisis, with firms 
seeming to be reluctant to commit to longer-term investment projects. This has not been helped by the 
uncertainties over the exit of the UK from the EU. It has been reported that many large firms are ‘sitting 
on piles of cash’, cash which, in other times, may have been used for investment. If firms are reluctant to 
invest at levels seen previously, then the ratio of capital to labour declines over time, or does not grow as 
fast as it could, and this acts as a drag on productivity.

The type of firm which accesses funds might also be a contributory factor in explaining the weakness in 
productivity growth. It is likely that very large firms are in a position to access investment funds because 
of their size and ability to exploit economies of scale. However, even though these firms could access 
investment funds, they are more risk averse and have reduced the extent to which they are willing to 
invest. Small and medium-sized enterprises (SMEs) are often regarded as the drivers of innovation and 
productivity growth in an economy. They are still small enough to be flexible, dynamic and innovative, and 
this helps improve overall productivity in the economy. However, the fact that they are relatively small 
also means that the risk involved in lending to them is greater. The very firms that the economy needs 
to be investing in may be constrained by the functioning of the capital markets and the challenges in  
accessing funds.

statistical Measurement Measures of productivity are dependent on accurate raw data and appropri-
ate statistical methods. We might look at measures of productivity in 2018 and lament that they are not 
as high as they should have been if the trend since the 1990s continued, but what if the economy has 
changed so that we are not measuring like for like anymore? This has been one suggestion for explaining 
what we are seeing with productivity measures.

Our simple formula for measuring productivity is total output divided by the factor input. It is likely that 
the typical examples given to help illustrate the concept of productivity use the output of a physical good 
and the amount of labour as the example. If 10 workers produce 500 screwdrivers for the do-it-yourself 
market per week, then the output per worker is 50 screwdrivers. If these same 10 workers produce 600 
screwdrivers per week with the same equipment in the next year, then productivity goes up to 60 screw-
drivers per worker per week, an increase in productivity of 20 per cent.

Now consider the following. A lecturer at a university is providing a service. They have a teaching 
commitment, chair a number of committees associated with different aspects of the university, includ-
ing student welfare, supporting students’ career choices, as well as having to carry out research which 
involves them working as a consultant with a private sector firm. This research is written up and published 
in scholarly journals which, in turn, helps the university to access funding and improves its reputation. How 
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should the productivity of the lecturer be measured? Research output in terms of the number of papers 
published? The number of students they teach? The number of students they help who may be having 
personal problems? The number of committee hours they chair? The number of students who get full-time 
jobs in the first year after finishing university?

There are increasingly sophisticated ways in which productivity is measured, but it could be that these 
are not keeping up with the pace at which our output at work changes. If this is the case, then the 
measure of productivity might simply be inaccurate and not reflective of the way in which the modern 
economy works. National statistical offices like the ONS do monitor and review their models and revise 
past data based on the better understanding these models provide. How output is measured is critical to 
the reporting of GDP, as is the way employment is measured. For example, the ONS has reviewed the 
post-recession performance of the economy in the early 1990s based on revised models. At the time, it 
was reported that by the second quarter of 1993, only half of the loss in GDP as a result of the recession 
had been recouped. Models used today suggest that this is inaccurate and that by the second quarter of 
1993, all of the loss of GDP had been recouped.

The Crisis in hindsight
The Financial Crisis 2007–9 led to one of the most damaging economic episodes since the Great Depres-
sion. The causes of the Crisis have been well documented and the implications for economics widespread. 
Some of the fundamental approaches, methodologies and theories which have dominated the discipline 
have been called into doubt. There have been criticisms of the EMH and developments in behavioural 
economics applied to finance as economists search for new models and theories which better predict 
future events.

There are plenty of articles, books and comments on post-Crisis economics. There are many which 
proclaim that ‘dead theories’ are walking among us and that students are being disadvantaged by being 
taught these defunct theories. The Nobel Prize committee has also been criticized for awarding the Prize 
for Economic Sciences to Eugene Fama, and for focusing too much on orthodox approaches to econom-
ics. Econometric studies can provide (sometimes) weak support for certain models, but users of such 
approaches argue that this is how empirical study works, and simple observation or anecdote is insuffi-
ciently rigorous. If a model is to be cast aside, then, it is argued, something else must replace it which is 
capable of being tested.

There are, however, economists who are defending the orthodoxy, and it is perhaps safe to say that 
the discipline faces an interesting period of development as research continues. This chapter has briefly 
introduced some of the causes of the Financial Crisis, the issues which it has created and some of the 
issues European countries have faced in the years following the Crisis. There is much more detail and 
complexity behind all of the issues covered here, and as your studies develop, you may have the opportu-
nity or interest to explore these further. As you read, you will need to exercise judgement in considering 
the claims and counterclaims of economists and commentators. It is not the intention of this chapter 
to promote any particular view or model, but to outline some of the arguments which have surfaced in  
the discipline.

suMMary
●● A period of relative economic stability across many developed economies was referred as The Great Moderation 

or Great Stability.

●● Deregulation of financial markets had been a feature of policy in the United States and the UK, which led to an 
increase in innovation and a build-up of debt and credit by households and governments.

●● House prices had been rising for some time, and the belief that they would continue to rise led to more people 
becoming mortgage holders, including those who had poor credit ratings.

●● As inflation began to accelerate, central banks began to increase interest rates and the number of people default-
ing on mortgages began to rise.

●● As the number of defaults increased, the complex web of financial interdependence began to unravel, and a num-
ber of banks and financial institutions collapsed or had to be bailed out by governments.
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●● The Financial Crisis of 2007–9 led to one of the worst economic downturns since the Great Depression.

●● A number of economic theories and approaches came under severe criticism following the Crisis. In particular,  
the EMH came under attack for ignoring behavioural effects which were seen as being at the heart of asset 
bubbles.

●● Other approaches and theories saw a revival of interest including Keynesian demand management and Minsky’s 
financial instability hypothesis.

●● In addition to business cycles, economies can also experience financial cycles which tend to have longer 
amplitudes.

●● The financial accelerator theory states that problems in financial markets can amplify shocks to the real economy. 
Benign economic conditions can lead to an increase in risk-taking by banks and households, and debt levels 
increase. While asset prices are rising, the financial sector and the real economy benefits from the expansion  
of debt.

●● Ultimately, when asset prices fall, the effect on the banking sector and households can be extensive and   
emergence from financial crises tends to take much longer than downturns in business cycles due to real econ-
omy shocks.

●● Inflation rate targeting may have been one factor contributing to the Financial Crisis, given central banks’ focus on 
inflation rather than debt or rising asset prices.

●● Both central banks and regulators have come in for criticism about their role in the Crisis and their response after 
it. Reforms to banking systems and regulation continue to be discussed.

●● The sovereign debt crisis developed as a result of the Financial Crisis. Countries experiencing economic slowdown 
were forced to borrow more, and the extent of their debt created nervousness of the prospect of default.

●● A number of countries had to seek financial assistance from the EU and the IMF. The ESM represents a permanent 
mechanism to help support countries in financial difficulties.

●● Part of the conditions for receiving assistance has been the implementation of austerity programmes which have 
further impacted on economic growth across the EU.

●● A debate about the benefits of austerity and the need to promote growth has developed, which is ongoing.

●● One of the features of some post-Crisis economies has been a fall in productivity, which is referred to as the ‘pro-
ductivity puzzle’.

another Crisis?
Economists bore the brunt of criticism in relation to the Financial Crisis because its theories failed to predict it. Since 
2009, there has been much soul searching and debate within the profession, but are we any closer to being able to 
predict the next financial crisis?

One of the causes of the Financial Crisis was the increase in debt taken on by banks and financial institutions 
around the world, and by ordinary people. Whether it was taking on debt to buy property, to finance holidays, or buy 
consumer goods, the build-up of debt fuelled what some believe were ‘bubbles’. Given how painful the Crisis and its 
aftermath has been, surely we have all learnt our lesson?

In early 2019, the IMF published an update on its Global Debt Database providing data on public and private 
debt for 190 countries. The highlights of the update are that global debt is the highest it has ever been at a nominal 
value of $184 trillion (€160tn/£140tn). This is the equivalent of $86,000 per head of the global population and 2 1

2 times 
average per capita income. It is estimated at 225 per cent of 2017 global GDP. The United States, China and Japan 

in The neWs
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account for over half that total. Private sector debt 
has increased by three times its 1950 value. Ian 
Stewart, Chief Economist for Deloitte, has noted 
that global debt has risen by 60 per cent in the 
last 10 years, a rate far faster than global growth. 
Stewart points out that a particularly concerning 
development has been the stalling of the meas-
ures by banks to improve their balance sheets 
and reduce their reliance on leverage. The sov-
ereign debt crisis resulted in the ECB providing 
cheap credit and he points out that ‘euro area 
financial institutions are more heavily indebted 
now than in 2007’. Stewart concludes by saying: ‘A 
global financial crisis, like 2007–08, is to be feared 
and resisted. In a dynamic economy smaller 
scale blow ups, where the damage is confined 
largely to the players, are necessary correctives  
to excess.’

The former governor of the Bank of England at the time of the Financial Crisis, Mervyn King, has written on aspects 
of the Crisis and what should be done to prevent another in his book The End of Alchemy: Money, Banking and the 
Future of the Global Economy. King is pessimistic that enough lessons have been learned to prevent a further cri-
sis. He points to a disequilibrium in global economies between spending and saving, which is not being addressed 
through appropriate changes in international currencies to reflect trade flows. King notes:

Fifty years from now, will our grandchildren ask why we lacked the courage to put in place reforms to stop 
a crisis happening again? I hope not. Events drive ideas, and the experience of crisis is driving economists 
to develop new ideas about how our economies work. They will be needed to overcome the power of vested 
interests and lobby groups.
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blogs.imf.org/2019/01/02/new-data-on-global-debt/, accessed 31 January 2019.

reaction.life/is-there-a-borrowing-bubble/, accessed 31 January 2019.

King, M. (2016) The End of Alchemy: Money, Banking and the Future of the Global Economy. London: Little, Brown.

Critical Thinking Questions

1 Given the information in this chapter, do you think it is fair that economists have ‘borne the brunt of criticism in 
relation to the financial Crisis’?

2 do the figures given in the chapter on the size and growth of debt suggest that we are heading for another 
financial crisis? explain.

3 do you think that the actions of the eCB in providing some euro area banks with ‘cheap credit’ is just another 
example of central banks bailing out banks who refuse to take responsibility for their actions?

4 Critically assess the quote by ian stewart when he says that ‘smaller scale blow ups … are necessary correc-
tives to excess’.

5 Why do you think the ‘power of vested interests and lobby groups’ might be needed to be overcome, as Mervyn 
king argues, if new ideas in economics are to have any effect on future reform of the financial system?

The build-up of debt could potentially cause another crisis, but can 
‘bubbles’ be a way of predicting the onset of a crisis?
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QuesTions for revieW
1 What is deregulation, and what were the main features and consequences of the deregulation of the financial markets 

in the 1980s, 1990s and into the 2000s?

2 What is meant by the term ‘sub-prime market’?

3 Why did many countries experience a banking crisis in 2007–8?

4 What is meant by the term ‘efficient markets hypothesis’?

5 What are the main characteristics of asset bubbles?

6 Briefly describe the theory of the ‘financial accelerator’.

7 How did central banks respond to the Financial Crisis?

8 Why did governments such as those in Greece, Spain, Ireland, Portugal and Italy experience such a rise in deficits and 
debt in the wake of the Financial Crisis?

9 What are the main arguments for and against the continuation of austerity programmes in countries which have 
experienced sovereign debt problems?

10 What is the ‘productivity puzzle’, and what are the main explanations put forward for explaining the puzzle?

ProBleMs and aPPliCaTions
1 Explain how deregulation of the financial system may have affected the following:

a. A newly married couple, aged 24, who have just secured their first job and want to buy a house.
b. Joint homeowners with a house valued at €350,000 with a mortgage of €200,000  who want to celebrate their 

25th wedding anniversary with a world cruise and who are looking to borrow money to do so.
c. The market for newly constructed properties.

2 As the Financial Crisis developed, newspapers often carried lurid headlines about the extent to which house prices 
were falling, for example, ‘House Prices Fall 50 Per Cent’. Economists might view these headlines from a more critical 
perspective.
a. What does ‘House Prices Fall 50 Per Cent’ actually mean? (This might sound a strange question but think about it from 

a homeowner’s perspective.)
b. Is the price of a house and its value the same thing? Explain.
c. Is the value of a house only relevant to those who are actually buying and selling a property? Explain.
d. A homeowner bought a house in 2003 for €320,000 and in 2006 it was valued at €550,000. They had to sell the property 

at the height of the Financial Crisis due to a job relocation. The price they received was €380,000. How much did the 
homeowner lose (if anything)? Explain your answer.

3 Consider some of the implications of the assumption of rational behaviour in a market for an asset such as bonds. What 
might you expect to see happening in such a market in response to new information?

4 Consider Eugene Fama’s comments in his Nobel Prize lecture on identifying asset bubbles.
a. Do the examples he gives convince you that the concept of asset bubbles has ‘little meaning’?
b. If people are aware of herd mentality, then should this imply that such behaviour will become part of the available 

information that people will factor into decision-making?

5 From Malkiel (2003):

I suspect that the end result will not be an abandonment of the belief of many in the profession that the stock 
market is remarkably efficient in its utilization of information. Periods such as 1999 where ‘bubbles’ seem to have 
existed, at least in certain sectors of the market, are fortunately the exception rather than the rule. Moreover, 
whatever patterns or irrationalities in the pricing of individual stocks that have been discovered in a search of 
historical experience, are unlikely to persist and will not provide investors with a method to obtain extraordinary 
returns. If any $100  bills are lying around the stock exchanges of the world, they will not be there for long.

(Malkiel, B.G. (2003) The Efficient Markets Hypothesis and Its Critics. CEPS Working Paper no 91).

To what extent would you agree with this assessment of the value of the EMH?
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6 To what extent do you think that Minsky’s financial instability hypothesis is the most accurate theory to explain the 
Financial Crisis of 2007–9?

7 In the face of a financial crisis such as that created by the dot.com collapse and the 9/11 terrorist attacks in the US, why 
would a central bank have responded by lowering interest rates and flooding the markets with liquidity?

8 What is the role of the European Stability Mechanism in managing sovereign debt problems of member countries?

9 Governments across Europe have instituted austerity measures in an attempt to cut budget deficits which ballooned 
after the Financial Crisis. Are they right to do this if economic recovery is weak?

10 Suppose the government cuts taxes and increases spending, raising the budget deficit to 12 per cent of GDP. If nominal 
GDP is rising 7 per cent per year, are such budget deficits sustainable forever? Explain. If budget deficits of this size 
are maintained for 20 years, what is likely to happen to your taxes and your children’s taxes in the future? Can you do 
something today to offset this future effect?
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Common CurrenCy 
AreAs

During the 1990s, a number of European nations decided to give up their national currencies and use a 
common currency called the euro by joining European Economic and Monetary Union (EMU).
A common currency area is a geographical area throughout which a single currency circulates as the 

medium of exchange. Another term for a common currency area is a currency union, and a closely related 
phenomenon is a monetary union: a monetary union is, strictly speaking, a group of countries that have 
adopted permanently and irrevocably fixed exchange rates among their various currencies. Nevertheless, 
the terms ‘common currency area’, ‘currency union’ and ‘monetary union’ are often used more or less 
interchangeably, and in this chapter, we’ll follow this practice.

33

common currency area a geographical area throughout which a single currency circulates as the medium of exchange

Usually we speak of common currency areas when the people of a number of economies, generally 
corresponding to different nation states, have taken a decision to adopt a common currency as their 
medium of exchange, as was the case with European Monetary Union.

The euro
At the time of writing there are 19 countries that have joined European Economic and Monetary Union, 
or EMU. (Note that EMU stands for Economic and Monetary Union, not European Monetary Union, as 
is often supposed.) The countries that currently form the euro area are Austria, Belgium, Cyprus, Estonia, 
Finland, France, Germany, Greece, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, the Netherlands, 
Portugal, Slovakia, Slovenia and Spain. The move towards a single European currency has a very long his-
tory. The main landmarks in its formation started in 1992 with the Maastricht Treaty (formally known as the 
Treaty on European Union), which laid down (among other things) various criteria for being eligible to join 
the proposed currency union. To participate in the new currency, member states had to meet strict criteria 
such as a government budget deficit of less than 3 per cent of GDP, a government debt to GDP ratio of less 
than 60 per cent, combined with low inflation, and interest rates close to the EU average. The Maastricht 
Treaty also laid down a timetable for the introduction of the new single currency and rules concerning the 
setting up of a European central bank. The European Central Bank (ECB) actually came into existence in 
June 1998 and forms, together with the national central banks of the countries making up the common 
currency area, the European System of Central Banks (ESCB), which is given responsibility for ensuing 
price stability and implementing the single European monetary policy.

European Economic and Monetary Union the European currency union that has adopted the euro as its common 
currency
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The single European currency – the euro – officially came into existence on 1 January 1999 when 12 
countries adopted it (although Greece did not join the EMU until 1 January 2001). On this date, exchange 
rates between the old national currencies of euro area countries were irrevocably locked. A few days later 
the financial markets began to trade the euro against other currencies such as the US dollar, as well as to 
trade securities denominated in euros.

The period from the beginning of 1999 until the beginning of 2002 was a transitional phase, with 
national currencies still circulating within the euro area countries, and prices in shops displayed in both 
euros and local currency. On 1 January 2002 the first euro notes and coins came into circulation and, 
within a few months, the switch to the euro as the single medium of exchange was completed throughout 
the euro area.

The formation of EMU was an enormously bold step for the 12 countries initially involved. Most of the 
national currencies that have been replaced by the euro had been in circulation for hundreds of years. 
There were political reasons for the impetus towards a single currency, but perceived economic benefits 
as well. In particular, there was a belief that having a common European currency would help ‘complete 
the single market’ for European goods, services and factors of production that had been an ongoing pro-
ject for much of the post-war period.

The single european market
Following the devastation of two world wars in the first half of the twentieth century, each of which had 
initially centred on European conflicts, some of the major European countries (in particular France and 
Germany) expressed a desire to make further wars impossible between them through a process of strong 
economic integration that, it was hoped, would lead to greater social and political harmony. This led to the 
development of the European Economic Community (EEC) – now referred to as the European Union, 
or EU. The official website of the European Union defines the EU as ‘a family of democratic European 
countries committed to working together for peace and prosperity’.

European Union a family of democratic European countries committed to working together for peace and prosperity

Single European Market a (still not complete) EU-wide market throughout which labour, capital, goods and services 
can move freely

Initially the EU consisted of just six countries: Belgium, Germany, France, Italy, Luxembourg and the 
Netherlands. In 1973, Denmark, Ireland and the UK joined. Greece joined in 1981, Spain and Portugal in 
1986, and Austria, Finland and Sweden in 1995. In 2004 the biggest ever enlargement took place with 
10 new countries joining. Croatia became a member state in July 2013, and at the time of writing there 
are five ‘candidate countries’ seeking membership. These are Albania, the Republic of North Macedonia, 
Montenegro, Serbia and Turkey. Bosnia and Herzegovina, and Kosovo are classed as ‘potential candidates’.

The creation of the Single European Market has been a major political and economic development. 
In the Single European Market, labour, capital, goods and services can move freely. It was argued that 
as member states got rid of obstacles to trade between themselves, companies would start to enjoy 
economies of scale as they expanded their markets across Europe. At the same time, inefficient firms 
would be exposed to more cross-border competition, either forcing them out of business or forcing them 
to improve efficiency. The aim was to provide businesses with an environment of fair competition in which 
economies of scale could be reaped and a strong consumer base developed to enable expansion into 
global markets. Households, on the other hand, would benefit from lower prices, greater choice of goods 
and services, and work opportunities across a wide area, while the economy in general would benefit from 
the enhanced economic growth that would result.
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Early steps towards the creation of the Single European Market included the abolition of internal EU 
tariff and quota barriers in 1968 and a movement towards greater harmonization in areas such as indirect 
taxation, industrial regulation and EU-wide policies towards agriculture and fisheries.

Nevertheless, it proved difficult to make progress on the more intangible barriers to free movement 
of goods, services, capital and labour. For example, even though internal tariffs and quotas had been 
 abolished in the EU, local tax systems and technical regulations on goods and services still differed from 
country to country so that it was in practice often difficult to export from one country to another. Thus, 
a car produced in the UK might have to satisfy a certain set of emission and safety requirements in 
one European country and another set of requirements in another EU country. Or a qualified engineer 
might find that their qualifications, obtained in Italy, were not recognized in Germany. The result was that 
during the 1970s and early 1980s, growth in the EU member states began to lag seriously behind that of 
 international competitors – especially the United States and Japan. Therefore in 1985 a discussion docu-
ment was produced by the European Commission that subsequently led to a European Act of  Parliament – 
the 1986 Single European Act. This identified some 300 measures that would have to be addressed to 
complete the Single European Market and set 31 December 1992 as the deadline for completion. The 
creation of the Single European Market was to be brought about by EU Directives telling the governments 
of member states what changes needed to be put into effect to achieve four goals:

1. The free movement of goods, services, labour and capital between EU member states.
2. The approximation of relevant laws, regulations and administrative provisions between member states.
3. A common, EU-wide competition policy, administered by the European Commission.
4. A system of common external tariffs implemented against countries who are not members of the EU.

The Single European Market is still far from complete. In particular, there still exist, between EU  
members, strong differences in national fiscal systems, while academic and professional qualifications 
are not easily transferable, and labour mobility across EU countries is generally low. Some of the reasons 
for this are hard to overcome; language barriers and relative levels of economic development hamper the 
movement of factors, and member states continue to compete with one another economically, at times 
seeking their own national interests rather than the greater good of the EU.

Nevertheless, the years between 1985 and 1992 did see some important steps in the development 
of the Single European Market, and the resulting achievements of the Single European Market project 
were not negligible: the European Commission estimates that the Single European Market helped create 
2.5 million new jobs and generated €800 billion in additional wealth in the 10 years or so following 1993.

In the context of the Single European Market project, therefore, the creation of a single European 
currency was seen as a final step towards ‘completing the market’, by which was meant two things:  
(1) getting rid of the transaction costs from intra-EU trade that result from different national currencies 
(and which acted much as a tariff) and (2) removing the uncertainty and swings in national competitive-
ness among members that resulted from exchange rate movements. Before EMU, most EU countries 
participated in the Exchange Rate Mechanism (ERM), which was a system designed to limit the variability 
of exchange rates between members’ currencies. However, the ERM turned out not to be a viable way of 
reducing volatility in the exchange rate and, in any case, had no effect on the transaction costs arising from 
bank charges associated with changing currencies when engaging in intra-EU trade.

The BenefiTs AnD CosTs of A Common CurrenCy

Benefits of a single Currency
elimination of Transaction Costs One obvious and direct benefit of a common currency is that it makes 
trade easier between members and, in particular, there is a reduction in the transaction costs involved in 
trade between members of the common currency area. When a German company imports French wine, 
it no longer pays a charge to a bank for converting German marks into French francs with which to pay 
the wine producer; it can just pay in euros. Of course, the banking sector loses out on the commission it 
charged for converting currencies, but this does not affect the fact that the reduction in transaction costs 
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is a net gain. This is because paying a cost to convert currencies is in fact a deadweight loss in the sense 
that companies pay the transaction cost but get nothing tangible in return.

reduction in Price Discrimination It is sometimes argued that a second albeit indirect gain to the mem-
bers of a common currency area results from the reduction in price discrimination that should ensue when 
there is a single currency. If goods are priced in a single currency, it should be much harder to disguise 
price differences across countries. As we have discussed, price discrimination involves a deadweight loss 
to society, so this is a further gain from a single currency. This argument assumes that the transparency in 
prices that results from a common currency will lead to arbitrage in goods across the common currency 
area: people will buy goods where they are cheaper (tending to raise their price in that location) and reduce 
their demand for goods where they are more expensive (tending to reduce the price in that location).

Overall, however, EMU seems unlikely to bring an end to price discrimination across euro area coun-
tries. For items like groceries, having a single currency is unlikely to be much of an impetus to price 
convergence across the common currency area because of the large transaction costs (mainly related 
to travelling) involved in arbitrage relative to the prices of the goods themselves. To take advantage of 
price differences, cross-border shopping can take place – if it is relatively easy and convenient – but doing 
so across the whole of the EU means that the effects are necessarily more limited. Big ticket items like 
household appliances and electronic goods, where the transaction costs may be lower as a percentage 
of the price of the good in question, are also unlikely to be arbitraged heavily across national borders by 
consumers because of their durable nature and the need for confidence in after-sales service. In addition, 
the fact that different countries in the EU still have different plugs and power systems, which are difficult 
to harmonize, also reduces the overall impact.

reduction in foreign exchange rate Variability A third argument in favour of a common currency 
relates to the reduction in exchange rate variability and the consequent reduction in uncertainty that 
results from having a single currency. Exchange rates can fluctuate substantially on a day-to-day basis. 
Before EMU, when a German supermarket imported wine from France to be delivered, say, three months 
later, it had to worry about how much a French franc would be worth in terms of German marks in three 
months’ time and, therefore, what the total cost of the wine would be in marks. This uncertainty might 
deter the supermarket company from importing wine at all, and instead lead it to concentrate on selling 
German wines, thereby foregoing the gains from trade and reducing economic welfare. The supermarket 
could have eliminated the uncertainty by getting a bank to agree to sell the francs at an agreed rate against 
marks to be delivered three months later (an example of a forward foreign exchange contract). But the 
bank would charge for this service, and this charge would be equivalent to a tariff on imported wine and 
this again would represent a deadweight loss to society.

The reduction in uncertainty arising from the removal of exchange rate fluctuations may also have a 
positive effect on investment in the economy. This would clearly be the case for companies that export a 
large amount of their output to other euro area countries, since less uncertainty concerning the receipts 
from its exports means that it is able to plan for the future with less risk, so that investment projects such 
as building new factories appear less risky. An increase in investment will benefit the whole economy 
because it is likely to lead to higher economic growth.

Costs of a single Currency
The major cost to an economy in joining a common currency area relates to the fact that it gives up its 
national currency and thereby gives up its freedom to set its own monetary policy and the possibility of 
macroeconomic adjustment coming about through movements in the external value of its currency. Mon-
etary policy is decided by the ECB. This is a potential problem. Suppose, for example, that there is a shift 
in consumer preferences across the common currency area away from goods and services produced in 
one country (Germany, say) and towards goods and services produced in another country (France, say).

This situation is depicted in Figure 33.1, which shows a leftwards shift in the German AD curve and a 
rightwards shift in the French AD curve. What should policymakers in France and Germany do about this? 
One answer to this is, nothing: in the long run, each economy will return to its natural rate of output. In 
Germany, this will occur as the price level falls and wages, prices and perceptions adjust. In particular, as 
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unemployment rises in Germany, wages eventually begin to fall. Lower wages reduce firms’ costs and so, 
for any given price level, the amount supplied will be higher. In other words, the German SRAS curve will 
shift to the right, until eventually it intersects with the AD curve at the natural rate of output. The opposite 
happens in France, with the SRAS curve shifting to the left. The adjustment to the new equilibrium levels 
of output is also shown in Figure 33.1.
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raises output from FY1  to FY2 . Over time, however, wages and prices will adjust, so that German and French output return to their 
natural levels, GY1  and FY1 , with lower prices in Germany, at GP3 , and higher prices in France, at FP3 .

fiGure 33.1

Note that, if Germany and France had maintained their own currencies and a flexible foreign exchange 
rate, then the short-term fluctuations in AD would be alleviated by a movement in the exchange rate: as 
the demand for French goods rises, and for German goods falls, this would increase the demand for French 
francs and depress the demand for German marks, making the value of francs rise in terms of marks in 
the foreign currency exchange market. This would make French goods more expensive to German resi-
dents since they must now pay more marks for a given number of French francs. Similarly, German goods 
become less expensive to French residents. Therefore, French net exports would fall, leading to a fall in 
AD. This is shown in Figure 33.2, where the French AD curve shifts back to the left until equilibrium is again 
established at the natural rate of output. Conversely – and also shown in Figure 33.2 – German net exports 
rise and the German AD curve shifts to the right until equilibrium is again achieved in Germany.

In a currency union, however, this automatic adjustment mechanism is not available, since, of course, 
France and Germany have the same currency (the euro). The best that can be done is to wait for wages 
and prices to adjust in France and Germany so that AS shifts in each country, as in Figure 33.1. The 
resulting fluctuations in output and unemployment in each country will tend to create tensions within the 
monetary union, as unemployment rises in Germany and inflation rises in France. German policymakers, 
dismayed at the rise in unemployment, will favour a cut in interest rates to boost AD in their country, while 
their French counterparts, worried about rising inflation, will be calling for an increase in interest rates in 
order to curtail French AD. The ECB will not be able to keep both countries happy. Most likely, it will set 
interest rates higher than the German desired level and lower than the French desired level.

The ECB pursues an inflation targeting strategy, and the inflation rate it targets is based upon a CPI 
constructed as an average across the euro area. If a country’s inflation rate (or expected inflation rate) is 
below the euro area average, the ECB’s monetary policy will be too tight for that country; if it is above the 
average, the ECB’s monetary policy will be too loose for it. All that is possible is a ‘one size fits all’ mon-
etary policy. It is for this reason that entry to the euro area is restricted to those countries that can meet 
the criteria where inflation and interest rates are close to the EU average.
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The Theory of oPTimum CurrenCy AreAs
Optimum currency area (OCA) theory attempts to set down a set of criteria for a group of countries such 
that, if the criteria were satisfied, then it would in some sense be ‘optimal’ for the countries to adopt a 
common currency. The qualifier ‘optimal’ here refers to the ability of each of the countries to limit the costs 
of monetary union and enhance the benefits. It is generally used loosely, since there is no way for certain 
of ensuring whether it is indeed optimal for a group of countries to form a currency union and, more often 
than not, countries will fulfil some but not all of the OCA criteria.

self TesT List and discuss the key costs and benefits of joining a currency union.

optimum currency area a group of countries for which it is optimal to adopt a common currency and form a currency 
union
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Until prices have had time to adjust, the fall in German AD leads to a fall in output from GY1  to GY3 . However, because this is due to a 
fall in net foreign demand, the value of the German currency falls, making German goods cheaper abroad. This raises net exports and 
restores AD. The converse happens in France: the increase in net foreign demand raises the external value of the French currency, 
making French goods more expensive abroad and choking off AD to its former level.

fiGure 33.2

Characteristics That reduce the Costs of a single Currency
Consider first the characteristics of a group of countries that would reduce the costs of adopting a common 
currency. As we have discussed, the main cost to participating in a monetary union is the loss of monetary 
policy autonomy for the individual countries concerned, as well as ruling out the possibility of macroe-
conomic adjustment through exchange rate movements. One way in which the economic (and political) 
tensions arising from the loss of the exchange rate instrument and the imposition of a ‘one size fits all’ 
monetary policy will be alleviated, is if the economies in question move rapidly to long-run equilibrium 
following a macroeconomic shock. Given the assumption of a short-run trade-off between inflation and 
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unemployment, the faster the economies concerned can get to the long run – in other words, return to 
their natural rates of output and unemployment – the better. This speed of adjustment to long-run equilib-
rium will be high if there is a high degree of wage flexibility in the common currency area, and/or if there is 
a high degree of labour mobility. As we have seen, since the Financial Crisis 2007–9, it is not certain what 
the trade-off between inflation and unemployment is like, or even if it has disappeared. Equally, it is not 
certain that the natural rate of unemployment is something that is useful to refer to.

Another way in which tensions across the common currency area would be alleviated would be if 
all countries in the currency union were prone to the same kind of demand shocks (e.g. if AD fell in all 
countries simultaneously), since then each would favour similar macroeconomic policy decisions (e.g. a 
reduction in interest rates).

We consider each of these types of characteristics in turn.

real Wage flexibility Suppose there is a high degree of wage flexibility in each of the member coun-
tries, so that wages respond strongly to rises and falls in unemployment. This means that the adjustment 
to long-run equilibrium, as shown in Figure 33.1, occurs very quickly. In our example, the shift in AD in 
Germany leads to falling wages, so that firms make more profit for any given level of prices, the AS curve 
shifts to the right and Germany returns to the natural rate of output. If wages are very flexible, this adjust-
ment may be very rapid, so that the short run is very short indeed. Similarly for France, the rightwards shift 
in AD leads to rapidly rising wages, and firms find it less profitable to produce any given level of output, 
so that the supply curve shifts leftwards and a new long-run equilibrium is established at the natural rate 
of output. Hence, by compressing the short run, tensions across the monetary union are ironed out very 
quickly.

Note that it is the real wage that is of importance here: it is real wages that must adjust to affect the 
AS curve by making it more (or less) profitable for firms to produce a given level of output at any given 
level of prices.

labour mobility Alternatively, suppose that labour is highly mobile between the member countries of 
the currency union: unemployed workers in Germany simply migrate to France and find a job. Again, the 
macroeconomic imbalance is alleviated, since unemployment in Germany will fall as many of the unem-
ployed have left the country, and inflationary wage pressures in France decline as the labour force expands 
with the migrants from Germany. Therefore, it is clear that labour mobility may in some measure cushion 
a currency union from asymmetric shocks, a situation where changes in AD and/or supply differ from 
one country to another.

asymmetric shocks a situation where changes in aggregate demand and/or supply differ from one country to another

Capital mobility Sometimes economists argue that capital mobility can also compensate for the loss of 
monetary autonomy and the absence of exchange rate adjustment among the members of a common 
currency area. A distinction should be made here between physical capital (plant and machinery) and 
financial capital (bonds, company shares and bank loans). In terms of cushioning a currency union from 
asymmetric shocks, movements in physical capital can help by expanding productive capacity in countries 
experiencing a boom, as firms in other member countries build factories there. However, given the long 
lags involved in the installation of plant and equipment, physical capital mobility is likely to be helpful 
mainly for narrowing persistent regional disparities rather than offsetting short-term shocks.

The mobility of financial capital may be more useful in cushioning economies from short-term output 
shocks. For example, residents of a country experiencing a recession may wish to borrow money from the 
residents of a country experiencing a boom to overcome their short-term difficulties. In our two-country 
example, German residents would effectively borrow money from French residents to make up for their 
temporary fall in income. Clearly, this would require that German residents can easily borrow from French 
residents through the capital markets, so that financial capital mobility will be highest between countries 
whose capital markets are highly integrated with one another. For example, if a bank has branches in 
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more than one country of a currency union, then borrowing and lending between growth and recession 
countries will be more or less automatic, as residents in the growth country increase the money they 
are holding in the bank as their income goes up, and residents of the country in recession increase their 
overdrafts (or reduce their money holdings) as their income goes down.

We can relate this discussion back to the notion of permanent income and to the market for loanable 
funds. Recall that a family’s ability to buy goods and services depends largely on its permanent income, 
which is its normal or average income, since people tend to borrow and lend to smooth out transitory 
variations in income. Now, when an AD shock adversely affects the German economy, some German 
households will see their transitory income fall and will want to borrow to increase income back up to 
the permanent or normal level. Since many German households are now doing this at the same time, if 
borrowing is restricted to German financial markets, this will tend to raise interest rates and generally 
make borrowing more difficult. If the market for loanable funds is restricted to the domestic market, then 
we might expect the supply of loanable funds to decrease in a recession and the demand to increase, 
raising interest rates. The resulting rise in interest rates may even make the recession worse by reducing 
investment.

On the other hand, in France, the economic boom means that many households are experiencing 
income levels above their permanent or average level, and so will tend to increase their saving. If the 
German households can borrow from the French households – if the market for loanable funds covers both 
France and Germany – they can both consume at a level consistent with their normal or average levels of 
income with less of an effect on interest rates. There will be an increase in the supply of loanable funds 
because French residents are saving more, and this will partly or even wholly offset the increase in the 
demand for loanable funds arising from German residents who want to borrow more. When the German 
economy comes out of recession and goes into recovery, German households can then repay the loans.

Of course, although we have discussed only bank loans, there are other forms of financial capital, such 
as bonds and company shares, but the principle of the recessionary economy being able to obtain funds 
from the booming economy remains the same. In effect, therefore, financial capital market integration 
across countries allows households to insure one another against asymmetric shocks so that the variabil-
ity of consumption over the economic cycle can be reduced.

symmetric macroeconomic shocks Note that, in describing the costs of belonging to a monetary 
union, we have used the example of a positive demand shock in one country and a simultaneous negative 
demand shock in another. A similar analysis would have followed if we had simply allowed either a positive 
or a negative demand shock in one country and no shock at all in the other country. The central point was 
that the demand shock was asymmetric in the sense that it impacted differently on different members of 
the currency union, requiring different short-run policy responses. Clearly, if the shock were symmetric 
there would be no problem. If, for example, AD rose simultaneously in all member countries, increasing 
expected future inflation, then a policy of raising interest rates would be welcomed by all members of 
the monetary union. This would be the case if the economic cycles of each of the countries making up 
the currency were synchronized in the sense that the various economies tended to enter recession at the 
same time and enter the recovery phase of the cycle at the same time, so that disagreements about the 
best interest rate policy are less likely to occur.

Characteristics That increase the Benefits of a single Currency
high Degree of Trade integration The greater the amount of trade that takes place between a group 
of countries, i.e. the greater the degree of trade integration, the more they will benefit from adopting a 
common currency. One of the principal benefits of a currency union, and the most direct benefit, is the 
reduction in transaction costs that are incurred in trade transactions between the various countries when 
there is a constant need to switch one national currency into another on the foreign currency exchange 
market. Clearly, therefore, the greater the amount of international trade that is carried out between 
member countries – and therefore the greater the amount of foreign currency transactions – the greater 
the reduction in transaction costs that having a common currency entails.

The reduction in exchange rate volatility – another benefit of a currency union – will also clearly be 
greater, the greater the degree of intra-union trade, since more firms will benefit from knowing with 
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certainty exactly the revenue generated from their sales to other currency union members, rather than 
having to bear the uncertainty associated with exchange rate fluctuations.

self TesT What is meant by an optimum currency area? List and discuss the key characteristics of an 
optimum currency area.

is euroPe An oPTimum CurrenCy AreA?
Having determined what characteristics of a group of countries would make the benefits of a single cur-
rency stronger and the costs weaker, we can take a closer look to see whether Europe – and in particular 
the group of 19 countries that comprise the euro area – forms an optimum currency area.

Trade integration
The degree of trade integration can be assessed by looking at imports from, and exports to, other EU coun-
tries expressed as a percentage of GDP. The degree of trade integration across Europe is quite variable, 
but nevertheless on average quite high – with the notable exception of Greece. The degree of European 
trade integration has been rising over time in nearly every country in the EU, but the integration has been 
more marked in some countries such as Austria than in others, such as Italy. In 2018, the EU Commission 
reported latest data available from 2016 which noted that trade in goods and services between EU member 
states accounted for over two-thirds of overall trade of EU member states. Thirteen countries of the 28 at 
the time were classed as ‘above average’ in terms of EU trade integration in goods, and three were ‘below 
average’ (Greece, Italy and the UK). In trade integration in services, 10 countries were classed as ‘above 
average’, and nine as ‘below average’. Between 2015 and 2016, Cyprus, Greece, the UK, Poland, Croatia, 
Slovakia and Hungary all experienced positive changes in EU trade integration in goods, ranging from 
almost 10 per cent in the case of Cyprus to around 1 per cent for Hungary. The remainder all experienced 
a decline in EU trade integration in goods, with Ireland, Lithuania, Finland, Luxembourg and Malta expe-
riencing changes of between 22.7 and 212.5 per cent (Source: ec.europa.eu/internal_market/scoreboard 
/integration_market_openness/trade_goods_services/index_en.htm, accessed 2 February 2019).

Some economists argue that some of the criteria for an optimum currency area – such as a high degree 
of trade integration – may be endogenous: being a member of a currency union may enhance the degree 
of trade done between members of the union, precisely because of the decline in transaction costs in 
carrying out such trade.

Overall, many – if not all – European countries have gained a great deal from the reduction in transaction 
costs in international trade as a result of the single currency. Indeed, these gains have been estimated at 
about 20.25 0.5 per cent of euro area GDP. This may not sound massive but remember that transaction 
costs are a deadweight loss. Moreover, the gains are not one off: they accrue continuously as long as 
the single currency persists, since they would have to be paid in the absence of the currency union. They 
therefore become cumulative. In addition, if the degree of euro area trade integration tends to rise over 
time as a result of the single currency, as some economists have suggested, then the implicit gain from 
not having to pay transaction costs also rises over time.

The other indirect benefit of a single currency when there is a high degree of trade integration follows from 
the reduction in uncertainty associated with doing away with the volatility in the exchange rates between 
members’ national currencies (since those currencies are replaced with a common currency). These gains 
are hard to quantify, but it is not incorrect to suggest that they are not negligible for the euro area.

real Wage flexibility
A great deal of research has been done on real wage flexibility in Europe, and virtually all of it concludes 
that continental European labour markets are among the most rigid in the world. In contrast, the UK labour 
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market, at least since the 1980s, has become one of the most flexible. One reason for this is the fact that 
all EU countries have minimum wage laws, although this is not the whole story since the UK also has a 
minimum wage. Perhaps a more important reason is the high degree of collective wage bargaining that is 
common in continental Europe, i.e. wage agreements that cover a large number of workers. Figures on 
the degree of unionization of the labour force are quite deceptive in this sense; for example, in the early 
2000s, in the UK, Italy and Germany about 30 per cent of the workforce belonged to a trade union, while in 
France the figure was around 10 per cent (this has since fallen to around 8 per cent). Continental European 
unions, however, often have collective bargaining and other workplace rights that UK trade unionists can 
only envy. The power of the unions and the inflexibility of the labour market have both been matters of 
concern in France for some time. In 2013, an agreement was reached between the government and the 
unions on reforms to the country’s complex and strict labour laws. The agreement was greeted with mixed 
responses, with some saying it did not go far enough and others suggesting the agreement marked the 
end of workers’ rights in France.

The introduction of the single European currency may also have had a negative effect on European 
wage flexibility, since many European collective wage agreements between workers and a firm in one 
country will also often extend to the firm’s workforce in other European countries. A single currency brings 
transparency in wage differences across countries, as well as price transparency. To return again to our 
example of a negative demand shock in Germany and a positive shock in France, a company with employ-
ees in both countries would find it hard to reduce real wages in Germany while raising them in France.

Furthermore, European labour law is generally very much more restrictive in many continental Euro-
pean countries than it is in the UK or the United States, as is the level of payroll taxes, so that a firm’s costs 
of either reducing the workforce or increasing it can be very high. This means that, even if there were 
movements in the real wage, firms would be slow to expand or contract their output in response, so that 
shifts in AS would be slow to come about.

On the whole, therefore, adjustment to asymmetric shocks through real wage movements is unlikely 
to be significant in the euro area.

labour mobility
Labour is notoriously immobile across European countries, at least if one rules out migration from the 
newer eastern European members of the EU such as Poland, Romania and Bulgaria, and considers just 
the 19 euro area countries or these plus Denmark and Sweden. In part this may perhaps be attributed to 
differences in language, culture and other social institutions across Europe that make it difficult for workers 
to migrate. However, it seems that European workers are also very loath to move location even within 
their own countries. Indeed, the degree of labour mobility, as measured by the percentage of the work-
force that moves geographical location over any given period, is much lower within any particular European 
country than it is within the United States and is even lower between the euro area countries. Europe 
therefore scores very low on this OCA criterion.

financial Capital mobility
Prior to the introduction of the euro, financial integration among euro area countries was probably quite 
low in both the wholesale and retail capital markets. However, following the introduction of the euro, 
integration of the wholesale financial markets has increased dramatically. In particular, a liquid euro money 
market with single interbank market interest rates was established so that a bank in, say, Luxembourg can 
now borrow euros just as easily and at the same rate of interest from another bank in Frankfurt as it can 
from a bank located in the same street in Luxembourg. In the government bond market, the degree of 
market integration is also high, and this is shown by the fact that the interest rates on government bonds 
of the different euro area countries are very close to one another and tend to move very closely together. 
On the other hand, the integration of retail market products, such as loans to households and small- 
and medium-sized enterprises, is lagging behind compared with the wholesale market products. This 
becomes evident from persistent cross-country differences in bank lending rates and the rather limited 
cross-border retail banking activity. Indeed, national banking sectors have remained largely segregated 
with only marginal cross-border penetration.
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symmetric Demand shocks
The economic cycle across the countries of the euro area does appear to be positively correlated, in the 
sense that the timing of strong growth and downturns appear to be very close. The problem is not so 
much that the turning points do not coincide, but that certain countries’ growth rate, for example Ireland’s 
and Greece’s, outstripped the performance of the euro area as a whole between 2005 and 2007, but 
then they both saw considerable problems as a result of the Financial Crisis. Ireland has seen a recovery 
and is performing at a rate higher than the euro area as a whole. Greece, however, saw growth shrinking 
between 2015 and 2016 and slow positive growth after 2017, much lower than in Ireland. While the euro 
area as a whole saw some weak recovery from 2010, Greece did not share in that recovery initially. It can 
be argued that monetary policy between 2008 and 2014 for the euro area as a whole did not match the 
needs of the Greek and Irish economies over that same period.

Overall, therefore, the evidence is a little mixed, although on the whole it suggests that the problem 
of asymmetric demand shocks is not a great one for the current member countries of EMU. The fact that 
there is not strong evidence of asymmetric demand shocks at the aggregate level, however, does not rule 
out the possibility that there may be asymmetric shocks at other levels in the economy. In fact, research-
ers have found that many of the shocks that impact upon European countries asymmetrically tend to be 
specific to a region or to an industry rather than to a country as a whole. This is not a problem made worse 
by joining a monetary union, however, since a country that experienced, say, a negative shock to one of 
its industries or regions would not in any case be able to deal with this using monetary or exchange rate 
policy without generating imbalances in its other regions or industries. The idea of a two-speed EU to cater 
for the countries that have experienced debt crisis problems since the Financial Crisis – Portugal, Ireland, 
Italy, Greece and Spain – has highlighted that there are some countries that seem better able to weather 
economic storms than others. Germany, France, the Netherlands, Denmark and Sweden all recovered 
from the Financial Crisis more quickly, albeit that the strength of their recovery was muted. Economists 
have noted that the degree of integration of the euro area and the EU as a whole does impact on the ability 
of countries to recover from economic shocks. If EU countries rely on each other for export-led growth, 
then if a group of these countries faces considerable fiscal difficulties and implements austerity measures, 
then the level of demand in these economies falls and this affects demand in the other economies, thus 
dragging down growth in all the euro area countries and the EU as a whole.

summary: is europe an optimum Currency Area?
As in many policy debates in economics, there is no clear-cut answer to this question. Certainly, many 
European countries have a high degree of intra-union trade and have economic cycles that are more or less 
synchronized. However, labour mobility and wage flexibility (and labour market flexibility in general) are 
low in Europe, and while the euro has increased financial market integration in the euro area’s wholesale 
financial markets, the retail markets remain highly segregated at the national level.

Overall, therefore, if very strong differences in the economic cycle were to emerge across the euro 
area, the lack of independent monetary and exchange rate policy would be acutely felt. This could arguably 
be the case in relation to the situations in Ireland and Greece. For that reason, many economists argue 
that Europe – meaning the current euro area – is not an optimum currency area. Nevertheless, as we have 
noted in our discussion, it is possible that some of the optimum currency area criteria may be endoge-
nous. In particular, the single currency is likely to generate even greater trade among EMU members. 
Given this, it is likely that the economic cycles of member currencies will become even more closely syn-
chronized as AD shifts in one country have stronger spillover effects in other euro area countries; this may, 
however, take some time to synchronize, and the problems the EU has faced since the Financial Crisis 
have exposed the differences in the relative strengths of the economies of the countries, in the euro area 
in particular, which has pushed EMU to its limits.

Over time, the single currency, if it survives, may also raise labour mobility across Europe in the long 
run, since being paid in the same currency as in one’s home country is one less issue to come to terms 
with when moving location to find a job. Also, with time, one would expect financial market integration to 
spread to the retail capital markets. In 2014, for example, the Single Euro Payments Area (SEPA) became 
operational in all euro area countries. SEPA has been designed to facilitate euro transfers, direct debits and 
payments between member states.

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



766   PART 13   IntErnatIonal macroEconomIcs

Perhaps the only true test of whether the euro area is an optimum currency area (or can become one) 
is to see whether EMU survives in the long run. The challenges faced by the euro area since the Financial 
Crisis have put the long-term survival of the whole euro project in doubt. Significant changes to the struc-
ture of the euro, in particular financial regulation and fiscal reform, are the subject of ongoing discussion, 
and fiscal policy is the subject of our next section.

fisCAl PoliCy AnD Common CurrenCy AreAs
Our discussion so far has tended to centre on the loss of autonomy in monetary policy that is entailed in 
adopting a single currency among a group of countries. However, it is obvious that there is nothing in the 
adoption of a common currency that implies that members of the currency union should not still retain 
independence in fiscal policy. For instance, in our example of an asymmetric demand shock that expands 
demand in France and contracts AD in Germany, the French government could reduce government spend-
ing to offset the demand shock, while the German government could expand government spending. In 
fact, even if France and Germany did not make up an optimal currency because wages were sticky and 
labour mobility low between the countries, national fiscal policy could, in principle, still be used to amelio-
rate the loss of monetary policy autonomy.

fiscal federalism
Suppose that a currency union had a common fiscal policy in the sense of having a single, common fiscal 
budget covering tax and spending decisions across the common currency area. This means that fiscal 
policy in the currency union would work much as fiscal policy in a single national economy works, with 
a surplus of government tax revenue over government spending in one region used to pay for a budget 
deficit in another region. Return again to our example of an asymmetric demand shock that expands AD 
in France and contracts AD in Germany, as in Figure 33.1. Remember that there are automatic stabilizers 
built into the fiscal policy of an economy that automatically stimulate AD when the economy goes into 
recession without policymakers having to take any deliberate action. In particular, since almost all taxes 
are closely related to the level of economic activity in the economy, tax revenue will automatically decline 
in Germany as a result of the AD shock that shifts it into recession. At the same time, transfer payments 
in the form of unemployment benefit and other social security benefits will also rise in Germany. The 
opposite will be true in France, where the automatic stabilizers will be operating in reverse as transfer 
payments fall and tax receipts rise with the level of economic activity. These changes will tend to expand 
AD in Germany and contract it in France, to some extent offsetting the asymmetric demand shock.

If the governments of France and Germany have a common budget, then the increased net government 
revenue in France can be used to offset the reduction in net government revenue in Germany. If the result-
ing movements in aggregate are not enough to offset the demand shock, then the French and German 
governments may even go further and decide to increase government expenditure further in Germany and 
pay for it by reducing spending and perhaps raising taxes in France.

This kind of arrangement – a fiscal system for a group of countries involving a common fiscal budget 
and a system of taxes and fiscal transfers across countries – is known as fiscal federalism. The problem 
with it is that the taxpayers of one country (here France) may not be happy paying for government spend-
ing and transfer payments in another country (in this example, Germany).

fiscal federalism a fiscal system for a group of countries involving a common fiscal budget and a system of taxes and 
fiscal transfers across countries

national fiscal Policies in a Currency union: The free-rider Problem
Assuming that, for political reasons, fiscal federalism is not an option open to the currency union, we still 
need to explore the possibility of individual members of the union using fiscal policy to offset asymmet-
ric macroeconomic shocks that cannot be dealt with by a common monetary policy. In particular, in our 
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example, what is wrong with Germany running a big government budget deficit in order to counteract the 
fall in AD and borrowing heavily to finance the deficit? One answer may lie in the effect on other members 
of the currency union of a rise in the debt of a member country.

Whenever a government raises its levels of debt to very high levels, there is always the possibility that 
the government may default on the debt. In general, this can be done in one of two ways. Where a coun-
try is not a member of a currency union and controls its own monetary policy, it can engineer a surprise 
inflation by a sudden increase in the money supply, so that the real value of the debt shrinks. In addition, 
when there is a sharp rise in the price level, this will usually be accompanied by a sharp fall in the foreign 
currency value of the domestic currency. This means that, valued in foreign currency, the stock of govern-
ment debt will now be worth far less. Thus, the government has in effect defaulted on a large portion of 
its debt by reducing its value both internally and externally.

If this is not possible – for example because, as in a currency union, the country no longer enjoys 
monetary policy autonomy and is not able to devalue the external value of its currency (since it uses the 
common currency) – then the only other way of reneging on the debt is through an outright default (e.g. 
stopping interest payments or failing to honour capital repayments when they fall due). Generally, the 
financial markets are good at disciplining governments that run up large debts, by charging them high 
rates of interest on the debt that the government issues – after all, if you thought there was even a slight 
possibility that you might not get your money back if you lent it, you would want to be paid a higher rate of 
interest in order to compensate for that risk. For example, the interest rate on 10-year government debt in 
Greece rose from 8.42 per cent in December 2014 to 12 per cent in April 2015, reflecting the concerns over 
the prospects of the country defaulting on its debt. In comparison, interest rates on equivalent German 
debt were 0.59 and 0.12 per cent, respectively, over the same time period. It is rarely impossible for a 
country to borrow money on international markets, but if interest rates are higher than about 7 per cent 
then the cost of servicing the debt becomes unsustainable in the longer term, particularly if economic 
growth is weak as it is in Greece. If the cost of borrowing is consistently above 7 per cent, then it is likely 
that governments will be in even more trouble and become more likely to default.

In the case of a monetary union, therefore, this means that excessive debt issuance by one member 
country will tend to force up interest rates throughout the whole of the common currency area. Although 
the ECB controls very short-term interest rates in the euro area through its refinancing operations, it does 
not control longer-term interest rates such as those paid on 10- or 20-year government bonds. Hence fiscal 
profligacy by a government in the euro area will tend to push up the cost of borrowing for all members of 
the currency union.

However, interest rates may not be raised enough to discipline properly the high borrowing govern-
ment. This is because the markets feel that the other members of the monetary union would not allow the 
country concerned to default, and that if it threatened to do so the other members would probably rush in 
and buy up its government debt and bail out the country concerned. If the markets believe in this possibil-
ity, then the debt will not be seen as risky as it otherwise would be, and so the interest rates charged to 
the debtor country on its debt will not be as high as they otherwise might be. The intervention by the ECB, 
EU finance ministers and the IMF to bail out the economies of Ireland, Greece and other countries since 
the Financial Crisis has been a case in point as ministers struggled to keep EMU together.

The net effect is for a government to pay interest rates on its large stock of debt that are lower because 
of the implicit belief that it will be bailed out if it has problems servicing the debt, and for all other mem-
bers of the currency union to pay higher interest rates on their government debt, because the government 
has flooded the financial markets with euro-denominated government bonds. In essence, this is an exam-
ple of the free-rider problem: the government is enjoying the benefits of a fiscal expansion without paying 
the full costs.

In addition, if that government is using the proceeds of its borrowing to fund a strong fiscal expansion, 
this may undo or work against the anti-inflationary monetary policy of the ECB by stoking up AD through-
out the whole of the euro area.

To circumvent some of these problems, the currency union members can enter into a ‘no bailout’ 
agreement that states that member countries cannot expect other members to come to their rescue if 
their debt levels become unsustainable, as an attempt to convince the markets to charge profligate spend 
and borrow countries higher interest rates on their debt. In fact, exactly such a no bailout agreement 
exists among members of EMU. Unfortunately, however, it seems clear that the no bailout clause was not 
credible: the attempts by members to support profligate countries throughout the sovereign debt crisis 
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have confirmed this. If an EMU member were to default on its debt, this would have strong repercussions 
throughout the euro area as it would lead to the financial markets losing confidence in debt issued by other 
members and to strong selling of the euro in the foreign currency exchange market. To avoid this, EMU 
members have acted to bail out member countries threatening to default on their debt.

For these reasons, the members of the currency union may wish to impose rules on one another con-
cerning the conduct of national fiscal policies to avoid fiscal profligacy by any one member. At the outset 
of EMU, a set of fiscal rules was indeed drawn up and agreed to by EMU members. This set of rules was 
known as the Stability and Growth Pact (SGP).

The stability and Growth Pact: A ferocious Dog with no Teeth

The Stability and Growth Pact (SGP) was a set of formal rules by which members of EMU were supposed 
to be bound in their conduct of national fiscal policy. Its main components were as follows:

•	 Members should aim to achieve balanced budgets.
•	 Members with a budget deficit of more than 3 per cent of GDP will be subject to fines that may reach 

as high as 0.5 per cent of GDP unless the country experiences exceptional circumstances (such as a 
natural disaster) or a very sharp recession in which GDP declines by 2 per cent or more in a single year.

If EMU members adhered to the SGP, then it would rule out any free-rider problems associated with 
excessive spending and borrowing in any one member country by forcing members to put a limit on the 
national government budget. The choice of a maximum budget deficit of no more than 3 per cent of GDP 
was related to a clause in the 1992 Maastricht Treaty which suggested that a ‘prudent’ debt to GDP ratio 
should be no more than 60 per cent. This was perhaps somewhat arbitrary – although it was very close to 
the actual debt to GDP ratio of Germany in 1992. To see, however, that a 60 per cent ratio of debt to GDP 
could entail prudent budget deficits of no more than 3 per cent a year, let’s do some simple budgetary 
arithmetic. Suppose a country is enjoying real GDP growth of 3 per cent a year and inflation of 2 per cent 
a year, so that nominal GDP is growing at the rate of 5 per cent a year. This means that the nominal value 
of its government debt can grow at a rate of 5 per cent a year and still be sustainable. If the debt to GDP 
ratio is 60 per cent, this means that debt can increase by 5 per cent of 60 per cent, or 3 per cent of GDP a 
year while keeping the debt to GDP ratio constant. In other words, it can run a budget deficit of 3 per cent 
of GDP a year.

While, however, there was some logic in setting a maximum budget deficit of 3 per cent a year (given 
a maximum prudent debt to GDP ratio of 60 per cent), it is not clear why the SGP suggested members 
should aim for a balanced budget. It should be clear from the budgetary arithmetic just discussed that it is 
not imprudent for countries to run small budget deficits as long as they are enjoying sustained long-term 
growth in GDP. The effective straitjacketing of national fiscal policy that the SGP implied may have reflected 
a desire among the architects of EMU for the ECB to maintain an effective monopoly on demand manage-
ment, so that its polices could not be 
countered by national fiscal policies.

The crucial question for the SGP, 
however, was whether or not the 
maximum allowable budget deficit 
would be enough for a country to let 
its automatic fiscal stabilizers come 
into play when it goes into recession. 
This is crucial in a monetary union 
because member countries will have 
already given up their right to pursue 
an independent monetary policy, and 
they cannot use the exchange rate as 
an instrument of policy.

CAse sTuDy

The SGP: a toothless watchdog?
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The fisCAl ComPACT
The problems with the debt crisis faced by a number of European countries in the wake of the Financial 
Crisis and the attempts to keep the euro area together led to the negotiation of a treaty which came into 
force on 1 January 2013. This has become known as the fiscal compact, but its full title is the Treaty on 
Stability, Coordination and Governance in the Economic and Monetary Union. The intention of the fiscal 
compact is to:

[s]trengthen the economic pillar of the Economic and Monetary Union by adopting a set of rules 
intended to foster budgetary discipline through a fiscal compact, to strengthen the coordination of 
economic policies and to improve the governance of the euro area, thereby supporting the achieve-
ment of the European Union’s objectives for sustainable growth, employment, competitiveness, and 
social cohesion.

The treaty echoes some of the features of the SGP in that it requires the budgets of participating member 
states to be in balance or in surplus and that the structural deficit does not exceed 0.5 per cent of the 
country’s nominal GDP.

Each member country will have a minimum benchmark figure for long-term sustainability which will be 
reviewed annually. Deviation from the balanced budget rule will be allowed in exceptional circumstances, 
such as a severe economic downturn, but if the member state deviates from the rule, an automatic correc-
tion mechanism which must be built into the country’s legal system will be triggered. Participant countries 
were expected to have this legal mechanism enshrined into EU law by 1 January 2018. Member states 
will be subject to a budgetary and economic partnership programme which will outline detailed structural 
reforms that will have to be put into place if the deficit rules are breached, which will detail how the coun-
try intends to remedy its deficit problems. The rules apply to all 26 countries which signed the agreement. 
The Czech Republic and the UK both opted out of the agreement.

Imposing greater fiscal discipline might sound sensible to prevent governments from profligacy and 
reduce the free-rider problem, but the consequences are essentially simple – if debt is too high the gov-
ernment concerned must cut spending and raise taxes. If governments are seeking to balance budgets, 
account must be taken of the effect on the other aspects of the economy. This is why the fiscal compact 
has been referred to as ‘institutionalized austerity’.

Recall that savings of households and firms is denoted as S  and that in equilibrium, savings equals 
investment S I5( ) in a closed economy. If governments have a balanced budget, then tax receipts T( ) 
equal government spending G T G5( ) : . The external current account is given by net exports NX( ). If there 
is an imbalance in private savings and/or government budgets, this shows up in net capital outflow. Recall 
that the link between the market for loanable funds and the market for foreign currency exchange as 
S I NX5 1 . This can be rearranged to give S I NX2 5 , and rearranging the national accounting formula 

self TesT What is fiscal federalism? How may it aid in the functioning of a common currency area?

In practice, the SGP proved to be something of a toothless watchdog. As the euro area experienced 
sluggish growth in the early years of EMU, several member countries – and in particular France and 
Germany, two of the largest member countries – found themselves in breach of the SGP excessive deficit 
criteria. However, both France and Germany managed to persuade other EMU members not to impose 
fines and, in 2004, the European Commission drew up guidelines for softening the SGP. These guidelines 
included considering more widely the sustainability of countries’ public finances on an individual basis, 
paying more attention to overall debt burdens and to long-term liabilities such as pensions, rather than to 
a single year’s deficit. The consequences of the Financial Crisis have made the limitation of the SGP even 
more clear.
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gives S I NX2 1 2 5( ) (T G)  where T G2  is the government deficit. If the government is to balance its 
budget, the sum of the other elements of the economy must also balance. Bringing these other aspects 
into balance is not easy.

If the government is forced to cut spending and increase taxes to bring the budget into balance, national 
income will fall, ceteris paribus. An increase in taxes will have the effect of reducing private saving; if 
saving falls then interest rates rise, investment may decline and the net result is a rise in unemployment. 
In addition, the reduced investment leads over time to a lower stock of capital. A lower capital stock 
reduces labour productivity, real wages and the economy’s production of goods and services. The political 
ramifications of bringing the budget into balance could be severe for governments and lead to political 
instability which further undermines market confidence.

ConClusion
This chapter has developed some of the main issues around common currency areas, focusing in particu-
lar on European Economic and Monetary Union. Where there is a high degree of trade among a group of 
countries, there are benefits to be had from forming a currency union, largely arising from the reduction 
of transaction costs in international trade and reductions in exchange rate uncertainty. However, there are 
also costs associated with joining a monetary union, largely associated with the loss of monetary auton-
omy and the loss of exchange rate movements as a means of achieving macroeconomic adjustment. Any 
decision to form a currency union must weigh these costs and benefits against one another to see if there 
is an overall net benefit. Although, in the long run the loss of exchange rate adjustment and monetary 
autonomy may have little effect on the equilibrium levels of output and unemployment in the economies 
involved, there may be substantial short-term economic fluctuations in these macroeconomic variables as 
a result of joining the currency union. This is particularly the case if there are asymmetric demand shocks 
impacting on the currency union so that it is impossible to design a ‘one size fits all’ monetary policy to suit 
every country. Short-run adjustment will also be long and painful when wages do not adjust very quickly, 
although this problem may be overcome by labour mobility across the member countries.

A group of countries for which the benefits of monetary union are high and the costs are relatively low 
is termed an optimum currency area. Even though there is quite a high degree of trade integration among 
the member countries of the current EMU, and their economic cycles do seem more or less synchronized 
and of a similar amplitude (with some exceptions), labour mobility and wage flexibility in Europe are both 
notoriously low, and integration of euro area financial markets, although high in the wholesale sector, 
has so far been slower in the retail financial markets. Overall, therefore, the euro area is probably not an 
optimum currency area. Nevertheless, it is possible that some of these criteria may be endogenous: EMU 
may lead to increasing economic integration in the euro area that will in turn significantly raise the benefits 
and reduce the costs to each country of remaining in the monetary union.

summAry
 ● A common currency area (a.k.a. currency union or monetary union) is a geographical area through which one 

currency circulates and is accepted as the medium of exchange.

 ● The formation of a common currency area can bring significant benefits to the members of the currency union, 
particularly if there is already a high degree of international trade between them (i.e. a high level of trade integra-
tion). This is primarily because of the reductions in transaction costs in trade and the reduction in exchange rate 
uncertainty.

 ● There are, however, costs to joining a currency union, namely the loss of independent monetary policy and also 
of the exchange rate as a means of macroeconomic adjustment. Given a long-run vertical supply curve, the loss 
of monetary policy and the lack of exchange rate adjustment affect mainly short-run macroeconomic adjustment.

 ● These adjustment costs will be lower the greater the degree of real wage flexibility, labour mobility and capital 
market integration across the currency union, and also the less the members of the currency union suffer from 
asymmetric demand shocks.
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 ● A group of countries with a high level of trade integration, high labour mobility and real wage flexibility, and a high 
level of capital market integration that does not suffer asymmetric demand shocks across the different members 
of the group, is termed an optimum currency area (OCA). An OCA is most likely to benefit from currency union.

 ● It is possible that a group of countries may become an OCA after forming a currency union, as having a common 
currency may enhance further trade integration, thereby helping to synchronize members’ economic cycles, and 
having a single currency may also help foster increased labour mobility and capital market integration.

 ● Real wage flexibility and labour mobility in the euro area both appear to be low. While the introduction of the euro 
has led to a high degree of euro area financial market integration at the wholesale level, retail financial markets 
remain nationally segregated. Overall, therefore, the euro area is probably not at present an optimum currency 
area, although it may eventually become one.

 ● The problems of adjustment within a currency union that is not an OCA may be alleviated by fiscal federalism – a 
common fiscal budget and a system of taxes and fiscal transfers across member countries. In practice, however, 
fiscal federalism may be difficult to implement for political reasons.

 ● The national fiscal policies of the countries making up a currency union may be subject to a free-rider problem, 
whereby one country issues a large amount of government debt and pays a lower interest rate on it than it might 
otherwise have paid, but also leads to other member countries having to pay higher interest rates. It is for this 
reason that a currency union may wish to impose rules on the national fiscal policies of its members.

A european unemployment insurance scheme
One of the biggest threats to the stability of a currency union is asymmetric shocks. As we have seen in this chapter, 
a shock to one economy which results in recession and rising unemployment can cause tensions within the currency 
union as central bank policy becomes less flexible in managing the different economic problems within the union.

The existence of countries with different economic problems and the effects of the Financial Crisis in the EU has 
prompted the European Commission to explore ways in which fiscal stabilizers can be used across the EU to help 
support EMU. One suggestion that has been put forward is a common European unemployment benefit scheme. Two 
models have been explored; one would guar-
antee employees across euro zone countries a 
minimum benefit in the event of unemployment 
via a common European insurance scheme. 
The second would see funds transferred to 
national budgets in member states which were 
experiencing high levels of unemployment due 
to an asymmetric shock. Olaf Scholz, the Vice 
Chancellor of Germany and the German Finance 
Minister, has proposed a solution that would 
require each member state to ensure that it 
guarantees a minimum unemployment benefit 
to help support employees in the event of losing 
their jobs and provide an automatic stabilizer. 
If the member state suffered an asymmetric 
shock, it could apply for a loan from a ‘reinsur-
ance scheme’ to help maintain unemployment 
benefits. These loans would have to be repaid 
after the effects of the shock have worn off.

in The neWs

The effects of the Financial Crisis have prompted the European 
Commission to explore ways in which fiscal stabilizers can be 
used across the EU to help support EMU.

(Continued )
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QuesTions for reVieW
1 What are the main advantages of forming a currency union? What are the main disadvantages?

2 Are the advantages and disadvantages you have listed in answer to question 1 long run or short run in nature?

3 Is a reduction in price discrimination across countries likely to be an important benefit of forming a currency 
union? Explain.

4 What are the main characteristics that reduce the costs of a common currency?

5 How would an asymmetric supply-side shock to a country that was a member of a currency union affect the 
country and the other members of the currency union?

6 What is an optimum currency area? List the criteria that an optimum currency area must satisfy.

7 Is EMU an optimum currency area?

8 What is fiscal federalism? How might the problems of macroeconomic adjustment in a currency union be alleviated 
by fiscal federalism?

To finance these schemes, each country would contribute to a European fund which would provide a minimum 
income to those experiencing short-term unemployment. This would have the added effect of improving macroeco-
nomic convergence and integrate member states’ labour markets. The European Commission published a paper in 
2017 on the proposals which noted that, ‘a “European Unemployment Reinsurance Scheme” may provide “breathing 
space” for national public finances and help to emerge from the crisis “faster and stronger”’.

In an interview with German news service Welt Am Sonntag (World on Sunday), the EU President made the fol-
lowing comment on the idea of a European Insurance Scheme:

Even though I am very much in favour of a European unemployment insurance, this must not be a ‘carte 
blanche’ for countries that do not carry out reforms and find themselves in difficulties as a result. In our pro-
posal for the medium-term financial planning, the Commission put forward two instruments: 25  billion euro for 
a reform support programme and 30  billion euro for a stabilisation function, a shock-absorption mechanism 
to cope with asymmetrical, external shocks – this can also include a re-insurance for national unemployment 
insurance schemes. This instrument could help to mitigate sudden economic crises in a particular country 
caused by external developments, and thus provide re-insurance at European level for national insurance 
systems. It is not right that a particular EU country has to reduce unemployment benefits because of rising 
jobless numbers in a crisis that is not of its making. It is important not to respond to crises with the wrong type 
of spending cuts, lowering investments, education spending and unemployment benefits.

Critical Thinking Questions

1 Why are asymmetric shocks a threat to currency unions like emu?
2 A european unemployment insurance scheme would effectively mean that funds would need to be transferred 

from nations not experiencing the effects of shock to those that are experiencing high unemployment. use an 
AD/As model to show how this might affect the price level and national income in the two countries.

3 A common european insurance scheme would necessitate risk being shared across all member states. To what 
extent might it be politically difficult to get such a scheme passed in the eu?

4 how would a common unemployment insurance scheme ‘improve macroeconomic convergence and integrate 
member states’ labour markets’?

5 Critically assess the comments by Jean-Claude Juncker that any scheme is not a ‘carte blanche for countries 
that do not carry out reforms’ and that countries should ‘not respond to crises with the wrong type of spending 
cuts, lowering investments, education spending and unemployment benefits’.

references: europa.eu/rapid/press-release_IP-19-141_en.htm, accessed 3 February 2019.
www.europarl.europa.eu/legislative-train/theme-deeper-and-fairer-economic-and-monetary-union/file- minimum-
unemployment-allowance-at-eu-level, accessed 3 February 2019.
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9 Why might the members of a currency union wish to impose rules on the conduct of national fiscal policies?

10 What are the main features of the so-called fiscal compact?

ProBlems AnD APPliCATions
1 Consider two countries that trade heavily with one another – Cornsylvania and Techoland. The national currency 

of Cornsylvania is the cob, while the Techoland national currency is the byte. The output of Cornsylvania is mainly 
agricultural, while the output of Techoland is mainly high technology electronic goods. Suppose that each economy is 
in a long-run macroeconomic equilibrium.
a. Use diagrams showing AD, SRAS and LRAS to illustrate the state of each economy.
b. Now suppose that there is an increase in demand for electronic goods in both countries and a simultaneous decline 

in demand for agricultural goods. Use your diagrams to show what happens to output and the price level in the short 
run in each country. What happens to the unemployment rate in each country?

c. Show, using your diagrams, how each country could use monetary policy to reduce the short-run fluctuation in 
output.

d. Show, using your diagrams, how movements in the cob–byte exchange rate could reduce short-run fluctuations in 
output in each country.

2 Suppose Techoland and Cornsylvania form a currency union and adopt the electrocarrot as their common currency. 
Now suppose again that there is an increase in demand for electronic goods in both countries and a simultaneous 
decline in demand for agricultural goods. As president of the central bank for the currency union, would you raise or 
lower the electrocarrot interest rate, or keep it the same? Explain. (Hint: you are charged with maintaining low and stable 
inflation across the electrocarrot area.)

3 Suppose that Techoland and Cornsylvania decide to engage in fiscal federalism and adopt a common fiscal budget.
a. Show, again using the AD/AS model, how fiscal policy can be used to alleviate the short-run fluctuations generated 

by the asymmetric demand shock.
b. Given the typical lags in the implementation of fiscal policy, would you advise the use of federal fiscal policy to 

alleviate short-run macroeconomic fluctuations? (Hint: distinguish between automatic stabilizers and discretionary 
fiscal policy.)

4 The United States can be thought of as a non-trivial currency union since, although it is a single country, it encompasses 
many states that have economies comparable in size to those of some European countries. Given that the United States 
has had a single currency for 200 years, it may be thought of as a successful currency union. Yet many of the US states 
produce very different products and services, so that they are likely to be impacted by different kinds of macroeconomic 
shocks (expansionary and recessionary) over time. For example, Texas produces oil, while Kansas produces agricultural 
goods. How do you explain the long-term success of the US currency union given this diversity? Are there any lessons 
or predictions for Europe that can be drawn from the US experience?

5 Explain, giving reasons, whether the following statements are true or false.
a. ‘A high degree of trade among a group of countries implies that there would be benefits from them adopting a 

common currency and forming a currency union.’
b. ‘A high degree of trade among a group of countries implies that they should definitely adopt a common currency and 

form a currency union.’

6 Do you think that the free-rider problem associated with national fiscal policies in a currency union is likely to be a 
problem in actual practice? Justify your answer.

7 If the interest rate on Spanish government debt is rising while that of Germany is falling:
a. What does this tell you about the view of the markets on the two countries?
b. If the interest rate is rising, what is happening to the price of bonds for the two countries? Explain.

8 What is the role of the European Stability Mechanism in managing sovereign debt problems of member countries? How 
effective do you think it has been?

9 For a common currency area to work effectively it is argued that on joining, member states need to be at a similar stage 
in the economic cycle. Why do you think this is the case?

10 The fiscal compact would be fine if all countries in the euro area were at the same stage in the economic cycle and 
it was designed to act as a deterrent for profligacy in the future. As a means of solving the debt crisis in Europe it is 
doomed to fail. To what extent would you agree with this statement?
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For over 60 years, the project to bring European countries closer together and develop both economic 

and political integration has been a feature of global history. The EU has been successful in maintaining 
peaceful relations between nations which have a history of conflict between them, and many would argue 
has been successful in developing the economies of member states despite the ups and downs of the 
economic and political landscape.

As the EU enters its seventh decade, however, there are challenges it faces which are potentially 
more damaging and complex than any it has had to face in the previous six decades. Dissatisfaction and 
disillusionment with the European project are rife in many countries with the rise of so-called ‘populist’ 
political groups demanding priorities be given to national rather than European needs. Migration from 
countries in Africa and parts of the Middle East have placed significant strains on EU finances, institu-
tions and the tolerance of many people in the EU. The desire of EU leaders to push for greater political 
and economic  integration and to ‘complete the single market’ is at odds with some national priorities. 
The euro has survived 20 years, not without its problems, but faces further challenges if it is to survive. 
All these headwinds are challenging enough on their own without the fact that the referendum in the 
UK resulted in a vote for the country to leave the EU. Brexit has created division and rancour not only in 
the UK but across Europe. In this final chapter we will explore some of these issues.

The euro
The creation of the euro was a bold move. Many economists were sceptical that it would work. Milton 
Friedman, writing in 1997, noted that Europe was not conducive to a common currency. Friedman 
 contrasted Europe with the United States and commented that Europe did not have a common language, 
had different customs and loyalties, and the movement of goods, capital and labour was not as free as in 
the United States. Regulation was greater and there were more rigidities in wages and prices. Friedman 
suggested that in such circumstances, shocks to different economies could be handled more effectively 
by managing the individual nations’ exchange rates. He concluded that the ‘drive for the euro has been 
motivated by politics not economics’.

However, two years later, Friedman wrote about how he was less pessimistic about the prospects for 
the euro than he had been because countries in Europe demonstrated more discipline than he had antici-
pated, and inflation rates and interest rates, among other economic variables, had converged to a greater 
extent and more rapidly than he had expected. However, he was sceptical of the chances of  survival of 
the euro and in 2004, noted that the euro could collapse in a few years. Friedman cited differences which 
were building up between the then 12 nations of the eurozone, which he suggested could lead to the euro 
collapsing.

In 2020, the euro is still in existence. It has certainly been through some challenging times, but it did 
survive its first real test when the Financial Crisis 2007–9 occurred and the resulting sovereign debt crisis 
almost brought it to its knees. Some of the differences which Friedman referred to exist today and in 
some respects were there at the birth of the euro. Some of the northern European states are suspicious 
of their southern neighbours who seem to be profligate and free ride on the discipline shown by the 
governments in the north. Many of the southern states saw benefits in joining the euro as they could buy 

The FuTure oF The 
european union
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into the price stability which Germany, in particular, had enjoyed. Recall that the ECB was based on the 
Bundesbank.

Despite the fact that the euro has survived, it must be remembered that it is still a relatively young 
currency. There are still tensions that exist between nations which form the eurozone. In particular, the 
transfer of monetary sovereignty to the ECB and the giving up of the ability to manipulate exchange rates 
to cope with asymmetric shocks does mean that different countries face different problems which require 
different policy options. The absence of the option to devalue the currency to make exports more compet-
itive means that the adjustment to asymmetric shocks tends to be through real wages. The Greeks found 
this out in the post-Crisis period and are still struggling to recover.

Recall that the features which make a currency union successful are still not fully in place across the 
EU. Reforms of labour markets in the eurozone to make them more flexible and integrated have not been 
as deep as hoped. Equally, capital markets are not as integrated across the eurozone, which means that 
capital cannot move as freely as it needs to in the event of asymmetric shocks affecting some nations in 
the eurozone. In a speech in 2017, Vito Constâncio, Vice President of the ECB, noted:

The degree of financial integration in the euro area is currently insufficient. Indeed, in the recent 
crisis, the degree of financial integration fell, as interbank markets fragmented along national lines. 
This fragmentation exacerbated the overall impact of the shocks on the euro area, deepening the 
recession, lengthening the recovery and increasing the need for unconventional monetary policy 
measures. The single currency area provides fertile conditions for deeper financial integration and 
that deeper integration in turn helps build resilience to shocks and strengthens the effectiveness 
of monetary policy by means of a more homogenous transmission. Monetary policy and Capital 
 Markets Union (CMU) are thus linked.

The lack of integration is an issue which could affect the future viability of the euro, particularly if there 
is another Financial Crisis. However, it is not just the lack of capital and labour market integration which 
presents a potential threat to the euro, there are other interrelated factors which might put obstacles in 
the way of closer integration. We continue with a look at some of these challenges.

SelF TeST Why is closer integration of capital markets and banking so important to the future of the euro?

populism
The austerity policies which a number of governments in the EU adopted, sometimes under pressure 
from wealthier and more stable members, have had a severe impact on millions of people. It is perhaps 
not surprising that people will look to apportion blame for the difficult situation they found themselves in 
on politicians, and on EU politicians in particular. Greeks did not necessarily see their own government as 
being the cause of their problems, but in some respects saw their government being held to ransom by 
the German government. German taxpayers in turn complained about having to bail out profligate govern-
ments demonstrating limited fiscal discipline.

Not all governments had to impose austerity policies to the same extent as Greece, but even in some 
of the wealthier countries which make up the EU, and countries where growth has been reasonable 
and unemployment relatively low (for example, the Czech Republic where growth was over 4 per cent 
in 2017 and the unemployment rate around 2.3 per cent), populism has gained some traction. In Italy, 
 corruption, problems with the banking system and increasing government debt led to dissatisfaction with 
the  mainstream political parties. In the Netherlands, Austria and France, right-wing politicians gained some 
following in elections, and in the UK, the UK Independence Party (UKIP), gained 13 per cent of the votes 
in the 2015 election.

Populism can be defined as an attempt by groups to appeal to the ‘ordinary’ people who are cast aside 
by the political elite and marginalized in society. Populist groups may form themselves into political parties 
that seek to present themselves as a ‘champion of the people’. In so doing, the policies they put forward 
are reflective of what may be classed as the ‘popular’ will of the people. Populism in parts of Europe has 
been associated with the growth of right-wing groups, but this is not necessarily always characteristic of 
populism.
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The Migrant problem Some of the reason for the rise in votes for ‘populist’ parties has been the increase 
in migration into the EU. In 2015, more than one million migrants arrived in Europe, the vast majority of 
these through routes via Turkey through the Mediterranean and into Greece and Italy. Many of these people 
then attempted to make their way to Germany and Sweden and to France, Spain and the UK.  Numbers 
of migrants since that peak have dropped, but over 200,000 migrants arrived in Italy in 2016 and 2017. 
The migrants have been fleeing persecution and political problems in Libya, parts of Africa, Afghanistan, 
Pakistan and Syria, but there are also many who are economic migrants, seeking to go to Europe in the 
expectation of being able to enjoy a better life.

Sympathy for the migrants has been widespread, but equally the sheer number of people has placed 
pressure on resources in countries’ policing, monitoring, processing and accepting migrants. The publicity sur-
rounding the number of migrants arriving in Europe and the economic impact of caring for them has created 
divisions between those who wish to find ways of accommodating and integrating migrants and those who 
feel resources are already stretched and the influx of migrants is putting too much pressure on economies.

The response of Europe to the migrant crisis has been fragmented. Some countries have sought to put 
up physical barriers to prevent migrants entering their countries. Some have advocated returning migrants 
to their country of origin unless there is very good evidence that doing so would result in human rights 
abuses. Others have sought to tackle the organized criminal gangs that are behind some of the trafficking 
of migrants, while others have been more welcoming of migrants.

Greece and Italy have faced the most immediate challenges of migrants arriving on their shores. In 2017, 
over two-thirds of the total migrants for the year arrived in Italy. Greece was already in serious economic 
trouble, as we have seen. These countries felt that they were facing the brunt of the migrant problem and 
not getting much assistance from other EU countries. Germany did open its doors to receiving migrants, 
but the number entering Germany created tensions that almost brought the coalition government down. 
One of the reactions to the migrant problem has been the opportunity for right-wing political groups to 
take advantage of the mistrust and anger about the influx of people, which has fuelled some populist 
sentiment.

One of the challenges which faces the EU in dealing with the migrant problem is the existence of the 
Schengen area, so named because the agreement to establish the area was signed in the village of 
Schengen in Luxembourg in 1985. The EU Commission describes the Schengen area thus:

The free movement of persons is a fundamental right guaranteed by the EU to its citizens. It entitles 
every EU citizen to travel, work and live in any EU country without special formalities. Schengen 
cooperation enhances this freedom by enabling citizens to cross internal borders without being sub-
jected to border checks. The border free Schengen Area guarantees free movement to more than 
400  million EU citizens, as well as to many non-EU nationals, businessmen, (sic) tourists or other 
persons legally present on the EU territory.

Reference: ec.europa.eu/home-affairs/what-we-do/policies/borders-and-visas/schengen_en, accessed 
7 February 2019.

Schengen area twenty-six countries, including switzerland and Norway, who have agreed to allow free movement 
between their countries with no passport and border controls

Freedom of movement is one of the fundamental tenets of the single market. As tensions rose as the 
number of migrants continued to grow, countries which were in Schengen, such as Hungary, began to 
take steps to prevent migrants crossing their borders even though, in theory, they should have been 
allowed free passage through to other countries such as Germany. Some countries argued that among 
the migrants, terrorists were moving freely into countries. France and Belgium both suffered from terrorist 
attacks, which only served to increase the general mistrust about some migrants.

While the migrant crisis has not been the only reason for the rise in populist support, it has been a con-
tributory factor. Populists have gained political power in a number of EU countries. In Greece, Syriza was 
elected to power in 2012; in 2015, Podemos gained over 20 per cent of the vote in Spain; in Italy, the ‘Five 
Star Movement’ gained power in 2018 in a coalition with the League, an anti-immigration group. In Germany 
an anti-immigration group, Alternative für Deutschland, gained over 90 of the 709 seats in the  Bundestag, 
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iTaly
Italy is the third largest economy in the eurozone but has suffered from a number of problems which 
threaten the future stability of the EU. In comparison to estimates of eurozone growth of 1.3 per cent in 
2019, the EU Commission forecast that Italy’s economy would grow by just 0.2 per cent. Unemployment 
in Italy was around 10 per cent in early 2019 and government debt was around 130 per cent of GDP. Part 
of the debt problems the Italian government faces have been created by the amount that has been spent 
to support a fragile banking system in the country. The government deficit is also likely to increase as the 
coalition government, formed in 2018, embarks on a spending programme which includes a minimum 
income scheme and support for people who wish to take early retirement. The increase in public spending 
is likely to push the deficit above 3.0 per cent of GDP, incurring a rebuke from the EU.

In early 2019, it was reported that Italy had entered ‘technical’ recession, having experienced two 
 quarters of negative economic growth. The growth forecasts had an effect on Italian bond yields, which 
rose. The difference between the yields on Italian and German government debt increased to just under 
3.0 per cent in early 2019 and indicates that Italy will have to pay more to service its debt. Given the high 
level of debt, there is renewed concern about the ability of the country to service its debt, especially given 
the expansionary fiscal stance taken by the populist government.

The debt situation and the fragility of Italian banks raises fears of what has been called the ‘doom loop’. 
This refers to the relationship between banks and the government; in this relationship, the banks require 
support from the government to support them and governments must borrow to finance the support. This 
merely adds to government debt and increases the weakness of the government. As the government 
becomes more indebted, the banks, which hold government bonds on their balance sheets, become more 
exposed. Sovereign debt, which is widely seen as being ‘safe’, ceases to become so. As yields increase, 
banks must reassess their balance sheets and may be forced to reduce lending and increase their capital 
to avoid collapse, which would cause a default on sovereign debt. If Italian banks were to collapse, the 
fear is that this could spread to other countries in the eurozone and possibly be the demise of the euro.

The spending plans of the populist Italian government threatened to break the fiscal rules of the EU. The gov-
ernment wanted to reduce taxes, increase spending on pensions and introduce a minimum income scheme 
to help address poverty in the country. These spending plans would have meant Italy’s deficit increasing from 
1.9 per cent of GDP to 2.4 per cent and in breach of EU rules. After intense negotiations, a compromise was 
reached whereby the deficit would reach 2.0 per cent of GDP. The Italian government agreed to cut back its 
minimum income scheme and increase taxes on banks, insurance companies and gambling. The compromise 
was just that and did not really satisfy either party. However, the threat of Italy facing a crisis of confidence by 
the markets and pushing it into a deep recession, which would result in a damaging impact on many ordinary 
and vulnerable people in Italy, seemed to push the parties to an agreement. Italy remains a potential problem 
which could cause the euro to collapse and increase internal  pressures on the EU.

BrexiT
While the problems in Italy were weighing heavily on the minds of finance ministers and the EU Commission, 
there was an additional problem which was taking up valuable time and resources which the EU could have 
well done without. On 23 June 2016, the UK went to the polls to vote in a referendum. The question they voted 

and in the Netherlands, a party campaigning on an anti-Islam platform became the second largest group in 
parliament. In Austria, the Freedom party became a member of the coalition government with the People’s 
Party in 2017. The Freedom party is widely regarded as a far-right group and is anti-immigration. It would be 
too simplistic to say that the rise in populism is attributable to any one factor; in many countries the reasons 
for populist support are complex. However, what is less in doubt is that these political forces are asking 
questions about the EU and whether it is still fit for purpose and meeting the disparate needs of its citizens.

SelF TeST As an economist, how would you judge whether migration was a ‘good’ thing or not?
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The immediate impact of the referendum
As the results of the referendum began to filter through, it became more and more obvious that 
the leave campaign had been successful. The immediate effect was to cause the value of sterling 
to depreciate significantly against other leading currencies. Prior to the referendum, the pound was 
trading around $1.45 against the US dollar and around €1.30 against the euro. In the immediate 
period after the referendum, the pound depreciated around 10 per cent against the dollar and around 
15  per cent against the euro. For UK businesses, this meant that import prices rose but export prices 
fell. Inflation in the UK, as measured by CPI, accelerated. In June 2016, the ONS reported the CPI at 
0.5 per cent. The rate accelerated to 3.1 per cent in November 2017, easing back a touch to 3.0 per cent 
in December 2017.

The Remain campaign had put the economic uncertainty and negative economic impact of a decision 
to leave at the heart of its campaign. Leavers argued that this was scaremongering, dubbing the forecasts 
‘project fear’. Indeed, predictions of a slump in the UK economy proved not to be the case in the imme-
diate aftermath. UK quarter on quarter, seasonally adjusted growth was 0.7 per cent in Q4 2016, slowed 
to 0.3 per cent in Q2 2017, accelerated slightly to 0.5 per cent in Q3 2017 and then slowed again to just 
0.1 per cent in Q1 2018 before accelerating back to 0.6 per cent in Q3 2018. Unemployment in Q3 2018 
fell to 4.0 per cent. Inflation accelerated post referendum, reaching 2.8 per cent in autumn 2017 before 
slowing down to target in the latter part of 2018. Falling real wages had economists and politicians noting 
a ‘squeeze’ on living standards. Overall, however, it was agreed that the predicted economic calamity 
had not manifested itself. However, as the negotiation over the Withdrawal Agreement (the ‘divorce’) 
 continued, many business groups voiced concerns and noted that uncertainty did seem to be playing a 
part in decisions on investment being held back.

The Key issues
The Brexit process and negotiations were extremely complex. The UK had been a member of the EU for 
46 years prior to its scheduled exit in 2019 and in that time, the interdependence between the UK and the 
other member states grew. The decision to leave the EU raised many questions, and it is likely that it will 
take many years for the process to be completed. There are a number of key issues which faced both the 
UK and the EU.

on was simple: Should the UK remain a member of the European Union or leave the European Union? Voters 
were given two options, one to tick a box saying, ‘Remain a member of the European Union’ and the second 
saying, ‘Leave the European Union’. The result of the referendum was 17,410,742 votes cast to leave the EU 
(51.9 per cent) and 16,141,241 votes in favour of remaining in the EU (48.1 per cent). In Wales and  England, the 
majority voted to leave the EU, while in Scotland and Northern Ireland, the majority voted to remain.

The referendum result was widely seen as a surprise and led to significant changes in the UK govern-
ment as the Prime Minister who called the referendum, David Cameron, resigned. Cameron had been on 
the remain side and felt that his position was now untenable. In the year following, the government, led 
by Theresa May, sought to come to terms with the decision of the British people, decide its negotiating 
stance and to manage the process of actually leaving.

That process was formally started on 29 March 2017 when the UK government triggered Article 50 of 
the Treaty of Lisbon, which provides the right of an EU member to unilaterally declare its intention to leave 
the union. Once Article 50 was invoked, a two-year period for negotiations to take place regarding the exit 
began. Having invoked Article 50, the UK was due to formally leave the EU in March 2019. The question 
was, would it be possible to arrive at a negotiated ‘divorce’ deal which would satisfy the wishes of the UK 
and those of the other 27 nations of the EU? If an agreement could not be reached then the UK would face 
a ‘hard Brexit’, leaving the EU on Friday 29 March 2019, at 11.00pm UK time. After this time, the UK would 
no longer be a part of the single market or the customs union.

SelF TeST What do you think the costs and benefits might be of a ‘hard Brexit’?
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laws The UK had its own laws passed by Parliament that applied to the UK only. As a member of 
the EU, the UK was also subject to European law. EU law covers areas of responsibility that cover all 
member states. These laws have supremacy over UK law. For example, as a member of the EU, the UK 
government had no power to restrict free movement of labour from within the EU. If an individual from 
another EU country wanted to travel to the UK to seek work, and there was no legal reason to deny 
entry (such as a criminal record of some kind) the individual had that right under EU law. Other laws 
and directives were associated with the rights to benefits in EU countries, fishing rights, the Working 
Time Directive, the rate of VAT which can be charged on certain goods, and rules on the targets to cut 
greenhouse gas emissions.

Once the UK left the EU, many of these laws would cease to apply to the UK but instead pass into UK 
law. In 2017, the UK government introduced a bill in the Houses of Parliament which repealed the 1972 
European Communities Act. At the time it was introduced, it was dubbed ‘The Great Repeal Bill’ and 
covered around 12,000 EU laws and regulations and a range of other EU-related legislation. Its correct 
title is the European Union (Withdrawal) Bill. Once passed into law, the Withdrawal Bill removed the legal 
authority of EU law as laid down in the 1972 Act. It resulted in EU laws passing into UK law and provided 
ministers with the power to enact additional legislation which was necessary given the time constraints 
imposed by Article 50. Some EU laws which passed into UK law required changes in terminology and 
reference, but in the time available, it would have been impossible for Parliament to scrutinize every line 
of current EU law as it applied to the UK. This part of the Withdrawal Bill was controversial, as some in 
Parliament argued that it gave ministers too much power and Parliament insufficient powers to provide 
necessary checks and balances.

The Type of Brexit Over the years of membership of the EU, trade between the UK and the rest of 
the EU expanded. Some of the reason for this was due to the creation of the single market. The free 
movement of goods, capital and labour across EU borders is a fundamental principle which binds the 
members of the EU together. On leaving the EU, the UK, in theory, would also leave the single market. 
Its trade with the existing 27 members of the union would have to be subject to the same rules and 
regulations as any other non-member and be governed by World Trade Organisation (WTO) rules. This 
would also mean that the UK would have to pay the common external tariff and face customs checks at 
borders throughout Europe.

One of the major tasks the UK government set itself was to negotiate a new trading relationship with 
the EU post exit. EU members were cognisant of the fact that they all had extensive trading links with the 
UK and it was in their interests to ensure that trade continued to flourish with the UK after it left the EU. 
However, the 27 members were also keen to ensure that the UK did not have the major benefit of being a 
member of the EU, i.e. access to the single market, without the responsibilities and obligations, political, 
legal, economic and financial, that go with being a member.

Before the post-trading relationship could be negotiated, the divorce agreement or Withdrawal Agree-
ment had to be finalized. During the negotiations, the terms ‘hard Brexit’ and ‘soft Brexit’ were widely 
used. A hard Brexit would mean that the UK would not be a member of the single market and would have 
to abide by EU trading terms in the same way as any country who was not a member of the EU. This would 
mean that companies trading across the EU would face having to pay the common external tariff and the 
administration and costs associated with passing through border controls. This could potentially add to 
businesses’ costs and limit trade between the UK and the EU. Avoiding a hard Brexit was one of the few 
things it seemed that politicians in the UK and across Europe could agree on. This did not mean that other 
positions would be sacrificed to avoid a hard Brexit.

While there was agreement that a hard Brexit was undesirable, the effects of it were difficult to predict. 
If the UK left without any agreement and faced a hard Brexit, which some avid Brexiteers had no problem 
with, it would mean that the UK would be free to negotiate trade deals with other countries outside the 
EU. Increases in trade with those countries could offset any negative effect of reduced trade with the EU. 
It was also the case that the single market was still incomplete and there were some who argued that 
given the UK economy was heavily reliant on the service industry where the single market was yet to be 
complete, the effects would be limited. The EU and the UK are members of the WTO and, as members, 
agree to be bound by the rules of the WTO. The rules of the WTO stipulate that members must provide 
what is called ‘Most Favoured Nation’ (MFN) agreements on trade.
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A soft Brexit would mean that the UK maintained close ties with the EU and possibly negotiated access 
to the single market. This would help to cushion the effects of exit, but if the UK were to negotiate access 
to the single market, that would almost certainly come with the obligation to also allow free movement 
of labour. Migration was one of the key issues discussed during the referendum debates and was a factor 
for some of those who voted to leave. Any acceptance of free movement of labour in return for access to 
the single market might be politically difficult.

There were other models that it was argued could be negotiated. Norway and Switzerland, for example, 
are two countries who are not members of the EU but have trading relationships with the EU such that 
they do not have to pay the common external tariff. However, both countries accept free movement of 
labour and both contribute funds to the EU budget. This latter obligation would have angered Brexiteers.

Another option would be to negotiate membership of a customs union. In a customs union, members 
agree to abolish tariffs and duties on goods trading between themselves and agree to impose a common 
external tariff. However, if the UK agreed to become a member of the EU customs union, it would have 
to accept that there would be limits on its freedom to negotiate trade deals with other countries. There 
was much talk of trade deals with India, the United States and China, among others. If the UK did join an 
EU customs union, it would have to agree to the restrictions on trade deals outside the customs union.

eu Budgets and the Divorce Settlement Having been a member of the EU for so long, the UK has 
signed up to many commitments which it is obliged to honour even though it has left the EU. The extent 
of the financial obligations was a key part of the divorce settlement. The amount the UK had to pay to 
the EU to settle its obligations was disputed. Some of the costs relate to commitments on EU funding 
initiatives to regional economies, there are also pension contributions for EU members of staff which 
the UK agreed to be a part of many years ago, plus relocation costs of EU organizations which were 
based in the UK, and construction projects that the UK agreed to help part-fund. The UK government 
accepted that it had some financial obligations, but the EU made it clear that talks on any future trade 
deal would not take place until there had been ‘sufficient progress’ on the UK’s commitment to a finan-
cial settlement following withdrawal.

The EU estimated that it has around €240 billion in committed funds which are to be spent and the UK’s 
share of that sum has been reported at around €45 billion (£39 bn). A figure in excess of €50 billion was 
initially quoted as being the minimum EU member states would be willing to accept, but the UK govern-
ment suggested that the final settlement would be less than €40 billion.

The northern ireland Border One of the major challenges in the negotiations to leave the EU was the 
status of the Northern Ireland border. The island of Ireland is divided into the Republic of Ireland, which is a 
member of the EU, and Northern Ireland, which is part of the UK. The history of Northern Ireland has been 
blighted by violence and division between those who would like to see a united Ireland, commonly referred 
to as Republicans, and those who wish to remain as part of the UK, referred to as Unionists. The divisions 
between Republicans and Unionists has been bitter, but the Good Friday, or Belfast, Agreement, signed 
in April 1998, resulted in a change in the political landscape in Ireland. The years following the Agreement 
have seen a far greater degree of peace than in comparison to the 40 years before the Agreement. The 
EU noted that it was primarily an organization committed to peace. One manifestation of the Agreement 
was the removal of controls across the border between Northern Ireland and the Republic. Individuals 
and businesses were free to cross the border, and there had been free movement of goods, services and 
labour in keeping with the terms of EU membership. The removal of border controls and barriers was seen 
as a key element in the peace process. Trade between the North of Ireland and the Republic had grown 
and as trade grew, tensions between rival groups began to ease.

Once the UK left the EU, and depending on the type of trade agreement it negotiated, the status of 
the border became different. In theory, goods, services, labour and finance crossing the border both ways 
could be subject to controls and checks. For many people living in and around the border, the impractical-
ities of this are significant. Would there need to be passport controls along the border? Would there be 
duties or tariffs to be paid? How would respective taxes such as VAT in the UK and the Republic be paid? 
Would there be restrictions on people who live in the North but work in the Republic (and vice versa)? 
The situation is made more difficult by the fact that the border is extremely arduous to police. In some 
cases, within the space of a few hundred metres, roads and bridges cross the ‘border’ several times.
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Negotiations between the UK and the EU eventually came up with the idea of the ‘backstop’. The 310-mile 
border between Northern Ireland and the Republic would be the only land border between the UK and the 
EU. Virtually everyone was in agreement that border controls in Ireland must not be reintroduced. Technology 
might provide a means of ensuring that no hard border would return in the island of Ireland, but while some 
technology exists to facilitate movement of goods and services across borders, technology was not capable 
of providing a complete solution. Once the Withdrawal Agreement from the EU was finalized and agreed by 
both the EU and the UK government, negotiations would commence on the nature of the trading relationship 
between the EU and the UK. However, there was no guarantee that those negotiations would succeed, and 
even if they did, they could take many years to finalize. In the event that no deal could be reached, the  concept 
of the ‘backstop’ was negotiated. The backstop would keep the UK in a customs union and mean that no 
hard border would be reintroduced. The backstop was a legal guarantee. If there was wide agreement that no 
border controls should be introduced on the island of Ireland, then the backstop seemed to guarantee that. 

However, the idea that the UK could be ‘stuck’ in a customs union for an unknown number of years meant 
that it would not be able to negotiate its own trade deals. Being in a customs union with the EU was not what 
the country voted for, argued Brexiteers. The EU argued that the backstop would be a temporary measure, 
but many UK members of Parliament were not convinced and insisted on some form of time limit or legal 
guarantee that the backstop would disappear. Having negotiated the Withdrawal Agreement for almost two 
years, the EU 27 were reluctant to re-open the Withdrawal Agreement to new negotiations and terms.

There was a further problem in that the Conservative Government relied on the Democratic Unionist 
Party (DUP) in Northern Ireland for getting legislation through Parliament. In 2017, the UK Prime Minister 
called a general election. Her argument for calling an election was that the UK government needed a fresh 
mandate following the referendum to negotiate with the EU on Brexit. It was widely reported that the 
Prime Minister, Theresa May, believed that she would get an increased majority by going to the country. 
In the event, she didn’t. Her majority shrank, and it needed an alliance with the DUP to keep Mrs May’s 
government in power. When it came to the backstop, the DUP were implacably opposed. The backstop 
effectively means that Northern Ireland would be treated differently from the rest of the UK, and this could 
threaten the stability of the union, according to the DUP.

The Backstop

The issue of the backstop became the single most contentious element of the Withdrawal Agreement. As it 
was originally outlined in the Withdrawal Agreement endorsed by the EU27 in November 2018, it did not com-
mand the support of the majority of MPs in the House of Commons. The Prime Minister spent much of the first 
two months of 2019 shuttling back and forth across the EU, holding numerous meetings with MPs across the 
House of Commons, trades unions and business leaders to try to find a way of getting an amendment to the deal 
which would pass through Parliament. It seemed that there was very little prospect of getting the EU to agree 
to re-open negotiations on the backstop. 
The EU’s argument was that this had 
been discussed for almost two years 
and all options had been explored –  
this was the best that was on offer.

One aspect of the negotiations to 
solve the border problem included the 
use of technology which would enable 
customs checks to be made quickly 
and efficiently. This would meet the 
fact that Northern Ireland was not part 
of the EU but avoid any hard border. 
There are precedents in the EU where 
technology is used to meet customs 
requirements. Norway, for example, is 

CaSe STuDy

The backstop was designed to ensure a hard border between 
Northern Ireland and the Republic of Ireland would not return but 
became highly contentious.

(Continued )
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The Status of Workers and Migrants According to the ONS, the difference between the number of people 
migrating to the UK and the amount of people leaving the UK (net migration) was 274,000 in the year to June 
2018. Some 625,000 people moved to the UK while 351,000 left the UK. Since the referendum the number 
of people from the EU coming to the UK has fallen sharply from around 200,000 in 2016 to around 80,000 in 
2019, while the number of non-EU migrants has increased from around 180,000 to around 240,000.

The number of people migrating to the UK to work from the EU was a major discussion point in the 
 referendum. The free movement of labour across EU borders is a fundamental aspect of the single market. 
As noted, following the referendum, a key part of the debate about the future relationship between the UK 
and the EU has been the extent to which the UK might accept some element of free movement of labour. 
A significant element of the negotiations on the Withdrawal Agreement with the EU was the status of EU 
citizens working in the UK and those UK citizens living and working in the EU.

In December 2017, an agreement was reached in principle on this issue. EU nationals working in the 
UK will have their rights protected under UK law, enforced by the UK legal system. Equally, UK workers 
working in the EU will have their rights protected – any children born to citizens qualifying under the rules 
agreed will be seen as part of the Agreement. This agreement was vital, because as citizens of the EU, 
regardless of the country in which they live and work, they have access to the benefits provided under EU 
law such as healthcare, welfare benefits, unemployment insurance, child benefits and so on, and these 
are all guaranteed under EU law.

The EU Settlement Scheme requires those from the EU living in the UK to apply under the scheme for 
either settled or pre-settled status. Applications must have been received by 30 June 2021. A separate agree-
ment was reached with Norway, Iceland and Liechtenstein, and a bilateral agreement with Switzerland. 
 Settled status was typically given to those who started living in the UK before December 2020 and have 
lived in the UK for a continuous five-year period (‘continuous residence’). Settled status gives eligible people 
the right to apply for British citizenship, to work in the UK, gain the benefits of the NHS and education, and 
access benefits such as pensions. Those who do not qualify under the rules of continuous residence would 
get pre-settled status, which allowed individuals to stay in the UK for a further five years, thus allowing them 
to apply for settled status. The rights for those with pre-settled status are the same as those for settled status.

immigration economics

The debate over immigration is not just a political one. Economists have sought to explore the relative costs and 
benefits of economics to help inform policy on immigration. As with most issues of this type, there are winners and 
losers. A rise in immigration can mean that the supply of labour increases which, ceteris paribus, would reduce the 
wage rate. The increase in labour supply would, therefore, help to keep wage inflation and firms’ costs under control. 

Fyi

not in the EU but has a trading relationship with the EU. It has a border with Sweden, which is in the EU. 
Technology is utilized to record the movement of goods across the border: automatic number plate rec-
ognition, IT systems which provide information on any customs requirements are installed in warehouses 
and businesses which pass information through to the authorities. Freight vehicles still stop at crossing 
points but the physical checks are swift and average around 20 minutes. While technology can go so far in 
providing so-called ‘frictionless borders,’ it does not do away with the need for physical checks on some 
goods completely, and herein lies the problem. As soon as a physical checkpoint is erected, it focuses 
attention that there is a border on the island of Ireland and this is something that most people are agreed 
must not happen. There may be technology developments in the future which can resolve these issues, 
but they do not exist yet and would involve time and massive investment.
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Immigrants can provide a supply of skilled labour which can relieve shortages and ensure that important roles are 
fulfilled, benefitting society as a whole. For example, a large number of skilled professionals in health services come 
from overseas workers. If the number of these doctors and nurses were restricted, then patient welfare could suffer.

However, the effect of increased immigration is likely to affect different groups and industries in society in different 
ways. If migrant workers are willing to work for lower wages, this can impact on the indigenous population who are 
seeking work. The people most likely to be affected are the indigenous low-skilled, low-wage workers.

George Borjas, the Robert W. Scrivner Professor of Economics and Social Policy at the Harvard Kennedy School, 
and David Card, the Class of 1950 Professor of Economics at the University of California, Berkeley, are two leading 
economists in labour economics and immigration in particular. Card studied the effect of Cuban migrants in Miami in 
the 1980s. He compared the effect on labour markets in the areas which were affected by immigration with those that 
were not affected. He concluded that there was no negative effect on the wages of US workers.

Borjas questioned the methodology used by Card and others in that their research and analysis focused on the 
effect of immigration in ‘local’ labour markets. Borjas adopted a different methodology in studying immigration in the 
United States between 1980 and 2000, which recognized that migrant workers and native workers do not just stay in 
one area. The research  on the effects of immigration on wages tended to have been focused on the effect in local 
areas where relatively large immigrant populations where clustered, in particular, in areas like Miami, New York and 
Los Angeles. Many of these studies found no significant effects on the wage rates of natives. One of the reasons 
might be that migrants may move to areas where the local economy is vibrant, and the additional labour supply can 
be absorbed resulting in limited impact on wages. Borjas noted that this was akin to modelling a ‘closed economy’. 
Such analysis ignores the potential for native workers responding to the influx of migrant labour to move and offer 
their labour elsewhere in the country. This would equilibrate the national economy and show limited effect on wages 
as a whole.

Borjas’ research took into account the fact that workers acquire skills and experience both before and after 
they enter the labour market. Education and labour market experience are both important factors in determining 
the degree of substitutability of workers, both migrant and native. Borjas investigated the effect of immigration on 
workers with different education and labour market experience. The effects will be dependent on whether migrant 
workers coming into the country were primarily very young or were much older. Migrant workers might have similar 
levels of education but different experiences of work and are thus not perfect substitutes.

Overall, Borjas found that immigration reduces the wage and labour supply of competing native workers. Between 
1980 and 2000, immigration increased labour supply of working men by 11 per cent, reducing wages of average native 
workers by 3.2 per cent. However, Borjas found variations across education groups. Average wages were 8.9 per cent 
lower for high school dropouts, 4.9 per cent lower for college graduates, 2.6 per cent lower for high school graduates, 
and almost no change for workers with some college background.

The effect of immigration also has an intertemporal dimension. Borjas pointed out that immigrants who come 
to the United States may arrive individually at first but then bring along their family and extended family over time. 
Immigrants who settle in a country will have children and in time these children will feed into the labour market. 
Researching the effect on wages from one generation to another, Borjas found that immigrants arriving into the 
United States in the 1940s had wages which were higher than average US workers. The second generation of these 
workers had wages which were around 6 per cent higher than the average US worker but that this was a lower 
difference compared to the first generation. Borjas has suggested that future generations will see this advantage 
eroded over time.

There are, of course, economic benefits of immigration referred to as the ‘immigration surplus’. Some of this 
surplus is generated by the reduction in the wages of natives who are in competition with migrant workers for jobs. 
Firms employing migrant workers also benefit and contribute to the surplus through the increase in profits or incomes 
they gain by employing migrant workers.

Borjas concluded that while the overall net impact on native workers is relatively small, some groups are dispro-
portionately affected. Particular groups of workers in a country might face an increase in competition from migrant 
workers and may well be those with low skills, a weaker educational background and on low wages. These people 
tend to make up a larger proportion of a nation’s poor. On the other hand, Borjas notes that employers who use 
low-skilled workers and can employ immigrant workers, and immigrant workers themselves, tend to be the biggest 
winners.
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The Withdrawal agreement and political Declaration
On 25 November 2018, a document outlining the results of almost two years of negotiation between 
the UK and the EU was endorsed by the EU 27. The 599 pages of the Agreement was a major step in 
the process of the UK leaving the EU in 2019. Once the Agreement was ratified by the UK Parliament, 
negotiations on the post-withdrawal trading arrangements could begin. To facilitate this, the Agreement 
allowed for a transition or implementation period which would last until December 2020, but with the 
option to extend to 2022 if necessary. During this period the UK would abide by the rules of the EU but 
would not be a member of any of the EU institutions.

The transition provided a practical approach to withdrawal to allow time to adjust to the new reality. 
However, not everyone in the UK saw it in this way. So-called hard line Brexiteers were critical that it did 
not deliver on the peoples’ democratic wish to leave the EU. Leave, meant leave, and this transition period, 
which could last up to three years (and thus be six years after the referendum), did not feel like leaving 
the EU.

The obligations of the UK to the EU have been noted and the Agreement set out the conditions under 
which the UK would meet these obligations. While the Agreement contained no specific figure, the 
amount being reported was £39 billion (€45bn) and would be paid over a period of time. Any extension to 
the transition period would require an adjustment to this figure. Again, Brexiteers were not happy with 
this aspect of the Agreement. Some argued that the UK seemed to be committing to paying a large sum 
of money before any future trade agreement was confirmed.

We have covered the issue of the backstop, but this was the single most contentious issue in the whole 
Agreement. The UK Parliament voted overwhelmingly to reject the Withdrawal Agreement by 432 votes to 
202 on 15 January 2019. The vote was preceded by five days of often heated debate. What became clear 
from the debate and vote was that there was precious little agreement on what should happen if there 
was no deal come 29 March 2019 other than no desire to see a hard Brexit. The Prime Minister, Theresa 
May, told Parliament she heeded the message the vote sent and would discuss options with members 
from across the House of Commons and go back to the EU to seek changes to the deal, something the EU 
was reluctant to do. This resulted in some minor changes which were not sufficient to garner support in 
the House of Commons and the deal was rejected for a second time, albeit by a lower but still significant 
margin. In late March, the UK secured an agreement to extend Article 50 until 22 May on condition that 
the deal was passed by Parliament. This would provide time to complete the legal requirements of the 
Withdrawal Agreement, However, if the deal was not passed by Parliament, a new date of 12 April would 
be the day the UK left the EU and without a deal.

The Withdrawal Agreement also contained details on the issues of fishing rights, the status of Gibral-
tar, which is the subject of a long-running dispute between the UK and Spain, and the status of the UK 
under EU law during the transition period. There were also agreements on issues such as geographical 
indications of various foodstuffs such as Parma ham, Champagne, Stilton cheese, Cognac, Roquefort 
cheese and Tuscany olives. Geographical indications give the products in question a protected desig-
nation of origin and prevent other manufacturers producing something similar outside the designation 
region and calling it the same thing. The Withdrawal Agreement also made provision for the UK to leave 
the European Atomic Energy Community (Euratom), which covers the handling and disposal of nuclear 
waste.

At the end of the document is a ‘political declaration setting out the framework for the future relationship 
between the European Union and the United Kingdom’. This provided a basis for the post-Agreement negotia-
tions on the future relationship and laid down the core values and rights which would frame the negotiations, 
data protection, areas of shared interest, the basis of the economic partnership, services and investment, 
financial services, digital, capital movements, intellectual property, transport, movement of people, energy, 
fishing, competition, global cooperation, foreign policy, security and defence, and institutional arrangements.

In the latter part of March 2019, the deal was voted on for a third time and rejected again. The government 
got agreement from the EU to delay leaving the EU until 31st October 2019. Mrs May announced her resig-
nation as leader of the Conservative Party in June 2019. The new leader of the Conservative Party and new 
Prime Minister would be in place by the end of July 2019 and would have to negotiate with the EU 27 on a 
new or revised deal, which the EU repeatedly said was not an option, or face the UK leaving on 31st October 
without any deal.
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ConCluSion
The complexity of the negotiations for the withdrawal of the UK from the EU means that the final details 
of the withdrawal and what it will mean for both EU and UK citizens is likely to take many years to unravel. 
For businesses, the biggest problem they have faced is uncertainty, not only about the Withdrawal Agree-
ment and whether there would be a hard Brexit but also about what the nature of the trading relationship 
between the UK and the EU will end up being. In particular, businesses expressed concern about what 
exit from the EU will mean for recruiting workers, and the effects on the administration involved in trading 
with the EU. The prospect of having to pay tariffs when exporting to the EU is one factor to consider, but 
the rules governing investment across borders and the ease with which capital can be transferred, are also 
areas where business needs certainty to enable them to plan effectively.

Many business leaders have expressed concern that multinationals operating in the UK when it was part 
of the EU might look to move their operations to other EU countries to be part of the EU, and this could affect 
sales and jobs. While the immediate impact on the UK economy seemed not to have been as calamitous as 
had been predicted, many business leaders were unsure about what the longer-term prospects of the UK 
being out of the EU would be. What other trade deals will the UK be able to negotiate with countries in the 
rest of the world, and will these lead to a shift away from the focus of trade from the EU which has been a fea-
ture of the previous 40 plus years of UK membership? The fact is that no one really knows, and the challenges 
to business will continue to evolve as the UK finds its way in a post-EU membership world.

SuMMary
 ● There are several important issues which face the EU and which will shape or determine its future: the euro, the 

growth in support of populist political groups, the fragility of the Italian economy and Brexit.

 ● The lack of progress of integration of capital markets and banking within the eurozone is a threat to the future of the euro.

 ● Populism has grown partly due to the migrant crisis which the EU has had to cope with, but it is by no means 
restricted to that problem. It is a complex and multifaceted aspect of change across the EU.

 ● The migrant crisis could result in the collapse of the Schengen area, which would be a blow to one of the 
 fundamental tenets of the single market.

 ● Italy faces a number of economic problems, including rising debt levels, a weak banking system and a fear over 
the ability of the government to sustain its debt and deficit. A populist government wants to relax fiscal discipline, 
and this has created tension with the EU Commission.

 ● Brexit is creating tensions across the EU, and there are many problems which have had/are yet to be resolved.

 ● The backstop in Ireland is one of the major points of contention, with a resolution which would satisfy the UK 
Parliament and the EU 27 seemingly elusive.

 ● The consequences of Brexit and the negotiations on the new relationship between the UK and the EU will likely 
take many years.

The White paper on the Future of europe: The eu27 by 2025
In March 2017, the EU Commission published a document which aimed to ‘map out the challenges and opportunities 
ahead of us and present how we can collectively choose to respond’. In the Introduction to the white paper, some 
of the main criticisms of the EU are acknowledged. It recognized that many people find the EU too distant, too inter-
fering and question whether the EU contributes to improvements in their standard of living. It also recognized that 
confidence in the EU project has been shaken by the Financial Crisis and its aftermath.

in The neWS

(Continued )
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QueSTionS For revieW
1 Why did Milton Friedman cast doubt on the likely success of the project to launch a single currency across Europe?

2 What are the main factors which put the future stability of the euro in doubt?

3 What do you understand by the term ‘populism’ in the context of the EU?

4 What are the main reasons for the growth in support for populist political groups across Europe?

5 Why is the possible breakdown of the Schengen area potentially damaging for the future of the EU?

6 Why has the migrant crisis increased pressure on EU governments and increased the tensions between members of 
the EU?

7 Why have the fiscal plans of the Italian coalition government caused tensions with the EU Commission?

The white paper presents five scenarios for Europe by 2025 to help ‘steer the debate’ about the future of Europe. 
The five scenarios are headed ‘Carrying on’, ‘Nothing but the single market’, ‘Those who want more do more’, ‘Doing 
less more efficiently’ and ‘Doing much more together’. The scenarios inform policy decisions on the ability of the EU 
to make decisions more quickly and efficiently on the EU budget, foreign policy and defence, Schengen, migration, 
security, economic and monetary union, and the single market and trade.

Some of the policy overviews acknowledge some of the limitations of the EU. It notes that the single market 
is not complete and needs strengthening, in particular, capital markets, but in addition notes the importance 
of closer integration through further harmoni-
zation of standards and enforcement. Policies 
to improve cooperation in the management 
of external borders and making progress to a 
common asylum system are a feature of the 
challenges which migration to the EU has pre-
sented. On foreign policy, the scenario is that 
the EU will speak with one voice, and closer 
cooperation over foreign policy and defence 
will result in the creation of a European 
Defence Union. A key area is the EU budget, 
and it is envisioned that there will be further 
fiscal integration to help build stability in the 
euro area and across the EU27 as a whole.

Critical Thinking Questions

1 To what extent would you agree with the view that the eu has been a victim of its own success?
2 how far do you think that tax harmonization across the eu is essential for the single market to be strengthened?
3 Given the criticism of the eu acknowledged in the white paper, do you think that closer cooperation and harmo-

nization is the correct response to these criticisms and will help eu citizens identify more closely with the eu?
4 how essential is greater fiscal integration to the future stability of the euro?
5 one of the main themes of the white paper is closer cooperation on key challenges facing the eu. Given the rise 

of populist political groups across europe and the reasons why uK voters voted to leave the eu, do you think that 
this is the right focus for the eu in the future? explain.

reference: ec.europa.eu/commission/sites/beta-political/files/white_paper_on_the_future_of_europe_en.pdf, accessed 
10 February 2019.

What future for Europe?
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8 What do you understand by the term ‘doom loop’?

9 Why have some supporters of Brexit accused some politicians, businesses and the media of creating ‘project fear’?

10 Why was the Irish backstop such a contentious issue in Brexit negotiations?

proBleMS anD appliCaTionS
1 It has been reported that the experience of Brexit has made other countries contemplating leaving the EU think twice. 

Polls conducted in 2018 suggest that around 42 per cent of Europeans ‘trust’ the EU, the highest level since 2010. Does this 
suggest that Brexit is more likely to bring the EU together or result in further splits?

2 Comment on Friedman’s conclusion that the ‘drive for the euro has been motivated by politics not economics’. 
If economics had driven the creation and development of the euro, what do you think would have been done differently?

3 A number of eurozone countries still have large amounts of debt. Do some research to find the size of the debt of 
countries in the eurozone. Why does the size of sovereign debt threaten the existence of the euro?

4 Members of the eurozone have forsaken monetary independence. This means they are not able to manipulate their 
currency to help manage asymmetric shocks. How does currency manipulation help in the case of asymmetric shocks, 
and is such a policy a long-term solution to overcoming a country’s economic problems?

5 Populist movements have been said to reflect ‘the will of the people’. Economists such as Kenneth Arrow and theories 
like the ‘median voter theorem’ along with the ideas of French political economist the Marquis de Condorcet, suggest the 
idea of the ‘will of the people’ is a myth. Do some research into these ideas and discuss whether the ‘will of the people’ 
is indeed a myth.

6 Italian politicians face difficult economic choices. Unemployment is high and growth is sluggish. There is a divide 
between the more prosperous north and poorer south. As a member of the EU, the country is bound by certain fiscal rules. 
Comment on the policies adopted by the populist coalition government in the light of these challenges and constraints.

7 Can the ‘doom loop’ ever be broken?

8 Some EU politicians have accused the UK of ‘wanting its cake and eating it’. In the context of the referendum vote to 
leave the EU and the subsequent negotiations on withdrawal, how far would you agree that these politicians have a 
valid point?

9 The Irish backstop provided the guarantee that whatever the outcome of the post-withdrawal negotiations, a hard 
border would not be reintroduced to the island of Ireland. This is widely agreed to be a desirable outcome of Brexit, so 
why has it been such a contentious issue?

10 ‘Trading on WTO rules would not affect businesses in the UK trading with EU countries and EU countries trading with the 
UK in any major way and suggestions to the contrary are just “project fear.”’ Critically analyze this statement.
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ability to pay principle the idea that taxes should be levied 
on a person according to how well that person can shoulder the 
burden

abnormal profit the profit over and above normal profit
absolute advantage exists where a producer can produce a 

good using fewer factor inputs than another
absolute poverty a level of poverty where an individual does 

not have access to the basics of life – food, clothing and shelter
accounting profit total revenue minus total explicit cost
actual spending, saving or investment the realized or 

ex post outcome resulting from actions of households and firms
ad valorem tax a tax levied as a percentage of the price of 

a good
adaptive expectations a model which states that individuals 

and organizations base their expectations of inflation in the 
future on past actual inflation rates

adverse selection where a principal knows more about their 
situation than the agent, leading to the agent preferring not to 
do business with the principal

agent a person who is performing an act for another person, 
called the principal

aggregate demand curve a curve that shows the quantity of 
goods and services that households, firms and the government 
want to buy at each price level

aggregate risk risk that affects all economic actors at once
aggregate supply curve a curve that shows the quantity of 

goods and services that firms choose to produce and sell at 
each price level

allocative efficiency a resource allocation where the value of 
the output by sellers matches the value placed on that output 
by buyers

amplitude the difference between peak and trough and 
trend output

annual chain linking a method of calculating GDP volume 
measures based on prices in the previous year

appreciation an increase in the value of a currency as measured 
by the amount of foreign currency it can buy

arbitrage the process of buying a good in one market at a low 
price and selling it in another market at a higher price in order to 
profit from the price difference

asymmetric information where two parties have access to 
different information

asymmetric shocks a situation where changes in aggregate 
demand and/or supply differ from one country to another

automatic stabilizers changes in fiscal policy that stimulate 
AD when the economy goes into a recession, without 
policymakers having to take any deliberate action

autonomous spending or autonomous 
expenditure spending which is not dependent on  
income/output

average fixed cost fixed costs divided by the quantity of output
average revenue total revenue divided by the quantity sold
average tax rate total taxes paid divided by total income

Glossary

average total cost total cost divided by the quantity of output
average variable cost variable costs divided by the quantity 

of output

balance of payments the official account of international 
payments for the import and export of goods, services and capital

balanced budget where the total sum of money received by a 
government in tax revenue and interest is equal to the amount it 
spends, including on any debt interest owing

balanced trade a situation in which exports equal imports
bargaining process an agreed outcome between two 

interested and competing economic agents
barriers to entry anything which prevents a firm from entering 

a market or industry
barter the exchange of one good or service for another
benefits principle the idea that people should pay taxes based 

on the benefits they receive from government services
birth rate the number of people born per thousand of the 

population
bond a certificate of indebtedness
bounded rationality the idea that humans make decisions 

under the constraints of limited, and sometimes unreliable, 
information

brain drain the emigration of many of the most highly educated 
workers to rich countries

brand proliferation a strategy designed to deter entry to a 
market by producing a number of products within a product line 
as different brands

branding the means by which a business creates an identity for 
itself and highlights the way in which it differs from its rivals

budget constraint the limit on the consumption bundles that a 
consumer can afford

budget deficit where government tax revenue is less than 
spending and the government has to borrow to finance 
spending

budget surplus where government tax revenue is greater than 
spending because it receives more money than it spends

business cycle fluctuations in economic activity such as 
employment and production

capital the equipment and structures used to produce goods and 
services

capital flight a large and sudden reduction in the demand for 
assets located in a country

capitalist economic system a system which relies on the 
private ownership of factors of production to produce goods and 
services which are exchanged through a price mechanism and 
where production is operated primarily for profit

cartel a group of firms acting in unison
catch-up effect the property whereby countries that start 

off poor tend to grow more rapidly than countries that start 
off rich

central bank an institution designed to regulate the quantity of 
money in the economy
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ceteris paribus (other things being equal) a term used 
to describe analysis where one variable in the model is allowed 
to vary while others are held constant

choice set the set of alternatives available to the consumer
classical dichotomy the theoretical separation of nominal and 

real variables
club goods goods that are excludable but non-rival in 

consumption
Coase theorem the proposition that if private parties can 

bargain without cost over the allocation of resources, they can 
solve the problem of externalities on their own

coincident indicator an indicator whose changes occur at the 
same time as changes in economic activity

collective bargaining the process by which unions and firms 
agree on the terms of employment

collusion an agreement among firms in a market about quantities 
to produce or prices to charge

commodity money money that takes the form of a commodity 
with intrinsic value

common currency area a geographical area throughout 
which a single currency circulates as the medium of exchange

common resources goods that are rival but not excludable
comparative advantage the comparison among producers of 

a good according to their opportunity cost. A producer is said to 
have a comparative advantage in the production of a good if the 
opportunity cost is lower than that of another producer

comparative statics the comparison of one initial static 
equilibrium with another

compensating differential a difference in wages that arises 
to offset the non-monetary characteristics of different jobs

competitive advantage the advantages a firm has over rivals 
which are both distinctive and defensible

competitive market a market in which there are many buyers 
and sellers so that each has a negligible impact on the market 
price

complements two goods for which an increase in the price of 
one leads to a decrease in the demand for the other

compounding the accumulation of a sum of money in, say, a 
bank account, where the interest earned remains in the account 
to earn additional interest in the future

concentration ratio the proportion of total market share 
accounted for by a particular number of firms

constant returns to scale the property whereby long-run 
average total cost stays the same as the quantity of output 
changes

constrained discretion a monetary policy framework which 
acknowledges a clear goal (or target) but allows policymakers 
the freedom to respond to economic, financial and political 
shocks using all the data available and their collective judgement

Consumer Prices Index a measure of the overall prices of the 
goods and services bought by a typical consumer

consumer surplus a buyer’s willingness to pay minus the 
amount the buyer actually pays

consumption spending by households on goods and services, 
with the exception of purchases of new housing

contestable market a market in which entry and exit are free 
and costless

contraction when real output is lower than the previous 
time period

copyright the right of an individual or organization to own things 
they create in the same way as a physical object, to prevent 
others from copying or reproducing the creation

cost the value of everything a seller must give up to produce 
a good

cost-benefit analysis a study that compares the costs and 
benefits to society of providing a public good

cost of living how much money people need to maintain 
standards of living in terms of the goods and services they can 
afford to buy

cost-push inflation a short-run cause of accelerating inflation 
due to higher input costs of firms which are passed on as higher 
consumer prices

countercyclical a variable that is below trend when GDP is 
above trend

counterfactual analysis is based on a premise of what would 
have occurred if something had not happened

creative destruction the process where new technologies 
replace old ones and new skills are needed which render 
existing skills obsolete

credit default swap a means by which a bondholder can 
insure against the risk of default

credit risk the risk a bank faces in defaults on loans
cronyism a situation where the allocation of resources in the 

market is determined in part by political decision-making and 
favours rather than by economic forces

cross-price elasticity of demand a measure of how much 
the quantity demanded of one good responds to a change in the 
price of another good, computed as the percentage change in 
quantity demanded of the first good divided by the percentage 
change in the price of the second good

cross-subsidies a situation where a firm is willing to 
accept lower profits or losses on some products to deter 
competition where these lower profits or losses are 
subsidized by higher profits made on other products in that 
same market

crowding out a decrease in investment that results from 
government borrowing

currency the paper banknotes and coins in the hands of 
the public

cyclical deficit a situation when government spending and income 
is disrupted by the deviations in the ‘normal’ economic cycle

cyclical unemployment the deviation of unemployment from 
its natural rate

dead labour labour used in the past to produce capital goods 
and raw materials used in the production of a good

deadweight loss the fall in total surplus that results from a 
market distortion, such as a tax

death rate the number of deaths per thousand of the population
deflation a fall in the price level over a period occurring when the 

inflation rate is less than 0 per cent
deflationary gap or output gap the difference between full 

employment output and expenditure when expenditure is less 
than full employment output

demand curve a graph of the relationship between the price of 
a good and the quantity demanded

demand deposits balances in bank accounts that depositors 
can access on demand by using a debit card
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demand schedule a table that shows the relationship between 
the price of a good and the quantity demanded

de-merit goods goods that are over-consumed if left to the 
market mechanism and which generate both private and 
social costs which are not taken into account by the decision 
maker

depreciation a decrease in the value of a currency as measured 
by the amount of foreign currency it can buy

depression a severe recession
derived demand a situation where demand is determined by 

the supply in another market
deterministic trends trends that are constant, positive or 

negative, independent of time for the series being analyzed
diminishing marginal product the property whereby the 

marginal product of an input declines as the quantity of the 
input increases

diminishing marginal utility the tendency for the additional 
satisfaction from consuming extra units of a good to fall

direct taxes a tax levied on income and wealth
discount rate the interest rate at which the Federal Reserve 

lends on a short-term basis to the US banking sector
discrimination the offering of different opportunities to similar 

individuals who differ only by race, ethnic group, gender, age or 
other personal characteristics

diseconomies of scale the property whereby long-run 
average total cost rises as the quantity of output increases

disinflation the reduction in the rate of inflation
diversification the reduction of risk achieved by replacing a 

single risk with a large number of smaller unrelated risks
dominant strategy a strategy that is best for a player in a 

game regardless of the strategies chosen by the other players
double coincidence of wants a situation in exchange 

where two parties each have a good or service that the other 
wants and can thus enter into an exchange

economic activity how much buying and selling goes on in the 
economy over a period of time

economic agents an individual, firm or organization that has 
an impact in some way on an economy

economic growth the increase in the amount of goods and 
services in an economy over a period of time

economic mobility the movement of people among income 
classes

economic profit total revenue minus total cost, including both 
explicit and implicit costs

economic rent the amount a factor of production earns over 
and above its transfer earnings

economic system the way in which resources are organized 
and allocated to provide for the needs of an economy’s citizens

economically inactive people who are not in employment or 
unemployed due to reasons such as being in full-time education, 
being full-time carers and raising families

economics the study of how society manages its scarce 
resources

economies of scale the property whereby long-run average 
total cost falls as the quantity of output increases

economies of scope a situation where a firm’s average cost of 
production is reduced as a result of the production of a variety 
of products which can share factor inputs

economy all the production and exchange activities that 
take place

effective demand the amount that people are not only willing 
to buy at different prices but what they can and do actually 
purchase

efficiency the property of a resource allocation
efficiency wages above-equilibrium wages paid by firms in 

order to increase worker productivity of maximizing the total 
surplus received by all members of society

efficient markets hypothesis (EMH) the theory that asset 
prices reflect all publicly available information about the value 
of an asset

efficient scale the quantity of output that minimizes average 
total cost

elasticity a measure of the responsiveness of quantity demanded 
or quantity supplied to one of its determinants

endogenous growth theory a theory that the rate of 
economic growth in the long run, is determined by the rate of 
growth in total factor productivity and this total factor productivity 
is dependent on the rate at which technology progresses

endogenous variable a variable whose value is determined 
within the model

endowment effect where the value placed on something 
owned is greater than on an identical item not owned

Engel curve a line showing the relationship between demand 
and levels of income

entry limit pricing a situation where a firm will keep prices 
lower than they could be in order to deter new entrants

equilibrium or market price the price where the quantity 
demanded is the same as the quantity supplied

equilibrium quantity the quantity bought and sold at the 
equilibrium price

equity the property of distributing economic prosperity fairly 
among the members of society

European Central Bank the overall central bank of the 
19 countries comprising the European Monetary Union

European Economic and Monetary Union the European 
currency union that has adopted the euro as its common currency

European Union a family of democratic European countries 
committed to working together for peace and prosperity

eurosystem the system made up of the ECB plus the national 
central banks of each of the 19 countries comprising the 
European Monetary Union

excludable the property of a good whereby a person can be 
prevented from using it when they do not pay for it

exogenous variable a variable whose value is determined 
outside the model

expected utility theory the idea that preferences can and 
will be ranked by buyers

explicit costs input costs that require an outlay of money by 
the firm

exports goods produced domestically and sold abroad leading to 
an inflow of funds into a country

external economies of scale the advantages of large-scale 
production that arise through the growth and concentration of 
the industry

externality the cost or benefit of one person’s decision on the 
well-being of a bystander (a third party) which the decision 
maker does not take into account when making the decision
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falsifiability the possibility of a theory being rejected as a result 
of the new observations or new data

fiat money money without intrinsic value that is used as money 
because of government decree

financial economy that part of the economy associated with 
the buying and selling of assets on financial markets

financial intermediaries financial institutions through which 
savers can indirectly provide funds to borrowers

financial markets financial institutions through which savers 
can directly provide funds to borrowers

financial system the group of institutions in the economy that help 
to match one person’s saving with another person’s investment

fiscal federalism a fiscal system for a group of countries 
involving a common fiscal budget and a system of taxes and 
fiscal transfers across countries

Fisher effect the one-for-one adjustment of the nominal interest 
rate to the inflation rate

fixed costs costs that are not determined by the quantity of 
output produced

foreign direct investment capital investment that is owned 
and operated by a foreign entity

foreign portfolio investment investment that is financed 
with foreign money but operated by domestic residents

framing effect the differing response to choices dependent on 
the way in which choices are presented

free rider a person who receives the benefit of a good but avoids 
paying for it

frictional unemployment unemployment that results 
because it takes time for workers to search for the jobs that 
best suit their tastes and skills

full employment a point where those people who want to 
work at the going market wage level are able to find a job

fundamental analysis the study of a company’s accounting 
statements and future prospects to determine its value

future value the amount of money in the future that an amount 
of money today will yield, given prevailing interest rates

game theory the study of how people behave in strategic 
situations

GDP at constant prices gross domestic product calculated 
using prices that existed at a particular base year which takes 
into account changes in inflation over time

GDP at current or market prices gross domestic product 
calculated by multiplying the output of goods and services by 
the price of those goods and services in the reporting year

GDP deflator a measure of the price level calculated as the 
ratio of nominal GDP to real GDP times 100 

general equilibrium a theory where all markets in an economy 
are in equilibrium and the millions of individual decisions 
aggregate to balance supply and demand and result in an 
efficient allocation of resources

generalization the act of formulating general concepts or 
explanations by inferring from specific instances of an event or 
behaviour

geographical immobility where people are unable to take 
work because of the difficulties associated with moving to 
different regions

Giffen good a good for which an increase in the price raises the 
quantity demanded

gig economy a labour market in which workers have short-term, 
freelance or zero hours contracts with employers and where 
workers are more akin to being self-employed than employed

Gini coefficient a measure of the degree of inequality of 
income in a country

gold standard a system in which the currency is based on the 
value of gold and where the currency can be converted to gold 
on demand

government deficit a situation where a government spends 
more than it generates in tax revenue over a period

government failure a situation where political power and 
incentives distort decision-making so that decisions are made 
which conflict with economic efficiency

government spending spending on goods and services by 
local, state and national governments

Great Moderation (The) the period of economic stability 
characterized by relatively low inflation, high employment, low 
unemployment and stable and persistent growth

gross domestic product (GDP) the market value of all final 
goods and services produced within a country in a given period 
of time

gross domestic product per capita the market value of 
all goods and services produced within a country in a given 
period of time divided by the population of a country to give a 
per capita figure

gross value added the contribution of domestic producers, 
industries and sectors to an economy

heterodox economics a term which represents an 
array of different schools of thought in economics that 
are outside what may be considered the mainstream or 
orthodox economics

heuristics short cuts or rules of thumb that people use in 
decision-making

horizontal equity the idea that taxpayers with similar abilities 
to pay taxes should pay the same amount

human capital the accumulation of investments in people, such 
as education and on-the-job training

hyperinflation a period of extreme and accelerating increase in 
the price level

hypothesis an assumption, tentative prediction, explanation, or 
supposition for something

hysteresis the lagging effects of past economic events on 
future ones

idiosyncratic risk risk that affects only a single economic actor
imperfect competition exists where firms are able to 

differentiate their product in some way and so can have some 
influence over price

implicit costs input costs that do not require an outlay of money 
by the firm

import quota a limit on the quantity of a good that can be 
produced abroad and sold domestically

imports goods produced abroad and purchased for use in the 
domestic economy leading to an outflow of funds from a 
country

income effect the change in consumption that results when 
a price change moves the consumer to a higher or lower 
indifference curve
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income elasticity of demand a measure of how much 
quantity demanded of a good responds to a change in 
consumers’ income, computed as the percentage change in 
quantity demanded divided by the percentage change in income

indexed the automatic correction of a money amount for the 
effects of inflation by law or contract

indifference curve a curve that shows consumption bundles 
that give the consumer the same level of satisfaction

indirect tax a tax levied on the sale of goods and services
inference a conclusion or explanation derived from evidence and 

reasoning
inferior good a good for which, ceteris paribus, an increase in 

income leads to a decrease in demand (and vice versa)
inflation an increase in the overall level of prices in the economy
inflation rate the percentage change in the price index from the 

preceding period
inflation tax the revenue the government raises by creating money
inflationary gap the difference between full employment 

output and actual expenditure when actual expenditure is 
greater than full employment output

informationally efficient reflecting all available information 
in a rational way

in-kind transfers transfers to the poor given in the form of 
goods and services rather than cash

institutions the rules which govern the interaction of human 
beings in the economy characterized by regulations, legislation, 
social norms and other human-derived conventions that govern 
behaviour in markets

interest elasticity of demand and supply the 
responsiveness of the demand and supply of loanable funds to 
changes in the interest rate

internal economies of scale the advantages of large-scale 
production that arise through the growth of the firm

internalizing an externality altering incentives so that 
people take account of the external effects of their actions

intertemporal choice where decisions made today can affect 
choices facing individuals in the future

intertemporal substitution effect the response of 
economic actors to changes in the interest rate by changing 
consumption and savings decisions

interventionist supply-side policies policies focused 
on improving the working of markets through investing in 
infrastructure, education and research and development

investment spending on capital equipment, inventories and 
structures, including household purchases of new housing

investment or mutual fund an institution that sells shares 
to the public and uses the proceeds to buy a portfolio of stocks 
and bonds

involuntary unemployment where people want work at 
going market wage rates but cannot find employment

isocost line a line showing the different combination of factor 
inputs which can be purchased with a given budget

job search the process by which workers find appropriate jobs 
given their tastes and skills

labour the human effort, both mental and physical, that goes 
into production

labour force labour force the total number of workers, including 
both the employed and the unemployed

labour force participation rate (or economic activity 
rate) the percentage of the adult population that is in the 
labour force

Laffer curve the relationship between tax rates and tax revenue
lagging indicator an indicator whose changes occur after 

changes in economic activity have occurred
land all the natural resources of the earth
law of demand the claim that, other things equal (ceteris 

paribus) the quantity demanded of a good falls when the price 
of the good rises

law of supply and demand the claim that the price of any 
good adjusts to bring the quantity supplied and the quantity 
demanded for that good into balance

law of supply the claim that, ceteris paribus, the quantity 
supplied of a good rises when the price of a good rises

leading indicator an indicator which can be used to foretell 
future changes in economic activity

leveraging borrowing funds for investment in the expectation of 
a return

liberalism the political philosophy according to which the 
government should choose policies deemed to be just, as 
evaluated by an impartial observer behind a ‘veil of ignorance’

libertarianism the political philosophy according to which 
the government should punish crimes and enforce voluntary 
agreements but not redistribute income

life cycle the regular pattern of income variation over a 
person’s life

liquidity the ease with which an asset can be converted into the 
economy’s medium of exchange

liquidity risk the risk that a bank may not be able to fund 
demand for withdrawals

living labour labour utilized in the production of the good itself
living wage an hourly rate set independently, based on an 

estimation of minimum household needs which provide an 
‘acceptable’ standard of living in the UK

logrolling the agreement between politicians to exchange 
support on an issue

long run the period of time in which all factors of production can 
be altered

Lorenz curve the relationship between the cumulative percentage 
of households and the cumulative percentage of income

lump-sum tax a tax that is the same amount for every person

macroeconomics the study of economy-wide phenomena, 
including inflation, unemployment and economic growth

macroprudential policy policies designed to limit the risk 
across the financial sector by focusing on improving ‘prudential’ 
standards of operation that enhance stability and reduce risk

marginal abatement cost the cost expressed in terms of the 
last unit of pollution not emitted (abated)

marginal changes small incremental adjustments to a plan 
of action

marginal cost the increase in total cost that arises from an 
extra unit of production

marginal product the increase in output that arises from an 
additional unit of input
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marginal product of labour the increase in the amount of 
output from an additional unit of labour

marginal propensity to consume the fraction of extra 
income that a household consumes rather than saves

marginal propensity to save the fraction of extra income 
that a household saves rather than consumes

marginal rate of substitution the rate at which a consumer 
is willing to trade one good for another

marginal rate of technical substitution the rate at which 
one factor input can be substituted for another at a given level 
of output

marginal revenue the change in total revenue from an 
additional unit sold

marginal revenue product the extra revenue a firm gets 
from hiring an additional unit of a factor of production

marginal tax rate the extra taxes paid on an additional unit 
of income

marginal utility the addition to total utility as a result of 
consuming one extra unit of a good

mark to market an accounting procedure which records the 
‘fair value’ of an asset on financial institutions’ balance sheets

market a group of buyers and sellers of a particular good or service
market economy an economy that addresses the three key 

questions of the economic problem by allocating resources 
through the decentralized decisions of many firms and 
households as they interact in markets for goods and services

market failure a situation where scarce resources are not 
allocated to their most efficient use

market for loanable funds the market in which those who 
want to save supply funds, and those who want to borrow to 
invest demand funds

market-orientated supply-side policies policies designed 
to free up markets to improve resource allocation through more 
effective price signals

market power the ability of a single economic agent (or small 
group of agents) to have a substantial influence on market 
prices or output

market segments the breaking down of customers into groups 
with similar buying habits or characteristics

market share the proportion of total sales in a market 
accounted for by a particular firm

maximin criterion the claim that the government should aim to 
maximize the well-being of the worst-off person in society

medium of exchange an item that buyers give to sellers 
when they want to purchase goods and services

menu costs the costs of changing prices
merit goods goods which can be provided by the market but 

may be under-consumed as a result of imperfect information 
about the benefits

microeconomics the study of how households and firms make 
decisions and how they interact in markets

migration rate the difference between the number of people 
entering a country from abroad and the number leaving

minimum wage the lowest price an employer may legally pay 
to a worker

model of aggregate demand and aggregate 
supply the model that many economists use to explain short-run 
fluctuations in economic activity around its long-run trend

monetary neutrality the proposition that changes in the 
money supply do not affect real variables

monetary policy the set of actions taken by the central bank in 
order to affect the money supply

money the set of assets in an economy that people regularly use 
to buy goods and services from other people

money market the market in which the commercial banks lend 
money to one another on a short-term basis

money stock the quantity of money circulating in the economy
money supply the quantity of money available in the economy
monopolistic competition a market structure in which many 

firms sell products that are similar but not identical
monopoly a firm that is the sole seller of a product without 

close substitutes
monopsony a market in which there is a single (or dominant) buyer
moral hazard the tendency of a person who is imperfectly 

monitored to engage in dishonest or otherwise undesirable 
behaviour

multiplier effect the additional shifts in aggregate demand that 
result when expansionary fiscal policy increases income and 
thereby increases consumer spending

Nash equilibrium a situation in which economic actors 
interacting with one another each choose their best strategy 
given the strategies that all the other actors have chosen

national debt the accumulation of the total debt owed by a 
government

national saving (saving) the total income in the economy 
that remains after paying for consumption and government 
purchases

natural monopoly a monopoly that arises because a single 
firm can supply a good or service to an entire market at a 
smaller cost than could two or more firms

natural rate hypothesis the claim that unemployment 
eventually returns to its normal, or natural, rate, regardless of 
the rate of inflation

natural rate of output the output level in an economy 
when all existing factors of production (land, labour, capital 
and technology resources) are fully utilized and where 
unemployment is at its natural rate

natural rate of unemployment the normal rate of 
unemployment around which the unemployment rate 
fluctuates

natural resources the inputs into the production of goods and 
services that are provided by nature, such as land, rivers and 
mineral deposits

negative externality the costs imposed on a third party of 
a decision

negative income tax a tax system that collects revenue from 
high-income households and gives transfers to low-income 
households

neo-classical synthesis the idea that markets can be slow to 
adjust in the short run due to sticky prices and sticky wages but 
revert to long-run classical principles which could be aided by 
appropriate use of fiscal and monetary policies

net capital outflow the purchase of foreign assets by 
domestic residents minus the purchase of domestic assets 
by foreigners
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net exports spending on domestically produced goods and 
services by foreigners (exports) minus spending on foreign 
goods by domestic residents (imports)

nominal exchange rate the rate at which a person can trade 
the currency of one country for the currency of another

nominal GDP the production of goods and services valued at 
current prices

nominal interest rate the interest rate as usually reported 
without a correction for the effects of inflation

nominal variables variables measured in monetary units
non-accelerating inflation rate of unemployment the 

rate of unemployment in the long run, consistent with a stable 
rate of inflation

non-stationary data time-series data where the mean value 
can either rise or fall over time

normal good a good for which, ceteris paribus, an increase in 
income leads to an increase in demand (and vice versa)

normal profit the minimum amount required to keep factors of 
production in their current use

normative statements claims that attempt to prescribe how 
the world should be

objective well-being measures of the quality of life using 
specified indicators.

occupational immobility where workers are unable to easily 
move from one occupation to another

Okun’s law a ‘law’ which is based on observations that in order 
to keep the unemployment rate steady, real GDP needs to grow 
at or close to its potential

oligopoly competition amongst the few – a market structure in 
which only a few sellers offer similar or identical products and 
dominate the market

open market operations the purchase and sale of 
non-monetary assets from and to the banking sector by the 
central bank

opportunity cost whatever must be given up to obtain some 
item; the value of the benefits foregone (sacrificed)

optimum currency area a group of countries for which it is 
optimal to adopt a common currency and form a currency union

outright open market operations the outright sale or 
purchase of non-monetary assets to or from the banking sector 
by the central bank without a corresponding agreement to 
reverse the transaction at a later date

Pareto improvement when an action makes at least one 
economic agent better off without harming another economic agent

patent the right conferred on the owner to prevent anyone else 
making or using an invention or manufacturing process without 
permission

payoff matrix a table showing the possible combination of 
outcomes (payoffs) depending on the strategy chosen by 
each player

peak a point where related economic variables begin to decline
perfect complements two goods with right-angle 

indifference curves
perfect price discrimination a situation in which the 

monopolist knows exactly the willingness to pay of each 
customer and can charge each customer a different price

perfect substitutes two goods with straight line 
indifference curves

permanent income a person’s normal income
permanent income hypothesis a theory which suggests 

that consumers will smooth consumption over their lifetime in 
relation to their anticipated long-term average income

Phillips curve a curve that shows the short-run trade-off 
between inflation and unemployment

Pigovian tax a tax enacted to correct the effects of a negative 
externality

planned economic systems economic activity organized 
by central planners who decided on the answers to the 
fundamental economic questions

planned spending, saving or investment the desired or 
intended actions of households and firms

positional arms race a situation where individuals invest in 
a series of measures designed to gain them an advantage but 
which simply offset each other

positional externality purchases or decisions which 
alter the context of the evaluation by an individual of the 
positional good

positive equity the positive difference between the principal 
borrowed on a house and its value

positive externality the benefits to a third party of a decision
positive statements claims that attempt to describe the world 

as it is
poverty line an absolute level of income set by the government 

below which a family is deemed to be in poverty. In the UK and 
Europe this is measured by earnings less than 60 per cent of 
median income

poverty rate the percentage of the population whose family 
income falls below an absolute level called the poverty line

Prebisch–Singer hypothesis a hypothesis suggesting that 
the rate at which primary products exchange for manufactured 
goods declines over time meaning that countries specialising in 
primary good production become poorer

predatory or destroyer pricing a situation where firms 
hold price below average cost for a period to try and force out 
competitors or prevent new firms from entering the market

present value the amount of money today that would be needed 
to produce, using prevailing interest rates, a given future 
amount of money

price ceiling a legal maximum on the price at which a good can 
be sold

price–consumption curve a line showing the consumer 
optimum for two goods as the price of one of the goods 
changes, assuming incomes and the price of the good are 
held constant

price discrimination the business practice of selling the same 
good at different prices to different customers

price elasticity of demand a measure of how much the 
quantity demanded of a good responds to a change in the price 
of that good, computed as the percentage change in quantity 
demanded divided by the percentage change in price

price elasticity of supply a measure of how much the 
quantity supplied of a good responds to a change in the price 
of that good, computed as the percentage change in quantity 
supplied divided by the percentage change in price
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price floor a legal minimum on the price at which a good can 
be sold

price level a snapshot of the prices of goods and services in an 
economy at a particular period of time

principal a person for whom another person, called the agent, is 
performing some act

prisoner’s dilemma a particular ‘game’ between two captured 
prisoners that illustrates why cooperation is difficult to maintain 
even when it is mutually beneficial

private goods goods that are both excludable and rival
private saving the income that households have left after 

paying for taxes and consumption
private sector that part of the economy where business activity 

is owned, financed and controlled by private individuals
privatization the transfer of publicly owned assets to private 

sector ownership
procyclical a variable that is above trend when GDP is above trend
producer prices index a measure of the prices of a basket of 

goods and services bought by firms
producer surplus the amount a seller is paid for a good minus 

the seller’s cost
production function the relationship between the quantity of 

inputs used to make a good and the quantity of output of that good
production isoquant a function representing all possible 

combinations of factor inputs that can be used to produce a 
given level of output

production possibilities frontier a graph that shows the 
combinations of output that the economy can possibly produce 
given the available factors of production and technology

productivity the quantity of goods and services produced from 
each hour of a worker or factor of production’s time

progressive tax a tax for which high-income taxpayers pay a 
larger fraction of their income than do low-income taxpayers

property rights the exclusive right of an individual, group or 
organization to determine how a resource is used

proportional tax (or flat tax) a tax for which high-income 
and low-income taxpayers pay the same fraction of income

prospect theory a theory that suggests people attach different 
values to gains and losses and do so in relation to some 
reference point

public choice theory the analysis of governmental behaviour, 
and the behaviour of individuals who interact with government

public goods goods that are neither excludable nor rival
public interest making decisions based on a principle where the 

maximum benefit is gained by the largest number of people at 
minimum cost

public saving the tax revenue that the government has left after 
paying for its spending

public sector that part of the economy where business activity 
is owned, financed and controlled by the state, and goods and 
services are provided by the state on behalf of the population 
as a whole

purchasing power parity a theory of exchange rates 
whereby a unit of any given currency should be able to buy the 
same quantity of goods in all countries

quantity demanded the amount of a good that buyers are 
willing and able to purchase at different prices

quantity equation the equation (M V P Y3 5 3 ), which 
relates the quantity of money, the velocity of money, and the 
currency value of the economy’s output of goods and services

quantity supplied the amount of a good that sellers are willing 
and able to sell at different prices

quantity theory of money a theory asserting that the 
quantity of money available determines the price level and that 
the growth rate in the quantity of money available determines 
the inflation rate

random walk the path of a variable whose changes are 
impossible to predict

rational the assumption that decision-makers can make 
consistent choices between alternatives

rational expectations the theory according to which 
people optimally use all the information they have, including 
information about government policies, when forecasting 
the future

rational ignorance effect the tendency of a voter to not seek 
out information to make an informed choice in elections

real economy that part of the economy which is concerned with 
the production of goods and services

real exchange rate the rate at which the goods and services of 
one country trade for the goods and services of another

real GDP the measure of the value of output in the economy 
which takes into account changes in prices over time

real interest rate the interest rate corrected for the effects 
of inflation

real money balances what money can actually buy given the 

ratio of the money supply to the price level 
M
P

real variables variables measured in physical units
real wage the money wage adjusted for inflation, measured by 

the ratio of the wage rate to price 
W
P

recession a period of declining real incomes and rising 
unemployment. The technical definition gives recession occurring 
after two successive quarters of negative economic growth

refinancing rate the interest rate at which the European Central 
Bank lends on a short-term basis to the euro area banking sector

regressive tax a tax for which high-income taxpayers pay a 
smaller fraction of their income than do low-income taxpayers

regulatory capture a situation where regulatory agencies 
become unduly influenced and dominated by the industries they 
are supposed to be regulating

relative position the idea that humans view their own position 
against a reference point which provides a means of comparison 
on feelings of well-being

relative poverty a situation where an individual is not able to 
access what would be considered acceptable standards of living 
in society

relative prices price expressed in terms of how much of one 
good has to be given up in purchasing another

rent seeking where individuals or groups take actions to 
redirect resources to generate income (rents) for themselves or 
the group

repo rate the interest rate at which the Bank of England lends on 
a short-term basis to the UK banking sector
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repurchase agreement the sale of a non-monetary asset 
together with an agreement to repurchase it at a set price at a 
specified future date

retail banking the core banking service of taking in deposits 
and making loans to households and businesses

risk the probability of something happening which results in a loss 
or some degree of hazard or damage

risk averse exhibiting a dislike of uncertainty
rival the property of a good whereby one person’s use diminishes 

other people’s use

sacrifice ratio the number of percentage points of annual output 
lost in the process of reducing inflation by 1 percentage point

satisficers those who make decisions based on securing a 
satisfactory rather than optimal outcome

Say’s law an argument that production or supply is a source of 
demand, that supply creates its own demand

scarcity the limited nature of society’s resources
Schengen area twenty-six countries, including Switzerland and 

Norway, who have agreed to allow free movement between 
their countries with no passport and border controls

screening an action taken by an uninformed party to induce an 
informed party to reveal information

securitization the packaging of mortgage-backed securities into 
pools of debt and selling them on

sequential move games games where players make 
decisions in sequence with some players able to observe the 
strategic choices of others

shadow banking system financial intermediaries acting like 
banks but which are outside the scope of regulation

shoe leather cost the resources wasted when inflation 
encourages people to reduce their money holdings

shortage a situation in which quantity demanded is greater than 
quantity supplied at the going market price

short run the period of time in which some factors of production 
cannot be changed

signalling an action taken by an informed party to reveal private 
information to an uninformed party

Single European Market a (still not complete) EU-wide 
market throughout which labour, capital, goods and services can 
move freely

social security government benefits that supplement the 
incomes of the needy

social welfare function the collective utility of society which 
is reflected by consumer and producer surplus

socially necessary time the quantity of labour necessary 
under average conditions of labour productivity to produce a 
given commodity

sovereign debt the bonds issued by national governments to 
finance expenditure

special interest effect where benefits to a minority 
special interest group are outweighed by the costs imposed on 
the majority

specific tax a fixed rate tax levied on goods and services 
expressed as a sum per unit

spread the difference between the average interest banks earn 
on assets and the average interest rate paid on liabilities

stagflation a period of falling output and rising prices

standard of living refers to the amount of goods and services 
that can be purchased by the population of a country. Usually 
measured by the inflation-adjusted (real) income per head of the 
population

stationary data time-series data that has a constant mean 
value over time

steady-state equilibrium the point in a growing economy 
where investment spending is the same as spending on 
depreciation and the capital–output ratio remains constant

stochastic trend where trend variables change by some 
random amount in each time period

stock (or share or equity) a claim to partial ownership and 
the future profits in a firm

store of value an item that people can use to transfer 
purchasing power from the present to the future

strike the organized withdrawal of labour from a firm by a union
structural deficit a situation where a government’s deficit is 

not dependent on movements in the economic cycle
structural unemployment unemployment that results 

because the number of jobs available in some labour markets is 
insufficient to provide a job for everyone who wants one

sub-prime market individuals not traditionally seen as being 
part of the financial markets because of their high credit risk

subjective well-being the way in which people evaluate their 
own happiness

subsidy a payment to buyers and sellers to supplement income or 
lower costs and which thus encourages consumption or provides 
an advantage to the recipient

substitutes two goods for which an increase in the price of one 
leads to an increase in the demand for the other (and vice versa)

substitution effect the change in consumption that results 
when a price change moves the consumer along a given 
indifference curve to a point with a new marginal rate of 
substitution

sunk cost a cost that has already been committed and cannot be 
recovered

supply curve a graph of the relationship between the price of a 
good and the quantity supplied

supply schedule a table that shows the relationship between 
the price of a good and the quantity supplied

supply shock an event that directly alters firms’ costs and prices, 
shifting the economy’s AS curve and thus the Phillips curve

surplus a situation in which the quantity supplied is greater than 
the quantity demanded at the going market price

synergies where the perceived benefits of the combined 
operations of a merged organization are greater than those 
which would arise if the firms stayed separate

systemic risk the risk of failure across the whole of the 
financial sector

tacit collusion when firm behaviour results in a market outcome 
that appears to be anti-competitive but has arisen because firms 
acknowledge that they are interdependent

tariff a tax on goods produced abroad and sold domestically
tax incidence the manner in which the burden of a tax is shared 

among participants in a market
technological knowledge society’s understanding of the 

best ways to produce goods and services
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theory of liquidity preference Keynes’ theory that the 
interest rate adjusts to bring money supply and money demand 
into balance

time-series data observations on a variable over a time-period 
and which are ordered over time

total expenditure the amount paid by buyers, computed as the 
price of the good times the quantity purchased

total revenue the amount received by sellers of a good, 
computed as the price of the good times the quantity sold

total surplus the total value to buyers of the goods, as 
measured by their willingness to pay, minus the cost to sellers 
of providing those goods

total utility the satisfaction gained from the consumption of  
a good

trade balance the value of a nation’s exports minus the value of 
its imports; also called net exports

trade deficit an excess of imports over exports
trade-off the loss of the benefits from a decision to forego or 

sacrifice one option, balanced against the benefits incurred from 
the choice made

trade policy a government policy that directly influences 
the quantity of goods and services that a country imports 
or exports

trade surplus an excess of exports over imports
Tragedy of the Commons a parable that illustrates why 

common resources get used more than is desirable from the 
standpoint of society as a whole

transaction costs the forces that resist the decision-making of 
economic actors in interacting in markets

transfer earnings the minimum payment required to keep a 
factor of production in its current use

transfer payment a payment for which no good or service 
is exchanged

trend the underlying long-term movement in a data series
trough the point where related economic variables begin  

to rise

utilitarianism the political philosophy according to which the 
government should choose policies to maximize the total utility 
of everyone in society

unemployment insurance a government programme that 
partially protects workers’ incomes when they become unemployed

unemployment rate the percentage of the labour force that is 
unemployed

union a worker association that bargains with employers over 
wages and working conditions

union density a measure of the proportion of the workforce that 
is unionized

unit of account the yardstick people use to post prices and 
record debts

utility the satisfaction derived from the consumption of a certain 
quantity of a product

value the worth to an individual of owning an item represented 
by the satisfaction derived from its consumption and their 
willingness to pay to own it

value of the marginal product the marginal product of an 
input times the price of the output

variable costs costs that are dependent on the quantity of 
output produced

velocity of money the rate at which money changes hands
vertical equity the idea that taxpayers with a greater ability to 

pay taxes should pay larger amounts
voluntary unemployment where people choose to remain 

unemployed rather than take jobs which are available

wealth the total of all stores of value, including both money and 
non-monetary assets

welfare economics the study of how the allocation of 
resources affects economic well-being

wholesale banking that part of banking dealing with 
corporate finance and investment in financial instruments

willingness to pay the maximum amount that a buyer will pay 
for a good

world price the price of a good that prevails in the world market 
for that good

x-inefficiency the failure of a firm to operate at maximum 
efficiency due to a lack of competitive pressure and reduced 
incentives to control costs

Copyright 2020 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



798

factors affecting 573
financial account 573

balanced budget 669
balanced trade 569
Bank of England 543
banks 512

banking collapse 725
banking crisis 724–5
central 541–3
tools of monetary control 547–50
constraints on lending 545
macroprudential policy 546
money supply 543
balance sheet 544–7
retail banking 735
wholesale banking 735

bargaining process 145–6
barriers to entry 243

cost of production 243, 245–6
fixed costs 308–9
government monopolies 243, 244–5
oligopoly 296–7
ownership of key resources 243, 244
size/growth of firm 243, 247

barriers to trade 388–9
barter 535
Basel Accord 547
Becker, Gary 336–7
behavioural approach 98

changing beliefs 99
confirmation of existing view/ 

hypothesis 99
observational weight 99
overconfidence 98
rules of thumb 99–101

behavioural economics 408, 412–13
fairness 410–11
inconsistency over time 411
rationality 408–10

belief systems 204–5
Bentham, Jeremy 5, 356
birth rate 471, 472
Böhm-Bawerk, Eugen 26
bond 510

credit risk 510
gilt-edged 510
junk 511
perpetuity 510
prices/yield 511
sovereign debt 510
term 510

boom 598
bounded rationality 98, 409
brain drain 478
brand names 275

incentive 275
informative 275

brand proliferation 296
branding 275
Brexit 652, 777–8

impact of referendum 778
key issues 778
backstop 781–2
EU budgets/divorce settlement 780
laws 779

misperceptions theory 647
shifts in 648
sticky price theory 647
sticky wage theory 646
vertical in long run 643

allocative efficiency 141
Amazon 246
amplitude 599
anchors 99
Anheuser-Busch 300–1
annual chain linking 447
Apple iPhone 71–2
appreciation 574–5
arbitrage 256, 578
arc elasticity of demand 55–6
arc elasticity of supply 64
Arthur, W. Brian 427–8
asset price

bubbles 729–30
rises 721

asset valuation
fairly valued 522
fundamental analysis 523
overvalued 522
undervalued 522

assumptions 24–5
asymmetric information 212–13, 402

hidden actions/moral hazard 402–4
hidden characteristics 404–5
and public policy 407
screening to induce information 

revelation 406
signalling to convey private 

information 405–6
asymmetric shocks 761
austerity policies 743

argument in favour 746–7
argument for growth 747
fiscal consolidation 744
balanced budget 745
no balanced budget 745–6
structural/cyclical deficits 743–4
eradication 744
myth 744
in UK 743
vs growth 746

Austrian Business Cycle Theory (ABCT) 
611–12

Austrian School 26, 434
velocity of circulation 557–8

automatic stabilizers 668–9
autonomous spending (or expenditure) 

615
average fixed cost 111
average revenue 124
average tax rate 179–80
average total cost 111

relationship with marginal cost 113
short-run/long-run relationship 115–16
U-shaped 113, 116

average variable cost 111

balance of payments 573, 592–3
capital account 573
current account 573

ability to pay principle 181–2
horizontal equity 182
vertical equity 182

abnormal profit 127
absolute advantage 376
absolute poverty 354
accelerator principle 618–19
accounting 523
accounting profit 124
actual spending, saving or investment 

615
ad valorem tax 164

on sellers 166–7
adaptive expectations 688
adverse selection 403–4

lemons problem 404–5
advertising 40, 272

debate 272
critique 272
defence 273
prisoner’s dilemma 288
purpose of 274–5
signal of quality 273–4

agent 401–2
aggregate demand 628

contraction in 649
deriving 629
effect of shift in 649–50
fiscal policy influences 664
government purchases 664
taxes 664, 666
monetary policy influences 657–8
downward slope of curve 660
interest rates 662–3
liquidity preference 658–60
money supply 662
Phillips curve 677–8

aggregate demand curve 639, 640
downward slope 640, 660, 661
exchange rate effect 641
interest rate effect 641
wealth effect 640
shifts in 629, 641
consumption 641–2
government purchases 642
investment 642
net exports 642

aggregate production function/
investment 468

aggregate risk 521
aggregate supply

adverse shift 650, 651
effects of shift in 650–1
Phillips curve 677–8
shocks 604–5

aggregate supply curve 639, 642
long-run growth/inflation 645
shifts in 643–4, 703–5
capital 644
labour 644
natural resources 644
output gap 705–6
sustainable growth 706, 707
technological knowledge 644
upwards in short run 646
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