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Preface
The purpose of this book is to serve the reference 
needs of electrical engineers. The material has 
been compiled so that it may serve the needs of 
students and professionals who wish to have a 
ready reference to formulas, equations, methods, 
concepts, and their mathematical formulation.

The contents and size make it especially 
convenient and portable. The widespread 
availability and low price of scientiflc calculators 
have greatly reduced the need for many numerical 
tables. Accordingly, this book contains the 
informaton required by electrical engineers. 
Sections 1 through 13 cover the key mathematical 
concepts and formulas used by most electrical 
engineers. Sections 14 through 31 cover the wide 
range of subjects normally included as the basics 
of electrical engineering.

The size of the book is comparable to that of 
many calculators and it is really very much a 
companion to the calculator and the computer as 
a source of information for writing one’s own 
programs. To facilitate such use, the authors and 
the publisher have worked together to make the 
format attractive and clear.

Students and professionals alike will find this 
book a valuable supplement to standard textbooks, 
a source for review, and a handy reference for 
many years.

Ronald J. Tallarida 
Philadelphia, PA

Richard C. Dorf 
Davis, CA
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Greek Letters

a A Alpha
p B Beta
y r Gamma
s A Delta
e E Epsilon
{ z Zeta
V H Eta
e © Theta
1 I Iota
K K Kappa
A A Lambda

M Mu
V N Nu

Xi
o 0 Omicron
•n n Pi
P p Rho
a X Sigma
T T Tau
V T Upsilon
<t> «D Phi
X X Chi
•If Psi
CJ n Omega

T h e  N u m b ers 7T and  e

7T — 3.14159 26535 89793
e — 2.71828 18284 59045
•ogioC = 0.43429 44819 03252
log lio = 2.30258 50929 94046
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Important Numbers in Science 
(Physical Constants)

Avogadro constant (A^) 
Boltzmann constant ik ) 
Electron charge (e) 
Electron, charge/mass, 

(e /m ,)
Electron rest mass

(m,)

Faraday constant (F) 
Gas constant (R)

Gas (ideal) normal 
volume (Vg) 

Gravitational constant 
(G)
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(rest mass) (m^)
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8.31X10^ 

kmole“ ’

-122.4 m^-kmole

6.67 X 10-" 
N-m^-kg-^

1.673 X10-”  kg 
(938.8 MeV)



Neutron (rest mass) 
("»«)

Planck constant (A) 
Proton (rest mass) (m^)

Speed of light (c)

1.675 X kg 
(939.6 MeV) 

6.63X10-^^ J s 
1.673x10-2’ kg 

(938.3 MeV) 
3.00X10* m s - ‘
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1 Elementary Algebra 
and Geometry

Algebra

1. Fundamental Properties (Real Numbers)

a + b -b + a  

(a+b) + c = a+ (b + c) 

a + 0 = 0 + a

Commutative Law for 
Addition

Associative Law for 
Addition

Identity Law for Addition

fl +  ( -  a) = ( - o ) + a  = 0 Inverse Law for Addition

a(fcc) = (ab)c Associative Law tor 
Multiplication

i | —j =  jo  = l, f l# 0  Inverse Law for

(aXl) = (lXfl) = fl

ab = ba

a(b+c) = ab+ac

Multiplication

Identity Law for 
Multiplication

Commutative Law for 
Multiplication

Distributive Law

DIVISION BY ZERO IS NOT DEFINED



2 Exponents

For integers m and n

«a"'*'"'

a " / a '" - a " ” "

( a * ) " - a ”"

(a il)"

3. Fractional Exponents

a/>/i = (a‘/*)'

where a*'' * is the positive ^  root of a if a > 0 and the 
negative 9th root of a if a is negative and q is odd. 
Accordingly, the five rules of exponents given above 
(for integers) are also valid if m and n are fractions, 
provided a and b are positive.

4. Irrational Exponents

If an exponent is irrational, e.g., the quantity, such 
as a is the limit of the sequence a'•^a*•^',a'•^'^.......

* Operations with Zero

0>"=0; a ® - l  

2



5. Logarithms

If X, y, and b are positive and b * l

logfc(^) = logfcX + logjy

logi.(Jc/y) = log»Jc-log»y 

logjx'’ = plog(,x 

• o g fc ( lA )------ lo g jx

log» b = 1

log» 1 = 0 Note: b*°**‘ —X.

•  Change o f  Base (a  #  1)

log» x = log, X log» a

6. Factorials

The factorial of a positive integer n is the product of 
all the positive integers less than or equal to the 
integer n and is denoted nl. Thus,

n! = l-2 -3 -...-n .

Factorial 0 is defined: 0! 1.

•  StirUng’s Approximation

lim (n /e )" f2 ‘rrn - n !
n -•  00

(See also 9.2.)



7. Binomial Theorem 

For positive integer n

(x  +y )" - x "  +  nx" ■ 'y  +
2 !

x*-iyi

n ( n - l ) ( n - 2)  .  ,  ,------- --------y + .

+/IXK""' +y*.

8. Factors and Expansion

{a+b)^  = + 2ab + b^

{a — b)^ = — 2ab + b^

(a+6)^ = â  + 3â 6 + 3ai>̂ +i>̂

( a —¿>)̂  = a^-3a^b  + 3ab^—b^

(a^ -fc* ) = ( a —b)(a + b)

{a’ - f r ’ ) = ( a —¿> )(a*+ ai+ 6^) 

(a ’ + i* )  = (a +b) (a^ -ab+b^)

9. Progression

An arithmetic progression is a sequence in which the 
difference between any term and the preceding term is 
a constant (d):

a ,a+d,a+2d, . . . , a  + ( n - l ) d .



If the last term is denoted / [=a+{n — IWl, then the 
sum is

j=  —(a +/)

A geometric progression is a sequence in which the ratio 
of any term to the preceding term is a constant r. Thus, 
for n terms

the sum is

S = - 1- r

10. Complex Numbers

A complex number is an ordered pair of real numbers 
ia,b).
Equality: (.a,b) = {c,d) if and only if a —c and b = d 
Addition: (fl,h) +  (c ,d ) = (f l+ c ,h  + <f)
Multiplication: (a,bUc,d) - (ac — bd,ad + bc)
The first element (a ,b ) is called the real part; the 
second the imaginary part. An alternate notation-for 
(a,b) is a+bi, where i* = ( —1,0), and »' = (0, 1) or 
0 +  li  is written for this complex number as a conven­
ience. With this understanding, i behaves as a number, 
Le., (2 -3 iX 4 -H ) = 8 - 1 2 i  +  2 i - 3 i ^ - l l - 1 0 i .  The 
conjugate of a + bi is a — bi and the product of a 
complex number and its conjugate is a^+b^. Thus, 
quotients are computed by multiplying numerator and 
denominator by the conjugate of the denominator, as



illustrated below:

2 +  3/ ( 4 - 2 / ) ( 2  +  3i) 14 +  8/ 7 +  4/
4 +  2/ ( 4 - 2 / ) ( 4  +  2 i)

I I . Polar Form

20 10

The complex number x + iy may be represented by a 
plane vector with components x and y

x+/y=-r(cos9+/sin B)

(see Figure 1.1). Then, given two complex numbers 
z, - r |(c o sS | + /s in  8 |)  and Z2= r 2(cos9j+ /s in  #2). the 
product and quotient are

product: z,Z2 -r,r2[cos(0, +  02)+/sin(O, +  dj)]

quotient: z ,/Z 2 ” (r,/r2Xcos(0| -  02>

+ /s in (0, -  02)1

powers: z" -=[Kcos0 + /sin  0)]*

-r" lcosn0+ /sinn0]

P(«.y)

FIGURE 1.1. Polar form of complex number.



roots: z '^" -[K c o se + is in f l)] '''"

9+*-360
cos- -+ is in -

0+k-36O
n n

* = 0, l , 2, . . . , n - l

12. Permutations

A permutation is an ordered arrangement (sequence) 
of all or part of a set of olqects. The number of 
permutations of n objects taken r at a time is

p(n, r)  = n ( n - l X n - 2 ) . . . ( n - r + l )  

n!
( n - r ) l

A permutation of positive integers is “even” or “odd” if 
the total number of inversions is an even integer or an 
odd integer, respectively. Inversions are counted rela • 
tive to each integer j  in the permutation by counting 
the number of integers that follow j  and are less than 
j. These are summed to give the total number of 
inversions. For example, the permutation 4132 has four 
inversions: three relative to 4 and one relative to 3. 
This permutation is therefore even.

13. Combinatwns

A combination is a selection of one or more objects 
from among a set of objects regardless of order. The



number of combinations of n different objects taken r 
at a time is

n\
C ( n . r ) ------ ---------

14. Algebraic Equations 

• Quadratic

If ox^ + fur+c = 0, and a #  0, then roots are

-b ± '\/b ^ -4 a c
2a

• Cubic

To solve x ’ + far^+ ct+ rf = 0, let x=‘y - b /3 .  Then the 
reduced cubic is obtained:

y^+py + q = 0

where p  = c - ( l /3 ) 6 ^  and 9 = d - ( l /3 )6 c + ( 2 /2 7 )6 ’. 
Solutions of the original cubic are then in terms of the 
reduced cubic roots

X2=>j-(l/3)b

i^j=r3-(l/3)f»

The three roots of the reduced cubic are 

y2-W(Ay'^ + W^{B)''^



where

A = - j q  + ]j{l/2:J)p^ + \ q \  

B=-^q-] l( l /rr )p^ + jqK

-i+ iV i , - i- iV i 
fy------ ::---- . ------ :---- •

When (l/27)p-’ + ( l /4 ) i^  is negative, A is complex; in 
this case A should be expressed in trigonometric form: 
A ■’̂ Kcos 0 + i sin 9) where 9 is a first or second quad­
rant angle, as q is negative or positive. The three roots 
of the reduced cubic are

y ,= 2 ( r ) ' / ’ cos(9/3)

,-j = 2(r)'/»cos(^ + 120»j

y , = 2 ( r ) '/* c o s |^ + 2 4 0 “j

15. Geometry

The following is a collection of common geometric 
figures. Area (A),  volume (V), and other measurable 
features are indicated.



FIGURE U .  Rectangle. A=bh.

FIGURE U .  Parallelogram. A =bh.
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FIGURE 1^. Trapezoid. A  -  ~{a+b)h.

FIGURE 1.6. Circle. A =  circumference = 2 w/i;
arc length S=Jiff (0 in radians).

FIGURE 1.7. Sector of circle. A ,  
1 ,

11



FIGURE 1.8. R egular polygon of n 
n n  b TT 

A  = —b^ ctn —; f? = — esc —.
4 n 2 n

sides.

FIGURE 1.9. Right circular cylinder. V -  irR^h; 
lateral surface area = lirRh.

12



FIGURE 1.10. Cylinder (or prism) with parallel bases. 
V ^Ah.

FIGURE 1.11. Right circular cone. V = —vR^h; 

lateral surface area = •nRl = + h ^ .

13



FIGURE 1.12. Sphere. surface area =

14



2
Determinants, Matrices, 
and Linear Systems of 
Equations

1. Determinants

Definition. The square array (matrix) A, with n rows 
and n columns, has associated with it the determinant

det A  =

«II
«21

«12

« 2 2

«»2

« 2«

a number equal to

E ( ± ) « l i « 2 y « 3 * " « n /

where is a permutation of the n integers
1 ,2 ,3 ,...,n in some order. The sign is plus if the 
permutation is even and is minus if the permutation is 
odd (see 1.12). The 2 x 2  determinant

has the value «n « 22~ « i2«2i since the permutation 
(1,2) is even and (2,1) is odd. For 3 x 3  determinants, 
permutations are as follows:

15



Thus,

1. 2. 3 even
1. 3. 2 odd
2, 1. 3 odd
2, 3. 1 even
3. 1. 2 even
3. 2, 1 odd

“22
«23
“21
“ 23
“ 21

“ 22

A determinant of order n is seen to be the sum of n! 
signed products.

Z  Evaluation by Cofactors

Each element a,y has a determinant of order (n  - 1 )  
called a minor obtained by suppressing all ele­
ments in row i and column j. For example, the minor 
of element a-^ in the 3 X 3 determiiumt above is

The cofactor of element aij, denoted Atj, is defined as 
±Mij, where the sign is determined from i and j:

16



The value of the n X n determinant equals the sum of 
products of elements of any row (or column) and their 
respective cofactors. Thus, for the 3 X 3 determinant

dct A —a ^ A n  + « 1 2 .^1 2 +«13^13 (first row)

+ “ 3 1 - ^ 3 1  (first column)

etc.

3. Properties o f Determinants

a. If the corresponding columns and rows of A  are 
interchanged, det A  is unchanged.

b. If any two rows (or columns) are interchanged, the 
sign of det A  changes.

c. If any two rows (or columns) are identical, 
det A  =  0.

d. If y4 is triangular (all elements above the main 
diagonal equal to zero), A = a , i - a i 2 - . . . 'a^„:

Onl

e. If to each element of a row or column there is 
added C times the corresponding element in an­
other row (or column), the value of the determi­
nant is unchanged.

17



4. M atrices

Definition. A matrix is a rectangular anay of numbers 
and is represented by a symbol A  or

A  =

“ ll “ |2 
"21 "22

" m l "m 2

The numbers are termed elements of the matrix; 
subscripts i  and j  identify the eiement as the number 
in row i and column j .  The order of the matrix is m X/i 
(“m by n”). When m —n, the matrix is square and is 
said to be of order n. For a square matrix of order n 
the elements «1 1 . 0 2 2 , . . . , a , ,  constitute the main diag­
onal.

5. O p eration s

Addition. Matrices A  and B  of the same order may be 
added by adding corre^nding  elements, i.e., 
A

Scalar multiplication. If A  -[o,y] and c is a constant 
(scalar), then cA  •[co,y], that is, every element of 
A  is multiplied by c. In particular, ( —l ) A  -  —A  ~ 
[-Oyy] and A + ( . - A ) ^ 0 ,  a matrix with all 
elements equal to zero.

Multiplication of matrices. Matrices A  and B  may be 
multiplied only when they are conformable, 
which means that the number of columns of A  
equals the number of rows of B. Thus, if is 
m x k  and B  is k X n ,  then the product C —A B  
exists as an m X n  matrix with elements ĉ y 
equal to the sum of products of elements in row

18



I of A  and corresponding elements of column j  of 
B:

For example, if

“ 11 C 12 •• “ lik ■ ■*>i * 1 2  • • * i J
“ 21 “ 2 2 •• “ 2* . * 2 . * 2 2  • • * 2 ,

** _ .**> * * 2  •

C || C,2 • " C u  ■

= *̂ 21 ^22 "* C2n

C « l ^ « 2  ” *

then element C21 is the sum of products a 2 |fr||-t- 
“ 22*21 +  ••• +"2**U-

6. Properties

A + B = B + A
A  +  ( B  +  C )  =  { A + B )  +  C
(Ci +C{)A=C^A+C2A 
c ( A  + B ) = c A  +  cB  

Ci(C2>>) = (C|C2)>4 
( A B ) ( C ) - A ( B C )  

{ A + B ) { C ) - A C  +  B C  
A B  #  A4 (in general)

19



7. Transpose

If A  is an nXm matrix, the matrix of order m X n  
obtained by interchanging the rows and columns of A  
is called the transpose and is denoted A^. The follow­
ing are properties of A ,  B ,  and their respective trans­
poses:

(A ^ f  -  ^

(.4-l-fl/ -  A^ + B^

( c A f  = cA^

( A B f  = BU^

A symmetric matrix is a square matrix A  with the 
property A  <~A^.

8. Identity Matrix

A square matrix in which each element of the main 
diagonal is the same constant a and all other elements 
zero is called a scalar matrix.

When a scalar matrix multiplies a conformable second 
matrix A , the product is a A \ that is, the same as 
multiplying by a scalar a. A scalar matrix with 
diagonal elements 1 is called the identity, or unit matrix 
and is denoted I . Thus, for any nth order matrix A ,

20



the identity matrix of order n has the property 

A I = I A - A

9. Adjoint

If ^  is an n-order square matrix and the cofactor 
of element Oij, the transpose of [^,y] is called the 
adjoint of A :

adj A  =“ [A f j]

10. Inverse Matrix

Given a square matrix A  of order n, if there exists a 
matrix B  such that A B  =  BA  = /, then B  is called the 
inverse of A .  The inverse is denoted A ~ ' .  A necessary 
and sufficient condition that the square matrix A  have 
an inverse is det A #  0. Such a matrix is called nonsin- 
gutar, its inverse is unique and it is given by

A-> =
adj A  

det A

Thus, to form the inverse of the nonsingular matrix A , 
form the adjoint of A  and divide each element of the 
adjoint by det A. For example,

1 0 2
3 -1 1
4 5 6

has matrix of cofactors

-11  -1 4  19
10 - 2  - 5
2 5 - 1
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adjoint •
-1 1 10 2
-1 4 - 2 5

19 - 5 - 1
and determinant 27.

Therefore,

-1 1 10 2
~w 27 In
-1 4 - 2 5
~2T IT 27

19 - 5 - 1
27 IT

11. Systems o f Linear Equations 

Given the system

+ "l2Jf2 +  ••• + = *1
«21-Ï1 + «22Jf2 + ••• + = *2

+ «»2-*2 + ••• + =

a unique solution exists if det A * 0 ,  where A  is the 
n X n  matrix of coefficients

Solution by Determinants {Cramer’s Rule)

bi «12
*2 «22

bn «»2

+ det>4
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‘ II fl,

“21 *2 "

“ni b„ a„

•det A

det A/,

where A^  is the matrix obtained from A  by replacing 
the A:th column of A  by the column of b’s.

12. Matrix Solution

The linear system may be written in matrix form A X  = 
B  where A  is the matrix of coefficients [a,j \ and X  and 
B  are

If a unique solution exists, det # 0; hence A  ~' exists 
and

X ~ A ~ ' B .
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3 Trigonometry

1 .  Triangles

In any triangle (in a plane) with sides a, b, and c and 
corresponding opposite angles A , B , C ,

Law of Sines 

Law of Chines

sin sin B sin C 

-  6*+c* -  2ch cos >4 

a + b  ta n j( i4 + fl)
Law of Tangents

a - b  t a n i ( ^ - B )

1 l ( s - b X s - c )  1
s m —A - y ------- —------- , where J - —(a + h + c ) .

tan

1 I s ( s - a )

1 /(»-W (i-
2"*̂  V s ( s - a )

Area -  —be sin A  
2

• ^ s(s  - a X s  - b X s  - c ) .
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If the vertices have coordinates (jC|i>|)>(x2 >y2 )> 
the area is the absolute value of the expression

*i yi 1 
*2 yi 1 
*3 ys 1

2. Trigonometric Functions o f an A n ^

With reference to Figure 3.1, P ( x , y )  is a point in 
either one of the four quadrants and is an angle 
whose initial side is coincident with the positive x-axis 
and whose terminal side contains the point P (x ,y ).  
The distance from the origin P { x , y )  is denoted by r 
and is positive. The trigonometric functions of the

FIGURE 3.1. The trigonometric point. Angle A  is 
taken to be positive when the rotation is counterclock­
wise and negative when the rotation is clockwise. The 
plane is divided into quadrants as shown.

25



angle A  are defined as;

sin A - sine ,4 = y / r
coSi4 - cosine j4 -

tan A - tangent A y / x

ctni4 = cotangent A = x / y
sec .,4 - secant A - r / x

CSC .4 - cosecant A - r / y

Angles are measured in degrees or radians; 180° > n  
radians; 1 radian -  IS C T /v  degrees.

The trigonometric functions of 0°, 30°, 4S°, and integer 
multiples of these are directly computed.

0° 30° 45° 60° 90° 120° 135° 150° 180°

sin 0
1 Vi v i

1
v i 1

0
2 2 2 2 2 2

cos 1
1

A
1 /̂2 v i

- 1
2 2 2

u
~ 2 2 2

tan 0
S

3
1 v i 00 - 1

Vi
3

0

ctn 00 1
3

0
3

- 1 - V i 00

sec 1
2 ^

~ 2 00 - 2 - v i
2 v i

3
- 1

CSC 00 2 Vi
2\/3

1
2 S

~
Vi 2 00
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3. Trigonometric Identities

sin A ■■

cos^ =

1
CSC A 

1

tan /4 = ■

sec A 

1 sin

CSC =

ctn A cos A 

1

sec A ■■

ctn A ‘

sin A 

1

cosy4 

1 cos
tan A sin A 

sin  ̂A + cos* A = \

1 +tan* /4 = sec* A 

1 +  ctn* =  CSC* ^

sin(^  ±B ) = sin /4 cos B ±cos ^  sin B

cos(^ ± B ) = cos /4 cos BTsin y4 sin B

tan ± tan B 
'  1T tan ^  tan B

sin 2^ = 2 sin/4 cos y4

sin3^ =3sin A -4sin* A
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sinn/4 =2sin(fi —l)/4cos>4 -sin (n -2 )y 4  

0 x 2 A ^  2cos^ -  1 = 1 -  2sin^ A 

cos 3<4 -  4cos’ v4 -  3 cos 

cos /l4 “  2cos(n -1)^4 cos 4̂ -  cos(n - 2 ) A

1 1
sin >4 +sin f l-2 s in —(/4 + B ) c x —[ A - B )

sin i4 -  sin B = 2cos—(/4 +B)sin—(i4 - f l )

1 1
cos^  + cosB «2cos—(/4+B )cos—(y4 - B )  

1 1
coS i4 -cosB “  - 2s i n— +B)sin— - B )

tan i4 ± tan B =
sin(i4 ± B )  

c x A c x B

sin(y4±B)
c tn /4 ± c tn B -  ± ---------------

sin y4 sm B

1 1
sin j4 sin B ■= —cos(>4-B) - -cos(i4+B)

1 1
co sac o sB -  —cos(^ - B )  +  —co s(A  +B )

sin-4 cos B = —sin (^ + B ) + —sin(/4 -  B)

s i n y = ± ^
-co«^
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c o s j = ± ^
+cosA

A  1 -  cos /4 sin A
tan— = — :------- --------------

2  sm ^  1 + cos A

1

-C M  A

C0Sy4

s i n ' = —(1 -  cos2y^)

, 1
c o s '^  — (1 + COs2y4)

, 1
sin  ̂A  = —(3sin A  -sin 3i4)

cos^/4 = — (cos 3^ + 3 COS ^  ) 
4

sin ir = —i(e* —e '* )  = / sinh X 
2

cosix= —( e '+ e " '‘) = cosh x 2

/(«'-«-*)
tan ix = — ;-----= i tanh xe'+e"*

e**‘f = «'(cos y + i sin y )

(cos X ± i sin x)" = cos nx ± i sin njc

4. Inverse Trigonometric Functions

The inverse trigonometric functions are multiple val­
ued, and this should be taken into account in the use of 
the following formulas.
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s i n " ' x ” Cos  V i  -JC*

• t a n " ■ c tn "

1
,—  =csc ' 

Vl-X^ •*

- s in - ‘( - x )

COS ‘  X  »  s in

* tan‘ ■ c tn "

■ sec * —
X

,_L_

■ir-cos*‘( - x )

t a n " ‘  x - = c t n ~ ‘ —
X

■cos

■sec

1̂ 1 +x^ ^1 +x*

I /~' ,  , Vl +x*
V l  + x *  - C S C " ' --------------

- t a n ~ ' ( - x )
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4 Analytic Geometry

1. Rectangular Coordinates

The points in a plane may be placed in one-to-one 
correspondence with pairs of real numbers. A common 
method is to use perpendicular lines that are horizontal 
and vertical and intersect at a point called the origin. 
These two lines constitute the coordinate axes; the 
horizontal line is the x-axis and the vertical line is the 
y-axis. The positive direction of the x-axis is to the right 
whereas the positive direction of the y-axis is up. If P 
is a point in the plane one may draw lines through it 
that are perpendicular to the x- and y-axes (such as the 
broken lines of Figure 4.1). The lines intersect the 
x-axis at a point with coordinate Xi and the y-axis at a
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point with coordinate y |. We call x, the x-coordinate 
or abscissa and >| is termed the y-coordinate or ordi­
nate of the point P . Thus, point P  is associated with 
the pair of real numbers (X |,y |) and is denoted 
/*(X|,y|). The coordinate axes divide the plane into 
quadrants I, II, III, and IV.

2. Distance between Two Points; Slope

The distance d between the two points / ’|(X |,y ,) and
^2(-»2.y2)>s

< /» V '(x 2 -x ,)*  +  ( y 2 - i 'i ) ’

In the special case when P , and P^ are both on one of 
the coordinate axes, for instance, the x-axis.

d - - ^ ( X i ~ X x f  = 1 X 2 - X , I ,

or on the y-axis,

=I>2-TiI-

The midpoint of the line segment P̂  P2 is

| <|-*-J^2 yi +>2 j

The slope of the line segment provided it is not 
vertical, is denoted by m and is given by

yt-Vim ---------- .
X ,  - X ,
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The dope is related to the angle of inclination a 
(Figure 4.2) by

m = tan a

Two lines (or line segments) with slopes mi and m j 
are perpendicular if

mi = - l / m j

and are parallel if m, =m 2 - 

Y

FIGURE 4.2. The angle of inclination is the smallest 
angle measured counterclockwise from the positive x- 
axis to the line that contains FiEj.

i .  Equations o f Straight Lines

A vertical line has an equation of the form

where (c,0) is its intersection with the x-axis. A  line of 
slope m through point (X i.yi) is given by

y - y i = m ( x - x i )

33



Thus, a horizontal line (slope = 0) through point (JCi, y | ) 
is given by

y=yi-

A nonvertical line through the two points / ’|( jr |,y |)  
and P2 ix 2 ,y{> is given by either

or

A line with x-intercept a and y-intercept b is given by 

X y
-  + f  = l (a*Q,b*Q) .  
a b

The general equation of a line is

Ax + By + C = 0

The normal form  of the straight line equation is 

jrcos fl+y sin 0—p

where p  is the distance along the normal from the 
origin and 9 is the angle that the normal makes with 
the x-axis (Figure 4 J) .

The general equation of the line Ax + By+C - Q  may 
be written in normal form by dividing by ±  ,
where the plus sign is used when C is negative and the

34



FIGURE 4 J .  Construction for normal form of 
straight line equation.

minus sign is used when C is positive:

A x +  By +  C
= 0,

so that 

cos 0= 

and

:^A^+B^

P =

sin 0-
.•Ja ^+b^

ICI

^ A ^+ ¥ '

4. Distance from  a Point to a Line

The perpendicular distance from a point P (X |,y ,) to 
the line y4* + fly +  C = 0 is  given by d

Ax^+By^+C
a » ----■ ■

±-^A^+B^
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5. Circle

The general equation of a circle of radius r and center 
at i» (jt„y ,)is

6. Parabola

A parabola is the set of all points (x,y)  in the plane 
that are equidistant from a given line called the direc­
trix and a given point called the focus. The parabola is 
symmetric about a line that contains the focus and is 
perpendicular to the directrix. The line of symmetry 
intersects the parabola at its vertex (Figure 4.4). The 
eccentricity « - 1 .

The distance between the focus and the vertex, or 
vertex and directrix, is denoted by p  (> 0 ) and leads to 
one of the following equations of a parabola with 
vertex at the origin (Figures 4 J  and 4.6):

FIGURE 4.4. Parabola with vertex at (h, k). F identi­
fies the focus.
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\ 'l \ ~ 1

FIGURE 4 J . Parabolas with y-axis as the axis of sym­

metry and vertex at the origin. (Upper) y — — ; (lower)
4p

X*

^ 4p

>• = 4p

(opens upward) 

(opens downward)

x = —  (opens to right) 
4p

X ---------(opens to left)
4p
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« ■ -p

FIGURE 4.6. Parabolas with x-atds as the axis of sym-
y*mctry and vertex at the origin. (Upper) x -  — ; (lower)
4p

_

4 p ‘
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For each of the four orientations shown in Figures 4.5 
and 4.6, the corresponding parabola with vertex (.h,k) 
is obtained by replacing x  by x — h and y by y —k. 
Thus, the parabola in Figure 4.7 has the equation

x-A= - ( y - f c r
4p

FIGURE 4.7. Parabola with vertex at (h,k)  and axis 
parallel to the x-axis.

7. Ellipse

An ellipse is the set of all points in the plane such that 
the sum of their distances from two fixed points, called 
foci, is a given constant 2a. The distance between the 
foci is denoted 2c; the length of the major axis is 2a, 
whereas the length of the minor axis is 2 b (Figure 4.8) 
and

+ c'
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FIGURE 4.8. Ellipse; since point P is equidistant 
from foci F] and the segments F |F  and FiP^ax  
hence a -  ^|b‘̂ + c^.

The eccentricity of an ellipse, e, is < 1. An ellipse with 
center at point ih ,k)  and major axis paralkl to the 
x-oxis (Figure 4.9) is given by the equation

( x -A )*  ( y -A ) "

FIGURE 4.9. Ellipse with major axis parallel to the 
x-axis. F  ̂ and F j are the foci, each a distance c from 
center (h,k).
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An ellipse with center at (h, k ) and major axis parallel 
to the y-axis is given by the equation (Figure 4.10)

( y - * ) '  i x - h y  , 

«2 h*

FIGURE 4.10. Ellipse with major axis parallel to the 
y-axis. Each focus is a distance c from center (A, k).

8. Hyperbola (e > 1)

A hyperbola is the set of all points in the plane such 
that the difference of its distances from two fixed 
points (foci) is a given positive constant denoted 2a. 
The distance between the two foci b  2c and that 
between the two vertices is 2a. The quantity b is 
defined by the equation
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and is illustrated in Figure 4.11, which shows the con­
struction of a hyperbola given by the equation

X- y ‘

When the focal axis is parallel to the y-axis the equa­
tion of the hyperbola with center (A, A;) (Figures 4.12 
and 4.13) is

i y - k f  ( x - h Ÿ
■1.

FIGURE 4.11. Hyperbola; Kj, f̂ 2 ”  vertices; F i, F j -  
fod. A  circle at center O with radius c contains the 
vertices and illustrates the relation among a, b, and c. 
Asymptotes have slopes b /a  and - b / a  for the orien­
tation shown.
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FIGURE 4.12. Hyperbola with center at (.h,ky.
- k f
■p—  = 1; slopes of asymptotes ±b/a.

{ x - h f  i y - k f

FIGURE 4.13. Hyperbola with center at (A, ky.
- h f
■p—  = 1; slopes of asymptotes ±a/b.

2( y - k f  { x - h f
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If the focal axis is parallel to the x-axis and center 
(h,k),  then

i x - h f  ( y - k ) ^
\

9. Change o f Axes

A change in the position of the coordinate axes will 
generally change the coordinates of the points in the 
plane. The equation of a particular curve will also 
generally change.

•  Translation

When the new axes remain parallel to the original, the 
transformation is called a translation (Figure 4.14). The 
new axes, denoted x ' and y ', have origin 0' at (.h,k) 
with reference to the x  and y  axes.

o'(k,k)

FIGURE 4.14. Translation of axes.
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A point P  with coordinates ix ,y)  with respect to the 
original has coordinates {x' ,y')  with respect to the new 
axes. These are related by

x —x ' + h

y = y '+ k

For example, the ellipse of Figure 4.10 has the follow­
ing simpler equation with respect to axes x'  and y'  
with the center at {h,k}:

y.2 , . 2

•  Rotation

When the new axes are drawn through the same origin, 
remaining mutually perpendicular, but tilted with re­
spect to the original, the transformation is one of 
rotation. For angle of rotation ^  (Figure 4. IS), the 
coordinates (x,y)  and ( x ',y ')  of a point P are related
by

X—Jt'cos <̂ —y 'sin  <l>
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y —jt'sin  cos ^

10. General Equation o f D epee Two

Xx * +  £by +  O '* +  d r  +  £y +  f  -  0

Every equation of the above form defines a conic 
section or one of the limiting forms of a conic. By 
rotating the axes through a particular angle <l>, the 
jy-term vanishes, yielding

A ' x ' ^ + C y ^ + D ' x '  + E 'y’ + F ' ~0

with respect to the axes x ’ and y ’. The required angle 
^  (see Figure 4.1S) is calculated fi'om

ta n 2 ^ -  -
B

(<^<90“).
A - C ’

11. Polar Coordinates (Figure 4.16)

The fixed point O is the origin or pole and a line OA 
drawn through it is the polar axis. A point /* in the 
plane is determined from its distance r, measured from

FIGURE 4.16. Polar coordinates.
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o , and the angle d between OP and OA. Distances 
measured on the terminal line of 6 from the pole are 
positive, whereas those measured in the opposite direc­
tion are negative.

Rectangular coordinates (x,y)  and polar coordinates 
( r ,0 )  are related according to

jc=rcos 6,

r^ -x^+y^ .

y = r sin 6 

tan 6~y/x .

Several well-known polar curves are shown in Figures 
4.17 to 4.21.

The polar equation of a conic section with focus at the 
pole and distance 2p  from directrix to focus is either

FIGURE 4.18. Polar curve r - a  cos 20. 
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FIGURE 4.19. Polar curve r = 2a cos 6+b.

FIGURE 4 JO. Polar curve r = a sin 30.

FIGURE 4J1 . Polar curve r = a ( l  —cos 0). 

2ep
1 —«cos 0

(directrix to left of pole)

2ep
1 + e cos 0

(directrix to right of pole)
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The corresponding equations for the directrix below or 
above the pole are as above, except that sin 6 appears 
instead of cos 0.

12. Curves and Equations

nC U R E  4,23. y = logx.
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FIGURE 4J4 . y - e ‘.

HGURE 4JS. y - a e - ‘ .

50



K* B** 100
FIGURE 4.28. y= e~“‘ -e~*’\  Q<a<b (drawn for 
a >=0.02, b >=0.1, and showing maximum and inflection).
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FIGURE 4^9. >> = sinjt.

FIGURE 4JO. y  = cosx.

FIGURE 4J1 . y = tanx.
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nCURE 4J5 . y = e*V«(l +«*"), jc i  0 
(logistic equation).
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5 Series

1. Bernoulli and Euler Numbers

A set of numbers, ...... B2„_ i (Bernoulli num­
bers) and B2 ,B ^ ,...,B 2 ^ (Euler numbers) appear in 
the series expansions of many functions. A partial 
listing follows; these are computed from the following 
equations:

2n (2n - l )  
Bln J, B2n-2

2 n ( 2 n - l ) ( 2 n - 2 ) ( 2 n ~ 3 )
+ ----------------- --------------------B i n . t - . . .

- l - ( - l ) " » 0.

and

2**(2* " - l )

2n ^ 2ii - 1 ~  (2« ~  1) ^ 2» -  2

(2 /» -l)(2 n -2 )(2 n -3 )
3! B 2 - 4 +  - + ( - 1 ) "

B. = 1/6 Bi = 1
By = 1/30 B, - 5
By = 1/42 By = 61
By = 1/30 B» -1385
f l . = 5/66 Bio = 50521
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fl„ =  691 /2730 B, 2 =  2702765

Bij-7/6 B,4= 199360981

2. Series o f Functions

In the following, the interval of convergence is indi­
cated, otherwise it is all x. Logarithms are to the base 
e. Bernoulli and Euler numbers (B211-1 ^P'
pear in certain expressions.

« ( « - ! ) ( « - 2) ,
+ -------------------- a"

,  n ( n - l )  ,
( l t x ) '  = l± n r +

nin-l)(n-2)x̂  , ,  ,
± ---------- -------------+ ... [x ^ < l]

( 1±X) " =

n (n -H ) (n  +  2) , ,
^ --------x ^ + .. .  tx ^ < l ]
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( l ± x ) ^ = l ± ^ x - - ^ x ’ ± - ^ ,
1-3

2 2-4

1-3-5 
2-4-6-8

2-4-6

x’ ± . . .  [x*< l]

1 1-3 1-3-5

1- 3-5-7 ,
2- 4-6-8*

[x ^< l]

1 1
î  = i + —«-2---------( l± x" )^  = l ± - x

1-3
2 2-4 2-4-6

1-3-5 .
2-4-6-8

[x ^< l]

( l ± x ) ' ’ = lT x + x * T x * + x ^T x * + . . .

[x*< l]

( l ± x ) '*  = lT 2 x  + 3x^T4x’ + 5x«T...

[x^< l]

1 —x * + ---------- + ------ ...
2! 3! 4!

= 1 +x log a +
(xloga)^ ^  (xloga)*

2 ! 3!
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logx =  ( x - l ) - i ( x - l ) *  +  j ( x - l ) ' - . . .

[0 < x < 2]

JT- 1

1
" > 2

[x > 0 ]

log( 1 + x )  - X  -  - x ^  +  JX* -  - x ^  +  ...

[ X * < 1 ]

/ i + x \  r 1 , 1 . 1 ,
S T ^ )- 1 '-"r * r  *7' * -

[ ,> < ! )

[ x ^ > l ]

x ’ x ’ x’
—  +  — — -- +
3! 5! 7!

x ' X« x ‘
-----+

2! 4! 6!
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3 15 315

(2 0̂ !

1 X  2x’
ctn X = ■

X 3 45 945

(2/i)!x

[x*< irM

x^ 5x^ ólx*

(2n)!
+ ...

1 X 7x^ 31x*

2(22"+1 _ i )

W < rr^]

sin” ' x = x +  — +
x ’ ( l-3 )x ’ (l-3 -5 )x ’

"ó"^ (2-4)5 '*■ (2-4-6)7
+ . . .

[x ^ < l]
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- 1   ̂ J  1 5  ̂ 7tan -  ' X -  J  -  +  j j t ’ - - J t’ + ...

[x ^ < l]

77 1 1
see" ' x = — -------

2 X 6x ’

1-3 1-3-5

(2-4)5x’ (2-4-6)7x^

s i n h x - x + -  + -  +  - + . . .

tanh X = (2^ -  \)2 %  ^ - ( 2 * ~  1)2% ^

Ix ^ > l]

+ (2‘ - 1)2‘B5- - . . .

ctnhx^
1 /  2^B,x^ 2*BxX*

= i r —
2‘BjX

r - - )

[x * < ,r i]
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Bj** B^x* Bf,x*
s e c h x = l - - ^  + -

6!

cschx = - - ( 2 - l ) 2 B , —

+ (2’ - l ) 2 B , - - . . .

l x ’ 1-3 x ’ l -3 -5 x ’
sinh-

[x ’ < l ]

x’  x ’ x’  r Î 1
ta n h " 'x = x  + —  H------ [•*^<1]

3 5 7

C t n h ' * X =  — + -----r  + -----r  +  . . .  [x ’ > l ]
X 3x’ 5x’ ‘ '

, 1 1 1-3
C S C h ~ *  X = -----------------r  +

X 2-3x’ 2-4-5x’

1-3-5
2-4-6-7X

j  + .. .  [x ’ > l ]

1 v5
/ e - ‘ A = x - - x ’ + — -  —  +

3 "  5-2! 7-3!
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3. Error Function

The following function, known as the error function, 
erf X, arises frequently in applications:

erf X" : r / ‘i n  •'o
dt

The integral cannot be represented in terms of a finite 
number of elementary fimctions, therefore values of 
erfx have been compiled in tables. The following is the 
series for erf x:

erfx"
x" X

X— —  +
5-2! 7-3!

There is a close relation between this function and the 
area under the standard normal curve. For evaluation 
it is convenient to use z instead of x; then erf z may be 
evaluated from the area F(z) by use of the relation

e r f z - 2f (> ^ z )

Example

erf(0 J )  -  2F[(1.414)(0 J ) ]  -  2F(0.707)

By interpolation, F(0.707) -  0.260; thus, erfrO J )  -  0.520.
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6 Differential Calculus

1. Notation

For the following equations, the symbols fix ) , gix), 
etc., represent functions of x. The value of a function 
f ix )  at X = a is denoted fia). For the function y  = f ix )  
the derivative of y  with respect to x  is denoted by one 
of the following:

dy
f i x ) ,  D ,y. y '.

Higher derivatives are as follows: 

d^y d I d y \  d

d^y d ( d}y \  d

and values of these at x = a are denoted / ' ( a ) ,  /" (a ) , 
etc. (see Table of Derivatives).

2. Slope o f  a Curve

The tangent line at a point P ix ,y)  of the curve y = fix) 
has a slope f i x )  provided that f i x )  exists at P. The 
slope at P is defined to be that of the tangent line at 
P. The tangent line at F (x ,,y ,)  is given by
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The normal line to the curve at /*(X |,j'|) has slope 
- l / / ' ( j t i )  and thus obeys the equation

y - y ,  =  [ - l / / ' ( j r , ) ] ( x - x , )

(The slope of a vertical line is not defined.)

3. Angle o f Intersection o f Two Curves

Two curves, y= ff.x )  and y^^f^lx), that intersect at a 
point P{X ,Y)  where derivatives f'\(.X \ fi(.X )  exist, 
have an angle ( a )  of intersection given by

tan a =
f i ( X ) - f { ( X )

l + f i ( X ) f [ ( X )

If tan a  > 0, then a  is the acute angle; if tan a  < 0, then 
a is the obtuse angle.

4. Radius o f  Curvature

The radius of curvature R of thè curve y = flx )  at 
point P(x,y)  is

R =
f ’ (x )
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In polar coordinates (0 ,r) the corresponding formula is

The curvature K  is \ /R .

5. Relative Maxima and M inima

The function /  has a relative maximum at x = a if 
/ ( a ) a / ( f l  + c )  for all values of c (positive or negative) 
that are sufficiently near zero. The function /  has a 
relative minimum at x = b if f(.b)tif(.b+c) for all 
values of c that are sufficiently close to zero. If the 
function /  is defined on the closed interval X| ¿x&Xi, 
and has a relative maximum or minimum at x=a, 
where Xi<a <X2 , and if the derivative f '(x )  exists at 
x= fl, then / '( f l)  = 0. It is noteworthy that a relative 
maximum or minimum may occur at a point where the 
derivative does not exist. Further, the derivative may 
vanish at a point that is neither a maximum nor a 
minimum for the function. Values of x for which 
f '(x )  = Oarecalled“criticalvalues.”Todetennine whether 
a critical value of x, say is a relative maximum or 
minimum for the function at x^, one may use the 
second derivative test

1. If /*(X() is positive, / ( x , )  is a minimum

2. If f ’ ix^) is negative, /(x^) is a maximum

3. If f ( X c )  is zero, no conclusion may be made
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The sign of the derivative as x advances through 
may also be used as a test. If f '( x )  changes from 
positive to zero to negative, then a maximum occurs at 
Xf, whereas a diange in f '( x )  from negative to zero to 
positive indicates a minimum. If f '( x )  does not change 
sign as X advances through x „  then the point is 
neither a maximum nor a minimum.

6. Points o f Inflection o f a Curve

The sign of the second derivative of /  indicates whether 
the graph of y —f{x )  is concave upward or concave 
downward;

/*  (x ) >  0: concave upward

/ ' ( x )  < 0 : concave downward

A point of the curve at which the direction of concavity 
changes is called a point of inflection (Figure 6.1). Such 
a point may occur where /* (x  ) - 0  or where / ' ( x )  
becomes infinite. More precisely, if the function y -  
f ix )  and its first derivative y ' —/ '( x )  are continuous in 
the interval a ^ x i b ,  and if y '  = / '( x )  exists in a < x  
<b, then the graph of y  —/(x )  for a <x <6  is concave
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upward if f i x )  is positive and concave downward if 
/ ' ( x )  is negative.

7. Taylor’s Formula

If /  is a function that is continuous on an interval that 
contains a and x, and if its first (n + 1) derivatives are 
continuous on this interval, then

f ( x )  = f{a) + / '( a ) ( x  -  a )  +

/ ’ (a )  3

/ ‘"’(a ) ,

where R is called the remainder. There are various 
common forms of the remainder;

Lagrange’s form:

( x - a ) ”* '
R=f^''*'U  -------7— ; P between a and x.

'  '  ( "  +  !)!

Cauchy’s form:

R = fO > * \p )
( x - ^ ) " ( x - g )  

n! '

P between a and x.
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R ~  f^ " * '\ t ) d t .

8. Indeterminant Forms

If f ix )  and gix) are continuous in an interval that 
includes x - a  and if fia ) = 0 and ;(a )-= 0, the limit 
l i tn ,^ ,i f ix ) /g ix ) )  takes the form “0/ 0”, called an 
indelerminanl form. L'HdfHtars rule is

f ( ^ )  ,  n ^ )hm — —  = hm .
X - . * (jt)  X-.. « ( x )

Similarly, it may be shown that if/Xx) -» ® and gix)  -* ■» 
as x -» a , then

hm — — = hm -77- r .  
x - « « ( x )  x - e g '( x )

(The above holds for x -* ».)

Examples

Integral form :

sin X  cos X  
lim --------  lim —-— = 1

x - * 0  X  x - * 0  1

x^ 2x 2
lim —  “  lim —- = lim —-=»0

X-.X e^ X -*  e^ x-»x e^

9. Numerical Methods

a. Newton's method for approximating roots of the 
equation f ix )  = 0: A first estimate x, of the root is

68



made; then provided that / '(x i)^ O , a better ap­
proximation is X2

/(■ti)

The process may be repeated to yield a third ap­
proximation X3 to the root:

X3-X 2-

provided / ' ( x j )  exists. The process may be re­
peated. (In certain rare cases the process will not 
converge.)

b. Trapezoidal rule for areas (Figure 6.2): For the func­
tion y = /(x )  defined on the interval (a, b) and posi­
tive there, take n equal subintervals of width \ x  = 
ib  -  a ) /n . The area bounded by the curve between

FIGURE 6,2. Trapezoidal rule for area.
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j r - a  and x = b (or definite integral of fix ))  is 
approximately the sum of trapezoidal areas, or

(i>0+>’l+ i ’2 + •••+> '«-I + (Ax)

Estimation of the error (E) is possible if the second 
derivative can be obtained:

b - a
12

/ • ( c ) ( A x ) ^

where c is some number between a and b.

10. Functions o f  Two Variables

For the function of two variables, denoted z = /(x ,y ), if 
y  is held constant, say at y = y |,  then the resulting 
function is a function of x  only. Similarly, x may be 
held constant at x,, to give the resulting function of y.

•  The Gas Laws

A familiar example is afforded by the ideal gas law that 
relates the pressure p, the volume V  and the absolute 
temperature T  of an ideal gas:

p V -n R T

where n is the number of moles and R is the gas 
constant per mole, 8.31 (J'°K ” '-m o le" '). By rear­
rangement, any one of the three variables may be 
expressed as a function of the other two. Further, 
either one of these two may be held constant. If 7  is
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held constant, then we get the form known as Boyle’s 
law:

p= kV ~' (Boyle’s law)

where we have denoted nRT by the constant k  and, of 
course, k '> 0. If the pressure remains constant, we have 
Charles' law:

V -b T (Charles’ law)

where the constant b denotes nR/p. Similarly, volume 
may be kept constant:

p ^ a T

where now the constant, denoted a, is nR/V .

11. Partial Derivatives

The physical example afforded by the ideal gas law 
permits clear interpretations of processes in which one 
of the variables is held constant. More generally, we 
may consider a function z - / ( x ,y )  defined over some 
region of the x-y-plane in which we hold one of the 
two coordinates, say y, constant. If the resulting func­
tion of X is differentiable at a point (x, y) we denote 
this derivative by one of the notations

f„  S f/dx, Sz/dx

called the partial derivative with respect to x. Similarly, if 
X is held constant and the resulting function of y  is 
differentiable, we get the partial derivative with respect 
to y, denoted by one of the foUowing:

f ,  S f/dy Sz/tfy
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E xam ple

Given 2 —x*y^ - y  sin x + 4y, then 

62/ d i  = 4(jy)^ - y  cos 2 ;

8 z /d y = 3x*y^ -  sin x + 4.
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7 Integral Calculus

1. Indefinite Integral

If Fix) is differentiable for all values of in the 
interval (a ,b ) and satisfies the equation dy/dx= fix), 
then Fix) is an integral of f ix )  with respect to x. The 
notation is Fix) = jfix )dx  or, in differential form, 
dFix)= fix)dx.

For any function Fix) that is an integral of f ix )  it 
follows that Fix) +  C is also an integral. We thus write

f f i x ) d x - F i x )  + C.

(See Table of Integrals.)

2. Definite Integral

Let f ix )  be defmed on the interval [<i,h] which is 
partitioned by points Xl,X2 ,...,X j,...,x„_^  between 
a “ lo  and b -jt„ . The jth  interval has length Axj —Xj 
- X j .  1, which may vary with j. The sum , fivj)^Xj, 
where is arbitrarily chosen in the yth subinterval, 
depends on the numbers Xg,...,x„ and the choice of 
the V as well as / ;  but if such sums approach a 
common value as all Ax approach zero, then this value 
is the definite integral of /  over the interval (o, b) and
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is denoted f{x)dx. The fundamental theorem of 
integral calculus states that

f ‘’f( x )d x -F ( .b ) -F (a ) ,

where F  is any continuous indefinite integral of /  in 
the interval (a, V).

3. Properties

/ * [ / i ( * ) + /2( jf)+  "• + fj(x)]dx- i^ fi(x )dx  

+  f'*fi(.x)dx+  — +  f ‘'fXx)dx. 

f^ c f(x )d x ^c  f^ f(x )d x ,  if c is a constant. 

j ‘‘ f(x )d x  -  -  f i x )  dx.

f i x ) d x - l* f i x ) d x + J ‘’fix )d x .

4. Common Applications o f the D efinite Integral

•  Area iRectangplar Coordinates)

Given the function y==fix) such that y > 0  for all x  
between a and b, the area bounded by the curve
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y ^ f( x ) ,  the x-axis, and the vertical lines x ^ a  and 
x = b is

A = f f ( x ) d x .

Length o f A r t {Rectangular Coordinates)

Given the smooth curve /(x ,> ’) = 0 from point (x i.y ,)  
to point (x j.y j)) the length between these points is

L =  f ^ ' ^ \  + (d y /d x f  dx,
■'*1

L =  f ^ i  + id x /tfy fd y .

Mean Value o f a Function

The mean value of a function/(x) continuous on [a, h] is

1 tb
( b - a )

Area {Polar Coordinates)

Given the curve r=f{0), continuous and non-negative 
for 0, ^  02, the area enclosed by this curve and the
radial lines 0= 0, and 0 = 0j  is given

,1
A = p - [ f { 6 ) Y d e .

75



Length o f A rc (Polar Coordinates)

Given the curve r= f(0)  with continuous derivative 
/ '( f l)  on 9| s  flj, the length of arc from 9| to

/ V t / ( « ) 1* + [ / ' ( « ) ! '  tffl.

Volume o f Revolution

Given a function y  = f(x)  continuous and non-negative 
on the interval (.a,b), when the region bounded by f(x )  
between a and b is revolved about the x-axis the 
volume of revolution is

V = ^ f '[ f ( x ) f d x .

Surface Area o f Revolution
(revolution about the x-axis, between a and b)

If the portion of the curve y = f(x )  between x ^ a  and 
x - h  is revolved about the x-axis, the area A  of the 
surface generated is given by the following;

A - j ' ‘2irf(x){\ + [ n x ) f f ^ d x

Work .

If a variable force f( x )  is applied to an object in the 
direction of motion along the x-axis between x = a and 
X—b, the work done is
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W = j‘‘f(x )d x .
•it

5. Cylindrical and Spherical Coordinates

a. Cylindrical coordinates (Figure 7.1)

jc - rc o s  e 

y = r sin e

element of volume dV=rdrdddz.

b. Spherical coordinates (Figure 7.2)

X = p sin ^  cos e 

y = p sin sin e 

z = p cos <fl

element of volume d V -p ^  sin 4>dp,dd>d6.

FIGURE 7.1. Cylindrical coordinates.
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FIGURE 12. Spherical coordinates.

6. Double Integration

The evaluation of a double integral of f ix ,y )  over a 
plane region R

j f n x , y ) d A

is practically accomplished 1̂  iterated (repeated) inte - 
gration. For example, suppose that a vertical straight 
line meets the boundary of /? in at most two points so 
that there is an upper boundary, y = y i(x ), and a lower 
boundary, y=yi{x). Also, it is assumed that these 
functions are continuous from a to b. (See Figure 13). 
Then

/ /^ / ( x .y ) r i4  dx
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y, (»)

I

y, <»)

a b *

FIGURE 7 J . Region R bounded by yi(.x) and yi(x).

If R has left-hand boundary, x  ̂ x jiy), and a right-hand 
boundary, x “ X2 (.y), which are continuous from c to d 
(the extreme values of y in R) then

Such integrations are sometimes more convenient in 
polar coordinates, x=«r cos 6, y = r  sin -  rdrdO.

7. Surface Area and Volume by Double Integration

For the surface given by z =f(x, y), which projects onto 
the closed region R of the x-y-plane, one may calcu­
late the volume V bounded above by the surface and 
below by R, and the surface area 5 by the following:

V -  ( j  zdA = ( j  f{x ,y )d x d y

S ~ j j  [\ + { 6 z / S x f  + { S z /6 y f i '^ d x d y
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[In polar coordinates, (r ,0 ), we replace dA by rdrd0].

8. Centroid

The centroid of a region R of the jc-y-plane is a point 
( j t '.y ')  where

and A  is the area of the region.

Example
For the circular sector of angle 2 a and radius R, the 
area A is aR^; the integral needed for x ', expressed in 
polar coordinates is

/ / ' " - a  * (rcos 0)rdrd0

R^
— sin 0 = - j / i ’ sin a

and thus.

2 ,
s ' * * " * “  2 sin a

= -------------- •aR^ 3 a
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Centroids of some common regions are shown below;

y (rectangle)

C entro ids

A/va

hh

y (isos, triangle)* bh/2 b/2

•h/2

h/3

y (scmk'irck:) H R '2

y (quarter circle) TlRr4

y (circular sector) R'A

' y' > K/J for any lnan£lc ol'altitude h.

nC U R E  7.4.

4R/3H

4R  >It 4R Jn

2 R » m A O A  0
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8 Vector Analysis

1. Vectors

Given the set of mutually perpendicular unit vectors 1, 
J, and k (Figure 8.1), then any vector in the space may 
be represented as F - a l + i j + c k ,  where a, b, and c 
are components.

•  Magnitude o f F

|F |“  (a*+ h^+ c* )^

•  Product by scalar p

p  F = pal+/rf» j+ p e  k.

•  Sum  o f Ff and  F j

F, + F 2- ( a ,  + a 2)l +  (i>| +i>2)j +  (C| +C2>k

FIGURE 8.1. The unit vectors I, J, and k.
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•  Scalar Product

F| • F2= fl,a2+ i’|i’2+CiC2

(Thus, ¡ • i = j * j  = k » k = l  and i • i = j  • k =  k • i = 0.) 
Also

(F, +  F2) • Fj = F| • Fj + F2 • Fj 

•  Vector Product

i j  k
a  ̂ h, c, 
“ 2  * 2  « 2

(Thus, i x i = j x j  = k x k  = 0, i x j  = k , j x k  = l, and k x
i=J.)
Also,

F, X F2 = -  F2 X F,

(F, + F2 ) X F3 = F, X F j  + F2 X F j  

F,X(F 2 + F j )  = F,XF 2 + F,XFj 

F, X (F2 X F j )  = (F, . F j ) F 2 - (F, • F 2 ) F j  

F, . ( F 2 XFj ) = (F,XF 2 ) - F j

2. Vector Differentiation

If V is a vector function of a scalar variable t, then 

V = a ( i ) l+ b ( t ) j+ c ( t )k
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and

d y  da db dc
dt dt dt dt

For several vector functions V,,V2, . . . ,y ,

d d \ ,  dV, d \ .
— (V, + V ,+  ... + V J  = - r ^  + - 7 ^  + ... +J.V 1 2  dt dtdt dt '

d  d y ,  d y .
5^(V .-V 2) = — .V 2. V , . — .

d  d y ,  dVj
5 ^(V.XV2) -  — XV2 +  V.X — .

For a scalar valued function g(x,y,z)

Sg 6g Sg
(gradient) 8« d g  = V g = — i + — J + — k.

For a vector valued function V(a,6,c), where a, b, c 
are each a function of x, y, and z,

Sa 6b Sc

(curl) curlV = V x V =

v=
dx

---- +

i j k
6 6 S

lx Sy Sz
a b c
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Also,

and

.. . S^g B^gdn,grad^ = V ^ « = ^  +  ^  +  ^

curl grad g ’=0; d ivcurlV -0;

curl curl V = grad divV -  + jV ’ fc +  kV^c).

3. Divergence Theorem (Gauss)

Given a vector function P  with continuous partial 
derivatives in a region R bounded by a closed surface 
S, then

/ / / d i v F d K = / / n . F d 5 ,
•'/t ■'■'s

where n is the (sectionally continuous) unit normal to 5.

4. Stokes’ Theorem

Given a vector function with continuous gradient over 
a surface S that consists of portions that are piecewise 
smooth and bounded by regular closed curves such as 
C, then

S b curlF d5“ ^ F  • d t

5. Planar M otion in Polar Coordinates

Motion in a plane may be expressed with regard to 
polar coordinates (r, 0). Denoting the position vector 
by r  and its magnitude by r, we have r= rR (0 ), where 
R is the unit vector. Also, < fR /d 0 -P , a unit vector
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perpendicular to R. The velocity and acceleration are 
then

dr do
v = — R +  r — P; 

dt dt

d^r ¡ d 0 \ ^  \  d ^  dr do

Note that the component of acceleration in the P 
direction (transverse component) may also be written

r d l \  dt )

so that in purely radial motion it is zero and

,d 0
r^—  = C  (constant)

which means that the position vector sweeps out area 
at a constant rate (see Area in Polar (Coordinates, 
Section 7.4).
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9 Special Functions

1. Hyperbolic Functions

sinh X •

cosh

tanh X -

e‘ - e
2

e‘ +e~‘
2

e^-e~*
e‘ +e~‘ 

sinh(—x)= -sinhx 

cosh( —x) = cosh X 

tanh(-x)“ -tanhx 

sinhx
tanhx =

coshx

cschx-

scch X -

c t n h  X -

1
s in h  X 

1

coshx

1

tanh X  

ctnh( -x) = — ctnh x 

sech( -x) = sech x 

csch( -x) = -  csch X  

coshx
c t n h  X - sinhx

cosh^x-sinh^x = l

sinĥ  X = —(cosh 2x -  1)

cscĥ  X -  secĥ  X-  
cscĥ  X secĥ  x

1
cosh^ X = -  (cosh 2x + 1) 

2

ctnh^ X -  csch^ x = 1 

tanh^ X + sech^ X — 1
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sinh(x +>>) -= sinh * cosh y  + cosh x  sinh y  

cosWx+ > ) - cosh z cosh y + sinh jt sinh y 

sinh(x - y )  -  sinh x  cosh y -  cosh x sinh y

cosWi-y)=cosh X cosh y -  sinhjt sinh y

tan h x + tan h y
tanh(x+y)*

tanh(x-y)-

1 +  tanh X tanh y 

tanh X -  tanh y 
1 — tanh X tanh y

2. Gamma Function (Genemlized Factorial 
Function)

The gamma function, denoted Hx), is defined by

ÔD
r ( x ) = /  e -‘t* - 'd t (x>0)

■'0

•  Properties

r(x  + l ) - x r ( x )  

r ( i ) - i

r(/i + 1) “ /iFin)=n!

r (x ) r( l  - x )  -  w/sin irx 

2 * ^ -* r (x ) r (x + ^ j= v '5 ^ r (2 x )

(x>0)

( r t - 1,2,3,...)
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3. Laplace Transforms

The Laplace transform of the function fU), denoted 
F{s) or L{fO)), is defined

■>n

provided that the integration may be validly performed. 
A sufficient condition for the existence of F(s) is that 
f ( t)  be of exponential order as i-*®  and that it is 
sectionally continuous over every finite interval in the 
range r ̂  0. The Laplace transform of git)  is denoted 
by L{g(t)} or Gis).

Operations

fi t )

afit) + bgit)

f i t )

f i t )

/'">(»)

tfit)

r f i t )

e’'fit)

.00
F ( i ) -  /  f i t )e -“ dt 

■'0

aFis) + bGis)

sFis)-fiQ)

s ^ F i s ) - s f iQ ) - fm

- s - ^ f i O )  
-------- /(* - ') (0)

- F ' i s )

F is - a )
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f ^ f ( t - f i ) g ( p ) d p FisyCKs)

f U - a ) e-*’Fis)

aFias)

f y p ) d p
1
- G is )
s

f i t - c ) S U - c ) e-^’Fis).

where

fi(i—c) - 0  if O s» < c

o O

■ 1 if <2 C

/( < ) - / ( » + « )

(periodic)

r e - J ( r ) d rfa
1 -« -*

Table o f  Laplace Transforms 

f i t )  Fis)

1 1/5

t 1/5*

(n -1 )! 1/5" in

i t 25 V  5
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1

J

f
( n - D !

f
r ( x + l )

sin at

cosai

sinh at

cosh ar

a e - '-h e * '

(sinar

teas at

1
s - a

1

( .s -a Ÿ

1
( î - a ) *

1

a
T T â ^

s
7 + â ^

a

a —b
{ s - a ) ( s - b )

s i a - b )  
i s - a ) i s - b )

las

is^+a^Ÿ

s'^-a^

is^+a^Ÿ

(n  = 1 ,2 ,3 ,...) 

( x > - l )

ia * b )

ia * b )
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e“ sin bt

«"cos 6/ 

sinar
t

sinh at

(» -« )*

J - f l

( s - a f + b ^

a
Arctan—

s

1 / s + a \
2^ 7 3 7 )

4. z-Tmnjfonn

For the real-valued sequence (/(k))  and complex vari - 
able z, the z-transform, f ( 2 ) = Z(/(k)} is defined by

Z { / ( * ) ) - F ( z ) =  E / U ) z - *
k - O

For example, the sequence f( .k)=l, k = 0,l,2,.. .,  has 
the z-transform

F (z )  = l + z " '  + z"* -fz "* ...- fz "* -H .. . .

z-Trun^orm and the Laplace Transform

For function UU) the output of the ideal sampler 
t/* 0 ) is a set of values iKkT), He -  0 ,1 ,2 ,..., that is.

* -o
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The Laplace transform of the output is

.90 .00
SrW * U )}= (  e - “U * { 0 d i= [  e - " V u ( . t ) S U - k T ) d ¡

•'o •'o

£  « - '"W Jfc D
*-o

Defining z —e'^  gives

Sr{U*0)) = E  m k T )z -*
k-O

which is the z-transform of the sampled signal UikT).

Properties

Linearity: Z{afi(k)+lrf2 ^k)} = aZ[fi(.k)) + bZÍ/jíA:)) 
=aFi(z)+bF2Íz)

Right-shifting property: Z { f t k - n ) ) —z~'‘F(z) 

Left-shifting property: Z {/(/c+n))*-z"K z)

k-O

Time scaling: Z[a'‘f{k)]=F(z/a)
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Multiplication by k\ Z[kfik))~ -zdF (z) /dz  

Initial value: f{0) -= lim (1 - z ” ' )F(z) = f ( “ )

Final value: lim /( * ) =  lim (1 - z " ') f ( z )
*-*QB ¿-*1

Convolution: Z{/|(A:)*/2(A:)) - f | ( z ) f j ( z )

z-Transforms o f Sampled Functions

f l k )

1 at Ac; else 0 

1

kT  

IkT ?  

sin u>kT 

cos utT

,- tkT

Z {f(kT))=F(z)

z~*

z
7 ^

Tz

( z - 1)^

r * z ( z + i )

( i - i ) *  

z sin otT
z * - 2z c o sa » r+ l 

z ( z - c o s  <uT) 
z ^ - 2z c o s w r + l

kTe - * k T

z - e - ^

zTe-*^

( z - e - r y

94



(kT)^e-‘"

e"'*^sin  lokT

i ”'*^cos (okT 

a* sin (okT 

a* cos atkT 

5. Fourier Series

T^e-* '^z{z+e-'^)

( z - e - ^ f

»■ •^sina>r

z^-2ze^’̂ cos ioT+e~^‘^

2 ( Z - « “ *^COS(o 7 ’ )  

z^—2ze~‘ ĉos<i>T+e~̂ ’^ 
az sin ci>r

z^ -2azco s ii> r+ a^  

z ( z - a c o s  a>r) 

z * - 2azcos«ar+a^

The periodic function /( /) ,  with period 2n  may be 
represented by the trigonometric series

X

a„ + Yi(a„cosnt+b„sinni)
1

where the coefficients are determined from

1 fW
a „ = - l  f(t)cosntdt

IT ■'-IT 

1 rW
b„~ — l f(l)sinntdt  (n  = 1 ,2 ,3 ,...)  

rr '-w
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Such a trigonometric series is called the Fourier series 
corresponding to f i t )  and the coefficients are termed 
Fourier coefficients of fit).  If the function is piecewise 
continuous in the interval - r r ^ r ^ i r ,  and has left- 
and right-hand derivatives at each point in that inter­
val, then the series is convergent with sum /( r )  except 
at points tj at which /( ( )  is discontinuous. At such 
points of discontinuity, the sum of the series is the 
arithmetic mean of the right- and left-hand limits of 
/ ( r )  at The integrals in the formulas for the Fourier 
coefficients can have limits of integration that span a 
length of 2rr, for example, 0 to 2ir (because of the 
periodicity of the integrands).

6. Functions with Period Other Than 2ir 

If f i t )  has period P the Fourier series is

^  /  2irn 2irn \
/(0 ~“o+ L  < j.

where

2 fP/2 27Tf
««= o /  / (O c o s —  

p ^ -p /1  p

2 i>p/2 2irt%
‘■ - F i Z y ^ - r

■tdt

■Idt.

Again, the interval of integration in these formulas may 
be replaced by an interval of length P, for example, 0 
to P.
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FIGURE 93. Half-wave rectifier:

A A
----- -1- sin wt

ir 2
2 / 4 / 1  1

cos 2u t+  cos 4a>t+ .
(1)(3) (3X5)

7. Bessel Functions

Bessel functions, also called cylindrical functions, arise 
in many physical problems as solutions of the differen­
tial equation

x^y" +jy' + ( x ^ - n ^ ) y ~ 0

which is known as Bessel’s equation. Certain solutions 
of the above, known as Bessel functions o f the first kind 
reorder n, are given by

AU)- E
A:-G

m

( - 1)* (i)

j t 'o ilin -n - l- ik - l-D il)

( - 1)* + “
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In the above it is noteworthy that the gamma function 
must be defined for the negative argument qi T(.q) = 
r(q + i)/q ,  provided that q is not a negative integer. 
When 9 is a negative integer, 1 /T(.q) is defined to be 
zero. The functions and JjLx) are solutions of
Bessel’s equation for all real n. It is seen, for n = 
1,2,3,... that

/ - , ( * )  = ( - l ) " y ,U )

and, therefore, these are not independent; hence, a 
linear combination of these is not a general solution. 
When, however, n is not a positive integer, a negative 
integer, nor zero, the linear combination with arbitrary 
constants C] and C2

y -c , /„ ( j t )+ C 2y _ ,(x )

is the general solution of the Bessel differential equa­
tion.

The zero order function is especially important as it 
arises in the solution of the heat equation (for a “long” 
cylinder):

X* x^ x‘
■̂o(* ) = 1- ^  +  P ^ - 3 2 ^

while the following relations show a connection to the 
trigonometric functions:

J \ ( x ) =
2

TTX

1/2
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The following recuision fonnula gives ,(jc) for any 
order in terms of lower order functions:

In

8. Legendre Polynomials

If Laplace’s equation, V^K>0, is expressed in spherical 
coordinates, it is

,  6 *K SV s ^ y  SV
r '  sin 6— r  +  2r sin 0—  + sin S— ^  + cos 0—  

6r* 6r  6$^ 86

1 f iV
+ -:--------- r  “ 0sm 6 8^^

and any of its solutions, K r, 0, <f>), are known as spheri­
cal harmonics. The solution as a product

K (r ,0, . ^ ) = / i ( r ) e ( 0 )

which is independent of leads to

sin^00” + sin 0 co s0 0 ' + [n(n +  l)sin^0]0 = O

Rearrangement and substitution of x = cos 0 leads to

d e

known as Legendre’s equation. Important special cases 
are those in which n is zero or a positive integer, and, 
for such cases, Legendre’s equation is satisfied by poly-
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nomials called Legendre polynomials, PJix). A short 
list of Legendre polynomials, expressed in terms of x 
and cos 0, is given below. These are given by the 
following general formula:

y ? o 2" ; ! ( n - y ) ! ( n - 2y )!*

where L = n /2  if n is even and L = ( n - l ) / 2  if n is 
odd. Some are given below:

P o(jt)= l

Piíx)~x

P ^ ( x ) - ^ (3 x ^ -1 )

1 ,
/ ' j ( x ) - - ( 5 x ’ -3 x )  

i ’4 (x ) - Í (3 5 x ^ -3 0 x ^  +  3)
0

1 .  ,P¡ix)= -(63x* -  70z’ +  15x)
O

Pq(cos0 ) = í

Pífeos 0 ) = eos 0 

1
Pífeos 0 )=  —f3 co s2 0 + 1)

Pjfcos 0 )=  —f5cos30+3cos 0)
O
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P^ioos e )  = --(35cos4fl+20cos2fl+9)
64

Additional Lxgendre polynomials may be determined 
from the recursion formula

{n + \ ) P , , , { x ) - { 2 n ^ \ ) x P , { x )

+nPn-i(x) = 0 (n = l ,2 , . . . )

or the Rodr^ues forrrmla

I d " , «

9. Laguerre Polynomials

Laguerre polynomials, denoted LJix), are solutions of 
the differential equation

JO»' + (1 - x ) y ' + ny = 0

and are given by

¿ . ( J t ) “  i (n = 0 .1 ,2 ,...)
y-o

Thus,

M * )  = i

L , ( i c ) - l - x

L^{x) = \ - 2 x + - x ^

3 , 1 ,
¿ j ( j t ) = 1 -  3x +  -je* -  -Jt*
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Additional Laguerre potynomials may be obtained from 
the recursion formula

(rt +  1)L „4. ,(x) -  (2n +1 - x )L ^ (x )

10. Hermite Polynomials

The Hermite potynomials, denoted HJix), are given by

H o - 1, / / , ( * )  = ( - l ) " e r*
dx"

( n  =  l , 2 , . . . )

and are solutions of the differential equation 

y ’ - 2 j ^ '  + 2ny = 0 (n = 0, 1, 2, . . . )

The fust few Hermite potynomials are

HJix)~2x
Hiix) = 4x ^ -2  /f3U) = 8z^-12x
tf4 (x )= 16x*-48x^ +  12

Additional Hermite polynomials may be obtained from 
the relation

H ,4 ,(x ) = 2x f f „ (x ) - / / ; (x ) ,  

where prime denotes differentiation with respect to x.
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11. Orthogonality

A set of functions {/„(jc)} (n “  1 ,2 ,...) is orthogonal in 
an interval (a, b) with respect to a given weight func­
tion iv(x) if

f^ w (x ) f^ ( x ) f j . x )d x ’̂ 0  w henm i»«

The following polynomials are orthogonal on the given 
interval for the given hKx):

Legendre polynomials: / ’„(x) mKx) = 1
a =  - 1,6  = 1

Laguerre polynomials; L„(x) h>(x) = exp ( - x )
a ”  0, 6 -  ®

Hermite polynomials: H ,(x) w (x )-ex p  ( -x * )
a »■ —00, ¿ 1-00

The Bessel functions ofordern, /,(A ,x), /,(A 2x ) ,..., 
are orthogonal with respect to wCx) - x  over the inter­
val (0, c) provided that the X, are the positive roots of 
/ ,(A c ) -0 ;

^x /,(A yx)/,(A »x)dx  = 0 

where n is fixed and n ^  0.
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10 Differential Equations

1. First Order-First Degree Equations

M{x,y)dx+N(x,y)dy=^(i

If the equation can be put in the form A(.x)dx 
+ B(y)dy = 0, it is separable and the solution 
follows by integration: fA(x)dx+fB(.y)dy= C; 
thus, x(l+y^)dx+ydy = 0 is separable since it 
is equivalent to xdx+ydy/{\  + y ^ )“ 0, and inte­
gration yields x^ /2  -I- j  log (1 +y*) +  C = 0.

If M(x,y)  and N(x,y)  are homogeneous and of 
the same degree in x and y, then substitution of 
vx for y (thus, dy = v dx+x dv) will yield a 
separable equation in the variables x and y. [A 
function such as M(x,y)  is homogeneous of 
degree n in Jt and y if M{cx,cy)=c''M(.x,y).] 
For example, (y -  2x)dlx + (2y +x)dy has M  and 
N  each homogeneous and of degree one so that 
substitution of y = vx yields the separable equa­
tion

2V -H 12
— dx+ ,
X  V^ -I- V— 1

d v » 0.

If M(x,y)dx+N(.x,y)dy is the differential of 
some function F (x ,y), then the given equation 
is said to be exact. A necessary and sufficient
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condition for exactness is dM /dy  -  dN/Sx.  
When the equation is exact, F is found from the 
relations SF/dx = M and dF /dy~ N ,  and the 
solution is F (x ,y )^ C  (constant). For example, 
ix^ +y)(fy + (2xy -  3x*) dx is exact since 
iM /d y  = 2x  and d N /d x ^ 2 x .  F is found from 
9F/Dx = lx y - ' i x ^  and dF/dy^x^-^-y. From 
the first of these, F —jc^y— + from the 
second, F —x * y + y V 2 + 'F (x ). It follows that 
F « x * y —x ’ + y*/2 , and F —C is the solution.

d. Linear, order one in y: Such an equation has 
the form dy+P{x)ydx~Q(x)dx.  Multiplication 
by exp( / P(.x)dx] yields

~Q (x)cxp^fPdx^dx .

For example, dy +  (2/x)ydy -x *  dx is linear in 
y. F ( x ) - 2 /x ,  so / F d x - 2 l n x - l n x ^  and 
exfiL(Pdx)~x^. Multiplication by x^ yields 
d(x^y)~x*dx,  and integration gives the solu­
tion x * y -x V 5 + C .

2  Second Order Linear Equations (W ith Constant 
Coefficients)

(b f lf ) ^ + b ,D + b j)y = /(x ) ,
dx'

a. Right-hand side -  0 (homogeneous case) 

(boD^+b,D+bi)y = 0.
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The auxiliary equation associated with the above is 

+ fc I m + ¿>2 “  0.

If the roots of the auxiliary equation are real and 
distinct, say m, and m^, then the solution is

y = C ,e '" i' + C2«'"'^

where the C ’s are arbitrary constants.

If the roots of the auxiliary equation are real and 
repeated, say m^=mi=p,  then the solution is

y = C ,e '’'  + CjX*'’' .

If the roots of the auxiliary equation are complex 
a + ib and a — ib, then the solution is

y = C^e“‘ cos bx + C ie "  sin bx.

b. Right-hand side *  0 (nonhomogeneous case)

(b , ,D ^+ b ,D + b^)y - f{x )

The general solution is y = C |y,(x)-l-C2y2(Jt)+ 
ypix) where y, and >>2 are solutions of the corre­
sponding homogeneous equation and y^ is a solu­
tion of the given nonhomogeneous differential 
equation, y^ has the form yp(.x)—A(x)y^(x)-\- 
B(x)y2 (x)  and A and B are found from simultane­
ous solution of /4’y,'-l-B'y2 = 0 and 
f(x)/bg.  A solution exists if the determinant
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\yi V2
\y'i y i

does not equal zero. The simultaneous equations 
yield A '  and B' from which A  and B follow by 
integration. For example,

(D^ + D - 2 ) y ~ e - ^ \

The auxiliary equation has the distinct roots 1 and 
- 2; hence y, - e *  and so that y ^ -A e “
+Be~^‘. The simultaneous equations are

A'e‘ - lB 'e - ^ ^ ~ e ~ ^ *

A 'e‘ + B ’e-'^’‘ = Q

and give A'={\/'i)e~*‘ and B ’ = ( - l/3 )e '- '.  
Thus, > 4 - ( - l /1 2 )e -^ *  and B - { \ /Z ) e - ‘ so that

y ^ - ( - l / 12) e - J '  +  ( l / 3 ) e - ’^

.-3*= 7«

108



11 Statistics

1. Arithm etic Mean

M = N  ’

where is a measurement in the population and S  is 
the total number of Xj in the population. For a sample 
of size n the sample mean, denoted X , is

_  I.X,
X -------

n

2. Median

The median is the middle measurement when an odd 
number (n) of measurements is arranged in order, if n 
is even, it is the midpoint between the two middle 
measurements.

3. Mode

It is the most frequently occurring measurement in a 
set.

4. Geometric Mean

geometric mean = ■^X^X^TTHc^
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5. Harmonic Mean

The harmonic mean H  oi n numbers is

n
m / X i )

6. Variance

The mean of the sum of squares of deviations from the 
mean ( /i) is the population variance, denoted cr ̂

t r ^ ~ Z ( X i - ^ f / N .

The sample variance, s^, for sample size n is

s ^ - U X i - x f / ( n - l ) .

A  simpler computational form is

Z X i^-
.2___________a

n — l

7. Standard Deviation

The positive square root of the population variance is 
the standard deviation. For a population

L X t -
,2 IV*

N
N
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for a sample

s =
1 .x } -

n l/ 2

n - 1

8. Coefficient o f Variation

y - s / X .

9. Probability

For the sample space U, with subsets A of U (called 
“events”), we consider the probability measure of an 
event ,4 to be a real-valued function p  defined over all 
subsets of U such that:

O s p ( ^ ) s l
p ( l / )  = l  and p(<l>) = 0
If Ai  and A 2  are subsets of U
p(A , UAj) -pCAi)+p(A2) - p ( ^ i

TWo events >4, and A 2  are called mutually exclusive if 
and only if Aj n A 2  = <l> (null set). These events are 
said to be independent if and only if p ( A i n A 2 ) = 
pfAi)piA2).

•  Conditional Probability and Bayes’ Rule

The probability of an event A,  given that an event B 
has occurred, is called the conditional probability and 
is denoted p fA /B ) .  Further

p ( A /B )  =
p ( A n B )

p(.B)

111



Bayes’ rule pennits a calculation of a posteriori proba­
bility from given a priori probabilities and is stated 
below;

If A i, A 2 , . . . ,A ^  are n mutually exclusive events, and 
p(.Ai)+p(.A2 )+ ...+p(.A„)’=i,  and B is any event 
such that p(B)  is not 0, then the conditional probabil­
ity p iA f/B )  for any one of the events At, given that B 
has occurred is

p ( .A , /B ) -
p(A,)p(.B/Ai)

p (A i)p (B /A t)+ p(A 2)p (B /A 2)  + 
. . .+ p (A ,)p (B /A „ )

Example
Among S different laboratory tests for detecting a 
certain disease, one is effective with probability 0.7S, 
whereas each of the others is effective with probability 
0.40. A medical student, unfamiliar with the advantage 
of the best test, selects one of them and is successful in 
detecting the disease in a patient. What is the probabil­
ity that the most effective test was used?

Let B denote (the event) of detecting the disease, /f , 
the selection of the best test, and A 2  the selection of 
one of the other 4 tests; thus, p (/4 ,)= = l/5 , p (A 2 ) ’̂  
4 /5 , p(B /A t)  = 0.7S and p (B /A 2 ) = 0.40. Therefore

p ( A t /B ) -
¡(0.75)

j(0 .7 5 )- l- j(0 .4 0 )
= 0.319
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Note, the a priori probability is 0.20; the outcome 
raises this probability to 0.319.

10. Binom ial Distribution

In an experiment consisting of n independent trials in 
which an event has probability p  in a single trial, the 
probability of obtaining X  successes is given by

where

,  = ( l - p )  and

The probability of between a and b successes (both a 
and b included) is + , +  .. .  +Pt, so if a = 0 and
b = n, this sum is

jr-0

v + ...  +p" = (9 + p )"  = 1­

11. Mean o f BinonuaUy Distributed Variable

The mean number of successes in n independent trials 
is m with standard deviation a ^-ftip q .

12. Normal Distribution

In the binomial distribution, as n increases the his­
togram of heights is approximated by the bell-shaped 
curve (normal curve)
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Y -

where m » th e  mean of the binomial distribution »/y?, 
and <T- -^npq is the standard deviation. For any nor­
m ally d istribu ted  random  variable  X  w ith m ean m  and 
standard deviation tr the probability function (density) 
is given by the above.

The standard normal probability curve is given by

and has mean -  0 and standard deviation 1. The total 
area under the standard normal curve is 1. Any normal 
variable X  can be put into standard form by defining 

thus the probability of X  between a 
given Xi and X i  is the area under the standard 
normal curve between the corresponding Z | and Z 2. 
The standard normal curve is often used instead of the 
binomial distribution in experiments with discrete out­
comes. For example, to determine the probability of 
obtaining 60 to 70 heads in a toss of 100 coins, we take 
X  = 59.5 to A' -  70.5 and compute corresponding values 
of Z  from mean ;y - 1 0 0  y - 5 0, and the standard 
deviation < r-v^(100K l/2 )(l/2 ) - 5 .  Thus, Z - ( 5 9 3  
-  50)/5 -1 .9  and Z  -  (70.5 -  50)/5 -  4.1. The area be­
tween Z - 0  and Z -4 .1  is 0.5000 and between Z - 0  
and Z  -1 .9  is 0.4713; hence, the desired probability is 
0.0287. The binomial distribution requires a more 
lengthy computation
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C(ioo,«,a/2)“ (l/2 )^  + C„oo.«,a/2)“ (l/2 )”

+ -+ C „ oo.70)(1/2)*(1/2)*.

Note that the normal curve is symmetric, whereas the 
histogram of the binomial distribution is symmetric 
only if p ^ q  = 1/2. Accordingly, when p  (hence q) 
differs appreciably from 1/ 2, the difference between 
probabilities computed by each increases. It is usually 
recommended that the normal approximation not be 
used if p  (or 9 ) is so small that np (or nq) is less than S.

13. Poisson Distribution

is an approximation to the binomial probability for r 
successes in n trials when m = np is small ( < 5) and the 
normal curve is not recommended to approximate bi­
nomial probabilities. The variance in the Poisson 
distribution is np, the same value as the mean. Exam­
ple: A  school’s expulsion rate is 5 students per 1(XX). If 
class size is 4(X), what is the probability that 3 or more 
will be expelled? Since p  =  0.005 and n -4(X), m —np = 
2, and r=3. We obtain for m = 2  and K “ x ) - 3  the 
probability p  = 0.323.

14. Least Squares Regression

A set of n values (2i),l'|) that display a linear trend is 
described by the linear equation Y j^a + p X j.  Vari­
ables a and p  are constants (population parameters) 
and are the intercept and slope, respectively. The rule
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for determining the line is one minimizing the sum of 
the squared deviations

1-1

and with this criterion the parameters a and p  are best 
estimated from a and b calculated as

and

a = Y -b X ,

where X  and Y  are mean values, assuming that for any 
value of X  the distribution of Y  values is normal with 
variances that are equal for all X  and the latter (X )  
are obtained with negligible error. The null hypothesis, 
Hg: ^  -  0, is tested with analysis of variance;

Source SS DF

Total (Ti-y) E(yi-y)̂  n - i
Regression ( i ^ - y ) U i^i-Y )^  1

Residual (y,-y,) E (y j-i^ )*  n - 2
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Computing forms for SS terms are

SS„

s s „ „ - E O ^ - y )
. _ 2  [LX,Yi-{ZX,K iyi)/nY

L X ,^ -V L X ,y /n

Example: Given points; (0,l)i (2,3), (4,9), (5,16). Analysis 
proceeds with the following calculations. L 2f = l l ;
E y -2 9 ; L X ^ = 45; E X T - 122; 2f=2.75; y -7 .2 5 ;
6 = 2.86; E (2fi--A’)^ = 14.7.-.l' = -0.615 +2.86 Jf.

SS DF MS

Total 136.7 3
121
7.85

(significant)
Regr. 121 1 121
Resid. 15.7 2 l.S 5 = S lx  r '  = 0.885;

ifr = 0.73

F — MS„g, /M S „ ,y  is calculated and compared with 
the critic^ value of F for the desired confidence level 
for degrees of freedom 1 and n — 2. The coefficient of 
determination, denoted r^, is

“  SS„„ /SS,„,,i

r is the correlation coefficient. The standard error of 
estimate is ys^.x  i  ̂ 1°  calculate confidence
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intervals for a and p. For the confidence limits of p  
and a

b±tSYx

where t has n — 2 degrees of freedom.

The null hypothesis Hg: 0»O , can also be tested with 
the /  statistic;

b

h

where Sg is the standard error of b

[ e ( 2T,-JP)*]

Standard Error o f Y

An estimate of the mean value of Y  for a given value 
of X , say X q, is given by the regression equation

Yo-a+bXo.

The standard error of this predicted value is given by

^Yf“ ^ r x
" L ( X i - x f

i

and is a minimum when X q—X  and increases as Xg 
moves away from X  in either direction.
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15. Summary o f Probability Distributions 

* Contirmous Distributions 

Distribution

Normal

1
e x p l- (x -m )^ /2o-*]

crj2n 

M ean—m 

V ariance-O ’  ̂

Standard normal

y = - ^ e * p ( - « V 2)

Mean = 0 

Variance — 1 

F-distribution

b z l
F  *

y ~ A ------

( / 2 + / 1 O

where A  = ■

2

f / l + / 2 \
■I h  h
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Mean*

Variance

Chi-aqnarc

1

/ r - 2

2/ i ( / , + / j - 2)

/ t ( A - 2 r ( / 2 - 4 )

/ -2 * •

M ean—/  

Variance “ 2 /

Students t

where A ’
r(//2 +l/2)
^ T ( f / 2 )

M ean -0

Variance -  tfor / >  2)

• Discrete Distributions 

Binomial distribution

M ean-np

Variance “ »V 0  - p )
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Poisson distribution 

€ m

Mean —m 

Variance - m
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12 Table of Derivatives
In the following table, a and n are constants, e is the 
base of the natural logarithms, and u and v  denote 
functions of x.

1. — (fl)-O
ax

2. — ( x ) - l
ax

d du
3. — ( « a ) - « —

dx dx

d du dvm --- + —
dx dx dx

d dv du
dx dx dx

du dv
d ( u \

d du
7. —

dx dx

d du
8. —

dx dx

d du
9. — a « - ( l o g .a V —

dx dx
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d / 1 \  du
11. - I o g . . - ( l o g . e ) ( - ) -

d  { l \ d u

d du dv
12. — M*- wm“" ' —  + « '’(log, u)—

dx

d du
13. — sinu = co s« —  

dx dx

d du
14. — co su —- s in « —  

dx dx

dx

d ,
15. — tan u - s e c '« —

dx dx

d du
16. — c tn u “ - c s c 'u —

dx dx

d du
17. — sccu = s e c « ta n u —

dx dx

d du
18. — c s c u = - c s c u a n u —dx dx

d 1 du
19. — sin~‘ u -  ■ ■ —

dx ^ 1 -u ^  ^

d , —1 du
20. — cos * u =- ,---------—

dx V l-u *

d , I du
21. — tan"‘ u = - ------ r  —

dx 1+u* dx

( “ jiTSsin" ' u i  j i r )  

(0 á c o s " ‘ u S ir )
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d - 1  du
22. — c tn "’ « - - -----J  —

dx 1+«* dx

d 1 du
23. — »ec“ ‘ u - — ,

24. — csc” ‘ u=----- , — ,

( - i r á sec"* u <  -  j i r :O á s e c " * « < jw )  

— 1 (ju

( - i r < c 8c " ' u á  - í w ; 0 < csc" ' Má jw )

25. —  sinh ««cosh  U—  
or <u

<iu
26. —  cosh« « s in h « -—

ÆC dx

d 1
27. —  ta n h « - s c c h '« —  

dx dx

d ,
28. —  c tn h « - - c s c h '« - : -  

dx dx

d du
29. —  s e c h « - - s e c h « ta n h « - ; -  

dx dx

d du
30. —-c s c h « « -c s c h « c tn h « —  

dx dx

d 1 du
31. — s in h " * « -  ■ —-

dx v«* +  l  dx
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32. — eosh“ *tt = 
dx

33. — tanh"‘ u = 
dx

34. — ctnh" 
dx

du

35.
dx

sech"

^ „ 2 - 1  dx

1 du
I —u* dx

- 1  du
u ^ -1  dx

- 1 du
dx

- 1 du

w^u^ + 1 dx
36. —-csch 

dx

Additional Relations with Derivatives

If x=f(.y), then
ify 1 

(fy

If y ̂ f iu )  and u ” ^(*), then 

dy dy du
—  = -------(chain rule)
d x d u d x

If X =fU) and y =gU), then

tly g 'O )  
dx / ' ( O ’
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d^y f V ) g ’ i O - g ' ( O r O )
dx^ ~  ( / '( / ) ] *

{Note: exponent in denominator is 3.)

and

126



13 Table of Integrals

Indefinite Integrals 
Definite Integrals
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14 Resistor Circuits

1. Electric Current and Voltage 

We can express current as

.
dt

The unit of current is the ampere (A); an ampere is 1 
coulomb per second.

Current is the time rate of flow of electric charge. 
Charge is the quantity of electricity responsible for 
electric phenomena.

q = j'idT+q(0)

The voltage across an element is the work required to 
move a positive charge of 1 coulomb from the first 
terminal through the element to the second terminal 
(the unit of voltage is the volt, V):

dw
dq

where v is voltage, h > is energy, and q is charge. A 
charge of 1 coulomb delivers an energy of 1 joule as it 
moves through a voltage of 1 volt.
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Power is the time rate of expending or absorbing 
energy. Thus, we have the equation

dw

where p  is the power in watts, tv is energy in joules, 
and t is the time in seconds;

p ^ v i

2  Current Flow in a Circuit Element

When energy is delivered to the element, the voltage 
drop across two terminals a-b  is said to be a voltage v 
as shown in Figure 14.1.

A passive element absorbs energy, 

w “ f ‘ v id rzO

when both v and i are the same sign.

3. Resistance and O hm ’s Law

Resistance is the physical property of an element or 
device that impedes the flow of current; it is repre­
sented by the symbol R. Resistance R is defined as

a o - -Ob

FIGURE 14.1.
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where ^  is the cross-sectional area, p is the resistivity, 
L  is the length, and v is the voltage across the wire 
element.

Ohm’s law, which relates the voltage and current of a 
resistance, is

v~R i

The unit of resistance R was named the ohm in honor 
of Ohm and is usually abbreviated by the symbol fl 
(capital omega), where 1 f l = 1 V /A .

Ohm’s law can also be written as

i —Gu

where G denotes the conductance in siemens (S).

The power delivered to a resistor is 

u* 2
p = vi = —  =i^R

4. Kirchhofps Laws

By Kirchhoff’s current law (KCL), the algebraic sum of 
the currents into a node at any instant is zero:

N
E « « = o

#1-1

By Kirchhoff’s voltage law (KVL), the algebraic sum of 
the voltages around any closed path in a circuit is
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identically zero for all time: 

s

II" 1

5. Voltage and Current Divider Circuits

The voltage, across the nth resistor of N  resistors 
connected in series is

where is the source voltage connected in series with 
the resistors.

The current, i „  in the conductance G, connected in a 
parallel set of N  conductances is

where i, is a source current connected in parallel with 
the parallel set of conductances.

6. Equivalent Resistance and Equivalent 
Conductance

An equivalent resistance, R,, for a series coiuiection of 
N  resistors is

N

r . - H r ,
y - i
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An equivalent conductance, G^, for a parallel connec­
tion of N  conductances is

7. Node Voltages

The node voltage matrix equation for a circuit with N  
unknown node voltages is

G v - 1 .

where

which is the vector of unknown node voltages. The 
matrix

*ji
* l2

is the vector consisting of the N  current sources where 
i „  is the sum of all the source currents into the node 
n.
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When there are no dependent sources within the cir­
cuit, the conductance matrix is symmetric as

E g
a

- G , „  . .

- G . t E G  . . ■ - G i in

. b

- G b N  •• ■ E g
N

where ^  G is the sum of the conductances at node n
n

and Gij is the sum of the conductances connecting 
node i and j. When the circuit includes dependent 
sources, the G matrix is not symmetric.

8. Mesh Current Analysis

We assume a planar network with N  meshes contain­
ing N  mesh currents flowing clockwise. The matrix 
equation for mesh current analysis with no dependent
sources is

Ri“ t>.

where R is a symmetric matrix with a diagonal consist­
ing of the sum of resistances in each mesh, and the 
ofif-diagonal elements are the negative of the resis­
tances connecting two meshes. The matrix 1 consists of 
the mesh currents as



For N  mesh currents. The source matrix v, is

where v,j is the sum of the sources in the yth mesh 
with the appropriate sign assigned to each source.

When dependent sources are present within the circuit 
the R matrix is not symmetric.

9. Source Transformations

A source transformation is a procedure for transform­
ing one source into another while retaining the termi­
nal characteristics of the original source. The transfor­
mation of a voltage source in series with a resistance 
R, into a current source in parallel with a resistance 

is summarized in Figiue 14.2(a).

The transformation of a current source in parallel with 
a resistance R ,̂ into a voltage source in series with a 
resistance R, is summarized in Figure 14.2(b).

10. The Superposition Principle

The superposition principle may be stated as follows: In 
a linear circuit containing independent sources, the 
voltage across (or the current through) any element 
may be obtained by adding algebraically all the individ­
ual voltages (or currents) caused by each independent 
source acting alone, with all other independent voltage 
sources replaced by short circuits and all other inde­
pendent current sources replaced by open circuits.
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(•)
Method

. V ,
Set i .=  -

Set

Set Vg *igi?p 

Set

FIGURE 1 4 ^  Method of source transformations. 

The voltage across an element, v, is

N
V -  ¿ V y

/ - I

where Vy is the voltage due to the jth  source with all 
other sources disabled.

11. Thevenin's Theorem

Thevenin's theorem requires that, for any circuit of 
resistance elements and energy sources with an identi­
fied terminal pair, the circuit can be replaced by a 
series combination of an ideal voltage source v, and a 
resistance R„ where v, is the open-circuit voltage at
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the two terminals and R, is the ratio of the open-dr- 
cuit voltage to the short-circuit current at the terminal 
pair;

R

7 2  Norton’s Theorem

Norton’s theorem requires that, for any circuit of resis­
tance elements and energy sources with an identified 
terminal pair, the circuit can be replaced by a parallel 
combination of an ideal current source j ,  and a con­
ductance G „  where i ,  is the short-circuit current at 
the two terminals and C„ is the ratio of the short- 
circuit current to the open-circuit voltage at the termi­
nal pa ir

G , = —
Hk

13. Tellegan’s Theorem

TeUegan's theorem states that in an arbitrarily lumped 
network subject to KVL and KCL constraints, with 
reference directions of the branch currents and branch 
voltages associated vrith the KVL and KCL constraints, 
the product of all branch currents and branch voltages 
must equal zero. Tellegen's theorem may be summa­
rized by the equation
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¿ v w * -
*-1

where the lower case letters v and j  represent instan­
taneous values of the branch voltages and branch cur­
rents, respectively, and  w here h  is th e  to ta l n u m b er o f 
branches. A  matrix representation employing the 
branch current and branch voltage vectors also exists. 
Because V and J  are column vectors we have

14. M aximum Power Transfer

The maximum power transfer theorem states that the 
maximum power delivered by a source represented by 
its Th6venin equivalent circuit is attained when the 
load is equal to the Thivenin resistance R, (see 
Figure 14J);

R ,—Rî  for maximum power
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15. Efficiency o f Power Transfer

The efpciency o f power transfer is defined as the ratio of 
the power delivered to the load, p„ t, to the power 
supplied by the source, 7; as

V-Poit/Pia
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15 Circuits with Energy 
Storage Elements

1. Capacitors

Capacitance is a measure of the ability of a device to 
store energy in the form of separated charge or in the 
form of an electric field;

q — Cv

where 9 is the charge, v is the voltage across the 
element, and C is the capacitance measured in farads 
(F).

The current through a capacitor is

dv
dt

The voltage across a capacitor C is 

1 n idr+ vO o)

where v ( ( g )  is the voltage at tg.

Z  Inductors

Inductance is a measure of the ability of a device to 
store energy in the form of a magnetic field. The 
voltage across an inductor is
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di
v - L —

dt

where / is the current through the inductor and L  is 
the inductance measured in heiuys (H).

The current in an inductor is

1 n
L.

3. Energy Stored in Inductors and Capacitors 

1

and

, = —Cv^ 
2

10=-U ^  
2

4. Series and Parallel Inductors

A series connection of N  inductors can be represented 
by one series equivalent inductor L  ', as

N

l . - Z k
n -  1

A parallel coiuiection of N  inductors can be repre­
sented by one equivalent inductor Lp as

—  =  E  —
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5. Series and Parallel Capacitors

The equivalent capacitance of a set of N  parallel 
capacitors is simply the sum of the individual capaci­
tances;

s
c , =  E c ,

/ l - l

A series connection of N  capacitors can be repre­
sented by one equivalent capacitance C,:

— = E  —

6. The Natural Response o f an R L or RC  Circuit

The natural response of a circuit depends only on the 
internal energy storage of the circuit and not on exter­
nal sources. The natural response of a series connec­
tion of a resistor R and a capacitor C is

- t / R C

where v(0)-=Kg is the initial voltage on the capacitor 
and V is the capacitor voltage.

The natural response of a series connection of a resis­
tor R and inductor L  is

where i ( 0 ) = / g  is the initial current and i is the induc­
tor current.
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7. The Forced Response o f an RL or RC  Circuit 
Excited by a Constant Source

The forced response of a circuit is the behavior exhib­
ited in reaction to one or more independent signal 
source. The forced response of an RC circuit is

v( t)  = u(oo) [u(0) -

where iX°°) is the steady-state value at (=

The forced response of an RL circuit is

i(* ) = • ( “ ) + 1‘(0 -  

where t =L/R .

8. The Natural Response o f a RLC  Circuit

The differential equation for a parallel connection of 
an R, L, and C is

dh) I dv u
- + ---- = 0

dt^ RC dt LC

where v is the capacitor (see Figure 13.1).

FIGURE 15.1. Parallel RLC circuit.
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The differential equation for the series connection of 
R, L , and C is

d}i R di i
—— +  — — -f- —  ™ 0

L d t LC

where i is the current through the inductor (see Figure 
15^).

The characteristic equation is

j* + a iJ + a o ” 0

** +  2a i  +  ii>Q*=0

Then the roots of the characteristic equation are

5 i=  - o + ^ a *  —«0 

*2“  - a -

where wg -  \/-^L C  is called the resonant frequency.

L R
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The roots of the characteristic equation assume three 
possible conditions.

1. Two real and distinct roots when a^>  to\.

2. Two real equal roots when o* -  «uq.

3. Two complex roots when a}<

When the two roots are real and distinct, the circuit is 
said to be overdamped. When the roots are both real 
and equal, the circuit is critically damped. When the 
two roots are complex conjugates, the circuit is said to 
be uitderdamped.

The overdamped natural response is 

x -A ie ~ ‘ '‘+ A,e~'*‘

where x = v for the parallel RLC circuit and x —i for 
the series RLC circuit.

When the two roots are equal, the natural response is 

x - « - “ '(y l ,t+ y Í2)

When the circuit is underdamped, we have

x —e~"'(B¡ cos u j t  + B2  sin ot^l)

where — the damped resonant fre­
quency.
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16 AC Circuits

1. Phasor Voltage and Current

A sinusoidal voltage or current at a given frequency is 
characterized by its amplitude and phase angle.

The current

is represented by the phasor

TABLE 16.1 Time Domain and Phasor Relationships 
for R, L, and C

Element Time Domain
Frequency

Domain

Resistor v^R i
di

V -R I

Inductor
di

V=yo.LI

dv 1
Capacitor i^ C —

dt V - — I jioC
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TABLE 16.2 Impedances of R , L ,  and C

Element Impedance

Resistor Z = R
Inductor Z — jaiL

1
Capacitor

2. K irchhoffs Laws in the Phasor Form

KirchhofTs current law requires the sum of the cur­
rents entering a node to be equal to zero:

s

1

KirchhofTs voltage law requires the sum of the voltages 
in a closed path to be zero:

i - t

3. A C  Steady-State Power

The instantaneous power delivered to a circuit element 
is

p ( l )  = u ( t ) i( t)

The average power delivered to an impedance Z = z /o  
is

153



p ~ - ■cos B

when V - cos (i>r across the impedance.

4. M aximum Power Transfer

Maximum power is delivered to a load when Zjr, is 
set equal to the complex conjugate of Z„ the Th£vinin 
equivalent impedance of the circuit connected to the 
toad;

z t - z r

5. Effective Value o f a Sinusoidal Waveform

The effective value (rms value) of a sinusoidal voltage 
u — K, cos <u< is

6. Power Delivered to an Impedance Z

P “  cos 8 

-W c o s f l (IF )

The power factor is

p f-c o s  0
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The apparent power is VI with units of Voltamperes 
(VA). The reactive power is

ß  = f7sin 6

with units of Voltamperes reactive (VAR).

The complex power is

S~ P+ jQ  

= VI*

7. Three-Phase Power

A three-phase generator consists of three voltages 

u,., = ^ K c o s  tot 

i>*.» = v5'Kcos( air-120“) 

v .̂̂  = ^ V  cos( tot — 240“) 

or in phasor notation

V,,. = K Zff

V vi.= ty - i 20°

V... = v / - 2 4 0 “

Because the voltage in phase a'a reaches its maximum 
first, followed by that in phase b'b, and then by that in 
phase c 'c, we say the phase rotation is abc.
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A balanced load has equal load on each phase. A 
balanced three-phase ^ t e m  consists of three equal 
single-phase sources connected in A or K supplying 
three equal loads connected in A or K. For balanced 
three-phase systems in

’ Une ~ ’ 'p tu i*  111— -  - J t r

y- = and V.i- = i/5'Vp.-/+ 3 ( r

In a A connection, the line current is ^  times the 
phase current and is displaced -30° in phase; the 
line-to-line voltage is just equal to the phase voltage:

In a y  connection, the line-to-line voltage is ^  times 
the phase voltage and is displaced 30° in phase; the line 
current is just equal to the phase current:

Vu„ = ^ V p k „ Z 3 g !

8. Power Calculations

The total power in a balanced three-phase load is the 
sum of three equal phase powers or

^toui “  3Pp -  31^/, cos fl

where cos 9 is the power factor of the load.

For a A load,

^loui °° cos e
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9. The Reciprocity Theorem

In any passive, linear network, if a voltage V applied in 
branch 1 causes a current I to flow in branch 2, then 
voltage V applied in branch 2 will cause current I to 
flow in branch 1.

10. M odel o f the Transformer

The differential equations for the transformer model 
shown in Fig. 16.1 are

di, dii
dt dt

(a)

o—
+

Vl

-  Primary
o----------------

M

FIGURE 16.1. (a) Circuit symbol for the transformer, 
(b) Model of the transformer.
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and

dit di.

The [^asor form of the transformer equations are

V, =7«aL,I,+jii)Afl2

\ 2 —jatL2l2+ jt»M li

11. The Ideal Transformer

The model for the ideal transformer is shown in Figure 
16.2.

FIGURE 16.2. (a) Symbol for the ideal transformer, 
(b) Model for the ideal transformer.

158



17 T and II and 
Two-Port Networks

1. T  and I I  Networks

A T network is shown in Figure 17.1(a) and a II 
network is shown in Figure 17.1(b).

(a)

(b)

FIGURE 17.1. (a) T network, (b) II network.
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If a network has mirror-unage symmetry with respect 
to some centerline, that is, if a line can be found to 
divide the network into two symmetrical halves, the 
network is a symmetrical network. The T network is 
symmetrical when Z , ■°Z2, and the 11 network is sym­
metrical when Zjt — Zg. Furthermore, if all the 
impedances in either the T or II are equal, the T or n  
is completely symmetrical.

To convert a II to T  network, relationships for Z |, Z j, 
and Z 3 must be obtained in terms of the impedance 
Z^, Zg, and Z^. Then we have

Z r
Z .Z ,•Â 'C

^A "^2g+Zc 

ZgZc

Za + Z g + Zf  ̂

Z^Zg
Z a  + 2 «  + Z r

To convert a T  to a n  network we use the relationships 

ZyZ^ ̂ Z^Z'^ "hZyZ^
z ,

ZjZ2  ̂ ^ 2 ^ 9

ZfZ2 ^ ¿ 2 ^ 3  ~t~Z2Zj
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When a T or n  is completely symmetrical, the conver­
sion equations reduce to

and

Z n ~  3Z t

where Z j  is the impedance in each leg of the T 
network and Z^  is the impedance in each leg of the II 
network.

2. Two-Port Networks

A two-port network is a circuit with two pairs of 
terminals (ports) at which excitation can be applied or 
response measured. (One terminal may be common to 
input and output). The general two-port is shown in 
Figure 17.2. The impedance parameters of a two-port 
network are expressed as

+
V,

+
Vr

nC U R E  17,2.
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y i —Zn/ t+Zi2i2

^ ^2 “  ^ 21A  ■ *■ 2̂2 A

The admittance parameters are expressed as

/ , - y „ K , + y , 2K,

/t-yaKi + ŷ Kj

The hybrid h-parameters expressed in equation form 
are

K ,-A „ / ,+ A „ K ,

A “ *2i A + * 22̂ 2

The inverse hybrid parameter equations are

^ i - g i i K + g i i h

^2“ g2l^l'*'g22^2

The transmission parameters are written as

/ , - C K 2-/>A
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The relationships between two-port parameters are 
summarized in the folioiwing Table.

Parameter Relationships
z * f T

r n - r „ A* *12 1 -A ll A BT

z Z |, *12 AK Ay *22 All All C C
^21 *22 - r „ y ii 1 f2l Aa 1 D

BY AK *21 *21 All All c C

^12 - Z a 1 *12 aa All D -B T
AZ AZ Yu y » *11 *11 A21 A n B B

*11 r j , y » *21 Bk -A21 1 >1 A
A 2 AZ *11 *11 A s A n B B

&Z *12 1 y « t u All B BT
*22 *21 »'ll y ii *11 *12 Bg Aa D D

- Z a i >'21 Ay *21 *22 -A ll An - I C
Z n *21 1̂ 11 r n *A *A D D

■ * u BY y « *22 ~*I2 C -B T
*11 *11 y n y » Bk Bk All All A A
z » AZ - r » 1 “ *21 *11 All A n 1 B

*11 Z ,| r » y » Bk AA A A

Z |, A Z - r a - 1 - B k ~ * ll 1 A n
*21 Z « r » r j i *21 *21 All Alt A B

1 *22 -A V - y i i *22 - 1 All A y C D
*21 *21 y « r » *21 *21 All All

«z.z„za-z,iz»
“ ’-r„ro-r„rj,

A*-*n*a*'*ii*u
^T~AD-BC
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18
Operational
Amplifier
Circuits

The output voltage for circuits with ideal op amps is 
listed in the foUowing table.
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19 Electric Signals

An electric serial is a voltage or current varying with 
time in a manner that conveys information. A signed is 
defined as a real-valued function of time. By real 
valued we mean that for any fixed value of time, the 
value of the signal at that time is a real number.
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20 Feedback Systems

A block diagram of a negative feedback system is 
shown in Figure 20.1. The overall ^ t e m  input-output 
transfer function 7 (r )  is

T ( , ) -
C ( i )  G (r)
R(s )  l  + GH(s)

R(s)
Input C M G<s)

H(s)

C(s)
Output

FIGURE 20.1. A  negative feedback system.
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21 Frequency Response

I. Bode Plots

The Bode plot is a chart of gain in decibels and phase 
in degrees versus the logarithin of frequency;

logarithmic gain -  20log|o H

where H - t f / o .

2  R eson an t C irc u its

A resonant circuit is a combination of frequency-sensi­
tive elements to provide a frequency-selective response.

The quality factor for a parallel RLC resonant circuit is

Q-u>^CR-
R

U)qL

and the resonant frequency is

The bandwidth of a frequency-selective circuit is the 
frequency range between the points where the magni­
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tude of the gain drops to 1/ ^  times the maximum 
value. Therefore,

B _  aij ~  A),

Alg

■fi

For a series RLC resonant circuit we have a quality 
factor

Q
UqL 1

R ü>qRC

For Q>10  and small deviations from wg, where the 
deviation is

"0

we have the transfer function for the series or parallel 
resonant circuit;

1 +  2G6
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22 System Response

1. The Convolution Theorem

The output of a circuit or a system with a transfer 
function H(s) as shown in Figure 22.1 is

= j ' h(T) r ( t  — r)dT

2. The Impulse Function

An incube function S(t) is a pulse of infinite ampli­
tude for an infinitesimal time whose area fZ^SU)dt  is 
finite. The impulse function is defined as

and

S (t)  = 0 f o r t # 0

r  S ( t )d t= l
'  — eo

Output

nC U R E  22.1.
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3. Im pulse Response

The impulse response is the output y(t)  of the system 
shown in Figure 22.1 with an input The
Laplace transform of K() “  SO) is

R ( s )  = l

Then, the output y(0 , called the impulse response, is

[« (* ) ]

-A (0

4. Stability

A circuit or system is said to stable when the response 
to a bounded input signal is a bounded output signal. 
Thus, for a stable ^ t e m  H(s) we require a finite or 
bounded impulse response;

lim |fc(t)|”  finite

For a linear circuit or system, we require for stability 
that all the poles of His)  be in the left-hand s-plane.
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23 Fourier Series

A Fourier series is an accurate representation of a 
periodic signal which consists of the sum of sinusoids at 
the fundamental and harmonic frequencies.

The expression for a finite sum of harmonically related 
sinusoids called a Fourier series is

N

/ ( 0 =«o+  L  ‘»»cosnoio»

+  sin n WqI
«—I

where wq = 2it/ T  and ag, and b„ (all real) are 
called the Fourier trigonometric coefficients.

An alternative form called the exponential form  of the 
Fourier series is

where are the complex (phasor) coefficients defined 
by

T \

where C . = C * ,.
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and we may plot |C„| and /f j ,  as the amplitude spec­
trum and the phase spectrum.

Because C, are complex numbers, we may write
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24 Fourier Transform

The Fourier transform of f i t )  is

The inverse Fourier transform is

1

The spectrum of a signal f i t )  is its Fourier Transform 
Fija>)
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25 Paresval’s Theorem

The energy absorbed by a 1-fl resistor with a voltage 
v(t) across it is

w = r* —m

1 .
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26 Static Electric 
Fields

1. Unit Vectors and Coordinate Systems

The unit vectors for the Cartesian (rectangular) system 
shown in Figure 26.1(a) are

•jt*

and all three vectors are constant.

The unit vectors for the cylindrical coordinate system 
shown in Figure 26.1(b) are

where a^ is constant.

The unit vectors for the spherical coordinate system 
shown in Figure 26.1(c) are

■ r .  ■ « .

2. Coulomb's Law

For two-point charges Qi, the source of the field force 
F, and Q we have the force on Q as

GiG
AwCqR

where is the vector of unit length pointing from Q,
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(a)

(b) (c)

FIGURE 26.1. Unit vectors for (a) Cartesian, (b) cylindrical, 
and (c) spherical coordinates.

to tuid ^  ia the distance between
the charges.

E le c t r ic  F ie ld  I n te n s ity

The electrostatic field intensity is defined as the force 
on Q when 0  - 1  C  so
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Qi
4neQ/lI« «  (V /m )

and

F = e E  (N)

3. Gauss’Law

Electric flux density, D, is

D = «oE (C /m *)

Gauss’ law states that the net flux of D, or electric flux 
ill passing through a surface is equal to the net positive 
charge enclosed within the surface and thus

i l i -^ D ,-d S ^ Q

where is the value of D at the surface and dS is the 
surface element.

4. M axwell’s Equation (Electrostatics)

The electric flux per unit volume leaving a vanishingly 
small volume unit is equal to the volume charge density 
there:

divD = p

where div is divergence and p is a volume charge 
density. Using div D = V ■ D, we have

V-D = p
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5. Poisson’s Equation

w - - -

- ­
c

or

where E -  -V K  

6. Current Density

The current density J  is related to the electric field E 
for a metallic conductor as

J - < t E

where <r is the conductivity of the conductor.

The current density J  is a convection current 

J “ pw

where v is a velocity vector and p is the volume charge 
density.
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^  ^  Static Magnetic 
/  Fields

1. B iot-Savart Law

A current /  flowing in a differential vector length </L 
results in a magnetic field intensity H as

/ d L x a o

Expressed in terms of current density J, we have 

j x a «

vohime A ltB r
■dv

2  Ampere’s Law

The line integral of H about any closed path is equal to 
the direct current enclosed by that path;

^ H - d L = /

3. Maxwell’s Equations fo r Static Fields 

V X H = J  

and

T x E  = 0
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4. Stokes’ Theorem

< { ) H -d L ~ f  ( V x H ) - d S
^  ^tatbecS

5. Magnetic Flux Density

Magnetic flux density B in free space is

B - moH (T)

where T is teslas and /iQ -4 irX  10"’ H /m . 

Then, the divergence theorem provides 

V - B - 0
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28 Maxwell’s
Equations

1. M axwell’s Equations fo r  Static Fields

VXE = 0 

VXH = J 

V - B - 0

Differential Form Integral Form

V ‘ D = p (£ D-ifS = Q =  i  pdv
S u r f a c e  *^volume

^ E - d L  = 0 

6 H - d L  =  I ~  f  J - d S
^  ^ f u i f a c e

2  M axwell’s Equations fo r Time-Varying Fields

V X E ------
<9B
~St

d J )
V X H = J + ----

at

V D  = p 

V-B = 0
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29 Semiconductors

1. Current in a Semicoruiuctor

In semiconducton both boles and electrons contribute 
to electrical conduction. With an applied electric field 
E, the expression for current density is

where n and p  are the concentrations of electrons and 
holes (number/m^) and p.„ and are the corre­
sponding mobilities. Conductivity depends on the num­
ber of charge carriers and their mobility; for a semicon­
ductor, the conductivity is

< ^-(«/*»+PM ,)«

In a pure semiconductor the number of holes is just 
equal to the number of conduction electrons, or

n - p - n ,

where is the intrinsic concentration.

In a doped semiconductor.

n p - n j
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In words, the product of electron and hole concentra­
tions is a constant; if one is inaeased (by doping), the 
other must decrease. If the doping concentration is 
nonunifonn, the concentration of charged particles is 
also nonunifonn, and it is possible to have charge 
motion by the mechanism called diffusion. The diffu­
sion current is proportional to the concentration gradi­
ent dn/dx. The diffusion cunent density due to elec­
trons is given by

J .-e D .
dn
lx

where is the diffusion constant for electrons (m^/s).

The diffusion current density due to nonunifonn con­
centrations of randomly moving electrons and holes is

dn dp

2  Sem iconductor Diodes

A semiconductor diode conducts forward cunent with 
a small forward voltage drop across the device, simulat­
ing a closed switch. The relationship between the for­
ward cunent and forward voltage is a good approxima­
tion given by the Shockley diode equation.

where

eV
k f
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and where I, is the leakage current through the diode, 
e is electronic charge, k  is Boltzman’s constant, T  is 
the temperature of the diode, and K is the voltage 
across the diode.

3. Field E ffect Transistors

In a junction field effect transistor (JFET), the width of 
the depletion layers controls the conductance. For the 
JFET, the drain current in the constant-current region 
is

‘ d s  ~  I  D s s ( l  ”  W o s /^ p )*

where <os fhe drain current in the constant-current 
region, /p j j  is the value of ips with gate shorted to 
source, and 1̂  is the pinch-off voltage.

For an enhancement MOSFET, the transfer character­
istic is

• d s  “ ^ ( • t e s  ~

where AC is a device parameter and Vj- is the tum-on 
or threshold voltage.

4. Bipolar Junction Transistors (BJT)

A bipolar junction transistor consists of two pn junc­
tions in close proximity, normally, the emitter junction 
is forward biased, the collector reverse biased. In 
common-base operation, the collector current is

if — ~ttig+IcBo  where o s  1
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where /(30  collector cutoff current and a  is the 
forward ciurent-transfer ratio. In common-emitter op­
eration, a small base current controls the relatively 
larger coUector current to achieve current amplifica­
tion:

»c = /3«« +  fcEO where jS = 1- a

where ig is the base current and is the collector 
cutoff current in the conunon-emitter configuration.
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30 Digital Logic

1. AND Gate

A logic gate is a device that controls the flow of 
information, usually in the form of pulses. The symbol 
for an AND gate is shown in Figure 30-1. A-B is read 
“A AND B." As indicated in the truth table, an output 
appears only when there are inputs at A AND B.

2  OR Gate

The symbol for an OB gate is shown in Figure 30.2, 
where A +B  is read “A OR B.” As indicated in the 
truth table, the output is 1 if input A OR input B is 1. 
For no input, the output is zero (0).

3. HOT Gate

The logic NOT is represented by the symbol in Figure 
30J, where A is read “NOT A ” As indicated in the

A-B

A B A-B
0 0 0
0 1 0
1 0 0
1 1 1

(a) (b )

FIGURE 30.1. (a) Symbol and (b) truth table for the 
AND gate.
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A+B

A B A+B
0 0 0
0 1 1
1 0 1
1 1 1

(a) (b)

FIGURE 30^. A two-input OR gate (a) symbol and 
(b) truth table.

AO-
A A
0 1
1 0

(a) (b)

FIGURE 30J. A NOT gate (a) symbol and (b) truth 
table.

truth table, the NOT element is an inverter, the output 
is the complement of the single input.

4. NAND Gate

The NAND gate is defmed by the truth table of Figure 
30.4. The circle on the NAND element symbol and the 
bar on the A-B output indicate the inversion process

5. Exclusive-OR Gate

The Exclusive-OR operation is (A +  B)AB as shown in 
Figure 30.5. The Exclusive-OR gate is used so fre-
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• ^^^0— O A - B

A B
0 0 1
0 1 1
1 0 1
1 1 0

(a) (b)

FIGURE 30.4. The NAND gate (a) symbol and (b) 
truth table.

A eB

A B A e B
0 0 0
0 1 1
1 0 1
1 1 0

(a) (b)

FIGURE 30.5. The Exclusive-OR gate (a) symbol and 
(b) truth table.

quently that it is represented by the special symbol e  
defined by

A X O R B - A e B » ( A  +  B)AB

6. DeM orgm’s Theorem

DeMorgans Theorem states that “ to obtain the inverse 
of any Boolean function, invert all variables and re­
place all ORs by ANDs and all ANDs by ORs."
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The first DeMorgan theorem says that a NOR gate 
(A + B) is equivalent to an AND gate with NOT circuits 
in the inputs (A-B). The second says that a NAND gate 
(A-B) is equivalent to an OR gate with NOT circuits in 
the inputs (A +  B).
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31 Communication
Systems

1. Half-Power Bandwidth

The constancy of the magnitude |/f(/(<i)| of a system is 
specified by a parameter called its bandwidth, B, and is 
defined as the interval of positive frequencies over 
which |//((i>)| remains within 3 dB (with l / - f2  in 
voltage or ^ in power).

2  The Sampling Theorem

A real-valued band-limited signal having no spectral 
components above a frequency B (,H¡) is determined 
uniquely by its values at uniform intervals spaced no 
greater than 1/ 2B seconds apart.

For a signal x it)  with a Fourier Transform Xl f) ,  
where X { f )  is assumed zero for / ¿ f i ,  the signal is 
recoverable from a sampling frequency / , :

f . i ^2B

3. Am plitude M odulation

The equation of a general sinusoidal (carrier) signal 
can be written as

>’( 0 “ « (0 a» [< W c '+ '^ (0 ]
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where we assume a(t) and ^ r )  vary slowly compared 
to w^i. The term a(t) is called the envelope of the 
signal, ti>; is the carrier frequency, and ^ t )  is the 
phase modulation of y(t).

The modulating signal x(t)  provides an amplitude- 
modulated carrier signal as

y( t )=kx( t ) cos  a>ct

where i^(r) = 0 and is a constant.

4. Phase and Frequency M odulation

The modulating signal xit)  can be used to modulate 
the frequency or phase of the carrier signal as

y ( / ) -y4cosf l ( r )

where .̂ 4 is a constant.

The relation between the instantaneous angular rate 
a it)  and is

6( t)= f ‘a (T)dr+ 6g 
■'0

or

d e

Phase modulation is obtained when 

and x(t) is the modulating signal.

191



Frequency modulation is obtained when 

" ( 0 - “ c + M ( 0

5. A  Measure o f Inform ation

The measure of information associated with an event 
A  occurring with probability is

with logj (base 2).

6. Average Inform ation (Entropy)

The average information, called the entropy H, of  a 
message is

f l - J ^ P i l o g i — bits
i - i  ^

7. Channel Capacity (Shannon’s Theorem)

The limiting rate of information transmission through a 
channel is called the channel capacity. For a source 
with an available alphabet of a discrete messages, the 
maximum entropy of the source is log2 a bits, and if T 
is the transmission time of each message, the channel 
capacity C is

1
C - y f o g j a bits/second

when the messages are equally probable and statisti­
cally independent.
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Index
Abscissa, 31-32 
Acceleration, 85-86 
Adjoint matrix, 21-22 
Algebra, 1 -9  
Algebraic equations, 8 -9  
A m pere’s law, 179 
Amplitude modulation, 190 
A n^ytic geometry, 31-54 
AND gate, 186 
Angle of intersection, 64 
Apparent power, 155 
Arc length, 74-75 
Area

in rectangular coordinates, 74-75 
in polar coordinates, 75-76 
of surface, 76 

Associative laws, 1 
Asymptotes o f hyperbola, 41-42 
Aiudliaiy equation, 107 
Average power, 153

Balanced load, 156 
Bandwidth, 167, 190 
Base of logarithms, 3 
Bayes’ rule, 111-112 
Bernoulli numbers, 55-62 
Bessel functions, 98-99 
Binomial distribution, 112 
Binomial theorem, 4 
Biot-Savart law, 179 
Bipolar Junction transistor, 184 
Bode plot, 167 
Boyle’s Law, 71

193



Capacitors, 146
Cartesian coordinates, see Rectangular coordi­

nates
Cauchy’s form of remainder, 67 
Centroid, 80 

table of, 81 
Channel capacity, 192 
Characteristic equation, 150 
Charge, 135 
Charles’ Law, 71 
Circle, 11, 36, 42 
CoefGcient of determination, 117 
Coefficient of variation. 111 
Cofactors, 16-17 
Combinations, 7-8 
Commutative laws, 1 
Complex numbers, 5-6 
Complex power, 155 
Components of vector, see Vector 
Concavity, 66 
Conductance, 137 
Cone, 13
Conformable matrices, 18-20 
Convergence, interval of, 56 
Convolution theorem, 169 
Coordinate systems, 175 
Correlation coefficient, 117 
Cosecant of angle, 26 
Cosh, see Series of functions 
Cosine of angle, 26 
Cosines, law of, 26 
Cotangent of angle, 26 
Coulomb’s law, 175 
Cramer’s rule, 22-23 
Critical value, 65-66 
Critically damped circuit, 151 
Csch, see Series of functions
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Ctnh, see Seríes of functions 
Cubic equation, 8-9 
Curl, 84-85 
Current, 135 
Current density, 178 
Current divider, 138 
Curves and equations, 49-54 
Cylinder, 12,13 
cylindrical coordinates, 77-78

Damped resonant frequency, 151 
Definite integrals, table of, 134 
Degree of differential equation, 105-106 
Degrees and radians, 26 
Degree two equation, general, 46 
DeMorgan’s theorem, 188 
Determinants, 15-17, 22-23 
Derivatives, 63
Derivatives, table of, 122-126 
Differential calculus, 63-72 
Differential equations, 105-108 
Diffusion current, 183 
Digital logic, 186 
Diode, 183 
Directrix, 36
Distance between two points, 32-33 
Distance from point to line, 35 
Distributive law, 1 
Divergence, 84-85, 177,180 
Division by zero, 1 
Double integration, 78

Eccentricity, 40 
Effective value, 154 
Efficiency, 145 
Electric signal, 165 
Electrostatic field intensity, 176
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EUipse, 39-41, 45 
Energy storage in inductors 

and capacitors, 157 
Entropy, 1%
Equivalet resistance, 138 
Error function, 62 
Euler numbers, 55-62 
Even permutation, 7,15-16 
Exact differential equation, 105- 
Exclusive-OR gate, 187 
Ejqmnents, 2

106

Factorials, 3, 88 
Factors and expansions, 4 
F-distribution, 119 
Feedback systems, 166 
Field effect transistor, 184 
Focus, 39-42 
Forced response, 149 
Fourier series, 95-%, 171 
Fourier transform, 173 
Frequency modulation, 192 
Functions of two variables, 71-72 
Fundamental theorem of calculus, 74

Gamma function, 88 
Gas constant, 70 
Gas laws, 70-71 
Gauss’ law, 177 
Geometric figures, 9-14 
Geometric mean, 109 
Gradient, 84

Half wave rectifier, 98 
Hermite polynomials, 103 
Holes, 182
Homogeneous differential equation, 105
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Homogeneous functions of x,y, 105-108 
Horizontal line equation, 34 
Hybrid parameters, 162 
Hyperbola, 41-44 
Hyperbolic functions, 87-88

Ideal transformer, 158 
Identity laws, 1
Imaginary part of complex number, 5-6
Impedance, 153
Impedance parameters, 161
Impulse function, 169
Inclination, angle of, 33
Indeterminant forms, 68
Inductors, 146
Information, 192
Integral calculus, 73-81
Integral, definite, 73-74
Integral, indefinite, 73
Integral tables, 128-134
Intersection, angle of, 64
Inverse laws, 1
Inverse matrix, 21-22
Inverse trigonometric functions, 29-30
Inversions of permutations, 7

KirchhofTs Laws, 137

Laguerre polynomials, 102 
Laplace transforms, 89-92 
Least squares regression, 115-118 
Legendre polynomials, 100-102 
L’Hôpital’s rule, 68 
Linear differential equation, 106 
Linear system of equations, 22-23 
Lines, equations of, 33-35 
Logarithms, 3
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Logic gate, 186 
L ottie equation, 54

Magnetic flux density, 180 
Major axis of ellipse, 39-41 
Matrix, 18
Matrix operations, 18-19 
Maxima of functions, 65-66 
Maximum power transfer, 144,154 
Maxwell’s laws,

for static fields, 179,181 
for time-vaiying fields, 181 

Mean, 109
Mean value of function, 75 
Median, 94, 109 
Mesh current analysis, 140 
Midpoint of line segment, 32 
Minimum of function, 65-66 
Minor axis of ellipse, 39-40 
Minor of matrix, 16 
Mode, 109 
Modulation, 204

NAND gate, 188 
Natural response, 148
Newton’s method for roots of equations, 68-69
Node voltages, 139
Nonsingular matrix, 21-22
Normal distribution, 113-115
Normal form of straight line, 34-35
Normal line, 64
Norton’s theorem, 143
Null hypothesis, 117,119
Numbers, real, 1, 5
Numerical methods, 68-70

Odd permutation, 7,15-16 
Ohm’s law, 137
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Operational amplifier circuits, 164
Order of differential equation, 106-107
Ordinate, 32
Origin, 31,46
Orthogonality, 104
Overdamped circuit, ISl

Paralx>la, 36-39
Parallel Unes, 33
Parallelogram, 10
Partial derivatives, 71-72
Passive element, 136
Permutations, 7, 15-16
Perpendicular lines, 33
Phase rotation, ISS
Phasor, 151
Pi network, 160
Poisson distribution, 115
Poisson’s equation, 178
Polar coordinates, 46-48, 74-75
Polar form of complex number, 6-7
Polygon, 12
Population, standard deviation of, 110
Population, variance of, 110
Power, 136
Power factor, 154
Powers of complex numbers, 6
Prism, 13
ProbabUity, 111-112 
Probability curve, 113-115 
Probability distributions, 119-121 
Progressions, 4-5

Quadrants, 25 
Quadratic equation, 8

Radians, 26
Radius of curvature, 64-65
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Reactive power, ISS 
Reciprocity theorem, 157 
Rectangle, 10
Rectangular coordinates (Cartesian coordinates), 

31-32, 47,74-75 
Rectifier, half wave, 98 
Reduced cubic equation, 8-9 
Recession, 115-118 
Resistance, 136 
Resonant circuit, 167 
Rodrigues formula, 102

Sampling theorem, 190 
Sawtooth wave, 97 
Scalar multiplication 

of matrices, 18 
of vectors, 83

Scalar product of vectors, 82-84 
Secant, 26
Sech, see Series of functions 
Second derivative, 66-67, 69 
Second derivative test, 65-66 
Sector of circle, 11 
Segment of circle, 11 
Semiconductor, 182 
Separable differential equation, 105 
Series of functions, 55-62 
Series RLC circuit, 150 
Shannon’s theorem, 192 
Signal, 165 
Sine, 26
Sines, law of, 24
Sinh, see Series of functions
Skewness, 116
Slope, 32-33, 63-64
Source transformations, 141
Spectrum, 173
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Sphere, 14
Spherical coordinates, 77 
Spherical harmonics, 100 
Stability, 170
Standard deviation, 110-111
Standard error, 116, 125
Standard normal curve, 114-115
Statistics, 109-121
Stirling’s approximation, 3
Stokes’ theorem, 180
Sum of matrices, 18-19
Sura of progressionfs), 4-5
Sum of vectors, 83
Superposition principle, 141
Surface area by double integration, 79
Surface area of revolution, 76
Symmetric matrix, 20
Symmetric network, 160

Tangent line, 63-64
Tangent of angle, 26
Tangents, law of, 24
Tanh, see Series of functions
Taylor’s formula, 67
Tellegan’s theorem, 143
Thévenin’s Theorem, 142
Three-phase power, 155
T network, 159
Transformer, 157
Translation of axes, 44-45
Transpose of matrix, 20
Trapezoid, 11
Trapezoidal rule, 69-70
Trigonometric functions of angles, 25-26
Trigonometric identities, 27-29
Two-port network, 161
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Underdamped circuit, 151

Variance, 110
anal^is of, 116 

Vector, 82 
Vector product, 83 
Velocity, 86
Vertical line equation, 33
Voltage, 135
Voltage divider, 138
Volume by double integration, 79
Volume of revolution, 76

Work, 76-77

z-transform, 92-93
properties of, 93-94 
table of, 94
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