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Chapter 1 ®)
Optical Wireless Communication System o

Optical wireless communication (OWC) shares the advantage of large communica-
tion capacity with microwave wireless and optical fiber communications, without the
requirements of optical fiber cable installation or spectrum license. In this chapter, the
system model and basic concepts of optical wireless communication are introduced.

1.1 System Model of Optical Wireless Communication

An optical wireless communication terminal comprises an optical antenna (tele-
scope), laser transceiver, signal processing unit, and acquiring, pointing, and tracking
(APT) system. Usually, a laser diode (LD) or light emitting diode (LED) is adopted
as the light source in the transmitter, while a positive-intrinsic-negative (PIN) diode
or avalanche photodiode (APD) is adopted as the detector in the receiver. The model
of an optical wireless communication system is shown in Fig. 1.1.

1.1.1 Transmitter

In a transmitter, an optical carrier is modulated by a certain form of information, such
as time-varying waveforms and digital symbols, generated by the information source.
Then, the carrier (called light beam or light field) is emitted into the atmosphere or
free space. The transmitter comprises source coding, channel coding, modulation,
optical signal amplifier, and transmitting antenna.

Channel coding is an insertion of some redundant symbols to the source data
stream, which facilitates error detection and correction at the receiver end. With
a fundamental task to reduce the bit error rate and increase the reliability of the
communication, channel coding results in a reduction in the data transmission rate
due to the addition of redundancy.

© Science Press 2022 1
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{ Single antenna transmission
Multi-antenna transmission

{ Passive modulation

{ Single antenna reception

Mult-antenna reception

Fig. 1.1 Model of optical wireless communication

Modulation is a process of signal transformation. It changes certain characteristics
of the optical signal, such as the amplitude, frequency, and phase, according to the
characteristics of the encoded signal, and these changes happen in a regular way
determined by the source signal itself. Thus, the relevant information of the source
signal is successfully carried by the optical signal.

Modulation can be divided into two categories: active and passive. Modulation is
considered active if the light source and the modulation process are co-located at the
transmitter end, and modulation is passive if the modulated signal is generated on the
other side of the light source; this is also known as reverse modulation. In contrast,
modulating the laser power supply refers to direct modulation, whereas modulating
the beam emitted by the laser is called indirect, or external, modulation.

If the required communication distance is large and the optical power directly
output by the laser is insufficient, an optical amplifier is used to amplify the optical
signal. Optical amplifiers include semiconductor optical and optical fiber amplifiers.

The transmitting antenna has several configurations, such as multi-antenna
transmit/reception and single antenna transmit/reception. Herein, multi-antenna
transmit/reception can effectively suppress the influence of atmospheric turbulence.

1.1.2 Receiver

The receiver comprises receiving antenna for optical signal collection, spatial light-
fiber coupling unit, preamplifier, detector, demodulator, etc.

The optical signals sent by the transmitter are first collected by the receiving
antenna, and then the light in free space is coupled into the optical fiber by the
spatial light-fiber coupling unit. The optical fiber detector performs photoelectric
conversion. Energy loss occurs in the process of coupling optical signals into the
optical fiber.

Under certain circumstances, the signal coupled into the optical fiber is very
weak, and it must be pre-amplified by an optical amplifier, the preamplifier, before
the photoelectric conversion process.
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Signal detection includes direct detection by a detector, spatial light-fiber coupling
detection, distributed detection, and coherent detection. Here, direct detection means
that the optical detector directly receives the optical signal collected by the antenna.
Spatial light-fiber coupling detection means that the spatial light is coupled into the
optical fiber, and the signal in the optical fiber is detected by the photo detector.
Owing to the small dimensions of the optical fiber, small photosensitive area of the
photoelectric converter, and small optical signal intensity required, the signal can be
detected with high rate and sensitivity by coupling the spatial light into the optical
fiber.

1.1.3 Channel

Wireless optical channels can be divided into atmospheric, indoor, ultraviolet light
scattering, and underwater channels. The atmospheric channel is the most compli-
cated because of the inevitable impacts of atmospheric turbulence and complicated
meteorological conditions on the wireless optical channel. The channel transfer
function can be expressed as

H(f) = Hr(f)H(f)H:(f), (L.

where Hr(f), H.(f), and H,(f) represent the transfer function of the transmitter,
channel, and receiver, respectively. The corresponding expression in time domain is

h(t) = hr (Dhe(Oh, (1), (1.2)

where hr (1), h(t), and h,(t) represent the unit impulse response of the transmitter,
channel, and receiver, respectively. The channel model is shown in Fig. 1.2.
The signal input to the demodulator can be expressed as

r(t) = A@®)[s () * h(1)] + n (), (1.3)

Additive noise and interference

. Channel transfer .
Modulation  —»| function h(t) H%Qg— Demodulation

Channel attenuation A(t)

Fig. 1.2 Channel model
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where A(t) represents the fading of the channel, s(¢) is the output of the modulator,
and * denotes the convolution operation. For atmospheric laser communication, A ()
results from atmospheric turbulence. For non-line of sight ultraviolet communication,
A(t) is primarily caused by single and multiple scattering of atmospheric molecules to
the ultraviolet light. Finally, for indoor visible light communication, A () is primarily
caused by reflection in the indoor environment.

Without channel fading, the received signal can be expressed as

r(t) =s(t) +n(), (1.4)

where n(t) ~ N(0, o?) is the white noise in additive Gaussian distribution, which
generally represents the electronic noise of the receiver detector and its auxiliary
circuit.

1.2 Laser Light Source

LD is a solid-state semiconductor device that can directly convert electrical energy
into light. Other lasers, such as gas and liquid lasers, can also be used as light sources,
but semiconductor lasers are the most common.

1.2.1 Principles of a Laser Diode

LD is a light emitting device that uses semiconductor material as its working mate-
rial. The working materials commonly used include cadmium sulfide (CdS), gallium
arsenide (GaAs), indium phosphide (InP), and zinc sulfide (ZnS). The specific process
of generating the laser will be different depending on the structure of the working
material. There are three types of excitation methods: electron beam excitation, elec-
trical injection, and optical pumping. Semiconductor lasers can be divided into single
heterojunction, double heterojunction, and homojunction lasers. Homojunction and
single heterojunction lasers are mostly pulsed devices at room temperature, whereas
double heterojunction lasers can achieve continuous operation at room tempera-
ture. The basic structure of a semiconductor laser comprises a double heterojunction
planar strip structure, as shown in Fig. 1.3. The so-called heterojunction refers to a
PN junction (may also be a P-P or N-N junction) composed of two semiconductor
materials with different band gap widths. An ordinary PN junction is also called a
homojunction.

Population inversion is a premise of laser production. The probability of stimulated
radiation between two energy levels is related to the difference in the number of
particles between the two energy levels. Usually, the number of atoms at the low
energy level (E1) is greater than the number of atoms at the high energy level (E2).
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100 um ﬁ/
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74

p-GaxAlixAs
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GaAsia

J) Cleavage mirror
N

Fig. 1.3 Basic structure of a laser diode bar with double heterojunction plane

In this case, no laser light is generated. To generate laser, the number of atoms at
the high energy level (E2) must be greater than that at the low energy level (E1)
because stimulated radiation, which leads to light enhancement (known as optical
amplification), occurs when a large number of atoms are at the high energy level (E2).
To achieve this goal, a large number of atoms in the ground state must be excited to
the metastable state (E2), so that the number of atoms in the high energy level (E2)
greatly exceeds the number of atoms in the low energy level (E1). Thus, population
inversion is achieved between the two energy levels.

Under certain conditions, the gain medium, resonant cavity, and pump source are
essential to generate laser. Homojunction LD requires a heavily doped semiconductor
material with a “direct band gap”. As the electron transitions from the conduction
band to the valence band, the dominant stimulated radiation makes the emitted light
laser. Due to the heavy doping, the active region of the degenerate semiconductor
has a weak ability to bind electrons and holes, and a large injection current density is
required to achieve population inversion. Therefore, it is difficult to achieve contin-
uous operation at room temperature than at low temperatures. To lower the current
density threshold, single and double heterojunction semiconductor lasers have been
studied. The band gap difference of different semiconductor materials causes the
refractive index of the active region to be higher than that of the adjacent medium;
therefore, photons are also confined in the active region. The confinement of carriers
and photons causes the threshold current density of the laser to drop significantly,
thus achieving continuous operation at room temperature.
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1.2.2 Characteristics of a Laser Diode

LD is a device in which a certain semiconductor material is used as working mate-
rial to produce stimulated emission. The working principle is to realize population
inversion for non-equilibrium carriers between the energy bands of semiconductor
material (conduction and valence bands) or between the energy bands of semicon-
ductor material and the energy levels of impurity (acceptor or donor) through certain
excitation methods. When a large number of electrons and holes in a population
inversion state recombine, stimulated radiation occurs.

In general, there are three excitation methods for semiconductor lasers: elec-
trical injection, optical pumping, and high-energy electron beam excitation. Elec-
trical injection semiconductor lasers are generally semiconductor junction diodes
made of gallium arsenide (GaAs), cadmium sulfide (CdS), indium phosphide (InP),
zinc sulfide (ZnS), etc., and are biased in the forward direction. Current is injected to
excite and generate stimulated emission in the junction plane area. Optical pumped
semiconductor lasers generally adopt N- or P-type semiconductor single crystals
(e.g., GaAS, InAs, and InSb) as working materials and use laser from other lasers
as the light pump excitation source. High-energy electron beam-excited semicon-
ductor lasers adopt N- or P-type semiconductor single crystals (e.g., PbS, CdS, and
ZhO) as working materials and are excited by external injection of high-energy elec-
tron beams. The LD is a threshold device: when the injection current is less than the
threshold, the gain of the resonant cavity is not high enough to overcome the loss, and
the population inversion cannot be realized in the active area. Spontaneous emission
is dominant, and ordinary fluorescence is emitted, similar to LED. As the injected
current increases and reaches the threshold, population inversion is realized in the
active area. Stimulated radiation is dominant, and a sharp-spectrum laser with a clear
pattern is thus emitted. Semiconductor lasers are very sensitive to temperature, and
their output power varies considerably with temperature. The main reason is that
the external differential quantum efficiency and threshold current of semiconductor
lasers vary with temperature.

LD is a type of laser device that uses semiconductor material as the working
material. In addition to the common characteristics of lasers, it has the following
features: small size, low weight, low driving power and current, high efficiency,
long operating life, direct electrical modulation, and easy integration with various
optoelectronic devices.

1.2.3 Nonlinearity Correction

The laser is a nonlinear device with threshold characteristics. The nonlinearity will
produce harmonic distortion under the excitation of the modulation signal.
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g. 1.4 Influence of laser nonlinearity on subcarrier modulation

1.2.3.1 Effect of Static Nonlinearity on Subcarrier Modulation

The I-L characteristic curve using the relationship between the input current and
the output optical power can be used to characterize the nonlinear distortion of the
laser. As shown in Fig. 1.4, nonlinear distortion can be simply summarized as a
distortion-free signal; the output response signal produces waveform distortion in
the time domain, and new harmonic components appear in the frequency domain.

1.2.3.2 Pre-distortion Compensation of I-L. Characteristic

We assume that the relationship between the laser output optical power and the drive
current is

P=ay+al+al*+al’ (1.5)

and the pre-distortion signal generated by the pre-distorter is
I =byI* + b1, (1.6)
The basic principle of the pre-distortion can be described as follows. When the

signal voltage increases, the pre-distortion model of the laser front end makes a fast
increase in the current through the laser. It also cancels out the nonlinear distortion
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Fig. 1.5 Pre-distortion of I-L characteristic

caused by the smaller increase in optical power compared with the increase in the
current. Through the joint action of the pre-distortion model and the laser, the linear
relationship between the output optical power and the input current is maintained.

As shown in Fig. 1.5, the original input signal is separated into three channels by
the coupler: the main channel (processing the fundamental wave component) and two
secondary channels (processing the second and third-order distortion components).
Assuming that the gains of the two sub-channels are the same, the pre-distorter can
be regarded as the signal generated by the sub-channel. The main channel directly
enters the combiner through time delay, and the secondary channel is output by the
combiner after passing through the attenuator, inverter, and filter. At this time, the
output three-way composite signal is passed through the laser, and the output optical
power of the laser changes to

3 3 3 m
P'=Y " anal —BIN" =) ay <a1 —B Zbﬂ”) ) (1.7)
m=1 m=1 n=2

Equation (1.7) can be expanded as power series

3
P'=Y"D,I", (1.8)
m=1
where
D] =doa, (19)
D, = o*ay — Bab,, (1.10)
D3 = o’as — Baybs — 20Basrb,. (1.11)

From Eqs. (1.9)—(1.11), it can be calculated that the condition for eliminating the
second-order nonlinear distortion is
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a2a2

B = b (1.12)

and the condition for eliminating the third-order nonlinear distortion is

Ol3d3

- (1.13)
a1b3 + 20[612[)2

ﬂ:

The condition to simultaneously eliminate the second- and third-order nonlinear
distortions is

ajaxbs

= Gdbs 1.14
= byaas — 2a2) (119

where « is the gain of the main channel, and 8 is the gain of the secondary channel.

1.3 Device Response Characteristics

1.3.1 Response Characteristics of a Semiconductor Laser

The response characteristics of a semiconductor laser are related to its chirality
oscillation frequency, and the frequency of the chirality oscillation f can be obtained
from the following rate equations [1]:

dN 1 N

= T A(N - Nom)S - (115)
dt qV N

ds N S

=2 =rB— — 2 4+ TAN = Now)S, (1.16)

dt W T

where N is the carrier concentration, S is the photon density, / is the current injected
into the active zone, N,,, is the transparent carrier concentration, g is the electron
charge, and the volume of the active zone V = WLD. Here, W, L, and D are the
active zone width, cavity length, and thickness, respectively. Moreover, A is the gain
factor, and 7, and 7, are the photon and carrier lifetimes, respectively. Finally, I" is
the optical confinement factor, and B is the spontaneous radiation coefficient.

With small signal modulation, the variables in Eqgs. (1.15) and (1.16) can be
expressed as [2]
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I(t) = Ip+ I exp(iot)
N(t) = Ny + N exp(iowt) (1.17)
S() = So + S1exp(iot)

where Iy, Ny, and Sy are the steady-state direct flows, and I} exp(iwt), Nj exp(iwt),
and S| exp(iwt) are the transient AC flows respectively.

Substituting Eq. (1.17) into Egs. (1.15) and (1.16) and neglecting second-order
minima yields

. I I eia)t N, N eiwt
ioNje = =~ ¢ 1 0717
V. qV T

ASO(NO - Nom)
- . -, (1.18)
+AS1 (NO - Nam)elwl + AN] Soe”‘”

Nlelwt SO Slelwt

: N
iwSje =TB— +T'B
Tn Tn 7 7

+ [ASo(No — Now) + AS1(Nog — Now)e'® + AN1 Spe'™' ] (1.19)

When the laser is in steady state, dS/dt = 0 and dN/dt = O [3]. Let N,,, = 0,
'~ 1,B~0,and A = a,/(1 + €Sp), and introduce the gain saturation term [4].
Then Eqs. (1.18) and (1.19) can be simplified to obtain the laser chirality oscillation
frequency fj as

fo= (&)1/2 (1.20)
T\ 0+esp) '

It can be seen that fj is proportional to the differential gain coefficient a, and the
steady-state photon density Sy and inversely proportional to the photon lifetime 7,
and the gain saturation factor €. The following simulation analyzes the effect of the
above factors on the response characteristics of the laser.

Figures 1.6 and 1.7 show the impulse response and frequency response of the
laser at different bias currents 1y(Sy). I is set to 40, 50, 60, and 70 mA, respectively,
and the initial conditions are ¢ = 1 x 1072°, R = 0.3, and a, =14 x 10-12,

As can be seen from Fig. 1.6, when the bias current [y is increased, the chirality
oscillation frequency increases, the chirality oscillation amplitude decreases, and the
pulse waveform distortion is significantly improved. It can be seen from Fig. 1.7
that by increasing the bias current Iy, the chirality oscillation frequency fy can be
increased, thus increasing the modulation bandwidth of the laser.

Figures 1.8 and 1.9 show the impulse and frequency response curves of the laser
at different differential gain coefficients a,. Iy is set to 1.4 x 10-12,2.4 x 102,34
x 1072, and 4.4 x 107'2, respectively, and the initial conditions are Iy = 40 mA,
e=1x10"%,and R =0.3.
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Fig. 1.6 Impulse response
curves at different bias
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Fig. 1.7 Frequency
response curves at different
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As can be seen from Fig. 1.8, by increasing the differential gain coefficient a,, the
chirality oscillation process is shortened, and the waveform distortion phenomenon
basically disappears. It can be seen from Fig. 1.9 that by increasing a,, the chirality
oscillation frequency fj can be increased, which in turn increases the modulation
bandwidth of the laser.

Figures 1.10 and 1.11 show the impulse and frequency response curves of the
laser at different gain saturation factors ¢, which is set as 1 x 1025, 25 x 1075,
50 x 107, and 100 x 1072, respectively. The initial conditions are Iy = 40 mA,
a, =1.4x 102, and R = 0.3.

As can be seen from Fig. 1.10, an increase in the gain saturation factor ¢ has
a damping effect on the chirality oscillation and shortens the chirality oscillation
process. Figure 1.11 shows that by increasing &, the chirality oscillation frequency
fo decreases and the modulation bandwidth of the laser decreases.

Figures 1.12 and 1.13 show the impulse and frequency response curves of the
laser at different reflectance values R(rp), respectively.

Fig. 1.10 Impulse response 20
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Fig. 1.12 Impulse response
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The initial conditions are /o = 40mA, a, = 1.4 x 1072, ande = 1 x 1072, As
can be seen from Fig. 1.12, by increasing the reflectivity R, the chirality oscillation
frequency decreases, the chirality oscillation amplitude increases, and the wave-
form distortion becomes increasingly severe. It can be seen from Fig. 1.13 that by
increasing R, the chirality oscillation frequency f; decreases and the modulation
bandwidth of the laser decreases.

The above analysis shows that increasing the bias current and differential gain
coefficient and reducing the reflectivity and gain saturation factor can suppress the
pulse waveform distortion and increase the modulation bandwidth.

1.3.2 Response Characteristics of a PIN Photodetector

As shown in Fig. 1.14, the equivalent circuit model for a PIN photodetector is

modelled using Egs. (1.21), (1.22) and (1.23), assuming that the light is incident

from the N region, considering that the I region is electrically neutral [5, 6].
Region N:

dp, P,(1—r) P, 1,
b _ B =0 ocanwy)] = I 121
o 1 —exp(-a, Wy)] P (1.21)
Region P:
dN, _ Pu( =0l —exp(-a,W,)] N, I, (1.22)
dr hv exp(a, W, + a; W) T, g ’
Region I:
dNi Pin I —r)|l—ex _aivVi Ni Ni In
dN; _ Pn(—n[l —expCaWd] N Ni b oy
dt hv exp(a, W) Tor Tt q

In Eqgs. (1.21), (1.22) and (1.23), P, and N, are the total number of excess holes
and electrons in N and P region, respectively; 7, and 7, are the lifetimes of the
electron and hole in P and N region, respectively; I, and I, are the electron and hole
currents of minority carriers in P and N region, respective; ¢ is the electron charge,

Fig. 1.14 One-dimensional
structure of a PIN <lOe D+>
photodetector
N | P
O1+—=> =06
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P, is the input optical power, N; is the total number of electrons in I region, 7, is
the lifetime of electron’s recombination in I region, 7, is the electron drift velocity
in I'region, r is the reflectivity; o, o, and ; are the light absorption coefficients of
N, P and I region, respectively; Av is the photon energy, and W,,, W,, and W; are the
widths of N, P and I region, respectively.

To transform the parameters into circuit variables, we introduce a constant C,,.
and let [7]:

Pn = _pcnca Np = _CI'IC1 Ni = _Cnc' (124)
q q 4

Then, substituting Eq. (1.24) into Egs. (1.21), (1.22), and (1.23) and using I, =
BnPin + Vy/Ryq and I, = B, P, + V, /R4, we obtain [8]

P; dv, V v,
L =Cpe—L+ L +8,P, + L, 1.25
Vap ne dt Ry ,Bp n de ( )
— h _ o _ Py _
where V,, = q(l—r)[l—e)l:p(—a,,W,,)]’ R, = C—’ I, = s and Rpy =
Ry[ch(W,/L,) —1],
Pin an Vn Vn
=Cpe— + — P, +—, 1.26
V. e+ R, + BuPin + R (1.26)
hv exp(ot, Wy 4o W) _ Ty _ Py _
where Vo, q(1—r)[1—exp(—a, W,) ]’ R, = Ce”’ Ion = Von? Rua =
R,[ch(W,/L,) — 1], and
Pin Vn dVl Vz Vz
4 BuPy+ = = Cpo—t + — + ——, 1.27
Voi ﬂ” " Rnd " dt Rnr Rnl ( )
— hv exp(a, W,) — Tar —_ Tn I _ Vv
Where Voi — q(l—r)[l—exp(—aiWi)]’ Rnr — é_m‘, Rm‘ — &3 Ioi - Wv I[ - mv ﬂn and

B, are the coefficients between the incident optical power and diffusion current, L,
and L, are the diffusion lengths of the electrons and holes, respectively.

Taking the N-I interface as an example, the current at the outputis: I; = I; + 1,
in addition to the need to consider the chip parasitic parameters (C., R., R;) and
package parasitic parameters (L., R,, C.) within the photodetector package parasitic
parameters from the carrier and gold wire introduced during the chip packaging
process [9]. From Egs. (1.25), (1.26) and (1.27) and the above analysis, the equivalent
circuit model of the PIN photodetector is obtained as Fig. 1.15.

The responsiveness of a PIN photodetector to a high-speed incident light signal
is characterized by the response time. The magnitude of the response time is related
to the carrier crossing time and the RC time constant in the I region [10], which are
analyzed below using the model in Fig. 1.15.
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Fig. 1.15 Equivalent circuit model of a PIN photodetector

Figures 1.16 and 1.17, respectively, show the impulse response and frequency
response curves of the PIN photodetector for I-zone widths W; of 3, 10, 50, and
100 pwm. Initial conditions are R, = 102 and A = 12 x 107°.

It is observed that, choosing a suitable I-zone width W;, which minimizes the
impulse response time, is an effective way to well suppress the impulse waveform
distortion and increase the frequency response bandwidth.

Figures 1.18 and 1.19 show the impulse response and frequency response curve
of the PIN photodetector for chip parasitic resistance R, of 10, 20, 30 and 40 €,
respectively. The initial conditions are W; = 4.2 um and A = 12 x 107°.
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Fig. 1.17 Frequency
response for different I-zone
widths

Fig. 1.18 Impulse response
for different parasitic
resistances

Fig. 1.19 Frequency
response for different
parasitic resistances
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It is observed that, reducing the parasitic resistance R, and decreasing the pulse
response time is an effective way to suppress the pulse waveform distortion and
increase the frequency response bandwidth. The simulation is omitted for chip
parasitic capacitance C, since it has a same principle as the resistor.

Figures 1.20 and 1.21 show the impulse response and frequency response curves
of a PIN photodetector for different photosensitive surfaces A. The photosensitive
surfaces A are taken as: 6 x 1077, 12 x 1078, 6 x 1078, 12 x 10~°. The initial
conditions are W; = 4.2 um, R, = 10 Q2.

It is observed that, reducing the photosensitive surface A is beneficial to suppress
the pulse waveform distortion and increase the frequency response bandwidth.

The above analysis indicates that by selecting a suitable I-zone width, reducing the
chip parasitic resistance, capacitance and photosensitive surface area can suppress
pulse waveform distortion and increase the frequency response bandwidth.
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1.4 Surface Plasmon Polarization

Surface Plasmon Polarization (SPPs) are surface electromagnetic waves generated
by the interaction of light waves incident on a metal surface with freely vibrating elec-
trons on the metal surface [11]. The research on SPPs is increasing dramatically due
to their unique properties such as subwavelength characteristics, plasmonic waveg-
uide, and local field enhancement, all of which imply great research value. The emer-
gence of SPPs has led to new physical phenomena in nano-optoelectronic devices,
which have greatly improved performance compared to conventional optoelectronic
devices.

Two main optical properties of metal nanoparticles are used in the design struc-
ture: (1) When incident light is irradiated to metal nanoparticles, metal nanoparticles
produce significant surface plasmon effect, which in turn enhances the local equipar-
tition resonance field and eventually causes the enhancement of absorption in the
active medium. (2) When the incident light is irradiated to the metal nanoparticles,
the metal nanoparticles produce significant surface plasmon effect, which in turn
enhances the light scattering and makes the path of the incident light into the active
medium greatly increased, and finally causes the enhancement of the active medium
absorption. The designed structure is shown in Fig. 1.22. Figure 1.22a shows the
three-dimensional structure, where the substrate is a silicon photodetector (including
p, 1, and n layers) structure, and the top is antireflective film SiO, and spherical metal
Ag nanoparticle array with a periodic distribution. Here, the thickness of the antire-
flective film SiO; is denoted by £, the thickness of the silicon substrate is denoted by

Silver

PBC

Antireflective film —
E— Antireflective film

Silicon ——p

PML

(a) (b)

Fig. 1.22 Structure of a silicon thin-film photodetector with an array of Ag nanoparticles attached
to the surface. a Three-dimensional structure b Cross-sectional view of the mathematical model
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t, the distance between two adjacent particle spherical centers in the Ag nanoparticle
array is denoted by P, and the diameter of the spherical Ag nanoparticles is denoted
by d. Figure 1.22b shows the cross-sectional view of the 3D model in the x—z plane,
and the periodic boundary conditions (PBC) are set around the model (i.e., axial x
direction and axial y direction), and the perfectly matched layer (PML) boundary
conditions are set at the top and bottom (i.e., axial z direction). The plane wave is
incident perpendicular to the upper surface of the photodetector along the negative
direction of the axis z (i.e., the angle of incidence at this point is 0°). The incident
light source is the AM1.5 solar spectrum in the wavelength range of 400-1100 nm
[12], and the optical constants of Ag in the model are taken from reference [13].

1.4.1 Effect of Different Incident Light Directions
on the Light Absorption Performance of Silicon
Substrates

With the structure parameters P = 110 nm and d = 100 nm, when the light with
wavelength in the range of 600-800 nm is incident to the silicon thin film photode-
tector with thickness of 500 nm, the reflection efficiency, transmission efficiency and
absorption efficiency of the incident light wave are calculated as shown in Fig. 1.23.

As shown in Fig. 1.23a, b, for the presence of spherical Ag nanoparticle arrays
and anti-reflection film SiO, on the surface of the silicon thin-film photodetector,
the values of the reflection efficiency and transmission efficiency are lower and the
corresponding values of absorption efficiency are higher. In Fig. 1.23c, d, when there
are no spherical Ag nanoparticle arrays and anti-reflective film SiO, on the surface of
the silicon thin-film photodetector, the values of light reflection efficiency as well as
transmission efficiency are higher, and the corresponding values of light absorption
efficiency are lower. Compared with Fig. 1.23b—d, the silicon thin-film photode-
tector in Fig. 1.23a has the highest light absorption efficiency, and the photodetector
composite structure light absorption efficiency remains above 65% in the range of 0°
to 65°, which does not change significantly with the incident angle when the incident
angle exceeds 65°. Such results show that the light absorption efficiency of silicon
thin-film photodetector can be improved to a certain extent at different incidence
angles by introducing spherical Ag nanoparticle arrays and anti-reflective film SiO,
on the surface of silicon thin-film photodetector. It is also found that, compared
with bare silicon photodetector, the light absorption efficiency of silicon thin-film
photodetector can be improved up to 60% at wavelength of 700 nm with incidence
angle from 0° to 65°.
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Fig. 1.23 Variation of absorption efficiency, reflection efficiency and transmission efficiency with
incident angle for P = 100 nm and d = 110 nm

1.4.2 Electric Field Modulus Distribution on the x-7 Cross
Section of the Photodetector

Figure 1.24 shows the electric field modulus distribution on the cross-section of
the photodetector. The angles corresponding to (a)—(d) in the figure are the incident
angles (i.e., 0°) indicated by the arrows in Fig. 1.23a—d. Figure 1.24c, d are the
electric field intensity distributions when only the silicon thin film photodetector
is available. This indicates that the majority of the incident light is reflected back.
Figure 1.24a, b show the electric field intensity distribution when the spherical metal
Ag nanoparticle array and the anti-reflective film SiO, are added to the top of the
silicon thin film photodetector. As we can see, the electric field intensity around the
Ag nanoparticles is significantly enhanced, indicating that the metallic nanoparticles
have produced localized surface plasmon resonance. Due to the strong scattering
effect of metal nanoparticles, most of the incident light is scattered to the inside of
the silicon thin film photodetector. Compared with bare silicon photodetectors, its
reflection efficiency and transmission efficiency are significantly reduced, and the
absorption efficiency is improved. In Fig. 1.24b, the coupling efficiency between the
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Fig. 1.24 Distribution of x10°%
electric field modulus on the 2
cross section of the
photodetector at the angles

indicated by the arrows in I |
Fig. 1.15(a), (b), (c) and (d)
| |

F4

e

18

1.6
14
1.2

Illlll
B
1
08
0.6
0.4
02

incident light wave and the substrate waveguide mode is relatively low, which leads
to little improvement in the light absorption efficiency of the photodetector.

(@ (b

1.5 Signal Detection

The detection methods of optical wireless communication are divided into two cate-
gories: intensity modulation/direct detection (as shown in Fig. 1.25) and coherent
detection. In this section, direct detection is discussed.

Transmission light Apesture disphragm &
Convergent lens

» Aperture diaphragm &
Photodetector surface
electrical
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Fig. 1.25 Intensity modulation/direct detection
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1.5.1 Direct Detection

The photoelectric direct detection system directly incidents the light signal on the
photosensitive surface of the photo detector. The photo detector outputs the corre-
sponding current and voltage responding to the intensity (amplitude) of the incident
light radiation. Assume that the light field incident on the surface of the photo detector
is

E (t) = Acoswt. (1.28)

The average optical power of the light field is

—— 2

_ 2o AT
Po=E}0) =, (1.29)

——

where Ef(t) is the time average of Ef (t). The output current of the photodetector is

= a2, (1.30)
2hv

s

where 57 is known as photoelectric conversion constant. The output power of the

photo detector is

2
Py = (ﬁ) PR, (1.31)
hv

where R is the load resistance of the photo detector. The photocurrent is proportional
to the square of the amplitude of the optical field, and the electrical output power is
proportional to the square of the incident optical power. This is known as the square
law characteristic of the photo detector. For amplitude modulation

Es(t) = A[1 +d(t)] cos wt, (1.32)
the output current of the photo detector is
. 1o 2
iy = EaA + aA“d(t). (1.33)

The signal-to-noise ratio of the output signal power can be expressed as

2
vy, - )

P )
1+2(%)

(1.34)
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where p; and p, are the signal and noise power at the output, respectively. If Z—X <=1,

2
then (SNR), ~ (5—) ,and if % >> 1, then (SNR), ~ %(%), which indicates that
the direct detection method cannot improve the input signal-to-noise ratio. The direct

detection method has been widely used for its simplicity, easy implementation, high
reliability, and low cost.

1.5.2 Direct Detection Limit

The total output power of all noises in the direct detection system is

Pro = [ilzvs + i12\/B + i12VD + i12vT] “Ryp, (1.35)

where ilz\, o ijzv B> 1'12v p are shot noises caused by signal light, background light, and
dark current, respectively, and i,z\,T is the sum of the load resistance and the thermal
noise of the amplifier. Then, the system output signal-to-noise ratio is

(en/ hv)*P?

2 2 2 2 -
Iys Tinpg Tinp tiny

(SNR), = (1.36)

When thermal noise is the main noise source of the direct detection system, the
system is limited by the thermal noise, and the signal-to-noise ratio is

_ (en/hv)’P?

SNR = . 1.37
( )thermal 4KT Af/RL ( )

When shot noise is much greater than thermal noise, the direct detection system
is limited by the shot noise, and the signal-to-noise ratio is

(en/ hv)*P?

ONR)gpot = 5——5——5—-
shot lzzvs + ’12\13 + lIZVD

(1.38)

When background noise is the main noise source of the direct detection system,
the system is limited by the background noise, and the signal-to-noise ratio is

nP;
_— (1.39)
ZhVAfPB

(SNR)paer =

When the shot noise caused by the incident signal light is the main noise source

of the direct detection system, the system is limited by the signal noise, and the
signal-to-noise ratio is
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nPs

SNR)jpif = ———,
( )hmlt ZhVAf

(1.40)

which is known as the quantum limit sensitivity of direct detection.

1.6 Optical Amplifier

As the light source is modulated directly, it is difficult to increase the modulation
speed by increasing the light source power; however, it is much easier by decreasing
the light source power at a cost of limited transmission distance due to weak signal.
As a solution to this tradeoff, an optical amplifier is used to directly amplify the
modulated optical signal to achieve the combination of high-power light source and
high modulation rate. The optical amplifier is an active device that can increase the
power of the optical signal while keeping its characteristics unchanged.

1.6.1 Classification of Optical Amplifiers

Optical amplifiers can be divided into two categories based on their different working
principles, as shown in Fig. 1.26. These are semiconductor optical amplifiers (SOAs)
and fiber amplifiers; fiber amplifiers include erbium-doped fiber amplifier (EDFA)
and praseodymium-doped fiber amplifier.

The principle of SOA is the same as that of semiconductor lasers. The phenomenon
of population inversion caused by excited transitions between energy levels is used
for optical amplification. There are two types of SOAs; one is the FP semiconductor
laser amplifier, which uses ordinary semiconductor lasers as optical amplifiers. The
other type uses coating of the two end faces of FP lasers with anti-reflection films to
eliminate reflections to obtain a broadband output with high output power and low
noise. The semiconductor optical amplifier has a gain of more than 30 dB and is

) ) . Resonant SOA
Semiconductor optical amplifier { Travels SOA
raveling wave

tical lifi . ) .
Optical amplifier Rare earth doped Erbium-doped fiber amplifier

fiber amplifier Pr-doped fiber amplifier
Optical fiber amplifier

Nonlinear { Raman fiber amplifier

fiber amplifier Brillouin fiber amplifier

Fig. 1.26 Classification of optical amplifiers
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applicable in both windows, at 1310 and 1550 nm. It is a feasible option for optical
amplification if the gain can be maintained flat in the corresponding wavelength
range.

Because it fully utilizes the existing semiconductor laser technologies, SOA
has several advantages, such as mature production process, simple structure, small
volume, low power consumption, low cost, long life, and easy integration with other
optical devices. Moreover, the working wavelength of SOA covers 1.3-1.6 pum,
which is infeasible for EDFA or PDFA. However, the major drawbacks of SOA are
the large coupling loss with the optical fiber, sensitivity to ambient temperature, and
large noise and crosstalk. Thus, its stability is poor.

Optical fiber amplifier is a new all-optical amplifier for signal amplification.
Unlike the traditional SOAs, optical fiber amplifiers provide a “transparent” amplifi-
cation by amplifying the signal directly in an all-optical fashion without compli-
cated processes such as photoelectric and electrical-optical conversion or signal
regeneration.

1.6.2 Erbium-Doped Fiber Amplifier

1.6.2.1 Overview of EDFA

EDFA is formed by erbium-doped fiber with a pump source. The working wavelength
band of EDFA is 1530-1560 nm. EDFA can directly amplify optical signals with
several advantages, such as high gain, high output power, low noise, fast response,
and no requirements for signal encoding formats.

1.6.2.2 Basic Structure of EDFA

EDFA is primarily composed of erbium-doped fiber (EDF), pump light source,
optical coupler, isolator, and optical filter.
The structure of EDFA has the following three forms:

(1) Co-directional pumping: In the co-directional pumping scheme, the pump light
and signal light are injected into the EDF from the same end.

(2) Reverse pumping: The pump light and signal light are input to the doped fiber
from different directions, and the two are transmitted in the opposite directions
in the EDF.

(3) Bidirectional pumping: Two pump light sources are used to inject pump light
from both ends of the EDF at the same time. For the erbium ions in the EDF
to be fully excited, the pump power must be increased.
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1.6.2.3 Amplification Principle of EDFA

The basic working principle of EDFA is as follows. With the action of the pump
source, the working substance particles transition from a low energy level to a high
energy level (usually through another auxiliary energy level). Under a certain pump
intensity, the population inversion distribution is obtained, and the light amplification
effect is then generated. When the signal light in the working wavelength band is
input, it is amplified.

As illustrated in Fig. 1.27, the erbium ions in EDF have three energy levels,
where energy level 1 represents the ground state with the lowest energy; energy level
2 is a metastable state which is at an intermediate energy level; and energy level 3
represents the excited state with the highest energy.

1.6.3 Semiconductor Optical Amplifier

Generally, SOA refers to a traveling wave optical amplifier, whose working principle
is similar to that of a semiconductor laser. It has a wide working bandwidth and a
small gain. SOA is a type of optoelectronic device, in which the semiconductor gain
medium under the condition of population inversion generates stimulated radiation
and amplifies incident photons. SOA has similar advantages as semiconductor lasers,
such as small size, high efficiency, low power consumption, and easy integration with
other optoelectronic devices.
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Fig. 1.27 Three-level structure of an erbium atom
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1.7 Spatial Light to Fiber Coupling Technology

The commonly used spatial light to fiber coupling methods are single lens coupling,
lens group coupling, fiber micro lens coupling, fiber array coupling, and special fiber
coupling. Coupling the spatial light into the optical fiber facilitates the application
of mature optical fiber communication technology to wireless laser communication.

1.7.1 Single Lens Coupling

The simplest system uses single lens for coupling spatial light into fiber, as shown
in Fig. 1.28.

In the wireless laser communication system, the signal light can be regarded as a
plane wave incident on the surface of a single lens after a long-distance transmission.
Under the influence of turbulence, a convergent light field with randomly distributed
wavefront is formed on the back focal plane of the lens, and the optical fiber is
placed at the focal plane of the lens to couple the signal light. From the perspective
of mode field matching, coupling is a process of matching between the optical field
distribution U (r) of the fiber end face and the mode field distribution v (r) of the fiber
end face. The coupling efficiency n is defined as the ratio between the average optical
power coupled into the fiber ( Pr) and the average optical power in the receiving plane

(Pa):

(Pr) <|fAUi(l')Um*(r)dr|2>

77 = = P N ( 1 4 1 )
(Pa) ([4lUi(0)ar)
Mode field distribution of s (r)
fiber end face W
Optical field distnbution of (f(!]
Turbulence Lens fiber end face under turbulent

flow Signal
_~'|_detection

g Power
[ detection

Control servo =

Fig. 1.28 Schematic diagram of coupling spatial light into a fiber with single lens
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where U, (r) is the incident light field distribution on the receiving aperture A, and
U, (r) is the fiber mode field distribution converted to the receiving aperture A. Since
the optical system has the aperture limitation, the Airy disk is formed at the focal point
of the lens, and its optical field distribution is different from the Gaussian distribution
of the single-mode fiber mode field. Therefore, even if the wavefront distortion, jitter,
and flicker caused by the turbulence are not considered, the theoretical maximum
coupling efficiency of space light to single-mode fiber is 81% [14].

Since the light transmission in atmosphere is considerably affected by turbulence,
the expression of the coupling efficiency, taking into account the turbulence effects,
can use the cross-correlation light function I';(r;, r;) of the incident light field to
extend Eq. (1.42) as

1
(Pa)

i = [[ T U w0 U e, (1.42)
A
Here, the cross-correlation light function I';(ry, r;) of the incident light field
uses the weak turbulence cross-correlation function under the Kolmogorov refractive
index spectral density, and the cross-correlation function of the incident light field
can be expressed using Gaussian approximation [15]:

Iri — ol
Li(ry, ) = liexp| ———— |, (1.43)
o

c

where I; is the intensity of the incident light field, p. = (1.46C2k2L) " is the
spatial coherence length, C? is the atmospheric refractive index structure constant,
and L is the communication distance.

As shown in Fig. 1.28, in practice, the coupling fiber and the control servo
(including displacement and rotation) are often fixed together to form a closed-
loop control with the power detection at the back end to overcome the unstable
coupling power caused by turbulence. To address the limited shaping effect of a
single lens on the spatial light, a multi-lens system (i.e., lens group coupling), such
as the Cassegrain reentrant system shown in Fig. 1.29, can be used to shape the spatial

Cassegrain system

Optical fiber

Fig. 1.29 Schematic diagram of spatial light-lens coupling
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light. Furthermore, an aspheric lens can be used to focus plane light field distribution
to make adjustments to the Airy disk with more concentrated energy; this is called
the aspheric lens coupling system.

1.7.2 Array Coupling

As shown in Fig. 1.30, the light irradiated on the N effective array units is respectively
coupled into N discrete optical fibers of equal length, and then the fusion taper
technology is used to synthesize the optical fibers.

The incident light field changes with the communication distance and turbulence.
When a light spot completely covers the lens and lens array, for lens and lens array
with the same area, the effective unit in the array has a smaller aperture, which has
a strong inhibiting effect on turbulence. When the communication distance exceeds
a certain range, the coupling efficiency of an array will be significantly higher than
that of lens. By increasing the area of the array to suppress the spot jitter caused
by turbulence, the spatial light-fiber coupling of the array structure is suitable for
long-distance free space optical communication systems.

1.7.3 Special Fiber Coupling

There are many types of special optical fibers. Tapered fibers, self-focusing lenses,
and fibers with larger core diameters are often used in spatial light-fiber coupling
systems. Among them, the conical fiber refers to a special type of fiber whose diameter
changes linearly with the length of the fiber. Figure 1.31 shows the light path, where
the meridian light enters the small end from the large end of the light cone, and § is
the taper angle of the tapered fiber. Using the principle of total reflection, the tapered
fiber can couple the spatial light of the incident light into the tapered fiber.
According to the condition of total reflection, if the incident light can be emitted
from the other end of the fiber, the fiber length must satisfy the following formula:

Fig. 1.30 Arrangement of
lens array (a) rectangular
array and (b) circular array
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Fig. 1.31 Tapered fiber coupling
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where a; is the radius of the small mouth, a; is the radius of the large end, 7, is the
refractive index of the fiber sheath, n is the refractive index of the core, and 6 is the
incident angle. Equation (1.44) shows that to condense the light of the tapered fiber,
the fiber length must exceed a certain value to achieve the coupling effect.

1.8 Optical Antenna and Telescope

An optical antenna is essentially an optical telescope. Optical telescopes comprise
the optics and the mechanical device. The optics consists primarily of the objective
lens and eyepiece of the telescope. Based on the different objective lens, telescopes
can be divided into refracting and reflecting telescopes. An objective lens, mirror, and
lens to correct the phase difference in front of it comprise a catadioptric telescope.

1.8.1 Refractor Telescope

Galilean telescope uses a lens to gather and converge light at one point to produce
an enlarged image. Since the principle that light bends when passing through glass
(lens refraction) is applied in a Galilean telescope, as shown in Fig. 1.32, it is also
known as refracting telescope.

Compared with reflecting telescopes, the refracting telescope has a better image
quality and a larger field of view. Refracting systems are mostly adopted by small
and medium-sized astronomical telescopes and used in many special instruments.
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Objective Eyepiece

Fig. 1.32 Galilean telescope

1.8.2 Reflecting Telescope

The objective lens of a reflecting telescope is composed of a reflecting mirror
(concave surface). Its most important feature in terms of optical performance is
that it has no chromatic aberration. When a parabolic surface is adopted in objective
lens, spherical aberration can also be eliminated. However, to reduce the influence
of other aberrations, the available field of view is small.

For reflecting telescopes, the commonly used objective lens systems include
Newtonian system, main focus system, and Cassegrain system. The first two have
only one curved mirror, called a simple objective lens system, whereas the others
have two or more curved mirrors, called complex objective lens systems. The most
famous reflection objective lens systems are the double reflection objective lens
systems, namely Cassegrain and Gregorian systems.

1.8.2.1 Cassegrain System
The Cassegrain system is composed of two mirrors, as shown in Fig. 1.33, with the

primary mirror parabolic and the secondary mirror hyperboloid. The resulting image
is inverted, and the tube length of this structure is relatively short.

Fig. 1.33 Cassegrain system Primary mirror
> e

Secondary mirror
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Fig. 1.34 Gregorian system Primary mirror

Secondary mirror

1.8.2.2 Gregorian System

The Gregorian system is also composed of two reflecting surfaces, as shown in
Fig. 1.34. The primary mirror is a parabolic surface, and the secondary mirror is
replaced by an ellipsoidal surface, resulting in a positive image. This structure has a
relatively long tube.

1.8.3 Catadioptric Telescope

A telescope that uses an objective lens system in which light passes through a lens and
then forms images by a mirror is called a catadioptric telescope. There are two basic
types of catadioptric telescopes: Schmidt telescope and Maksutov telescope. Based
on these two types, catadioptric telescopes of the Becker, Maksutov-Cassegrain, and
super Schmidt systems are further introduced. In catadioptric telescopes, the image
is formed by a spherical mirror, and the refractor, which is used to correct spherical
aberration, is also called a correcting mirror.

1.8.3.1 Schmidt Telescope

The Schmidt telescope is composed of a spherical primary mirror and a Schmidt
correcting mirror, as shown in Fig. 1.35. The correcting mirror is a transmission
element, with a flat surface on one side and an aspheric surface on the other.

1.8.3.2 Maksutov Telescope

The Maksutov telescope consists of a spherical primary mirror and a negative
meniscus thick lens, as shown in Fig. 1.36. Since the catadioptric telescope has
a large field of view and relative aperture, it has a wide range of applications in
astronomical observations.
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1.8.4 Integrated Transceiver Optical Antenna

Blind areas in the reflective secondary mirror of the Maksutov antenna leads to a
decreased transmission efficiency. After the receiving and transmitting optical paths
are split by the beam splitter, a loss of efficiency occurs. Figure 1.37 illustrates an
integrated transceiver optical antenna, which uses fiber-coupled array for transmis-
sion and fiber coupling for reception. Figure 1.38 shows the distribution diagram of
light intensity emitted by this antenna.

Fig. 1.37 Integrated .
transceiver optical antenna e /G
based on Maksutov antenna

Receiver
(Plastic fiber)
Transmitter x4
(Self-focusing lens)
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Fig. 1.38 Distribution of light intensity of integrated transceiver optical antenna

1.9 Summary and Prospects

This chapter provides a brief introduction to the optical wireless communication
system. The optical wireless communication system is composed of a transmitter,
receiver, and channel. The current optical wireless communication is primarily
point-to-point communication. By increasing the transmission power to increase
the transmission distance, the transmitting antenna is designed based on the existing
optical telescope. Future development directions include (1) investigation of point-
to-multipoint and multipoint-to-multipoint optical communication mechanisms; (2)
research on new photodetectors, especially with high sensitivity and near the
quantum limit; (3) research on the aspheric optical antenna; and (4) integrated design
optical-mechanical—electrical systems with low cost and high reliability.

1.10 Questions

1.1 What are the components of the optical wireless communication system? What
are their functions?

1.2 Whatare the similarities and differences between LED and LD? How to correct
the nonlinear characteristics of LED and LD?

1.3 What is the principle of photodetection?

1.4 How many types of optical modulation technologies can be divided? What are
the characteristics of each?

1.5 What are the advantages of passive modulation?

1.6  What are the types of optical amplifiers? Briefly describe its working principle.

1.7 What is the function of spatial light-fiber coupling? What are the types of
coupling? Explain their working principles respectively.
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1.8 How many types of optical antennas can be generally divided into?
1.9  Can direct detection improve the signal-to-noise ratio of the system? Try to
analyze.

1.11 Exercises

1.1  As shown in Fig. 1.39, the fold-back Cassegrain system is widely used as
a transmitting antenna in wireless laser communication because of its long
focal length, small size, light weight and easy production. The Cassegrain
telescope generally adopts a double reflection design, which is composed of
a parabolic primary mirror, a hyperboloid secondary mirror and a correc-
tion mirror. The double-reflective structure of the system determines that the
Cassegrain system has serious optical energy loss when used as a transmitting
antenna. In order to solve the loss problem, an off-axis transmission scheme
can be used.

(1) Please draw the receiving and luminous circuit diagram of the
Cassegrain system, and try to analyze the cause of the loss.

(2) Please explain why off-axis emission can solve the problem of emission
loss and the drawbacks of this scheme, and draw the light path diagram
of off-axis emission.

1.2 Consider a Gaussian beam transmission [16] with spot radius w(z) =

2 . . . . .
woy/ 1+ (Az/mwf)” at point z, where w is the waist radius, A is the wave-

length, z is the transmission distance. The light intensity at z is expressed as

I(z, p) = Iow?—fz) exp[—2p?/w*(z)], and the optical power received by the

21112 R3 P .
antenna can be expressed as Ps(z) = 7'(772R§1 (1) = %ﬂjv;, where 1, is

the receiving antenna efficiency, and R; is the receiving antenna radius. The

Fig. 1.39 Fold-back Second barrier First barrier
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bit error rate of the system can be expressed as

NBER = L e dx = lerfc—(m(z)
BER \/E 2320 2 2\/§U(Z)

1 f 1 2S,-771772R%P1n2a)(2)
= —erfc| —
2 4\ 0.865Af (m2w] + A222)

From the above formula, it is easy to know that under the condition of
ignoring the influence of atmospheric factors, the bit error rate of the commu-
nication system is inversely proportional to the transmitted optical power,
the transmitting aperture radius, the receiving aperture radius, the efficiency
of the transceiver antenna, and the sensitivity of the detector, and propor-

tional to the communication distance and measurement bandwidth, namely
nper = NBeR(Si, Ra, Pi, wo, M, M2, 2, Af).

(1) IfP1=30mW,A=1.55m,wp=15mm,n; = n, = 0.7, R, =50 mm,
Af = 3 GHz, find the bit error rate;

(2) If P1 =3 mW and other parameters are the same as above, find the
limit communication distance.

The Cassegrain antenna has two features: (1) It has a large aperture, does
not produce chromatic aberration and has a wide band range; (2) When an
aspheric lens is used, the aberration ability is strong. Therefore, the Cassegrain
antenna is often used as an optical transmitting and receiving antenna in
laser space communication [17]. Assuming that the beam transmitted by the
transmitting antenna is a Gaussian beam in fundamental mode, its distribution
can be expressed by the following formula

2 s ikrg
E()(Vo): mexp —07 eXp E

where w is the waist size and R is the curvature of the wave surface at the
antenna. the intensity distribution at the observation point (7, 0) is

« 2 2 21 1/
k? = 0 7 i
I(r,0) = = x /b nwzexp( w2>exp<z > r+R
r
Jo(krosiné?)rodro

where a is the radius of the antenna’s primary mirror and b is the radius of
the secondary mirror. The gain of the optical antenna is
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1r,0) 8k /aex <—r3>ex (ikr§<l+ 1))
G(r,0) = LY % b P w? P 2\r R

1() ? .
Jo(kro sin 0)rodrg

2

where Iy = 1/(4my?). Assuming that « = a/w, y = b/a and X = ka sin6,
then

B = (kaz/z)G + %)

where o represents the ratio of the aperture of the antenna’s primary mirror
to the laser beams light waist, y is the occlusion ratio, and X represents the
pointing angle factor of the optical antenna. Therefore, the antenna gain can
be written as

Gr(a, B, v, X) = (4w A/2*) gr (e, B, v, X)

where A = ma® and g7 is the antenna gain efficiency factor. The available
antenna gain efficiency factor is

2

1
gr(a, B,v,X) = 202 x / exp(ifu) exp(—a2u)Jo(Xu1/2)du
r2

Try to discuss the maximum gain of the antenna and its conditions.
1.4 A Cassegrain antenna system is shown in Fig. 1.40 [18]. The antenna gain
factor is

Fig. 1.40 Cassegrain Primary mirror
antenna system M

Light source
Secondary mirror
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1.5

1.6

1.7

1.8

1.9

2

1
gria, .y, X) =20 x / exp(iBu) exp(—a’u) Jo(Xu'"?)du
2

r

where o = a/w, y = b/a, X = ka sin 0, B = (ka?/2)(% + &), and R is
the radius of curvature of the light wave front, and k is the wave number of
the light wave. For an on-axis point with X = ka sin 6 = 0, the antenna main
axis gain factor is

2 —2q? 5 2.2
gr(a,ﬁ,y,O)z( 2o )XieXP( 20%) + exp(—2a°y?) }

B2+ at -2 exp[—otz()/2 + 1)] cos[ﬂ(y2 — 1)]

(1) Find the relationship between the optimal shielding ratio and the
aperture of the optical antenna system.
(2) Find the divergence angle of the far field of the beam.

Design the transmitting antenna of the optical wireless communication system
[19]. Using Cassegrain optical antenna, the focal length of the system is
500 mm, the back intercept is 60 mm, the main lens aperture is 100 mm, and
the system field of view is 1 mrad. Try to determine the system blocking rate,
secondary mirror aperture value, primary mirror apex radius of curvature,
secondary mirror apex radius of curvature, primary mirror the eccentricity
of the secondary mirror, the eccentricity of the secondary mirror, the hollow
diameter of the primary mirror, and the distance between the vertices of the
two mirrors.

Analyze the coupling efficiency of the spatial light-fiber coupling system
when there is lateral movement under the condition of small hole coupling
[20].

A space optical coupling system [21]. The diameter of the receiving antenna
is 150 mm, the spot diameter is less than 1.5 mm, the diameter of the image
square hole is no more than 12.79°, and the working wavelength is 400—
660 nm. Try to analyze the coupling efficiency.

Assuming that the diameter of the collimated beam at the transmitting end is
10 mm, the transmission distance is 1 km, the spot radius at the receiving end
is 0.05 m, and the mode field diameter is 9 m, try to analyze the influence of
different atmospheric turbulence on the coupling efficiency [22].

The bit error rate of the optical receiver is given by the Q function [23]

1 Wz
BER = e 2dw
/y 2

mip—mo

where v is the signal-to-noise ratio output by the receiver y = ooy M1
represents the signal level at logic “17, m( represents the signal level at logic
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“0”, o, represents the noise level at logic “1”, and o, represents logic The
noise level at “0”.

(1) If the influence of thermal noise is considered, find the expression of
the bit error rate of the system.

(2) If the code interference is considered, find the expression of the system
error rate.

Find the relationship between the divergence angle of the output beam of the
semiconductor laser and the efficiency of light passing through the small hole
[24].

In the satellite optical communication system, in order to obtain an extremely
narrow beam divergence angle and reduce the volume of the optical terminal, a
coaxial two-mirror reflecting telescope is generally used as an optical antenna.
The major disadvantage of this structure is that the light energy loss caused by
the secondary mirror shielding is relatively large, resulting in low emission
efficiency of the optical communication terminal. In order to compensate
this loss and improve the transmission efficiency, the traditional solution is
to increase the output power of the transmitting laser, but this method will
increase the power consumption of the terminal, which will put pressure on
the energy distribution of the satellite platform. As shown in Fig. 1.41, the
phase recovery algorithm is used to design a diffractive optical element that
can eliminate the occlusion of the secondary mirror [25], and the energy
distribution of the output beam before and after the design in the far field is
compared under different occlusion ratios and cut-off ratios.

Try to analyze the effects of spherical aberration, coma, astigmatism, curva-
ture of field and distortion of the Cassegrain antenna on the beam quality
[26].

Try to analyze the influence of Cassegrain antenna secondary mirror blocking
on antenna gain and antenna transmission efficiency [27].

The signal-to-noise ratio of the direct detection system can be expressed as
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Fig. 1.41 Coaxial two-mirror reflecting telescope
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where i12v o if\, B> if\, p are the signal light, background light and the shot noise
caused by the dark current, respectively. i3, is the sum of the load resistance
and the thermal noise of the amplifier. Discuss the influence of thermal noise,
shot noise, and background noise on the signal-to-noise ratio, and analyze
the detection limits in different situations.
A wireless laser communication system is shown in the Fig. 1.42. This is an
integrated transceiver antenna with an aiming advance unit, which is suitable
for satellite-borne laser communication. The wedge mirror is used to correct
the beam pointing and control the advance at different speeds. This system
includes a beacon laser (7) to indicate the optical path for reception.
1-Universal joint and telescope; 2-two-axis rotating mirror; 3-angle mirror;
4-pointing advance mechanism; 5-beam combiner; 6-light divergence switch;
7-beacon laser; 8-aperture; 9-searchingdetector; 10-tracking detector; 11-
pointing advancementmechanism; 12-search/communication switch; 13-split
mirror; 14-communication detector.

Please describe how the system works.

Suppose an integrated transceiver antenna of the Maksutov telescope shown
inFig. 1.43. The Maksutov antenna is used as the antenna, and the transmitting
beam is separated from the receiving beam by the reflector (B). The system
has a certain energy loss. The Maksutov antenna also affects the received
light energy. Please describe the working principle of the system.
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Fig. 1.43 Integrated transceiver antenna of the Maksutov telescope
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Chapter 2 ®)
Coherent Optical Communication i

Compared to intensity modulation/direct detection (IM/DD), coherent optical
communication systems can achieve a detection sensitivity gain of approximately
20 dB (homodyne detection can reach 23 dB), allowing for longer distance transmis-
sion under the same power. Furthermore, coherent optical communication systems
are more conductive to the suppression of atmospheric turbulence and channel fading.
This chapter introduces the concepts behind coherent optical communication.

2.1 Basic Principles of Coherent Optical Communication

2.1.1 Fundamentals

The coherent optical communication system is summarized in Fig. 2.1. Light emitted
from the laser is the carrier, and the signal is modulated using direct or external modu-
lation (amplitude, frequency, phase, or polarization). At the receiving antenna, the
spatial optical signal is coupled into the optic fiber through the fiber coupler; then,
the signal is generated by the local oscillator laser and the light wave is superim-
posed with the received signal in the mixer. An intermediate frequency (IF) signal is
generated from the balanced detector output, and the baseband signal can be obtained
directly during homodyne detection.

In Fig. 2.2, the modulated signal is transmitted to the receiving end and mixed
with the optical signal generated by the local oscillator laser; then, the IF signal is
obtained and sent to the balance detector for detection. After the electrical signal
output from the balance detector is amplified, filtered, and demodulated using the
IF, it is restored to the digital signal at the transmitting end. The electric fields of the
signal light (E) and the local oscillator light (E;) can be expressed as follows:

Eg(t) = As(1) cos(wst + ¢5) 2.1)
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Fig. 2.2 Diagram of coherent detection [1]
Ep (1) = Apcos(wpt + ¢r) (2.2)

where Ay, wy, and ¢;, are the amplitude, central angular frequency, and phase of
the local oscillator light, respectively, and Ag, wg, and @5 are the amplitude, central
angular frequency, and phase of the signal light, respectively. Assuming that the signal
and local oscillator lights have the same polarization direction and are incident on
the optical mixer in parallel, then the incident light power is [Eg(t) + E (t)]*, and
the IF current signal output (i,,) from the mixer can be expressed as

i, =aP(t) =a[Es(t) + EL(1)]?

= a{Aécosz(wst + ¢s) + Aicos2(a)Lt + L)
(2.3)

+ AsArcos[(ws + o)t + (95 + ¢1)]
+ AsAreoslws — o0t + (s — e0)l

In Eq. (2.3), = en/hv; the first and second terms are cosine squared terms,
the time average value in the integer period is 1/2, and the sum is (A% + A%) /2,
equivalent to the direct current (DC) component of the detector output. The third
term is the sum frequency term, which can be divided into two situations: (1) the time
average value corresponding to the sum frequency term in the integer period is zero
and (2) in a non-integer period, the frequency corresponding to the sum frequency
term is very high and the photodetector cannot respond under normal circumstances.
The fourth term is the difference frequency term, and because its rate of change is
slower than that of the light field, it can be regarded as a constant. After filtering the
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DC and sum-frequency terms through a band-pass filter, the IF photocurrent output
(ijr) from the photodetector can be expressed as [2]

ijF =aAgApcos[(ws — wp)t + (ps — ¢r)] (2.4)

The frequency spectrum and waveform of heterodyne detection are shown in
Fig. 2.3.
Using the average optical power, Eq. (2.4) can be expressed as [2]

irr = 20/ PsPp cos[(ws — wp)t + (95 — ¢1)] (2.5)

Here, Ps = A%/2 is the average optical power of the signal light and P;, = A3 /2
is the average optical power of the local oscillator light. When restoring the baseband
signal, the received optical signal carrier frequency is transformed into a signal f;,
and the IF signal is transformed into a baseband signal. This detection method is
called heterodyne detection.
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Fig. 2.3 Heterodyne detection frequency spectrum and waveform [3]
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2.1.2 Homodyne Detection

When the local oscillator frequency w;, is the same as the signal light frequency wyg
(at this time w;r = 0), it is referred to as homodyne detection. From Eq. (2.5), the
photocurrent output by the balanced detector can be expressed as [2]

irr = 2a+/ PsPp cos(ps — ¢r) (2.6)

Considering that the optical phase of the local oscillator is locked on the signal
optical phase (¢5 = @), the output photocurrent during homodyne detection can be
expressed as

irp = 20/ PsP, 2.7)

Other coherent optical communication systems exist. For example, Fig. 2.4 shows
the principle diagram of auto-coherent detection using differential phase shift keying
(DPSK) modulation. The received optical signal is coupled to the single-mode fiber
through the reflective receiving antenna and enters the DPSK demodulator after being
amplified by the erbium doped optical fiber amplifier. The signal is divided into two
channels in the demodulator; and, with the exception of a 1-bit delay, the channels
remain consistent. This information is then converted into intensity information, and
the optical signal is converted into an electrical signal by the photodetector.

Optical

fiber i 3
>®<—> Photodetector
Receive antenna DPSK Demodulator

Fig. 2.4 Auto-coherent (self-homodyne) detection using differential phase-shift keying (DPSK)
modulation. EDFA stands for erbium doped optical fiber amplifier [4]
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Fig. 2.5 Subcarrier intensity modulation heterodyne detection system [5]
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Figure 2.5 shows the heterodyne detection system of subcarrier modulation. The
square term is constructed in the signal processing unit. Owing to the local laser, the
heterodyne gain of this scheme is in the range 18-23 dB [5].

2.1.3 Heterodyne Detection

In the case of heterodyne detection, w;, differs from wg and the heterodyne current
generated by the balanced detector can be expressed as [2]:

i1r = 2a+/ PsPp cos[wrrt + (ps — ¢1)] (2.8)

Equation (2.8) shows that.

(1)  The output IF current is proportional to Py . Even if the received optical signal
power Pg is small, a sufficiently large output current can be obtained by
increasing Py. The local oscillator light is used for optical amplification in
coherent detection, and sensitivity is improved because the system obtains a
mixing gain.

(2) Because wg — w; remains constant (w;r or 0) in coherent detection, it is
necessary for the signal and local oscillator light sources have high frequency
stability, a narrow spectral width, and a specific frequency tuning range.

(3) In both homodyne and heterodyne detection, the system must maintain phase
lock and polarization direction matching between the received and local
oscillator signal.

Optical heterodyne detection is holographic detection technology. The informa-
tion carried by the amplitude E§, frequency ws = w;r + @, (@, is known, w;  can
be measured), and phase @s of the light field can be detected.

2.1.4 Detection of an Amplitude Modulated Signal

If a signal with a modulation frequency of €2 is loaded on the amplitude of a light
wave with a frequency of wg, the amplitude-modulated light wave can be expressed
as [0]
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Es(t) = Ag [1 + ) cos(Q, + wn)} cos(wst + ps)

n=1

mnA()

= Agcos(st + @) + ) cosl(ws + )t + (ps — ¢n)] 2.9)

n=1

ad my,A
+y 2 % cos[(ws — Qu)t + (g5 — gu)].
n=1

where Ay is the average amplitude of the amplitude modulation (AM) wave, €2,
and ¢, are the angular frequency and initial phase of the n-th harmonic component,
respectively, and m,, is the AM coefficient. If the AM signal E(¢) is coherent with
the local oscillator light E; (), the instantaneous intermediate-frequency current can
be expressed as [6]

i1F = aAgAr cos[(wp — wg)t + (o1 — @s)]

o0
m,A
+ oL ) 5 cosl(wr — ws — Q)i+ (oL — @5 — @)
pr (2.10)

o0

m,A

+aAL E > % cosl(w, — ws — Qu)t + (oL — ¢s — a)l,
n=1

The signal converted by the photodetector is proportional to the instantaneous IF
current. The modulated signal carried on the amplitude of the light wave is transferred
to the frequency current without w;r = w; — wy distortion (frequency and phase
modulated coherent detection use a similar process). Figures 2.6 and 2.7 show the
instantaneous IF electrical signal spectrum following AM signal light and coherent
detection.

For AM signals, the photocurrent signal obtained using homodyne detection is
the original shape of the light wave modulation signal; however, during homodyne
detection, small changes in the amplitude of the local oscillator will directly impact
the signal spectrum and cause signal distortion. Consequently, homodyne detection
has a greater requirement for local oscillator amplitude stability.
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2.1.5 Dual-Channel Balanced Detection

To reduce the influence of intensity noise on the system, the dual-channel balanced
detection technique is used, as shown in Fig. 2.8. This method is based on the struc-
tural composition of the balanced heterodyne detection system, using four virtually
identical photodetectors to form two sets of balanced heterodyne detectors at the
receiving end. The difference frequency signal is derived from the difference in the
photocurrent signal received by the detector [8] as

{ 1 : Iy_Igo = 2kiks cos[wir — (¢ + Z)] o
Q : Iog — Iy = 2koks sin[wr — (¢ + Z)]°
Balance detectorl
Photodetector 1 >+ R
_ > 7

A
Beam »{ Photodetector 2
splitting A
prism

Balance detector2

1/2 wave
plate beam Beam
splitting splitting

prism

Photodetector 3

Photodetector 4

Fig. 2.8 Dual-channel balanced detection [7]
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where ki, k», k3, and k4 are the components of the local oscillator light and the signal
light in their respective directions, and w;r is the IF. When the two photocurrents
are subtracted, the DC component is completely canceled, and the intensity noise
related to the DC component is eliminated. The alternating current (AC) term is
directly proportional to the square root of the local oscillator; therefore, the influence
of intensity noise is much smaller.

2.2 Coherent Modulation and Demodulation

2.2.1 Optical Modulation

In a coherent optical communication system, the transmitter adopts a direct (or
external) approach to modulate the optical carrier amplitude, frequency, or phase. In
terms of digital modulation, three basic forms are available: amplitude shift keying
(ASK), frequency shift keying (FSK), and phase shift keying (PSK) [9, 10].

2.2.1.1 ASK Modulation

In ASK modulation, frequency and phase are constants, amplitude is a variable,
and information bits are transmitted via the carrier wave amplitude. Because the
binary amplitude keying (2ASK) modulation signal has only two levels (0 or 1), the
multiplication result is equivalent to turning the carrier frequency on or off. This
means that when the modulated digital signal is “1,” the carrier is transmitted, and
when the modulated digital signal is “0,” the carrier is not transmitted. This principle
is shown in Fig. 2.9a, where s(¢) is the baseband rectangular pulse. Generally, the
carrier signal is represented by a cosine signal, and the modulation signal converts
the digital sequence into a unipolar baseband rectangular pulse sequence. Then, the
on/off keying function is used to multiply the output with the carrier and move the
spectrum to the vicinity of the carrier frequency. The 2ASK modulation waveform
is shown in Fig. 2.9b.

2.2.1.2 PSK Modulation

Figure 2.10 shows that, during PSK modulation, the phase of the carrier changes
with the state of the modulated signal. If two carriers with the same frequency start
to oscillate at the same time, they are considered to be in-phase; that is, they reach
their peak, zero, and nadir values at the same time. A phase inversion occurs when
one carrier reaches its peak positive value at the same time as the second carrier
reaches its peak negative value. Generally, a signal oscillation is equal to 360°. If
one wave is half an oscillation (180°) away from the other wave, the waves are in
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antiphase. When transmitting digital signals, the “1” code controls the 0° phase and
the “0” code controls the 180° phase.

2.2.1.3 FSK Modulation

As the earliest modulation method used in digital signal transmission, FSK uses
digital signals to modulate the carrier frequency. In FSK modulation, amplitude and
phase are constants, frequency is a variable, and information bits are transmitted
via the carrier wave frequency, as shown in Fig. 2.11a. The signals transmitted by
FSK are binary (0 and 1), whereas in MFSK, M symbols are represented by M
frequencies. The 2FSK waveform is shown in Fig. 2.11b. This method is relatively
easy to implement, has good anti-noise and anti-attenuation performance, is stable
and reliable, and is the best choice for medium- and low-speed data transmission.

2.2.2 Coherent Demodulation

There are two demodulation methods for coherent detection: synchronous and asyn-
chronous demodulation [11]. In homodyne detection, the optical signal is directly
demodulated into a baseband signal and the frequency and phase of the local oscil-
lator light must be the same as those of the signal light. Because of this, synchronous
demodulation is predominantly used in homodyne detection, as shown in Fig. 2.12.
Synchronous demodulation appears simple; however, the actual technology is highly
complex. In heterodyne detection, phase and frequency matching between the signal
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and local oscillator light is not required; hence, synchronous or asynchronous demod-
ulation can be used. Synchronous demodulation requires the recovery of the IF (w; r),
and therefore requires an electric phase-locked loop. Conversely, asynchronous
demodulation simplifies the receiver design and is easier to implement. Homo-
dyne and heterodyne synchronous and asynchronous signal demodulation methods
share the principles and implementation methods of synchronous and asynchronous
demodulation in radio technology, as shown in Fig. 2.13.

2.2.2.1 Heterodyne Synchronization Constant

Figure 2.14 shows the processes performed by the heterodyne synchronous demod-
ulation receiver. The photocurrent generated by the balance detector passes through
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Fig. 2.14 Process diagram of the heterodyne synchronous receiver [12]

the band-pass filter at the IF between the signal and local oscillator light frequencies.
When noise is not considered, the signal passes through the frequency band. The
filter can be written as [12]

Ir(t) = 2a+/ Pg P cos(wirt — @), (2.12)

where ¢ is the phase difference between the local oscillator and signal lights. For
synchronous demodulation, we multiply 7;(¢) and cos(w;rt), and use a low-pass
filter to obtain the baseband signal as follows [12]:

i
I = E[Zou/PSPL cos(¢) + ic] (2.13)

where i¢ is the in-phase Gaussian random noise with a zero mean. Equations 2.2—
2.13 shows that only the in-phase noise component affects the performance of the
synchronous heterodyne receiver. Synchronous demodulation requires the recovery
of an IF microwave carrier w; r, and there are several ways to achieve this; however,
all methods require the use of an electric phase-locked loop. Commonly used phase-
locked loops include square and the Costas loops.
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2.2.2.2 Carrier Recovery

To achieve coherent demodulation, the receiver must recover a coherent carrier with
the same frequency and phase as the transmitted modulated carrier, referred to as
carrier recovery. Carrier recovery methods can use a pilot frequency or a direct
approach. The pilot method inserts a pilot frequency in a specified position while
sending a useful signal, enabling the receiver to extract the carrier from the pilot
frequency. The direct method does not send a pilot frequency, and the receiver extracts
the carrier directly from the transmitted signal.

The pilot frequency can be inserted into the frequency or time domain. Frequency
domain insertion means that the pilot signal is inserted while sending useful informa-
tion, whereas carrier information is transmitted at a set time in time domain insertion.
Using the time domain insertion pilot method, the inserted pilot signal and transmitted
information are distinguished in time and the digital signals are grouped into frames.
The pilot signal is then sent in a specified time interval in a set time sequence. Time
domain insertion is discontinuous and has a short duration; hence, it is not possible
to use a narrow band filter to extract the coherent carrier using this method.

Direct carrier recovery methods can be classified as square transformation, square
ring, and special phase-locked loop methods. They all perform nonlinear processing
of the received signal and then extract the carrier component. The special phase-
locked loop method eliminates modulation and denoising, and can identify the
phase error between the suppressed carrier component in the received signal and
the output signal of the local voltage-controlled oscillator, thereby extracting the
coherent carrier. Special phase-locked loops can be in-phase quadrature, inverse
modulation, or decision phase-locked loops.

When the direct method is used to extract the carrier, the power signal-to-noise
ratio is larger because the pilot power is not occupied at the transmitting end. This
can prevent mutual interference between the pilot and the signal, which is common
when using the pilot method, and pilot phase errors caused by an imperfect channel.
However, some modulation systems, such as single sideband modulation, cannot
use direct methods. The insert pilot method uses a separate pilot signal, which can
extract the carrier signal, and it can also be used for automatic gain control. In the
modulation system, where the direct method cannot be used, only the insert pilot
method can be used. It needs to consume power during insertion. Therefore, under
the condition of the same total power, compared to the direct method, the power
signal-to-noise ratio of the inserted pilot is smaller.

Carrier synchronization has the following basic requirements: a small synchro-
nization error, long hold time, short setup time, and the power band occupied by the
synchronization should be as small as possible. Carrier synchronization error distorts
the received signal waveform, decreases the signal-to-noise ratio, and increases the
bit error rate (BER).
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2.2.2.3 Outer Difference Step Demodulation

Figure 2.15 shows the processes performed by external difference step demodulation
receiver. Because it does not require IF microwave carrier recovery, the receiver
design can be simplified. The receiver uses envelope detection and a low-pass filter
to transform the band-pass filtered signal /() into a baseband signal, and the signal
current is determined as follows [12]:

1,2
I = [(ic + 2ay/Ps Pp cos ) + (is + 2ay/Ps Py sin (p)z:l , (2.14)

where ic and ig are Gaussian random noise components, and s is the current fluc-
tuation due to shot noise. Shot noise is caused by the dispersion of current-forming
carriers in semiconductor devices. At low and intermediate frequencies, shot noise
has nothing to do with frequency and shows white noise characteristics. The step
demodulation receiver differs from the heterodyne synchronous receiver in that the
in-phase and quadrature components of the receiver noise affect the signal output, and
the sensitivity of the external difference step receiver is slightly reduced (by approx-
imately 0.5 dB). Furthermore, no synchronous receiver is required for frequency
carrier recovery, and the line width requirements of the signal light source and
the local oscillator light source are lower. Therefore, the outer differential step
demodulation scheme is often used in coherent optical communication systems.

2.2.3 System Performance

2.2.3.1 Signal-to-Noise Ratio of Optical Heterodyne Detection

A core problem with optical heterodyne detection systems is improving the system
signal-to-noise ratio. The signal-to-noise ratio at the output of the IF filter can be
expressed as [12]

<S> Pir oa’M?PsPLR; 2.15)
N);r Np  M2eAfipla(Ps+ PL + Pg) + Ip|R, +2kTAfir’
Mixer
I ® Baseband
Balance Band pass Envelope Band pass signal
detector filter detection filter

@,

Fig. 2.15 Process diagram of the external difference step receiver [12]
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where M 1is the internal gain of the mixer, Pp is the background radiation power, I
is the dark current of the optical mixer, and is « the responsivity. The first term in the
denominator is shot noise, and the second term is the thermal noise caused by the
internal resistance of the mixer and the load resistance of the preamplifier. When the
vibration power P, is sufficiently large, the shot noise caused by the local vibration
in the denominator is much larger than all other noises, and Eq. (2.15) becomes [12]

P
(ﬁ) __nbs (2.16)
N IF hVAf]F

This is the maximum signal-to-noise ratio that the optical heterodyne detection
system can achieve, and is called the quantum detection limit or quantum noise
limit of optical heterodyne detection. From Eq. (2.16), the conditions for realizing
quantum noise detection can be derived. For systems where the main noise source is
thermal noise, the following conditions must be met to achieve quantum noise limit
detection [12]:

enRy

PLAi[F > 2kTAf]F.

From this we derive

2kT hv

. 2.17
R, 2.17)

PL>

Equation (2.17) shows that increasing the optical power of the local oscillator is
beneficial to suppress all other noises, except that caused by the signal light, thereby
obtaining a high conversion gain. Because the local oscillator itself also produces
noise, alarger Py is not always better. When the optical power of the local oscillator is
sufficiently large, the shot noise generated by the local oscillator will be greater than
all other noises. If the optical power of the local oscillator is further increased, then
the signal-to-noise ratio of the optical heterodyne detection system will be reduced.
However, if the local oscillator optical power is too small, the IF conversion gain
will decrease. In an actual optical heterodyne detection system, the optical power of
the local oscillator should be selected to obtain the best IF signal-to-noise ratio and
largest IF conversion gain.

2.2.3.2 Noise Equivalent Power of Optical Heterodyne Detection

In the quantum noise limit formula (i.e., Eq. (2.16)), if (S/N);r = 1, then the noise
equivalent power NEP of optical heterodyne detection can be obtained as follows

hvA
NEPp = WAE (2.18)
n
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Equation (2.18) is sometimes referred to as the sensitivity of optical heterodyne
detection, and it is the theoretical limit of optical heterodyne detection. If the detector
has a quantum efficiency of = 1 and a measurement bandwidth Af;r = 1 Hz,
then the theoretical sensitivity limit of optical heterodyne detection is one photon.

In practice, the sensitivity of optical heterodyne detection is restricted by many
factors. For example, thermal and amplifier noise introduced by the optical mixer
itself and load resistance will reduce the sensitivity of optical heterodyne detec-
tion, even if NEP increases. Therefore, the detection sensitivity of an actual optical
heterodyne system can only approach the theoretical limit.

2.3 Factors Affecting Detection Sensitivity

2.3.1 Phase Noise

In a coherent optical detection system, the phase noise of the emitting laser and the
local oscillator laser are the main factors leading to decreased sensitivity. There-
fore, the homodyne and heterodyne signal phase ¢g, and the local oscillator optical
phase ¢; must be relatively stable to reduce sensitivity loss. Phase instability in
the photoelectric detection process leads to current instability, thereby reducing the
signal-to-noise ratio.

2.3.2 Intensity Noise

For Eq. (2.15), if the intensity noise §; = R Ppr; is increased, r; is the parameter
related to the local oscillator laser intensity noise (RIN). If the RIN spectrum is
consistent with the receiver bandwidth A f; g, then A f; r can be approximated by 2r,
(RIN) AfjF, and the signal-to-noise ratio can be expressed as [12]

S P[F (X2M2P5PLRL

<N)1F - Np - M?eAfipla(Ps+ PL+ Pg) + Ip)R, + o071 + 2kT Afip’
(2.19)

If the receiver works under the limitation of shot noise (052 =2q(I + I;)Afir,q
is electronic charge), then the local oscillator optical power P, should be sufficiently
large. Equation (2.19) shows that when P increases, intensity noise also increases.
It will become as large as shot noise, and the signal-to-noise ratio will decrease
unless the signal power Py is also increased to offset the increase in receiver noise.
The increase in Py is the power penalty caused by the intensity noise of the local
oscillator laser. If the system is under the limit of shot noise, then both the dark
current / and thermal noise in Eq. (2.19) can be ignored. The power penalty §;
(expressed in dB) caused by intensity noise can be expressed as [12]
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8, = 101g[1 + (nPL(RIN))/ hv], (2.20)

and the BER can be expressed as [13]

1 —Ip Ip — Iy
SNR = — | erf f : 221
ez ) )l e

where I is the judging current, I, and [, represent the current of codes “1”” and “0”,
respectively. o} and o represent the variance of codes “1” and “0”, respectively, and
erfc(-) is the error function. When Ip = %, the BER is the lowest.

2.3.3 Polarization Noise

In heterodyne detection, the signal light is first mixed with the local oscillator light
to obtain the IF signal, whereas the baseband signal is obtained directly in homodyne
detection. During this process, it is necessary for the signal and local oscillator lights
to maintain the same polarization state. The depolarization effect of the atmospheric
channel causes the polarization state of the signal light to change over time; hence,
random polarization noise is generated when the signal and local oscillator lights
are mixed. When the signal light is orthogonal to the local oscillator light, the signal
disappears. Consequently, polarization noise must be suppressed in a coherent optical
communication system.

2.3.4 Key Technologies of Coherent Optical Communication
Systems

Compared to the IM/DD system, successful coherent optical communication requires
that signal and local oscillator light sources use lasers with a high-frequency stability
and spectral purity [14]. In incoherent optical communication systems, the IF is
generally 2 x 103-2 x 10° Hz, whereas the coherent optical carrier frequency at
1550 nm is approximately 2 x 10'* Hz. The IF is multiplied 10-°~10~ by the optical
carrier frequency; hence, the light source frequency stability must be better than 10,
Furthermore, the signal and local oscillator light sources must meet strict matching
conditions during mixing to obtain a high mixing efficiency. Matching approaches
include spatial phase, wavefront, and polarization direction matching [15].
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2.4 Spatial Phase Conditions for Optical Heterodyne
Detection

2.4.1 Spatial Phase Difference Conditions

Figure 2.16 shows the spatial relationships involved in optical heterodyne detection.
To study the influence of the non-coincidence of the two light wavefronts on hetero-
dyne detection, we assume that the signal and the local oscillator lights are both plane
waves, and there is an angle 6 between their wavefronts. To simplify the analysis,
we assume that the photosensitive surface of the optical mixer is a square with a side
length d. The incident of the local oscillator light is perpendicular to the surface of
the mixer, and the signal and the local oscillator lights have a mismatch angle at the
wavefront; hence, the incident of the signal light is oblique to the mixer surface, and
the same wavefront reaches the surface of the optical mixer at different times. This
is equivalent to proceeding at speed v, in the direction of x, so that the wavefront
phase difference occurs at different points on the surface of the optical mixer. The
expression of the light field of the local oscillator and signal lights, respectively, can
be written as [16]

E; (t) = A cos(wpt + ¢p) (2.22)

Es(t) = Agcos(gt + ¢y — 22 - x), (2.23)

X

where wg / vy = k, is the component of the signal light wave vector k in the direction
of x. From Fig. 2.18, we know thatk, = k sin6 = (ws/c) sin6; hence, v, = ¢ /sin6,
where c is the speed of light. The signal light field can be expressed as [16]
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Fig. 2.16 Spatial relationship of optical heterodyne detection [16]
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27 sin 6
Eg(t) = Agcos| wst + ¢y — . -x ). (2.24)

The total electric field incident on the optical mixer is
E/(t) = Es(t) + EL(1). (2.25)

The instantaneous photocurrent output following optical mixing can be expressed
as [12]

) GB (412 pdI2 27 sin @ 2
zp(z‘)z—2 Ag cos(wgt + ¢ps — )+ Ap cos(opt + ¢r) | dxdy
d= J_ap J-dp A
cp 2 p i
7T sin
:d—f./ /:Agcosz(u)gt+¢57 7 >+A%cos2(th+¢L)
S
—df2 —d/2
27 sin 6
+ AsAL COS[(CUL —wgt + (dp — ¢s) + is ]

27 sin 6
+ AgAp cos|:(a)L+a)S)t+(¢L+¢S)+ . ]}dxdy.
S

(2.26)

The instantaneous IF current output of the IF filter is [12]

' G,B df2 df2
lir = 42

27 sin 6
{ASAL COS|:(CUL —wg)t + (¢ — ¢s) + > :| }dXd)’-

—d[2 J—dJ2 S
(2.27)

After integration, the instantaneous IF current output from the optical mixeris [12]

sin (wsd/2vx)

irr = GBAsAL cos[(wr — ws)t + (1 — ¢s)] wsd [2vx

(2.28)

Since v, = ¢ / sin 6, the instantaneous intermediate frequency current is related
to the mismatch angle 6. The IF current reaches its maximum value when the factor
in Eq. (2.28) is

sin(wsd /2v,)
wsd [2v, -

)

which requires wgd/2v, = 0 and sin6 = 0, therefore, 6 = 0. It is difficult to
adjust the 6 angle to zero in practice, because the IF output is generally less than the
maximum value. To maximize the IF output, the factor sin(wgsd/2v,) / (wsd/2vy)
should be as close to 1 as possible. If the permitted IF output is 10% lower than the
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IF output at & = 0, then wgd /2v, must be equal to or less than 0.8 radians. According
to this requirement, the mismatch angle 6 can be expressed as

0 < ﬁ (2.29)
4d

The mismatch angle 8 is proportional to Ag and inversely proportional to the size
of the optical mixer d; that is, the longer the wavelength and the smaller the size
of the optical mixer, the larger the allowable mismatch angle. It is apparent that
the spatial collimation requirements of coherent detection are strict, and the shorter
the wavelength, the stricter the spatial collimation. Consequently, optical heterodyne
detection in the infrared band is more advantageous compared to heterodyne detection
in the visible light band. Because of the strict spatial collimation requirements, optical
heterodyne detection has good filtering performance, another important feature of
the system.

To ensure that the signal and local oscillation light waves are spatially coherent on
the light mixing surface, the two beams must be as close to parallel as possible. This
relatively strict requirement presents certain difficulties in the realization of optical
heterodyne detection. Currently, the most promising means of addressing this issue
is by using the Airy disk principle method, as shown in Fig. 2.17.

According to physical optics, a normally incident light wave will form a diffraction
spot on the detector at the focal plane after passing through a lens with an area of A,.
The area A2 f> / A, of the largest peak in the diffraction spot is called the Airy spot
area, and this area determines the diffraction-limited field of view of the receiving
system. If it is represented by a solid angle of 24, then

Qq & prl a 2.30
aN T E T o (2.30)

If it is expressed by a plane angle, then

Lens area 4, Detector

J

Fig. 2.17 Airy disk principle in an optical lens antenna [17]
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Fig. 2.18 Schematic diagram of the Airy disk principle [18]
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where D, is the lens diameter. A schematic diagram of the Airy disk principle is
shown in Fig. 2.18. A lens is used to focus the signal light onto the surface of the
optical mixer, and the effective area of the optical mixer is the area of the Airy disk.
At the same time, the local oscillator light is irradiated on the Airy spot, and light
mixing can occur. As the temperature D, / f increases, the requirements for mismatch
angles become wider.

2.4.2 Frequency Conditions

24.2.1 Good Monochromaticity

To obtain high-sensitivity coherent detection, it is necessary for the signal and local
oscillator lights to have high monochromaticity and frequency stability. In terms of
physical optics, optical heterodyne detection (or coherent detection) is the result of
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interference between two light waves after superposition, and this is heavily depen-
dent on the monochromaticity of both the signal and local oscillator beams. Light
with only a single wavelength is called monochromatic light, and monochromaticity
means that the beam is comprised of light within a very narrow frequency or spectral
line. The color of light is determined by its frequency, and this is generally deter-
mined by the light source. Fully monochromatic light is difficult to produce because
emissions from any light source have a certain frequency range, and the intensity
of light for each frequency is different. A high degree of monochromaticity is an
important characteristic of lasers; however, their excited state is always comprised
of a certain energy level width, and consequently, the laser beam width Av cannot
be zero. Generally, narrower values of Av mean greater light monochromaticity. To
obtain laser output with good monochromaticity, the laser must operate in a single
longitudinal mode (single frequency) by using a short cavity structure or other mode
selection technologies.

2.4.2.2 Small Frequency Drift [19]

The frequency drift of the signal and local oscillator lights must be limited within
the allowable range to prevent performance deterioration of the optical heterodyne
detection system. If the relative drift of the signal and local oscillator lights is large,
then the difference between the two frequencies may exceed the bandwidth of the
IF filter. If this occurs, the pre-amplification and IF amplifying circuit following the
optical mixer cannot apply the IF signal. In optical heterodyne detection, special
measures are required to stabilize the frequencies of the signal and the local oscil-
lator lights. This is an important reason why optical heterodyne detection is more
complicated than the direct detection method.

2.4.3 Polarization Conditions

The essence of optical heterodyne detection is the interference between the local
oscillator and signal lights on the photosensitive surface of the photodetector.
According to the difference in the polarization state of the light wave during the
propagation process, the electric field distribution of the local oscillator and signal
lights, respectively, can be expressed as [20]

E;(t) =epArcos(wpt + éL) (2.32)

Es(t) = ésAscos(wst + ¢s), (2.33)
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where ¢; and ey are the unit vectors of the polarization directions of the local oscillator
and signal lights, respectively. By incorporating Eqgs. (2.32) and (2.33) into Eq. (2.3),
the IF current can be simplified as follows [16]

irp =aeésep AsApcos[(ws — wp)t + (¢s — )] (2.34)

when the polarization directions of the two beams of light are the same, ¢, 5 = 1,
and when the polarization directions of the two beams have an angle of 6, Eq. (2.34)
becomes [20]

ijp = OlCOSQ‘ésHéL‘AsALCOS[(COS —wp)t + (¢ps — dp)] (2.35)

where cos0 = ¢ eg / |éL | |é s| represents the matching influence of the polarization
directions of the two beams on the heterodyne signal, and its value is between 0 and
1. When the polarization directions of the two beams are the same; that is, 6§ = 0°,
the heterodyne output IF current is the largest. Conversely, when the polarization
directions of the two beams are perpendicular; that is, 8 = 90°, the heterodyne
output IF current is the smallest.

In summary, the spatial, frequency, and polarization matching conditions are
all important to realize successful optical heterodyne detection. To obtain the
maximum IF output, the wavefronts of the signal and local oscillator light waves
must match. To perform effective mixing, the signal and local oscillator lights must be
monochromatic, have the same polarization, and their frequencies must be extremely
stable.

2.5 Adaptive Optical Wavefront Correction

The atmospheric turbulence causes a random fluctuation in the wave front of the
laser signal during propagation, which results in beam expansion, phase fluctuation,
beam bending and drift. It increases the communication bit error rate and reduces the
stability of the communication link. For coherent optical communication systems,
the spatial angular collimation cannot be guaranteed when the signal light containing
aberrations and the local oscillation light are mixed, thus reducing the mixing effi-
ciency and signal-to-noise ratio of the system and the impact of turbulence on the
performance of coherent optical communication systems is more obvious in the case
of long-distance and strong turbulence.

As a comprehensive new optical technology, adaptive optics (AO) covers several
disciplines, such as optics, communication, control, computer, and mechanics. It is
used to correct the random distortion of wave front caused by the change of external
environment during the propagation of light beam in real time, and suppress the effect
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of atmospheric turbulence on the signal light. Then the beam quality is improved.
Therefore, adaptive optics is considered to be the most effective and promising
method to suppress atmospheric turbulence.

2.5.1 Wavefront Distortion Correction System

An AO system can be implemented with or without wavefront detection. The AO
system without wavefront detection consists of a wavefront corrector, wavefront
controller and performance evaluation function module. The AO system with wave-
front detection consists of a wavefront sensor, wavefront controller and wavefront
corrector. Figure 2.19 shows a schematic diagram of an AO system with wavefront
detection. Here, the wavefront sensor measures the wavefront error in real time and
transmits the measured wavefront error to the wavefront controller, and the wavefront
controller receives the aberration beam information from the wavefront sensor and
calculates and obtains the control voltage of the wavefront corrector through a certain
algorithm. The wavefront corrector receives the control voltage from the wavefront
controller to correct the wavefront aberration and improve the communication quality.

% Atmospheric Turbulence

9 Binoculars

Beamsplitter
Wavefront
Corrector Camera

Wavefront Wavefront
Processor Detector

Fig. 2.19 Schematic diagram of an adaptive optics system with wavefront detection
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2.5.2 Wavefront Measurement and Correction

The wavefront sensor is the eye of the adaptive optics system to detect the wavefront
aberration of the system servo loop. By measuring the phase aberration of the optical
wavefront on the pupil surface in real time, it provides a real-time voltage control
signal to the wavefront corrector. Then, an image close to the diffraction limit after
closed-loop correction is obtained. Figure 2.20 shows the detection schematic of the
Shack-Hartmann wavefront sensor, which consists of a microlens array and an elec-
trically coupled device. The microlens array splits a completed spot into multiple
tiny sub-spots, each of which is focused onto the focal plane and imaged onto the
detection target surface of a charge coupled device. The amount of wavefront distor-
tion is estimated by comparing the actual focal position of the subaperture with the
ideal focal position.

The wavefront corrector is used to compensate the phase of the wavefront
with the completed aberration. It corrects the wavefront aberration by changing
its own aperture shape and thus changing the beam’s optical path difference. At
present, a commonly used wavefront corrector is based on the position shift of the
reflecting mirror, which has excellent characteristics of fast response, large defor-
mation displacement, wide working spectrum, high optical utilization, and multiple
implementation methods. The aperture shape distribution of piezoelectric deflec-
tion mirror, few-cell-count deflection mirror and multi-cell-count deflection mirror
is shown in Fig. 2.21. The piezoelectric deflection mirror is electrically connected
with a 4-point driver driven by two pairs of independent piezoelectric ceramics. The
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Fig. 2.20 Principle of Shack-Hartmann wavefront detector a ideal wavefront; b distorted wavefront
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Fig. 2.21 Wavefront corrector surface type a Piezoelectric deflector; b Few-cell deflector; ¢ Multi-
cell deflector
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two piezoelectric ceramics located in x or y axis change their own deformations by
voltage to change the wavefront tilt in the direction of x or y axis as the roll axis. The
few-cell deflection mirror and the multi-cell deflection mirror are electromagnetic
continuous aperture deflection mirrors with 69 and 292 driving cells, respectively.

For free-space optical communication systems, adaptive optics mainly uses the
phase-conjugate principle for feedback closed-loop control to achieve beam correc-
tion and compensation. The principle is as follows: When a laser beam with a spec-
ified shape wavefront is emitted and disturbed by atmospheric turbulence, a random
fluctuation occurs and wavefront aberrations are produced. The aberrated light field
with phase error, Emosphere, 1S €xpressed as

Eatmosphere = |E|ei(p, (2.36)

where ¢ represents the fluctuation of the initial beam phase due to the atmospheric
turbulence disturbance. The wavefront distortion is measured in real-time by the
wavefront sensor and transmitted to the wavefront controller. Then, the wavefront
controller calculates the error signal based on the received wavefront distortion and
obtains the control signal by a control algorithm. After that, the control is sent to
the driver unit of the wavefront calibrator. Finally, the wavefront calibrator produces
a certain deformation to form a calibration front. The optical field Epy with phase
fluctuation generated by the corrector is

Epu = |Ele”. (2.37)

From Eq. (2.37), it can be seen that the wavefront corrector face shape deforma-
tion can produce a wavefront with the same wavefront shape as the aberrated beam
detected by the wavefront sensor, however, the propagation direction is opposite,
that is, the wavefront conjugate. Then the aberrated wavefront is corrected by the
wavefront corrector, and the phase error is compensated by the superposition of the
two optical fields, i.e., the corrected beam has nearly the same phase information as
the beam at the transmitter.

Coherent mixing efficiency is an important criterion in coherent detection, which
reflects the degree of matching between the local oscillation light and the signal
light. The advantage that the signal-to-noise ratio of coherent detection can reach
the quantum noise limit is derived under the assumption that the mixing efficiency
is 100%, however, the mismatch of both the amplitude and phase of the signal light
and the local oscillation light will lead to a decrease in the mixing efficiency. The
mixing efficiency 7mixing in coherent detection systems is usually defined as

[/, AsAL(cos(Ap)dU]’ + [ [, AsAL(in(Ap))dU |’
Ju|Esl*dU - [, |ELPdU

. (2.38)

Nmixing =
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where e is the electron power, 7 is the quantum efficiency, U is the detector area, A is
Planck’s constant, v is the carrier light frequency, B is the detector bandwidth, and
Ag is the phase difference between the signal light with aberrated wavefront phase
and the local oscillation light.

For the IF electrical signal noise output after mixing, there are mainly detector
scattering noise, relative intensity noise and detector thermal noise, as the intensity
of the local oscillation light is much higher than the signal light, the noise of the local
oscillation light scattering noise dominates. Therefore, the expression of signal-to-
noise ratio can be obtained as follows

2 . 2
aNg < &7 Jy |Es*dU ' [y AsAL(cos(Ap)dU|" + [ [, AsAL(sin(Ag))dU]
hvB Jy |Es*dU - [, |ELI*dU '
(2.39)
The system BER can be expressed as
1
BER = - erfc(\/S R). (2.40)

From Eqs. (2.38), (2.39) and (2.40), we can see that the light intensity undulation
and phase distortion caused by atmospheric turbulence will cause the phase mismatch
between the signal light and the local oscillation light, thus reducing the coherent
mixing efficiency and system signal-to-noise ratio and increasing the BER.

For adaptive optics systems, the incremental proportional-integral algorithm is
mainly used for calibration. The adaptive optics correction model based on the direct
slope method with a proportional-integral controller is shown in Fig. 2.22. According
to the model, the determination of the system command matrix is first performed
using the push—pull method, followed by the detection of the wavefront slope S,
using a wavefront sensor and its conversion to a voltage value V, using the direct
slope method. This value is then transmitted to the incremental proportional-integral
controllers &, k; for control to obtain the final deformation mirror drive voltage value
Vam and send it to the driver to drive the deformation mirror operation.

After correction using the incremental proportional integration algorithm, the
value of the deformation mirror driver voltage V,,, at moment k is

v S| Vi
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Fig. 2.22 Proportional integration algorithm calibration model for adaptive optics system
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Fig. 2.23 Adaptive optical wavefront correction phase diagram a before correction b after
correction

Vam (k) = Vpia + Vam(k — 1)

(2.41)
= kp[Ve(k) = Velk = D]+ ki Ve (k) + Vi (k — 1),

where S, (k) is the wavefront slope at moment k, and V, (k) is the corresponding drive
voltage obtained using the direct slope method.

Figure 2.23 shows the phase distribution before and after the adaptive optical
wavefront correction. It can be seen from the figure that the proportional integra-
tion algorithm has obvious correction effect. The wavefront is also very close to
the plane wave form compared with the initial state, and the degree of concavity
and surface non-flatness are greatly reduced. This demonstrates that the proportional
integration algorithm in the adaptive optics system can effectively correct the wave-
front distortion and improve the communication performance of the wireless laser
communication system.

2.5.3 Wavefront-Free Measurement System

In the conventional adaptive optics system, the wavefront sensor is complex and
expensive, and in the strong turbulent environment, the laser beam is affected by
strong turbulence will constantly flicker and phase interruption, which makes the
wavefront information, obtained by the wavefront sensor inaccurate and cannot
accurately correct the wavefront distortion. For the above shortcomings, adaptive
optics without wavefront sensor has been proposed. Adaptive optics without wave-
front sensor does not require a wavefront sensor, thus avoiding the disadvantages
of traditional AO systems. Figure 2.24 shows the block diagram of the adaptive
optics system without wavefront sensor. After the distorted wavefront affected by
atmospheric turbulence is emitted by the deformation mirror, the optical signal (such
as far-field spot light intensity distribution, spatial light-to-fiber coupling power) is
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collected by the imaging detector, the objective function is calculated by the wave-
front controller, and the calculated voltage value is applied to the deformation mirror
using an optimization algorithm to complete the correction of the distorted wavefront.
Wavefront aberration correction by adaptive optics without wavefront detection
using stochastic parallel gradient descent algorithm. Figure 2.25 shows the correction
curve using the stochastic parallel gradient descent algorithm and the spot before and
after the correction, before the correction of the far-field spot scattering serious and
energy does not converge, after the correction of the adaptive optics technology based
on the stochastic parallel gradient descent algorithm without wavefront detection, the
spot center light intensity increased significantly, and more convergence of energy.

2.6 Summary and Prospects

Some of the research challenges facing optical wireless communication include
improving the transmission distance without excessive power consumption and
increasing channel capacity. Improving detection sensitivity has proven to be an
effective means of suppressing atmospheric turbulence and increasing channel
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capacity. Coherent detection is currently a key research area of optical wireless
communications.

To realize effective coherent optical communication, numerous technical chal-
lenges need to be addressed. These include (1) wavefront correction; (2) improving
light source monochromaticity; (3) atmospheric degradation of light polarization; and
finally, (4) the high-speed movement of communication terminals should consider
the impact of Doppler frequency shift on coherent detection. Resolving these chal-
lenges will help to facilitate the practical application of coherent optical commu-
nication technology, and future development should continue to focus on resolving
these technical challenges. For example, (1) low-cost narrow-band light sources
have demonstrated great potential for enhancing coherent optical communications;
(2) new coherent principles, such as subcarrier coherent and homodyne detection,
have been shown to improve transmission sensitivity; and (3) simple methods of
wavefront correction have proven to be effective in suppressing turbulence.

2.7 Questions

2.1 What is coherent optical communication? What are their characteristics?

2.2 What is homodyne detection? What is heterodyne detection? What are the
similarities and differences between the two?

2.3 Briefly describe what is frequency shift keying? What is amplitude shift
keying?

2.4 Briefly describe the method of coherent detection.

2.5 What factors are related to the SNR of optical heterodyne detection?

2.6 The coherent optical communication system requires the signal light and the
local oscillator light to meet strict matching conditions when mixing. What
aspects does this matching include?

2.7 Briefly describe the spatial phase conditions, frequency conditions, and
polarization conditions of optical heterodyne detection.

2.8 Exercises

2.1 As shown in Fig. 2.4, it is a self-homodyne coherent detection system. The
light fields in the two optical paths are coherent with the other after a 1-bit
delay. The two coherent input light fields are
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G
Eg = Agexp[—i2m fct + ¢s5)],

G
Eg = Asexp[—i2m fct + ¢s + AP)],

where A¢ is the phase difference of adjacent bits

A 0 "1” code

¢— |¢n _¢n71| - T ,,O,/ code'

Suppose that two beams of coherent input have the same frequency,

constant phase difference, and same polarization direction, and the optical

power detected by the photodetectoris Eg3 = Pgj+ Psy+2+/ Ps1 Psy cos Ag.

Try to analyze the coherent gain and signal-to-noise ratio of this detection
method.

2.2 As shown in Fig. 2.5, it is a subcarrier modulation heterodyne detection
system. The transmitting end of the optical wireless communication system
performs subcarrier QPSK intensity modulation on the baseband signal,
signal optical power is P, (t) = Pi[1 + k, cos(w.t + ¢;)],P; is the average
power of signal light; k, is the degree of optical modulation; the sub-carrier
phase is ¢; = j - %, j =1,3,5,7, and w, is the angular frequency of the
sub-carrier at the transmitter. Supposing that the local oscillator optical power
is Pi(t) = Pi[1+ k, cos(w;1)], find the heterodyne gain and bit error rate of
the system.

2.3 The coherent optical detection system needs a phase-locked loop, as shown
in the Fig. 2.26. The transfer function of the phase-locked loop is

H(jw) = Ovco(jow)  F(jw)AlK(jw)™
Oy (jw) 1+ F(jo)A} K (jo)™!
(AlpKjot, + AlpK) /711 B 0} + 2w, jo
(jo)* + (A}pKjor + A} K) /11 02 +2ojo+ (jo)*

ni[’PL]jw)
40, (jo) 3y £ B Y(jw) ¥ Y (ja) EU®) IF b0 (j) jdw
46,00 (j ) xFje) e

Fig. 2.26 Coherent optical detection system with a phase-locked loop
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A2
Wherewz = A‘I‘FK/rl and ¢ = %,/K/tl.
Power spectral density of phase error is.
4

Ge(f) =11 = H(jo)PGpn(f) = 75 - :
" @] 2t @en
Find the phase noise variance of the loop.
2.4  Analysis and discussion of quantum noise in optical heterodyne detection.

[Hint] The generalized rate equation describing the laser can be expressed

as
n=(G-rm+R;+ F, (2.42)
N=P—-Gn—S+Fy (2.43)
. o
¢ = E(G —r)+F, (2.44)

where n is the number of photons in the LD, G is the gain, r is the cavity
loss, R is the rate of spontaneous radiation to the cavity mode, F,, Fy, and
F, are Langevin noise sources, and N is the number of carriers in the active
region, P is the pumping rate, S is the carrier coincidence rate, and the «
linear broadening factor. Consider the first-order approximation
n(t) =ng + én(r)
Then, Eqgs. (2.42)—(2.44) become

SN + G,5n + T N8N = Fy, G, = —[Gnno + Go] (2.46)
. o
8¢ — EGNSN = F,
Consider the signal light field:

Ei(1) = V2P (t) explj (w17 + ¢1(1))]

Local oscillator light field:

Ey(1) = v2P2(1) exp[(jwot + ¢2(1))]

The output current of the photodetector:
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Fig. 2.27 Phase-locked loop
of coherent detection system

25

2.6

2.7

2.8

2.9

2.10

2.11

2.12

1) = RIE\(0) + Ex(0)]?
=R{PL(0) + P2x(0) + 2/ PO Pa(t) cosl Aot + ¢1(0) = 201} + 1,0

By approximating the above formula, the frequency spectrum of the noise
and the noise change incoherent detection can be analyzed.
A coherent detection system as shown in Fig. 2.5.

(1) Find the BPSK modulation, the system’s bit error rate, and the upper
limit of the bit error rate in the case of white noise.
(2) Find the bit error rate under DBPSK modulation.

A coherent detection system shown in Fig. 2.5. Analyzes the output noise
characteristics in the case of large input signal-to-noise ratio and Gaussian
noise.

Consider a coherent optical communication using double-balanced detection,

(1) Find the corresponding bit error rate of the double-balance detector
under the quantum limit condition.

(2) Find the signal-to-noise ratio of the system using double-balanced
detection when only shot noise and thermal noise are considered.

(3) Trytoanalyze the common-mode rejection ratio of the double-balanced
detector.

As shown in Fig. 2.27 in the phase-locked loop of the coherent detection
system, find the minimum phase variance of the loop.

Supposing a coherent light detection system, only the shot noise generated
by the signal light is considered when the thermal noise is very small. Find
the quantum limit of the coherent detection.

Using Jensen’s inequality to simplify the channel capacity to get its lower
limit, try to estimate the relationship between the pulse position modulation
order when the maximum transmission rate is reached and the reconstruction
time of population inversion.

Try to analyze the influence of the balanced detector on the sensitivity of
coherent optical communication.

Try to analyze the requirements for the consistency of balanced detectors in
coherent optical communications.
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Fig. 2.29 Pre-amplifier of balanced detector

2.13  Try to compare the signal-to-noise ratio between the balanced detector and
the single-tube detection.

2.14  Tryto analyze the output intermediate frequency current of the double balance
detection in Fig. 2.8.

2.15 Try to analyze the improvement of the coherent optical communication
signal-to-noise ratio by the double-balanced detector and the influence of
the consistency coefficient on the detection signal-to-noise ratio.

2.16  Figure 2.28 shows an optical phase-locked loop in coherent optical commu-
nication. Analyzes its working process and discuss the relationship between
phase noise and bit error rate.

2.17 Try to analyze the working process of the pre-amplifier of the balanced
detector as shown in Fig. 2.29.
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Chapter 3
Modulation, Demodulation, and Coding Guca i

Modulation in optical wireless communication is the process of loading information
onto the light wave. The modulator is an electro-optic converter, which changes the
parameters of the output beam, such as intensity, frequency, phase, polarization state,
and beam/photon orbital angular momentum, with the signal. This chapter introduces
the modulation, demodulation, and coding of the optical signal.

3.1 Modulation

Modulation is using one signal (modulation signal) to control another signal as a
carrier (carrier signal) so that a certain parameter of the carrier signal changes with
the modulation signal. As shown in Fig. 3.1, modulation techniques can be divided
into active and passive modulation. Active modulation is conducted at the optical
transmitter, whereas passive modulation is conducted at the opposite side, where
the light source and modulation process are separated. Active modulation includes
internal and external modulation: parameters of the light source are modulated in the
former, and parameters of the light wave are modulated in the latter.

3.1.1 Basic Concepts

In optical wireless communication, the information carried by a laser beam, including
language, text, images, and symbols, is transmitted through transmission channels,
such as atmosphere or free space, and received, identified, and restored by the optical
receiver. The process of loading information onto a light wave carrier is called modu-
lation, and the device to complete this process is called a modulator. The process of
loading information onto a laser beam is called laser modulation driving technology,
where the laser is the carrier wave, and the low frequency information as a controller
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Fig. 3.1 Classification of optical modulation technology

is called the modulation signal. In optical communication, the light wave is used as
a carrier for information transmission.

According to the nature of modulation, optical modulation can be divided into
amplitude modulation, intensity modulation, frequency modulation, phase modula-
tion, and pulse modulation. Depending on the working principle of the modulator,
modulation can be classified as electro-optic, acousto-optic, magneto-optic, etc. In
addition, it can be divided into analog and digital modulation.

3.1.2 Analog and Digital Modulation

A baseband signal is the original electrical signal without modulation via spectrum
shifting or transformation. The spectrum of baseband signal is located in low frequen-
cies and has a low-pass form; that is, the spectrum starts from near zero frequency.
The baseband signal can be divided into digital and analog baseband signal based on
the characteristics of the original electrical signal.

In analog modulation, a sinusoidal signal is generally used as the carrier.
Combined with the carrier, the spectrum of baseband signal is transformed for the
transmission in the channel. For linear modulation, the spectrum of the modulated
signal is a shift or linear transformation of the spectrum of the baseband signal (e.g.,
amplitude modulation). In nonlinear modulation (e.g., frequency and phase modula-
tion), there is no linear relationship between the modulated signal and the baseband
signal.

Digital modulation moves the spectrum of the baseband signal to a higher
frequency band, which is more suitable for baseband signal transmission, and loads
the baseband signal onto a parameter of the high-frequency carrier. The noise intro-
duced by analog modulation in the transmission process cannot be completely
eliminated at the receiver, but this is possible with digital modulation.

Based on the number of levels of the baseband signal, digital modulation can be
divided into binary and multilevel digital modulation. Depending on the parameters
of the information bearing carrier, digital modulation can be divided into amplitude-
shift keying (ASK), frequency-shift keying (FSK), and phase-shift keying (PSK).
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Additionally, other digital modulations can be formed based on the combinations of
the mentioned schemes. For example, quadrature amplitude modulation (QAM) is a
combination of ASK and PSK.

3.1.3 Direct and Indirect Modulation

Depending on the relationship between the modulated signal and the light source,
optical modulation can be divided into direct and indirect modulation.

(1) Direct modulation

Direct modulation is also known as internal modulation, where the light source
parameters, such as light intensity, are directly controlled by the modulation signal,
and the modulated optical signal changed by the modulation signal is thus obtained.
An advantage of direct modulation is that the circuit is simple and easy to implement;
however, the transmission rate is limited.

(2) Indirect modulation

Indirect modulation is also known as external modulation, where an external modu-
lator is used to modulate a certain parameter of the optical carrier. The modulated
object is the light wave emitted by the light source, and the parameters of the light
source remain unchanged during the modulation.

3.1.4 Internal and External Modulation

According to the relative relationship between the modulator and laser, modulation
can be divided into internal and external modulation. Internal modulation refers to the
loading of modulation signal in the process of laser oscillation. The modulation signal
is used to change the oscillation parameters of the laser to change the characteristics of
the laser output to achieve the modulation. Here, the “modulation signal” corresponds
to the source in the communication.

In external modulation, a modulator is placed on the optical path outside the laser
after the laser shape is generated, and the physical characteristics of the modulator are
changed by the modulation signal. As the laser beam passes through the modulator,
some parameters of the light wave are modulated. External modulation is usually
implemented by electro-optic, acousto-optic, or magneto-optic crystal. Compared
with internal modulation, external modulation is preferred owing to its higher modu-
lation rate (by approximately one order of magnitude) and much wider modulation
bandwidth.
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3.2 External Modulation

In external modulation, a certain parameter of the light wave (output laser beam) is
modulated by the modulation signal after the formation of the light wave, but the
laser remains unchanged.

3.2.1 Electro-Optic Modulation

The electro-optic modulation [1] is a type of modulation scheme that uses an electro-
optic crystal to make the amplitude, phase, and other parameters of the laser field
change regularly with the modulation signal in the electric domain. Its physical basis
is the electro-optic effect.

3.2.1.1 Electro-Optic Effect

The electro-optic [2] effect refers to the phenomenon that optical properties of mate-
rials change when the matter is placed in an electric field. Due to external electric
field, some isotropic transparent materials exhibit optical anisotropy and refractive
indexes of materials change. The electro-optic effects include Pockels effect [3] and
Kerr effect [4].

The propagation law of light waves in a medium is affected by the refractive
index distribution of the medium, which is closely related to its dielectric constant.
The refractive index of a crystal can be expressed by the power series of the applied
electric field; that is, n = no + yE + bE? + ..., where the change of refractive
index caused by y E is called the linear electro-optic effect or the Pockels effect. The
change of the refractive index caused by the quadratic term bE? is called the Kerr
effect. For most electro-optic crystal materials, the effect of y E is more significant
than that of bE? [3].

(1) Pockels effect (or linear electro-optic effect)

According to the theory of crystal optics, the influence of the direction of electric field
and light transmission on the refractive index of crystal is complex. Depending on
the relationship between the applied electric field and the light direction, the Pockels
effect can be classified into two categories: longitudinal Pockels effect (the electric
field is parallel to the light direction) and transverse Pockels effect (the electric field
is perpendicular to the light direction).

(a) Longitudinal Pockels effect

Potassium dihydrogen phosphate (KDP) crystal is a negative uniaxial crystal with
light transmission band of 178 nm-1.45 pm. Considering the case of cutting perpen-
dicular to the z-axis (optical axis) in the principal axis coordinate system consistent
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with the axial direction of the crystal, when the electric field is incident parallel to
the z-axis, the refractive index ellipsoid equation of the KDP crystal is [6]
2 2 2

X b4
-+ Y 5+ = +2yesxyE; = 1, (3.1

nO nO e

where yg; is the electro-optic coefficient of KDP crystal, and n, = n, = ny, n, = n;
is the principal axis refractive index. To find a new coordinate system (x’, v, z/), the
refractive index ellipsoid equation does not contain any cross terms, where (x’, v, z’)
is the direction of the principal axis of the ellipsoid after the electric field is applied;
this is usually called the induction principal axis. Then, n,, n,, n. is the principal
refractive index in the new coordinate system. Since x-axis and y-axis are symmet-
rical, the x-coordinate and y-coordinate can be rotated by 45° around z-axis. In the
new coordinate system (x’, v, z’), Eq. (3.1) can be converted to [6]

1 ] /2 1 12
— + VaE: )X’ L —VeE )y + 577 =1 (3.2)
nO 0 n

e

Thus, the three principal refractive indices along the principal axis of the new
ellipsoid are [6]

y = Mo + 2 (;)/63E (3.3)

It can be seen from Eq. (3.3) that the electric field parallel to the optical axis
changes the KDP crystal from a uniaxial crystal to a biaxial crystal. The cross-
section of the refractive index ellipsoid in the plane of z = 0 changes from a circle
to an ellipse, and the length of its principal axis is related to the magnitude of the
applied electric field E,. As a result, the two equal amplitude and linearly polarized
light beams vibrating in the directions of the induction principal axes x” and y’ have
different propagation speeds. The resulting phase difference is [6]

2 , 2 2
§ = T(n; —n))l = Tngy@Ezl = Tngy@U, (3.4)

where A is the wavelength in vacuum, / is the length of light passing through the
crystal, and U is the applied voltage. It can be seen from Eq. (3.4) that the phase
delay caused by the longitudinal electro-optic effect does not depend on the length
[ but is only determined by the nature of the crystal ys3 and the applied voltage U.
In the electro-optic effect, the voltage required for the phase difference to reach r is
called the half-wave voltage. The half-wave voltage of commonly used crystals is in
the order of 3-10 kV.
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(b) Transverse Pockels effect

In transverse Pockels effect, light propagates in the x” direction perpendicular to the
z-axis of the electric field. The linearly polarized light beams vibrating along the
two principal vibration directions z and y” have different propagation speeds. From
Eqg. (3.3), it can be seen that the phase difference produced after passing through a
crystal with a length of [ is [6]

2 2 T 4
$ = T(”x’ - nz)l = T|no - ne|l + Xngy63Ezl

—2 ( )1—2 | 14+ =nd lU (3.5)
= —(Mny —n = —|n, — N, —n — s .
A ¢ A A ”y63h

where £ is the crystal thickness in the direction of electric field, and U is the applied
voltage. The transverse electro-optic effect of the KDP crystal causes the phase differ-
ence of light wave passing through the crystal, including two items: The first is the
phase delay caused by the natural birefringence of the crystal, which is independent
of the applied electric field. The second is the phase delay caused by the applied
electric field, which is related to the applied voltage U and the crystal size (//h).
Thus, the half-wave voltage can be reduced by appropriate selection of the crystal
size.

(2) Kerr effect (quadratic electro-optic effect)

When a linearly polarized light passes through the crystal in the direction perpen-
dicular to the electric field, it is decomposed into two linearly polarized lights that
vibrate along and perpendicular to the electric field, respectively. The phase delay
of the two linearly polarized lights is proportional to the square of the electric field
intensity [7], which is called the Kerr effect:

U2
6 = 2Kl (3.6)

where K is the Kerr constant of matter, 4 is the distance between plates, [ is the length
of light passing through the medium, and U is the applied voltage. The half-wave
voltage of Kerr response is generally of magnitude of tens of thousands of volts.

3.2.1.2 Electro-Optic Intensity Modulation

The intensity of light can be controlled by the electro-optic effect of the crystal.
Figure 3.2a is a schematic diagram of a typical electro-optic intensity modulation
device. It consists of two polarizers with vertical polarization direction and a uniaxial
electro-optic crystal placed between them. The vibration direction of the polarizer is
parallel to the x- and y-axis.
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Fig. 3.2 Schematic diagram of light intensity modulation device: a light intensity modulator and
b polarizer

When an electric field is applied along the z-axis direction on the electro-optic
crystal, the induced birefringence axis generated by the electro-optic effect forms a
45° angle with the axis. Assuming that x’ is the fast axis and y’ the slow axis, if the
voltage applied to the electro-optic crystal at a certain time is U, the amplitude of the
electric vector of the linearly polarized laser in the x direction incident on the crystal
is E, and the amplitudes of the electric vectors decomposed on x” and y’ axes are E,/
and E, . After passing through the crystal, the electric vector amplitudes along the
x" and y" axes are both Ey = E = (+v/2/2)E. At the same time, the two polarized
lights vibrating in x" and y’ directions produce a phase difference as expressed by
Eq. (3.8).

The two linearly polarized lights emitted from the crystal are then analyzed by
a polarizer whose vibration direction is parallel to the y-axis. The resulting light
amplitudes (see Fig. 3.2b) are E, and E},, respectively, where E,, = E,, = E/2.
Thus, the phase difference between them is (§ 4+ ). The combined amplitude of
these two vibrations is [7]

E? = Ef/y + E)z) + 2EyEyy, cos(8 + )
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1 1
= A—L(E2 +E?) — EEZ cosé

1
= EE (1 —cosé). (3.7)

Since the light intensity is proportional to the square of the amplitude, assuming
that the scale coefficient is 1, the light intensity passing through the polarizer can be
written as [7]

1) 1)
[ = E'? = E’sin® 5= Iy sin® .
Namely,

3
I = Ipsin? 0¥ 1 (3.8)

When the voltage U applied to the crystal changes, the light intensity passing
through the polarizer also changes. A part of the [/l ~ U curve and the working
situation of the light emphasis system is shown in Fig. 3.2. To select the working
point in middle of the curve, a DC bias half-wave voltage U, > is usually applied
to the modulation crystal. Alternatively, it is more convenient to insert a A /4 wave
plate in the device (see the dotted line in Fig. 3.2a) to add a fixed phase difference
of /2 between the vibration components along x’ and y’. Then, if the applied signal
voltage is a sinusoidal voltage (smaller voltage amplitude), U = U, sin wt, the
output light intensity is approximately sinusoidal. This result can be expressed as
follows. Because of the additional fixed position difference 7 /2, § in Eq. (3.8) should
be replaced by A =6 + /2 as [7]

.zA .2 Y 7TU0 .
I = [ysin E:Iosm Z+5U_Slnwt

1 U,
=1 E|:1 + sin(nU—: sin wt>:| (3.9)

In general, Uy << U,, the sine function can be expanded into series, and the first
term can be obtained approximately as [7]

1 b g Uo .
I/lh = - + —— sinwt. (3.10)
22U,

The relative light intensity remains a sine function of angular frequency w, which
is a linear copy of the modulation voltage, to achieve light intensity modulation.
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3.2.1.3 Electro-Optic Phase Modulation

Consider the phase modulation device shown in Fig. 3.3. Assuming that the vibration
direction of the polarizer is parallel to the y'-axis of the crystal, the vibration direction
of the polarized light perpendicularly incident on the x'y’ plane of the crystal is parallel
to the y” direction. In this case, the electro-optic effect produced by the external
electric field no longer modulates the light intensity but changes the phase of the
polarized light. After applying an electric field, the light whose vibration direction
is parallel to the y’-axis of the crystal passes through the crystal with a length of /,
and its phase increases to [7]

2 n(3)

If the sinusoidal modulation electric field E, = E,, sin w,,t is applied to the crystal
(where E,, and w,, are the amplitude and angular frequency of the modulation field,
respectively), and amplitude of the field vector of the light at the input surface of the
crystal (z = 0) is U;;, = A cos wt, then the amplitude of the field vector at the output
surface (z = 1) can be written as [7]

2 3
Uy = A cos |:a)t n Tﬂ <n0 ¥ "—;mEZ) 1] (3.12)

Using the sinusoidal modulated electric field and omitting the constant term,
Eq. (3.12) is rewritten as [7]

Ui, = Acos(wt + Mp sin w,,t). (3.13)

Here, Mp = ”Tnay@Eml is called phase modulation degree. It can be seen from
Eq. (3.13) that the phase of the output field is modulated by the electric field with

modulation degree of Mp and angular frequency of w,,.

Viberation direction /

\
 —— —_ z e —
\
Polarizer — @
Yy

Fig. 3.3 Schematic diagram of phase modulation [7]
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3.2.2 Acousto-Optic Modulation

The acousto-optic modulation [8, 9] is a type of modulation method that uses acousto-
optic effect of acousto-optic medium to make diffraction intensity, frequency, and
direction change regularly with acoustic wave intensity. Its physical basis is the
acousto-optic effect.

3.2.2.1 Acousto-Optic Effect

When an ultrasonic wave passes through a medium, elastic strain will be produced due
to local compression and elongation of the medium. The strain changes periodically
with time and space. When light passes through a medium disturbed by an ultrasonic
wave, diffraction will occur. The intensity, frequency, and direction of the diffracted
light will change with the change of the ultrasonic field. This phenomenon s called the
acousto-optic effect. Raman—Nath diffraction and Bragg diffraction are two common
acousto-optic effects. The parameters to measure these two types of diffraction are [6]

A
Q=2rL. (3.14)

where L is the length of acousto-optic interaction, A is the wavelength of light passing
through the acousto-optic medium, and X, is the ultrasonic wavelength. When Q <
0.3, itis the Raman—Nath diffraction, and when Q < 4, itis the Bragg diffraction. In

the middle zone of 0.3 < Q < 4, the diffraction phenomenon is more complicated,
and ordinary acousto-optic devices do not work in this range [6].

3.2.2.2 Raman-Nath Diffraction

As shown in Fig. 3.4, when the ultrasonic frequency is low and the incident light
wave parallel to the acoustic wave surface (i.e., perpendicular to the propagation
direction of the acoustic field), the length of the acousto-optic interaction is short,
and the change of the refractive index can be ignored. Then, the acousto-optic
medium can be regarded as a relatively static “plane phase grating”. The speed
of sound is much smaller than the speed of light, and the length of a sound wave is
much greater than that of a light wave. Therefore, when a light wave passes through
the medium in parallel, the wave front of the light passing through the denser part
(with a larger refractive index) will lag, while the wave front passing through the
sparser part (with a smaller refractive index) will advance. Thus, the wave front of
a plane wave passing through acousto-optic medium appears as a concave-convex
phenomenon and becomes a wrinkle surface. The secondary waves emitted by the
sub-wave sources on the outgoing wave front will interfere coherently to form multi-
level diffracted light symmetrically distributed with the incident direction, which is
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called the Raman—Nath diffraction. The diffraction angle of diffracted light 6 at all
levels satisfies the following relationship [6]:

Agsind =mA m=0,%x1,£2... (3.15)

In diffraction, maximum points associated with m = 0, £1, £2... exist on both
sides of the incident light, and the diffracted light will produce a Doppler effect
for the moving acoustic wave. Thus, the frequency of the response light wave is
o, w £ w;, o £ 20y, . .. where the zeroth order diffracted light is an extension of the
incident light. The extreme light intensity corresponding to the mth order diffraction
is [6]

L, = LJ2(5), (3.16)

where [; is the incident light intensity, § = 27 (An)L represents the additional phase
shift caused by the change of the refractive index after the light passes through the
acousto-optic medium, and J,,(8) is the Bessel function of the mth order.

3.2.2.3 Bragg Diffraction

When the frequency of an acoustic wave is high, the working length of the acoustic
wave is large, and the incident angle between the beam and the acoustic wave surface
is oblique, a light wave in the medium will propagate through multiple acoustic wave
planes, and the medium has the “volume grating” property. As shown in Fig. 3.5, when
the angle between the incident light and the acoustic surface meets certain conditions,
the diffracted light at all levels in the medium will interfere with each other, and the
diffracted light of higher order will cancel each other. Only the diffraction light of
order 0, +1, or —1 (depending on the direction of the incident light) will appear.
This is referred to as the Bragg diffraction. If suitable parameters can be selected and
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Fig. 3.5 Bragg diffraction [6, 10]

the ultrasonic field is strong enough, almost all energy of the incident light will be
transferred to the diffraction maximum of 41 or — 1st order. In this way, the energy of
the beam will be fully utilized, and the acousto-optic devices made using the Bragg
diffraction effect can achieve higher efficiency.

It can be proved that the frequency of the + 1 order diffraction light of the Bragg
diffraction is w2, and the corresponding zeroth and first order diffraction intensities

are [6]:
8
Iy=1; COSZ(E)

8
I =1, sin2<§>, (3.17)

where § is the additional phase shift caused by the change of refractive index after light
passes through the acousto-optic medium. It is shown that Iy = I} when §/2 = 7 /2.
This indicates that the incident power can be converted into the first order diffraction
power by properly controlling the incident ultrasonic power.

3.2.2.4 Acousto-Optic Modulation

Acousto-optic modulation is a physical process in which the information is loaded
onto an optical frequency carrier by using acousto-optic effect. The modulation
signal acts on the electroacoustic transducer in the form of amplitude modulation of
electrical signal. The electroacoustic transducer converts the corresponding electrical
signal into a variable ultrasonic field. When the light wave passes through the acousto-
optic medium, the optical carrier is modulated and becomes an intensity modulated
wave carrying information. There are two types of acousto-optic modulators. The
Raman-Nath acousto-optic modulator is characterized by a working acoustic source
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with frequency of less than 10 MHz, and thus is limited to low frequency operation
and narrow bandwidth. The Bragg acousto-optic modulator is characterized by high
diffraction efficiency and wide modulation bandwidth.

3.2.3 Magneto-Optic Modulation

The magneto-optic modulation [10] is a type of modulation method that uses the
magneto-optic effect of magneto-optic medium to change the polarization direction
of linearly polarized light and uses the relative position of polarizer and analyzer
to detect the change of light intensity. Its physical basis is the magneto-optic effect
[6, 11].

3.2.3.1 Magneto-Optic Effect

In 1811, during the study on the birefringence characteristics of a quartz crystal,
Arago found that when a beam of linearly polarized light propagates along the optical
axis of a quartz crystal, its vibration plane will turn an angle relative to the original
direction, as shown in Fig. 3.6. Because the quartz crystal is a uniaxial crystal, light
will not be birefringent when it propagates along the optical axis. Therefore, the
phenomenon discovered by Arago was a new phenomenon called optical rotation
[10, 12].

In 1846, Faraday discovered that under the action of a magnetic field, a non-
rotatory medium also produces optical rotation, which can make the vibrating surface
of linearly polarized light rotate. This is the Faraday effect. The structure of the device
for observing the Faraday effect is shown in Fig. 3.7. Both ends of a glass rod are
polished and placed into the magnetic field of a solenoid. In addition, polarizers P1
and P2 are added to make the beam pass through the polarizer along the magnetic

Optical axis

Fig. 3.6 Optical rotations [10]
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Fig. 3.7 Faraday effect [6, 10]

field direction. The direction of the light vector will rotate, and the rotation angle can
be measured by the polarizer.

Later, Verdet studied the Faraday effect and found that the rotation angle of the
light vibration plane 6 can be expressed as

0 = VBI, (3.18)

where V is a constant related to the properties of the matter called Verdet constant, B
is the magnetic induction, and / is the length of the light passing through the matter.

3.2.3.2 Magneto-Optic Modulation

The principle of magneto-optic modulation [13] is shown in Fig. 3.8. When there is no
modulation signal, there is no external magnetic field in the magneto-optic material.
According to Marius’ law [6, 7, 10], the intensity of the light beam transmitted from
the polarizer is Iy, and the intensity of the light emitted by the analyzer is

I1=1 cos’ a, (3.19)
A B '
{7 45
- (M
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Polarizer Modulated signal ~ Analyzer

Fig. 3.8 Schematic diagram of magneto-optic modulation
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where o is the angle between the polarizer and the optical axis of the polarizer.
When the two optical axes are parallel (@ = 0), the passing light intensity is the
maximum; when the optical axes of the two polarizers are perpendicular to each
other (¢ = m/2), the passing light intensity is zero (extinction). When the modulated
AC signal is added to the magnetizing coil outside the magneto-optic material, the
alternating magnetic field generated causes the vibration surface of light to rotate
alternately by angles of size 6. The output light intensity is

I = Iycos*(a + 6). (3.20)

When « is constant, the output light intensity only varies with 6. Because of the
Faraday effect, the signal current makes the rotation of the optical vibration surface
into the intensity modulation of light, so information transmission can be performed
by using this phenomenon.

3.3 Reverse Modulation

“Passive modulation technology,” also known as reverse modulation technology,
uses the method of changing the reverse echo power for modulation, eliminating
the tracking and pointing system of the traditional optical wireless communication
system and making the system application more flexible [14]. The cat’s eye reverse
modulator is a reverse modulation device designed based on the principle of the
cat’s eye effect. By combining a reflection modulation device and cat’s eye structure,
the echo power of the incident light irradiated to the cat’s eye structure can be
modulated by changing the defocus of the modulation device to achieve the purpose
of communication.

3.3.1 Cat’s Eye Effect

The cat’s eyes look very bright in the dark because the incident light from the light
source is focused on the fundus through the cat’s pupil. The reflection of the fundus
causes the light beam to return along its original path. The reflected light is projected
into the eye of the observer, and the cat’s eye looks brighter [15-17].

As shown in Fig. 3.9, the working principle of the cat’s eye structure model is as
follows. A beam of light parallel to the cat’s eye structure converges at the focal plane
through the action of the focusing lens L into a point at the focus F. It is assumed
that the plane mirror is located at the focal plane, and the converging beam returns
along the original optical path after being reflected by the reflector at the focal plane.
Therefore, the light transmitter is the same as the light receiver. The focusing lens L.
can be regarded as the entrance and exit pupil of the cat’s eye structure. The plane
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Fig. 3.9 Physical model of cat’s eye structure

mirror is located at the focal plane of the focusing lens. The working process is
analyzed as follows.

The Fourier transform model of cat’s eye effect is shown in Fig. 3.10 [18, 19],
where O is the object plane, T is the transformation plane, / is the image plane,
(' ¥) (u, v), and (x/, ¥') are the spatial coordinates of the three planes, and 7y (x, y)
and 77 (u, v) represent the optical amplitude transmissivity of the object plane and
transformation plane, respectively. Finally, f represents the focal length of the lens,
and F represents the Fourier transform. Denoting the amplitude of the initial incident
light field by Ay, the amplitude distribution on the object plane is

Up(x,y) = Aolo(x, y). (3.21)

Let the amplitude transmissivity on the transformation plane T be f; = p (0< p <
1; this is the optical reflectivity on the photosensitive surface). The complex amplitude
distribution U; (x', y') on the image plane I can be considered as having undergone two
Fraunhofer diffractions, and the transformation of the complex amplitude is a Fourier
transform. Thus, the complex amplitude distribution on the image plane I is [20]

M
I S

»
-

— ) || ) | =

v |
0 T I
(x,|y) I (u, v) ! (CIS )
<+ (—»

Fig. 3.10 Fourier transform model of cat’s eye effect
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+00 "
- - —1
U,y = // / / Agpto(x,y) exp{T[u(x +x)+v(y+))] }dudvdxdy,

Ui, y) = pAoto(—x', —y').
That is,
Ur(x,y) = pUp(—x, —). (3.22)

It can be seen from Eq. (3.22) that the output image is exactly the same as the input
image, and the negative sign in the formula represents the inversion of the image.
This shows that the light returns along the original path, and only the amplitude
decreases 0 < p < 1.

The cat’s eye structure is often used as a retroreflector. In combination with a
suitable modulation device, a reverse modulator can be formed. Because the cat’s eye
structure reverse modulator is passively controlled by the light source, only when the
light source irradiates the cat’s eye structure will the incident light be reflected back
to the light source along the original path. In the process of reflection, the reflected
light is modulated, and useful information is carried back to the light source; this is
also called passive modulation.

3.3.2 Principle of Reverse Modulation

Defocusing can be divided into forward and backward defocusing. When the reflec-
tion at the focal plane moves towards the lens, it is called forward defocusing, and
vice versa.

As shown in Fig. 3.11 [21, 22], the aperture of the focusing lens is D, the focal
length is f, and the defocusing amount is d. The output beam is limited to a certain
aperture and angle range: if beyond this range, some light will not be able to exit the
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D | ‘
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Fig. 3.11 Forward defocus (a) and backward defocus (b)



98 3 Modulation, Demodulation, and Coding

optical system. We call these the effective aperture D’ and divergence angle 6 of
defocusing.
For forward defocusing, the effective aperture is

, —2d
D :f—D d<<f), (3.23)
f
and the divergence angle is
_,dD
0, = 21g lf_z‘ (3.24)
For backward defocusing, the effective aperture is
D = f D(d << f), (3.25)
f+2D
and the divergence angle is
_, dD
Oy =2t ———. (3.26)
f(f+2d)

It can be seen from Egs. (3.23) and (3.25) that the defocusing amount of reflector
is inversely proportional to the effective aperture of the cat’s eye.

Suppose that the laser transmitting power is p;,, the effective receiving area is A,,
the distance between the target and the laser transmitting receiver is r, the divergence
angle of the beam is 6y, the effective cross-sectional area of the cat’s eye optical
system is Ay, the reflection coefficient is p;, the atmospheric transmittance is 7, and
the transmittance of the receiving optical system is 7,. Then the reflected echo power
of the cat’s eye target received by the receiver is

167,7,A,A; 05

327
m26562r* G20

Pr =Dt

By introducing A, = w(D/2)?, Ay = m(D’'/2)?, and Egs. (3.23)—(3.26) into
Eq. (3.27), the reflected power of the cat’s eye target can be simplified as

f4D2

- 3.28
403dr* ( )

Pr = DP1TaTrPs

According to Eq. (3.28), the reflected power of cat’s eye reverse modulator is
related to many factors of the system. It is directly proportional to the fourth power
of the lens focal length and the square of the lens diameter and inversely proportional
to the square of the defocusing amount and the fourth power of the distance between
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the transmitter and the modulation end. When the structural parameters f and D
and the distance r between the transmitter and the modulator are fixed, the variable
defocus is the most ideal and easiest to realize parameter for modulating the reflected
power.

When the mirror is in the focal plane, the incident beam will return to the original
path strictly, but it will diverge when out of focus. A modulating retroreflector (MRR)
is a method to modulate the reflected light power by adjusting the defocusing amount
of the cat’s eye structure. The relationship between the defocusing state of the cat’s
eye reverse modulator and the output power of MRR is shown in Fig. 3.12. The change
of power is directly reflected in the change of signal amplitude at the receiving end,
which is convenient for the extraction and identification of the signal.
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Fig. 3.12 Defocusing principle of the cat’s eye effect: a diagram of the cat’s eye effect defocusing
principle and b defocusing distance and power curve
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Fig. 3.13 Diagram of modulating retroreflector system

3.3.3 Cat’s Eye Reverse Modulation System

The MRR system consists of two unequal terminals [23-25]: the active and passive
terminals. A schematic diagram of an MRR system is shown in Fig. 3.13. The active
end is the transmitting/receiving terminal of traditional free-space optical communi-
cation (FSO) and includes the laser transmitting, laser receiving, signal processing,
and control systems. The passive end is the reverse modulation terminal and includes
the MRR, information acquisition, signal processing, and control systems; the MRR
system includes modulator and retroreflector.

The working process of MRR FSO system is as follows. The transmit-
ting/receiving terminal aims at the reverse modulation terminal through the control
system and emits a laser beam. The reverse modulation terminal receives the inci-
dent beam by adjusting the angle and position of the controller. When the reverse
modulation terminal detects the incident beam, the signal processing system loads
the modulation signal to the modulator and modulates the incident light through
the change of the modulator state. Then, the reverse reflector returns the modulated
beam to the transmitter. The transmitter/receiver obtains the modulated optical signal
through the receiving system, converts the optical signal into electrical signal, and
finally processes the signal by the signal processing system to demodulate the useful
signal.

3.4 Pulse-Like Position Modulation

3.4.1 Pulse-Like Position Modulation

Pulse-like position modulation is a general term of pulse position modulation and
includes on—off keying (OOK), pulse position modulation (PPM), digital pulse
interval modulation (DPIM), and dual-header pulse interval modulation (DHPIM).
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These modulation methods use the time interval between the optical pulse and the
reference point as the information carrier for information transmission. The infor-
mation receiver determines the transmitted information by the position of the optical
pulse during a certain period of time; this is referred to as pulse-like position modu-
lation. OOK, PPM, and multichannel subcarrier modulation are the modulation
methods for intensity modulation/direct detection in the atmospheric optical wireless
communication system. Among them, OOK modulation has higher average transmit
power, whereas PPM has a reduced average transmit power but increased band-
width requirement. The symbol structure, bandwidth requirement, average transmit
power, slot error rate, and channel capacity of the mentioned modulation methods
are systematically analyzed as follows [26-30].

34.1.1 Symbol Structure of Pulse-Like Position Modulation

The OOK modulation is the most widely used and the simplest modulation method
in intensity modulation/direct detection system. It uses the presence or absence of
optical pulse to transmit information. When an optical pulse in a time slot is detected,
transmission information of “1” is recorded; no optical pulse means transmission
information of “0”.

PPM maps a group of n-bit binary data into a single pulse signal in a time
slot composed of 2" time slots, where the pulse position is the decimal number
corresponding to the binary data.

Multi-pulse position modulation (MPPM) maps the binary data of length M
into a symbol of optical pulse, which appears simultaneously in P time slots of
an information frame with n time slots; M, n, and P satisfy C}, > 2™

Differential pulse position modulation (DPPM) removes “0” after “1” based on
PPM, so its symbol length is not fixed.

Dual duration PPM is an improved form of PPM. The symbol lengthis 2" ~! 4o —1
time slots, and k is the decimal number corresponding to the binary data. If k < 2M~1,
the pulse is located at the (k + 1)-th time slot, and the pulse width in time slots is
a/2.Ifk > 2M~1 the pulse is located at the (k + 1)-th time slot, and the pulse width
in time slots is c.

Dual amplitude PPM uses dual amplitude signals to distinguish the first and second
halves of the information. If k < 2!, the pulse amplitude is A, and 2 ~! time slots
behind the PPM mapping are removed. If k > 2~ the pulse amplitude is BA,
and 2~ time slots in front of the PPM mapping are removed. The pulse position
modulation mode is the same as that of PPM.

Shorten pulse position modulation divides binary data into two parts: the first
bit and last (M — 1) bits. Specifically, the first bit remains unchanged, and the
last (M — 1) bits are modulated according to the mapping method of the PPM
mode. Then the two parts of the data are combined as the modulated data. During
demodulation, the two parts of the information are demodulated separately.

Separated double PPM (SDPPM) is based on MPPM and improved with 2 pulses.
Assuming that the length of each symbol is N, the number of pulse combinations is CI%, .
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To avoid inter-symbol interference, the combination of continuous pulses is removed
when selecting the pulse combination. Therefore, the number of pulse combinations
available for selection is Cf,_l — (N — 2) satisfying CZ%,_ — N =2)> oM

Pulse interval modulation (PIM) uses the space time slot interval between adja-
cent optical pulses to represent the transmitted information. The pulse position in
the modulation symbol is fixed at the initial position of the symbol, which is called
the starting pulse. It is followed by several protection time slots and K space time
slots representing the transmitted information. Here, K is the decimal number corre-
sponding to the transmitted binary data. DPIM is a type of PIM, and its symbol
structure is approximately the same as that of PIM. When the receiver demodulates
the DPIM, symbol synchronization is not required.

DHPIM is an improved form of PIM, with a more complex modulation structure.
In DHPIM, each symbol consists of a header slot and subsequent empty slots. The
header slot is fixed as « + 1 time slots (« is a positive integer), and two cases can
occur: if k < 2M~1, the head time slot is (a/2) pulse time slots plus (a/2 + 1)
time slots for the protection slot; the number of subsequent empty time slots is k,
indicating the information to be transmitted. If ¥ > 2™ ~!, the head time slot is «
pulse time slot and a guard time slot, and the number of subsequent empty time slots
is M — 1 —k).

Dual pulse interval modulation (DPPIM) uses a fixed start pulse, a variable marker
pulse, and the time interval between the start pulse and the marker pulse to mark the
transmitted information. The start pulse width is fixed to one time slot, and the marker
pulse change is as follows: if k < 2M~!, the marker pulse width is & time slots, and
the number of empty time slots between the start pulse and marker pulse is k —2¥ 1,
Finally, a number of empty time slots are added after the marker pulse to ensure that
the length of the DPPIM symbol is fixed.

The symbol of dual amplitude pulse interval modulation consists of a start pulse,
a guard slot, and m empty slots. The amplitude of the start pulse changes as follows:
if k < 2M~!  the amplitude of the start pulse is A, and the number of information
slots is m = k; if k > 2M~! the amplitude of the start pulse is SA (B is a positive
number), and the number of information slots is m = k — 2¥ 1.

In fixed length digital pulse interval modulation (FDPIM), each symbol consists
of a single time slot pulse fixed at the start position, a guard time slot, an information
time slot, a double time slot as the marker pulse, and subsequent (2 — k) empty time
slots. The first empty time slot after the pulse is marked as the guard time slot. The
other empty time slots do not indicate any information: they ensure a fixed symbol
length.

The symbol length of fixed length dual amplitude PIM is fixed to (2¥ + 3) time
slots. The symbol structure is similar to that of FDPIM, except that the amplitudes of
the start pulse and marker pulse in this modulation method are A and BA, respectively,
and each pulse is a single time slot. Taking the number of modulation bits M =4 as an
example, the symbol structure of various modulation methods is shown in Fig. 3.14.
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Fig. 3.14 The signal structure of various modulation modes with M = 4

3.4.1.2 Performance Analysis of Several Modulation Methods

OOK modulation is commonly used in optical wireless communication systems.
Because of its anti-interference inability and low power utilization, PPM, DPIM,
DHPIM, and other modulation methods have been proposed [31, 32].
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(1) Average symbol length

The symbol length of each modulation mode refers to the number of time slots in
an information frame. Some of the symbol lengths of the modulation methods are
fixed, and some of them vary depending on the transmission data.

According to the symbol structure of the types of pulse-like position modulation,
the average symbol length can be obtained, as shown in Table 3.1.

The symbol lengths of MPPM and SDPPM satisfy Ci,,, > 2M and C2_| — (ns —
2) > 2M, respectively, where M represents the number of information bits, T’
represents the slot width, and « represents the pulse width parameter.

(2) Bandwidth requirements and utilization

The optical wireless communication system requires a certain bandwidth to transmit
information, and the smaller the bandwidth the better. Assuming that the transmission
rate of the source is R, bit/s, the pulse width duty cycle is 1, and each symbol sends
M bits of information, the bandwidth of each modulation method can be estimated as
the reciprocal of the slot width. The bandwidth requirements of various modulation
methods are shown in Table 3.2.

Table 3.1 Average symbol length

Modulation mode OOK PPM DPPM

Average symbol length MT, oM (2M + I)TS /2
Modulation mode DPIM DAPPM DPPIM
Average symbol length | (2M 4 3)T,/2 oM =1 @M= 4 )T
Modulation mode FDPIM DHPIM SPPM

Average symbol length | (2M + 3)7; @'+ 20+ 1)Ty/2 | (M1 4 )T
Modulation mode DAPIM FDPIM DDPPM
Average symbol length (ZM*I + 3)TS/2 (2M + 4) T (2Mf1 +o— I)Ts
Table 3.2 Bandwidth requirements

Modulation mode OOK PPM DPPM
Bandwidth requirements Ry %BO(}K ZZITHBOOK
Modulation mode DPIM DHPIM DDPPM
Bandwidth requirements 2[;/IT+:§B()0K %Boo[( 2M:;#BOOK
Modulation mode DPPIM DAPPM DAPIM
Bandwidth requirements 21‘2-1&20; Book 21‘;471 Book 2M£ A;H Book
Modulation mode SPPM FDPIM FDAPIM
. . M—1 M M

Bandwidth requirements 2 M“ Book ZM—“BOOK ZM—“BOOK
Modulation mode MPPM

Bandwidth requirements %BOOK
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The bandwidth utilization can be defined as n = R,/B, and the bandwidth
utilization of various modulation methods can be obtained as shown in Table 3.3.

The bandwidth utilizations of SDPPM and MPPM are expressed in the same way,
both are M/n, except that n of the former satisfies C,f_l —(n—2)>2" andn of the
latter satisfies C5 > 2M

(3) Average transmit power

In atmospheric laser communication, the pulse-like position modulation method can
be considered to send “1” and “0” sequences with an equal probability. Power P, is
needed when sending “1”, and no power is needed when sending “0”, so the average
transmission power can be determined as P,,. = p1p.. The average transmit power
of various modulation methods is shown in Table 3.4.

D. Channel capacity

Channel capacity is the maximum information rate that the channel can transmit
without errors. According to the relationship between the average received optical
power and the average transmit power Pg(h) = Pr(nA/ AL)%h, the telecommunica-
tion noise ratio at the receiving end is y (h) = n?>P2R(nA/AL)*h*/20?, and the
average channel capacity under different turbulence channels is as follows.

Weak turbulence:

B ? 22p2R / nANA (1nh+02/2)2
<c>:7/m A <'L> ) texp| ———m—t |an. (3.29)
In2-0+/27 ; 20 AL 20

Moderate strong turbulence:

(€)

_ Bt i 8CPINR (m)“
T 2In2-7T(@IB) **\ o2(p)’

Table 3.3 Bandwidth utilization

Modulation mode OOK PPM DPPM

Bandwidth utilization | 1 M j2M 2M/(2M + 1)
Modulation mode DPIM DHPIM DDPPM

Bandwidth utilization 2M/(2M + 3) azM/(ZM*l + 20 + 1) otM/(ZM + 20 — 2)
Modulation mode DPPIM DAPPM DAPIM

Bandwidth utilization | oM /(2™ +2a) | M /2M7! 2M /(2M~1 4 3)
Modulation mode SPPM FDPIM FDAPIM
Bandwidth utilization |M/(2M~'+1) |M/(2M +4) M /(2" +3)
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Table 3.4 Average transmit

power

Strong turbulence:

(€)

B .24
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~ 27In2l(a) &2

Modulation OOK PPM DPPM
mode
Average L £ 2M/(2M +1)
transmit power
Modulation DPIM DHPIM | DDPPM
mode
- 1
Averag.e ﬁPC M 2M-! ﬁPc
transmit power
Modulation DPPIM DAPPM | DAPIM
mode
Average aM /(2" +2a) | M /2171 | P,
transmit power
Modulation SPPM FDPIM FDAPIM
mode
1
transmit power
Modulation SDPPM MPPM
mode
2

Averag.e =P %PC
transmit power

2p2,2 4
o SEEIR (BA) L e (3.31)

a’o? AL ) 110455540 '

n

3.4.2 Synchronization Technology

3.4.2.1 Frame and Super Frame

As shown in Fig. 3.15, the beginning of a super frame is a synchronization header
to ensure information synchronization. Each frame contains several information
segments. Protection time slot can be included to prevent laser overload; in some

lasers, protection time slot is not required.

3.4.2.2 Frame Synchronization

To correctly demodulate the information in the PPM frame, the information frame
of the receiver must be strictly synchronized in time. Figure 3.16 is the schematic
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Fig. 3.15 Super frame structure of pulse position modulation
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Fig. 3.16 Diagram of receiver composition

diagram of the receiver composition. After the optical pulse signal passes through
the atmospheric channel, the noise is superimposed, and the signal amplitude is
attenuated. Thus, the signal output by the avalanche photodiode is first processed by
the preprocessor. The splitter sends the filtered signals to the demodulation detec-
tion unit, the time slot synchronization unit, and the frame synchronization unit,
respectively.

3.4.2.3 Time Slot Synchronization

The protection time slot of PPM signal is half of the frame period. Regardless of the
PPM pulse time slot, the position of the leading edge of the pulse in the time slot
remains unchanged, which satisfies the condition for using digital phase-locked loop
(DPLL) to extract the synchronization signal. The block diagram of the time slot
synchronization subsystem is shown in Fig. 3.17. The signal output is first sent to the
amplitude comparator by the splitter to remove the noise with small amplitude. The
width comparator can remove the narrow pulse noise signal, and the pulse extension
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Fig. 3.17 Time slot synchronization

adjusts the duty cycle of the signal to 50%; then, the level signal is output. Then,
after AD sampling, the analog signal is converted to digital signal, and then sent to
the digital phase-locked loop to extract the synchronized time slot clock [33].

3.5 Direct Drive of Light Source

Direct modulation of the light source requires injecting the signal to be transmitted
into the semiconductor laser. By changing some parameters of the laser, the output
light wave changes with the modulation signal to achieve the modulation purpose
of changing the laser output characteristics. A typical circuit is shown in Fig. 3.18,
where the signal input terminal is a single-ended input.

The working process of the circuit s as follows. The AD8138 is used to convert the
input single-ended electrical signal to a differential signal. The MAX9375 adjusts the
differential signal to a proper range and outputs it to the MAX3738. The MAX3738
drives the laser with current under the action of the input differential signal and sends
the light waves with signals.
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Fig. 3.18 Direct modulation drive circuit
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3.5.1 Single-Ended to Differential Converter

When transmitted at a high rate, the signal in differential form is more stable than
that in single-ended form, and most devices, such as MAX3738, use differential
input and output when transmitting signals. The differential working condition is
that two signals of equal amplitude, opposite phase, and centered on an appropriate
common-mode voltage drive IN+ and IN— at the same time. The ideal way to drive the
MAX3738 differentially is to use a differential amplifier such as the AD8138, which
can be used for single-ended to differential amplifiers or differential to differential
amplifiers. Moreover, it provides common-mode level conversion. The AD8138 and
its peripheral circuits [34] are shown in Fig. 3.19.

An AD8138uses 5 V dual power supply with the main working process as follows.
The chip has a dual-end input, +IN is connected to input single-ended signal, —IN is
grounded, and two outputs are obtained through operational amplifier, where one is an
in-phase output and the other is inverted output. Thus, a pair of signals with the same
amplitude and opposite phase are obtained. This process converts the single-ended
signal into a differential signal, which facilitates the laser driver unit.

The AD8138 has a unique feature of internal feedback that provides output gain
and phase balance to suppress even-order harmonics. It uses two feedback loops to
control the differential output voltage and common-mode output voltage, respec-
tively. The differential feedback set by the external resistor controls the differential
output voltage, and the common-mode feedback controls the common-mode output
voltage, which can be adjusted by applying voltage on the VOCM pin. A small
resistor is connected in series to the output to prevent high-frequency ringing in the
impulse response [34].
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Fig. 3.19 ADB8138 and its peripheral circuits
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Fig. 3.20 MAXO9375 and its Vee Vce
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3.5.2 Level Adjustment

The single-ended electrical signal is converted to a pair of differential signals through
the AD8138, but the level of the converted signal does not meet the requirements of the
laser driver, namely the MAX3738. Therefore, the level of the obtained differential
signal must be adjusted to meet the input signal level required by the MAX3738.
Thus, MAX9375 is used to complete such a process. The MAX9375 and its peripheral
circuits [35] are shown in Fig. 3.20.

The chip accepts multiple types of input level and converts to low voltage positive
emitter coupled logic (LVPECL) level signal output. With the operating frequency
of up to 2 GHz, the clock jitter is very small, and it has a temperature compensation
network. There are two levels of operational amplifiers with the same working prin-
ciple inside the chip, both of which have one in-phase input and output; the other
input and output are inverted. After the adjustment of the two operational amplifiers,
the LVPECL level signal is output.

3.5.3 Laser Driver

The laser driver (MAX3738) is the core of the entire drive circuit. It converts the
input voltage signal into a current signal and drives the laser to emit light, thereby
transmitting the signal. A typical application circuit [36] with MAX3738 is shown
in Fig. 3.21.

As shown in Fig. 3.22, the MAX3738 comprises three parts: high-speed modu-
lation driver, bias current unit with extinction ratio control, and protection circuit.
The MAX3738 adopts automatic power control working mode. Data is input from
IN— and IN+ terminals. After processing by input buffer circuit and data channel,
the output of differential pair modulator is controlled to realize the modulation. For
input from IN+, Q2 is enabled and opened so that current flows through the LD and
light is emitted. The transistor is then driven by the input signal after data buffer and
switch. The modulated signal is output from OUT— and OUT+ to drive an external
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Fig. 3.21 MAX3738 and its peripheral circuits
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Fig. 3.22 High-speed modulation drive circuit inside a chip

laser tube. In this way, the required information can be modulated onto the laser
beam for transmission. In contrast, for input from IN—, Q1 is enabled and opened,
and the LD does not emit light or emits weak light [29]. When the output power
changes, the feedback signal is input from the MD terminal. The extinction ratio
control circuit automatically controls the stability of the output optical power by
adjusting the modulation current and the bias current change. When the temperature
change exceeds the threshold, the temperature compensation circuit takes effect. The
current is modulated to maintain power stability. When the circuit breaks down or
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other unexpected situations occur, the safety circuit is activated, the SHUTDOWN
terminal outputs a control signal to turn off the laser tube output, and the TX_FAULT
terminal outputs an alarm signal.

The MAX3738 receives differential input signals, provides a wide modulation
current range (up to when AC coupling) and a high bias current range, making it suit-
able for driving Fabry—Perot/distributed feedback in optical module laser. According
to the different connection methods of the laser and MAX3738, the laser drive inter-
face can be divided into three modes: DC coupling, AC coupling, and differential
drive.

(1) DC coupling

The basic connection of the DC coupling output network is shown in Fig. 3.23. It
has fewer peripheral components and can provide a maximum modulation current
of 60 mA.

(2) AC coupling

The basic connection of the AC coupling output network is shown in Fig. 3.24. The
circuit will filter out the DC component and change the average value to zero [37].
The AC coupled output configuration can make the MAX3738 output a maximum
modulation current of 85 mA.

For AC coupling, R) is used to divert the modulation current from the laser to
reduce the total AC load impedance. The resistance value after connecting in series
with the laser is connected in parallel. The total resistance should be approximately
15 ohms (MAX3738 is optimized for driving 15-2 loads). AC coupling is suitable
for driving vertical cavity surface emitting (VCSEL) lasers.
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(3) Differential drive mode

The differential drive mode must use AC coupled output. The configuration is divided
into inductive pull-up and capacitive pull-up. The basic connections are shown in
Figs. 3.25 and 3.26. The inductive pull-up type is very similar to the capacitive pull-
up type. The main difference is whether the pull-up element on the OUT pin of
the MAX3738 chip is resistive or capacitive. Inductive pull-up can provide greater
modulation current than capacitive pull-up, whereas resistive pull-up requires fewer
inductive components than capacitive pull-up and provides back matching [38].
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Fig. 3.25 Inductance pull-up
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3.5.4 Principle of Optical Feedback

Since the threshold current of the laser will change with the influence of temperature
and components, the output power of the laser working under a given bias current
will drop. To maintain constant output power of the optical transmitter, the automatic
power control circuit of the laser can be used. The structure block diagram of the
commonly used automatic power control principle [31] is shown in Fig. 3.27.

An important part of the structure is the optical feedback. The component for
optical power measurement in Fig. 3.27 is a PIN photodetector encapsulated in a
laser. It detects the change of the output optical power from the back light of the laser
and turns it into an electrical signal through photoelectric conversion. The function
of the power deviation detection circuit is to amplify the weak electrical signal output
by the PIN, as the equivalent signal of the laser output optical power. This is sent to
the input of the comparison integrating amplifier and compared with the reference
level to adjust the DC bias of the laser current.

The principle of negative feedback control is as follows [39]. When the output
optical power of the laser decreases, the output current of the PIN detector decreases,

Drive signal Lioh .| Back light detection | Power deviation
- ieht source d PIN "] Detection
/
A
Bias current | Comparison Reference
driver A Amplifier D

Fig. 3.27 Structure of an automatic power control
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causing the level of the inverting input terminal of the comparison amplifier to drop.
Because the reference level does not change, the output level of the comparison
amplifier rises, and the base input current of the drive transistor increases, thereby
increasing the DC bias current of the laser. Finally, the output optical power of
the laser can be rebounded in time to achieve the purpose of stabilizing the output
optical power of the LD. Conversely, when the output power of the laser increases, the
PIN detection output current increases, and the level of the inverting input terminal
of the comparison amplifier increases, resulting in a drop of the output level of
the comparison amplifier. The output current of the base of the driving transistor
decreases so that the DC bias current of the laser is reduced, and finally the output
optical power of the laser is reduced.

The MAX3738 laser driver integrates an automatic power control module, which
adjusts the average power to keep the laser coupled to the photodiode current
constant and compensates for the modulation current to keep the peak power constant
throughout the effective life and temperature range.

3.6 Subcarrier Intensity Modulation

The baseband signal is modulated onto an electric carrier, and the electric signal is
used to modulate the intensity of the light source. The electric carrier is called a
subcarrier. At the receiving end, the electric carrier containing the baseband signal
is recovered through optical detection and then restored to the baseband signal.
Since this modulation modulates the light intensity, it is called subcarrier intensity
modulation. There are two types of carriers: an optical carrier and electric signal
carrier (called subcarrier). A block diagram of the subcarrier intensity modulation
optical wireless communication system is shown in Fig. 3.28.
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modulator modulator
antenna
Atmospheric
channel
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Sink | Electrical | Optical recI:: ileiarll
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Fig. 3.28 Subcarrier modulation optical wireless communication system
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3.6.1 Subcarrier Intensity Modulation

PSK modulation can be divided into binary PSK (BPSK) and multiple PSK (MPSK).
In the binary modulation technology, the carrier phase has only two values of “0”
and “n”, which correspond to the “0” and “1” of the modulation signal, respectively.
When sending a “1” symbol, a carrier with a starting phase of w is transmitted.
When sending a “0” symbol, a carrier with a starting phase of 0 is transmitted.
After level conversion, the binary modulation signal represented by “0” and “1”
becomes a bipolar non-return-to-zero signal represented by “—1” and “1”, which is
then multiplied by the carrier to form a 2PSK signal.

In MPSK, the most commonly used modulation is quadrature phase-shift keying
(QPSK), which can be regarded as a composition of two 2PSK modulators. The input
serial binary information sequence is converted into two-way rate halved sequence
after serial-parallel conversion. The level converter generates bipolar two-level
signals 1(¢) and Q(¢), respectively, and then the carriers A cos 2rf.t and A sin 27t
are modulated. After their addition, the QPSK signal is obtained.

In the subcarrier modulation system, it is assumed that the radio frequency subcar-
rier signal after pre-modulating the source is used to modulate the intensity of the
laser light emitted by the laser. For MPSK subcarrier modulation, after serial—parallel
conversion, one symbol is converted into in-phase branch data /, and quadrature
branch data Q at a time and the amplitude is. According to the data of channels /
and Q, it can be mapped to the corresponding phase; because the subcarrier signal
is a sinusoidal signal with positive and negative signals, it must be injected into the
laser as a drive current after adding a DC bias. In the N-channel subcarrier intensity
modulated FSO system:

N
m(t) =Y m(). (3.32)
i=1

The radio frequency subcarrier modulation signal can be expressed as

m;(1) = g(O)aic cos(weit + ¢;) + g(D)ais sin(weit + ¢;), (3.33)

where g(t) is the pulse shaping function, and carrier frequency and phase are
{wei, goi}ﬁvz |- When the receiver adopts direct detection, the light intensity signal is
photoelectrically converted into a current signal (¢):

1(t) = RAD[1 + Em@®)] + n(0), (3.34)

where R is the photoelectric conversion constant, and & = |m(¢)/(ip — iy)| is the
optical modulation index.
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3.6.2 BPSK Subcarrier Modulation

Binary phase-shift keying (BPSK) is a phase modulation method that switches the
carrier phase between two different values based on the two levels of the digital
baseband signal. Usually, the phase difference between the two carriers is m radians,
so it is sometimes called inverted keying PSK. Take binary phase modulation as an
example. When the symbol is “0”, the modulated carrier is in phase with the unmod-
ulated carrier; when the symbol is “1”, the modulated carrier is in phase with the
unmodulated carrier. After modulation, the carrier phase difference for symbols “1”
and “0” is w. For the light intensity modulation/direct detection (IM/DD) commu-
nication system, the light intensity P(¢) received by the receiver can be expressed
as

P(t) = A[D)Py(1) + n(1), (3.35)

where P,(t) represents the light intensity emitted by the transmitter, and n(¢) repre-
sents the noise of the receiver. For the subcarrier BPSK modulation system, the light
intensity emitted by the optical transmitter is

s(6) = 1 4 E[5:(1) cos w1 — 5,(t) sin 1] (3.36)

where s;(1) = ng(t —JjTy)cos ®; is the in-phase signal, and s,(f) =
Zj g(t — jT,) sin ®; is the orthogonal signal; & is the modulation index, 0 < m <1,
®; is the j-th phase, g(¢) is the gate pulse, and 7§ is the symbol time. The light
intensity received by the receiver is

max

P(t) = PTA(I){l + &[s5:(2) cos wet — 54(1) sinw,t]}. (3.37)

After passing through the photodetector, the output electrical signal is

PmaxR
2
+ n;(t) cos wct — ny(t) sinw,t, (3.38)

I1(t) =

A1+ &[s5:(t) cos w .t — 54(1) sinw,t]}

where R is the photoelectric conversion constant, and 7;(t) and n,(t) are Gaussian
white noise with variance o,

In the subcarrier modulation system, the same optical power is required for trans-
mission as in the OOK system discussed in the previous section, and the power

spectral density of the signal received by the receiver is [40]:

B(f —fo) + B(f +fo) +N(f —J) +NF +fo)
2 2 ’

I(f) =A() + (3.39)
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where B(f) = A(f) % Z(f ). The slow fading channel depends on the DC component
A(f). If the carrier frequency f, is high enough, assuming that f, > B4 + Bp and o f;
is the intermediate frequency, B, is the single-sideband bandwidth of A(f), and Bp
is the single-sideband bandwidth of B(f). The first term in Eq. (3.39) can be filtered
out by the band-pass filter in the receiver. The filtered signal passes through coherent
demodulation for carrier phase recovery, and then through a low-pass filter to filter
out high-frequency components to obtain the in-phase signal of the output signal:

PmaxR
ri() = ——EADsi(1) + ni(0), (3.40)
and quadrature signal:
PmaxR
ri(t) = > EA(D)s4(1) + ny(2). (3.41)

If the subcarrier modulation scheme is BPSK, the atmospheric fading effect is
not considered, and the channel is Gaussian distribution, then the bit error rate of the
system can be expressed as

P. = 0(V2SNR), (3.42)

where SNR = w. If the atmospheric fading effect is considered, the

demodulated signal is ’

PmaxR
r(t) = T[EA(I)S(I) + n(1)]/2. (3.43)

Assuming equal probability of transmitting “0” code and “1” code, namely, p(1) =
p(0) = 0.5, the bit error rate of BPSK optical wireless communication system is

P =p(p(r|1) +pO)p(r|0). (3.44)

(1) In the case of weak turbulence, the light intensity fluctuation A(¢) obeys
the log-normal distribution. For BPSK subcarrier modulation, the conditional
probability density function p(r|x) of the received signal is:

— 2 — 2
) oo ) expl [ 4+ Gt ar = 4

2moi0, 2(,12 202
PU) =1 o : ; (3.45)

p(=07/2) 0 | In?x | (ErtD) _

BB 0 hexpl—[ s+ G [Jar x =0,

For BPSK modulation, the decision threshold value is 0. Bringing Eq. (3.44) into
Eq. (3.45), the following results can be obtained:
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X
)Q(—)dx (3.46)

P, — exp(—o; /2)/‘ ln

(2) When the light intensity fluctuation A (¢) obeys the gamma-gamma distribution,
the conditional probability density function p(r|x) of the received signal for
BPSK subcarrier modulation is [41]:

00 a4p 5
2 (B apt o= _
o) ﬁmgr(a)r(m( é)g’ 2 Ka—ﬂ(2 3 )eXp{ [ %07 ]}dtx_+1
p(rlx) = % wis ;
2 (e, apt _| e+ _
ﬁnagr(a)r(,s)( & )o£’ 2 Ka—ﬂ(z £ )CXP{ [ 2”3 “dtx_o,

(3.47)

The bit error rate can be obtained by introducing Eq. (3.47) into Eq. (3.44):

_ @ [
P, = F(a)F(ﬂ) K, _ 5(2\/a,3x)erfc(

d. 3.48
fag> x. (3.48)

3.6.3 FSK Subcarrier Modulation

FSK modulation can be divided into two types according to whether the phase is
continuous: the firstis the discontinuous phase FSK modulation according to the input
data bits (0 and 1) and switch between two independent oscillators. The phase of the
waveform generated by this method is discontinuous at the moment of switching. The
second is the continuous phase FSK signal, whose power spectral density function
fades according to the negative fourth power of the frequency offset.

If the phase is discontinuous, the power spectral density function decays according
to the negative quadratic power of frequency offset. The time domain expression of
binary FSK signal is [42]

earsk (t) = b(t) cos(wit + @1) + b(t) cos(wat + g2), (3.49)

where b(¢) is the baseband signal with the expression:

o0

bty =) aug(t—nTy) an:{

n=—0oQ

0, probability P

3.50
1, probability 1 — P (3.50)

The intensity of the laser emission is
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oo [e¢]
SO =1+ ) ang@t—nT)cos(@it + )+ ) Tug(t —nTy) cos(at + ¢2).
n=—0oo n=—0oo
(3.51)
Without loss of generality, let
oo [e.¢]
SO =1+ Y aglt—nTy)cos@n) + Y Gug(t —nTy)cos@nn);  (3.52)
n=—0oo n=—o0o
then, the received signal is
r(t) =A@t) + Z ang(t — nTy)A(u, t) cos(wt)
n=—o00
o0
+ ) @t — nT)A(u, 1) cos(wnt) + n(t). (3.53)

The first term of Eq. (3.53) can be filtered by a band-pass filter, and the received
signal is

r0) =Y agt = nT)Au. 1) cos(ir)
+ Y @t — nT)A(u. 1) cos(wat) + n(t) (3.54)

If the synchronous detection method is used and the symbol sent at time (0, 7)
is “1”, the waveform of the two signals sent to the sampling arbiter for comparison
at this time is

{xl(t) =A@) +n (1) (3.55)

X2 (1) = na (1),

where n(t) and n,(t) are normal random variables with variance agz, sampling value

x1(t) = A(t) 4+ ny(¢) is a normal random variable with mean value A(¢) and variance
a;, and sampling value x,(#) = n,(¢) is a normal random variable with mean value
of 0 and variance of ogz. Since x| < x, the “1” code will be wrongly determined as
the “0” code at this time, and the error probability P,; at this time is (here A() is
replaced by a)

P =pl1 <x) =plla+m) <ml=pla+n —n <0). (3.56)
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Let z = a + ny + np, where z is a normal random variable with a mean value of
a and variance of azz; az2 = 26g2, so the probability density function p(z) of z is

1 z—a)?] 1 (z — a)? 357
”(Z)‘me"p[‘ 207 }_Zﬁog B I

The probability density function of A(f) is

1 et
p@) = me oo (3.58)
According to Egs. (3.57) and (3.58), the joint probability density function is
exp(—07/2) [ 1 n’x  (r—x)?
p(rls)) = W 2 exp:— |:T‘[2 + Go? ] }dx. (3.59)

Since the probabilities of transmitted “0” being judged as “1” and transmitted “1”
being judged as “0” are equal, the bit error rates in these two cases are the same. Let
P(0) = 0.5 to obtain the total bit error rate:

1 ( 012> /O‘o 1 ( lnzx)Q X i (3.60)
. = exp| —— —exp| ——— — |dx. .
p V2mo; P 2 / x2 P 20’12 \/zag

3.6.4 Intermodulation Distortion and Carrier-to-Noise Ratio

The nonlinearity of laser is the nonlinearity of the modulation response. In LD modu-
lation system, we analyze the rate equation using the Bessel function method and
solve for the intermodulation distortion. Since the transmission bandwidth is one
octave, the second-order intermodulation distortion can be ignored. Here, we only
consider the third-order intermodulation distortion.

The variance of the third-order intermodulation distortion [43] is

1
T3 = 3—2(an)2m6(N21 + Nin), (3.61)

where 7 is the responsivity, P, is the average received optical power, N; and Ny is
the number of 3rd-order intermodulation products, and wy + w, — @; and 2w, — wy
meet the bandwidth requirements in one octave.
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The injection current of the rate equation is taken as the sum of subcarriers with
equal amplitude and bandwidth [44]

N
P(t) = Prexp (m Z cos(wpt + ¢, (t))) , (3.62)

n=1

where Pr is the average transmitted optical power, and m is the optical modulation
index. The output light intensity can be expressed as:

1(1) = I[1 + mx(t) + axm®x*(t) + - - - am'x (1) + - - - ], (3.63)

where {a,};2, is the nonlinear coeffi