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Chapter 1
Optical Wireless Communication System

Optical wireless communication (OWC) shares the advantage of large communica-
tion capacity with microwave wireless and optical fiber communications, without the
requirements of optical fiber cable installation or spectrum license. In this chapter, the
system model and basic concepts of optical wireless communication are introduced.

1.1 System Model of Optical Wireless Communication

An optical wireless communication terminal comprises an optical antenna (tele-
scope), laser transceiver, signal processing unit, and acquiring, pointing, and tracking
(APT) system. Usually, a laser diode (LD) or light emitting diode (LED) is adopted
as the light source in the transmitter, while a positive-intrinsic-negative (PIN) diode
or avalanche photodiode (APD) is adopted as the detector in the receiver. The model
of an optical wireless communication system is shown in Fig. 1.1.

1.1.1 Transmitter

In a transmitter, an optical carrier is modulated by a certain form of information, such
as time-varyingwaveforms and digital symbols, generated by the information source.
Then, the carrier (called light beam or light field) is emitted into the atmosphere or
free space. The transmitter comprises source coding, channel coding, modulation,
optical signal amplifier, and transmitting antenna.

Channel coding is an insertion of some redundant symbols to the source data
stream, which facilitates error detection and correction at the receiver end. With
a fundamental task to reduce the bit error rate and increase the reliability of the
communication, channel coding results in a reduction in the data transmission rate
due to the addition of redundancy.
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Fig. 1.1 Model of optical wireless communication

Modulation is a process of signal transformation. It changes certain characteristics
of the optical signal, such as the amplitude, frequency, and phase, according to the
characteristics of the encoded signal, and these changes happen in a regular way
determined by the source signal itself. Thus, the relevant information of the source
signal is successfully carried by the optical signal.

Modulation can be divided into two categories: active and passive. Modulation is
considered active if the light source and the modulation process are co-located at the
transmitter end, and modulation is passive if the modulated signal is generated on the
other side of the light source; this is also known as reverse modulation. In contrast,
modulating the laser power supply refers to direct modulation, whereas modulating
the beam emitted by the laser is called indirect, or external, modulation.

If the required communication distance is large and the optical power directly
output by the laser is insufficient, an optical amplifier is used to amplify the optical
signal. Optical amplifiers include semiconductor optical and optical fiber amplifiers.

The transmitting antenna has several configurations, such as multi-antenna
transmit/reception and single antenna transmit/reception. Herein, multi-antenna
transmit/reception can effectively suppress the influence of atmospheric turbulence.

1.1.2 Receiver

The receiver comprises receiving antenna for optical signal collection, spatial light-
fiber coupling unit, preamplifier, detector, demodulator, etc.

The optical signals sent by the transmitter are first collected by the receiving
antenna, and then the light in free space is coupled into the optical fiber by the
spatial light-fiber coupling unit. The optical fiber detector performs photoelectric
conversion. Energy loss occurs in the process of coupling optical signals into the
optical fiber.

Under certain circumstances, the signal coupled into the optical fiber is very
weak, and it must be pre-amplified by an optical amplifier, the preamplifier, before
the photoelectric conversion process.
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Signal detection includes direct detection by a detector, spatial light-fiber coupling
detection, distributed detection, and coherent detection. Here, direct detection means
that the optical detector directly receives the optical signal collected by the antenna.
Spatial light-fiber coupling detection means that the spatial light is coupled into the
optical fiber, and the signal in the optical fiber is detected by the photo detector.
Owing to the small dimensions of the optical fiber, small photosensitive area of the
photoelectric converter, and small optical signal intensity required, the signal can be
detected with high rate and sensitivity by coupling the spatial light into the optical
fiber.

1.1.3 Channel

Wireless optical channels can be divided into atmospheric, indoor, ultraviolet light
scattering, and underwater channels. The atmospheric channel is the most compli-
cated because of the inevitable impacts of atmospheric turbulence and complicated
meteorological conditions on the wireless optical channel. The channel transfer
function can be expressed as

H( f ) = HT ( f )Hc( f )Hr ( f ), (1.1)

where HT ( f ), Hc( f ), and Hr ( f ) represent the transfer function of the transmitter,
channel, and receiver, respectively. The corresponding expression in time domain is

h(t) = hT (t)hc(t)hr (t), (1.2)

where hT (t), hc(t), and hr (t) represent the unit impulse response of the transmitter,
channel, and receiver, respectively. The channel model is shown in Fig. 1.2.

The signal input to the demodulator can be expressed as

r(t) = A(t)[s(t) ∗ h(t)] + n(t), (1.3)

Modulation Channel transfer
function h(t) Demodulation

Channel attenuation A(t)

Additive noise and interference

Fig. 1.2 Channel model
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where A(t) represents the fading of the channel, s(t) is the output of the modulator,
and * denotes the convolution operation. For atmospheric laser communication, A(t)
results fromatmospheric turbulence. For non-line of sight ultraviolet communication,
A(t) is primarily causedby single andmultiple scattering of atmosphericmolecules to
the ultraviolet light. Finally, for indoor visible light communication, A(t) is primarily
caused by reflection in the indoor environment.

Without channel fading, the received signal can be expressed as

r(t) = s(t) + n(t), (1.4)

where n(t) ∼ N (0, σ 2) is the white noise in additive Gaussian distribution, which
generally represents the electronic noise of the receiver detector and its auxiliary
circuit.

1.2 Laser Light Source

LD is a solid-state semiconductor device that can directly convert electrical energy
into light. Other lasers, such as gas and liquid lasers, can also be used as light sources,
but semiconductor lasers are the most common.

1.2.1 Principles of a Laser Diode

LD is a light emitting device that uses semiconductor material as its working mate-
rial. The working materials commonly used include cadmium sulfide (CdS), gallium
arsenide (GaAs), indiumphosphide (InP), and zinc sulfide (ZnS).The specificprocess
of generating the laser will be different depending on the structure of the working
material. There are three types of excitation methods: electron beam excitation, elec-
trical injection, and optical pumping. Semiconductor lasers can be divided into single
heterojunction, double heterojunction, and homojunction lasers. Homojunction and
single heterojunction lasers are mostly pulsed devices at room temperature, whereas
double heterojunction lasers can achieve continuous operation at room tempera-
ture. The basic structure of a semiconductor laser comprises a double heterojunction
planar strip structure, as shown in Fig. 1.3. The so-called heterojunction refers to a
PN junction (may also be a P–P or N–N junction) composed of two semiconductor
materials with different band gap widths. An ordinary PN junction is also called a
homojunction.

Population inversion is a premise of laser production.Theprobability of stimulated
radiation between two energy levels is related to the difference in the number of
particles between the two energy levels. Usually, the number of atoms at the low
energy level (E1) is greater than the number of atoms at the high energy level (E2).
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Fig. 1.3 Basic structure of a laser diode bar with double heterojunction plane

In this case, no laser light is generated. To generate laser, the number of atoms at
the high energy level (E2) must be greater than that at the low energy level (E1)
because stimulated radiation, which leads to light enhancement (known as optical
amplification), occurs when a large number of atoms are at the high energy level (E2).
To achieve this goal, a large number of atoms in the ground state must be excited to
the metastable state (E2), so that the number of atoms in the high energy level (E2)
greatly exceeds the number of atoms in the low energy level (E1). Thus, population
inversion is achieved between the two energy levels.

Under certain conditions, the gain medium, resonant cavity, and pump source are
essential to generate laser. HomojunctionLD requires a heavily doped semiconductor
material with a “direct band gap”. As the electron transitions from the conduction
band to the valence band, the dominant stimulated radiation makes the emitted light
laser. Due to the heavy doping, the active region of the degenerate semiconductor
has a weak ability to bind electrons and holes, and a large injection current density is
required to achieve population inversion. Therefore, it is difficult to achieve contin-
uous operation at room temperature than at low temperatures. To lower the current
density threshold, single and double heterojunction semiconductor lasers have been
studied. The band gap difference of different semiconductor materials causes the
refractive index of the active region to be higher than that of the adjacent medium;
therefore, photons are also confined in the active region. The confinement of carriers
and photons causes the threshold current density of the laser to drop significantly,
thus achieving continuous operation at room temperature.
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1.2.2 Characteristics of a Laser Diode

LD is a device in which a certain semiconductor material is used as working mate-
rial to produce stimulated emission. The working principle is to realize population
inversion for non-equilibrium carriers between the energy bands of semiconductor
material (conduction and valence bands) or between the energy bands of semicon-
ductor material and the energy levels of impurity (acceptor or donor) through certain
excitation methods. When a large number of electrons and holes in a population
inversion state recombine, stimulated radiation occurs.

In general, there are three excitation methods for semiconductor lasers: elec-
trical injection, optical pumping, and high-energy electron beam excitation. Elec-
trical injection semiconductor lasers are generally semiconductor junction diodes
made of gallium arsenide (GaAs), cadmium sulfide (CdS), indium phosphide (InP),
zinc sulfide (ZnS), etc., and are biased in the forward direction. Current is injected to
excite and generate stimulated emission in the junction plane area. Optical pumped
semiconductor lasers generally adopt N- or P-type semiconductor single crystals
(e.g., GaAS, InAs, and InSb) as working materials and use laser from other lasers
as the light pump excitation source. High-energy electron beam-excited semicon-
ductor lasers adopt N- or P-type semiconductor single crystals (e.g., PbS, CdS, and
ZhO) as working materials and are excited by external injection of high-energy elec-
tron beams. The LD is a threshold device: when the injection current is less than the
threshold, the gain of the resonant cavity is not high enough to overcome the loss, and
the population inversion cannot be realized in the active area. Spontaneous emission
is dominant, and ordinary fluorescence is emitted, similar to LED. As the injected
current increases and reaches the threshold, population inversion is realized in the
active area. Stimulated radiation is dominant, and a sharp-spectrum laser with a clear
pattern is thus emitted. Semiconductor lasers are very sensitive to temperature, and
their output power varies considerably with temperature. The main reason is that
the external differential quantum efficiency and threshold current of semiconductor
lasers vary with temperature.

LD is a type of laser device that uses semiconductor material as the working
material. In addition to the common characteristics of lasers, it has the following
features: small size, low weight, low driving power and current, high efficiency,
long operating life, direct electrical modulation, and easy integration with various
optoelectronic devices.

1.2.3 Nonlinearity Correction

The laser is a nonlinear device with threshold characteristics. The nonlinearity will
produce harmonic distortion under the excitation of the modulation signal.
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Fig. 1.4 Influence of laser nonlinearity on subcarrier modulation

1.2.3.1 Effect of Static Nonlinearity on Subcarrier Modulation

The I-L characteristic curve using the relationship between the input current and
the output optical power can be used to characterize the nonlinear distortion of the
laser. As shown in Fig. 1.4, nonlinear distortion can be simply summarized as a
distortion-free signal; the output response signal produces waveform distortion in
the time domain, and new harmonic components appear in the frequency domain.

1.2.3.2 Pre-distortion Compensation of I-L Characteristic

We assume that the relationship between the laser output optical power and the drive
current is

P = a0 + a1 I + a2 I
2 + a3 I

3 (1.5)

and the pre-distortion signal generated by the pre-distorter is

I ′ = b2 I
2 + b3 I

3, (1.6)

The basic principle of the pre-distortion can be described as follows. When the
signal voltage increases, the pre-distortion model of the laser front end makes a fast
increase in the current through the laser. It also cancels out the nonlinear distortion
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Fig. 1.5 Pre-distortion of I-L characteristic

caused by the smaller increase in optical power compared with the increase in the
current. Through the joint action of the pre-distortion model and the laser, the linear
relationship between the output optical power and the input current is maintained.

As shown in Fig. 1.5, the original input signal is separated into three channels by
the coupler: themain channel (processing the fundamental wave component) and two
secondary channels (processing the second and third-order distortion components).
Assuming that the gains of the two sub-channels are the same, the pre-distorter can
be regarded as the signal generated by the sub-channel. The main channel directly
enters the combiner through time delay, and the secondary channel is output by the
combiner after passing through the attenuator, inverter, and filter. At this time, the
output three-way composite signal is passed through the laser, and the output optical
power of the laser changes to

P ′=
3∑

m=1

am(α I − β I ′)m =
3∑

m=1

am

(
α I − β

3∑

n=2

bn I
n

)m

. (1.7)

Equation (1.7) can be expanded as power series

P ′ =
3∑

m=1

Dm I
m, (1.8)

where

D1 = αa1, (1.9)

D2 = α2a2 − βa1b2, (1.10)

D3 = α3a3 − βa1b3 − 2αβa2b2. (1.11)

From Eqs. (1.9)–(1.11), it can be calculated that the condition for eliminating the
second-order nonlinear distortion is
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β = α2a2
a1b2

, (1.12)

and the condition for eliminating the third-order nonlinear distortion is

β = α3a3
a1b3 + 2αa2b2

. (1.13)

The condition to simultaneously eliminate the second- and third-order nonlinear
distortions is

α = a1a2b3
b2(a1a3 − 2a22)

, (1.14)

where α is the gain of the main channel, and β is the gain of the secondary channel.

1.3 Device Response Characteristics

1.3.1 Response Characteristics of a Semiconductor Laser

The response characteristics of a semiconductor laser are related to its chirality
oscillation frequency, and the frequency of the chirality oscillation f0 can be obtained
from the following rate equations [1]:

dN

dt
= I

qV
− A(N − Nom)S − N

τN
, (1.15)

dS

dt
= �β

N

τN
− S

τp
+ �A(N − Nom)S, (1.16)

where N is the carrier concentration, S is the photon density, I is the current injected
into the active zone, Nom is the transparent carrier concentration, q is the electron
charge, and the volume of the active zone V = WLD. Here, W , L , and D are the
active zone width, cavity length, and thickness, respectively. Moreover, A is the gain
factor, and τp and τn are the photon and carrier lifetimes, respectively. Finally, � is
the optical confinement factor, and β is the spontaneous radiation coefficient.

With small signal modulation, the variables in Eqs. (1.15) and (1.16) can be
expressed as [2]
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⎧
⎨

⎩

I (t) = I0 + I1 exp(iωt)
N (t) = N0 + N1 exp(iωt)
S(t) = S0 + S1 exp(iωt)

(1.17)

where I0, N0, and S0 are the steady-state direct flows, and I1 exp(iωt), N1 exp(iωt),
and S1 exp(iωt) are the transient AC flows respectively.

Substituting Eq. (1.17) into Eqs. (1.15) and (1.16) and neglecting second-order
minima yields

iωN1e
iωt = I0

qV
+ I1eiωt

qV
− N0

τn
− N1eiωt

τn

−
[
AS0(N0 − Nom)

+AS1(N0 − Nom)eiωt + AN1S0e
iωt

]
, (1.18)

iωS1e
iωt = �β

N0

τn
+ �β

N1eiωt

τn
− S0

τp
− S1eiωt

τp

+ [
AS0(N0 − Nom) + AS1(N0 − Nom)eiωt + AN1S0e

iωt
]
. (1.19)

When the laser is in steady state, dS/dt = 0 and dN/dt = 0 [3]. Let Nom ≈ 0,
� ≈ 1, β ≈ 0, and A = ag/(1 + εS0), and introduce the gain saturation term [4].
Then Eqs. (1.18) and (1.19) can be simplified to obtain the laser chirality oscillation
frequency f0 as

f0 =
(

agS0
τp(1 + εS0)

)1/2

. (1.20)

It can be seen that f0 is proportional to the differential gain coefficient ag and the
steady-state photon density S0 and inversely proportional to the photon lifetime τp
and the gain saturation factor ε. The following simulation analyzes the effect of the
above factors on the response characteristics of the laser.

Figures 1.6 and 1.7 show the impulse response and frequency response of the
laser at different bias currents I0(S0). I0 is set to 40, 50, 60, and 70 mA, respectively,
and the initial conditions are ε = 1 × 10−25, R = 0.3, and ag = 1.4 × 10−12.

As can be seen from Fig. 1.6, when the bias current I0 is increased, the chirality
oscillation frequency increases, the chirality oscillation amplitude decreases, and the
pulse waveform distortion is significantly improved. It can be seen from Fig. 1.7
that by increasing the bias current I0, the chirality oscillation frequency f0 can be
increased, thus increasing the modulation bandwidth of the laser.

Figures 1.8 and 1.9 show the impulse and frequency response curves of the laser
at different differential gain coefficients ag . I0 is set to 1.4 × 10–12, 2.4 × 10–12, 3.4
× 10–12, and 4.4 × 10–12, respectively, and the initial conditions are I0 = 40mA,
ε = 1 × 10−25, and R = 0.3.
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Fig. 1.6 Impulse response
curves at different bias
currents I0
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Fig. 1.7 Frequency
response curves at different
bias currents I0
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Fig. 1.8 Impulse response
curves for different breeze
gain coefficients ag
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Fig. 1.9 Frequency
response curves for different
breeze gain coefficients ag
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As can be seen from Fig. 1.8, by increasing the differential gain coefficient ag , the
chirality oscillation process is shortened, and the waveform distortion phenomenon
basically disappears. It can be seen from Fig. 1.9 that by increasing ag , the chirality
oscillation frequency f0 can be increased, which in turn increases the modulation
bandwidth of the laser.

Figures 1.10 and 1.11 show the impulse and frequency response curves of the
laser at different gain saturation factors ε, which is set as 1 × 10–25, 25 × 10–25,
50 × 10–25, and 100 × 10–25, respectively. The initial conditions are I0 = 40mA,
ag = 1.4 × 10−12, and R = 0.3.

As can be seen from Fig. 1.10, an increase in the gain saturation factor ε has
a damping effect on the chirality oscillation and shortens the chirality oscillation
process. Figure 1.11 shows that by increasing ε, the chirality oscillation frequency
f0 decreases and the modulation bandwidth of the laser decreases.
Figures 1.12 and 1.13 show the impulse and frequency response curves of the

laser at different reflectance values R
(
τp

)
, respectively.

Fig. 1.10 Impulse response
curves for different gain
saturation factors ε
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Fig. 1.11 Frequency
response curves for different
gain saturation factors ε

Fig. 1.12 Impulse response
curves for different
reflectivity values R
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Fig. 1.13 Frequency
response curves for different
reflectivity values R
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The initial conditions are I0 = 40mA, ag = 1.4× 10−12, and ε = 1× 10−25. As
can be seen from Fig. 1.12, by increasing the reflectivity R, the chirality oscillation
frequency decreases, the chirality oscillation amplitude increases, and the wave-
form distortion becomes increasingly severe. It can be seen from Fig. 1.13 that by
increasing R, the chirality oscillation frequency f0 decreases and the modulation
bandwidth of the laser decreases.

The above analysis shows that increasing the bias current and differential gain
coefficient and reducing the reflectivity and gain saturation factor can suppress the
pulse waveform distortion and increase the modulation bandwidth.

1.3.2 Response Characteristics of a PIN Photodetector

As shown in Fig. 1.14, the equivalent circuit model for a PIN photodetector is
modelled using Eqs. (1.21), (1.22) and (1.23), assuming that the light is incident
from the N region, considering that the I region is electrically neutral [5, 6].

Region N:

dPn
dt

= Pin(1 − r)

hv

[
1 − exp(−αnWn)

] − Pn
τp

− Ip
q

, (1.21)

Region P:

dNp

dt
= Pin(1 − r)

[
1 − exp

(−αpWp
)]

hv exp(αnWn + αiWi )
− Np

τn
− In

q
, (1.22)

Region I:

dNi

dt
= Pin(1 − r)

[
1 − exp(−αiWi )

]

hv exp(αnWn)
− Ni

τnr
− Ni

τnt
+ In

q
. (1.23)

In Eqs. (1.21), (1.22) and (1.23), Pn and Np are the total number of excess holes
and electrons in N and P region, respectively; τn and τp are the lifetimes of the
electron and hole in P and N region, respectively; In and Ip are the electron and hole
currents of minority carriers in P and N region, respective; q is the electron charge,

Fig. 1.14 One-dimensional
structure of a PIN
photodetector

wn wi wp

N PI
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Pin is the input optical power, Ni is the total number of electrons in I region, τnr is
the lifetime of electron’s recombination in I region, τnt is the electron drift velocity
in I region, r is the reflectivity; αn , αp, and αi are the light absorption coefficients of
N, P and I region, respectively; hν is the photon energy, and Wn , Wp and Wi are the
widths of N, P and I region, respectively.

To transform the parameters into circuit variables, we introduce a constant Cnc

and let [7]:

Pn = Vp

q
Cnc, Np = Vn

q
Cnc, Ni = Vi

q
Cnc. (1.24)

Then, substituting Eq. (1.24) into Eqs. (1.21), (1.22), and (1.23) and using In =
βn Pin + Vn/Rnd and Ip = βp Pin + Vp/Rpd , we obtain [8]

Pin
Vop

= Cnc
dVp

dt
+ Vp

RP
+ βp Pin + Vp

Rpd
, (1.25)

where Vop = hν

q(1−r)[1−exp(−αnWn)] , Rp = τp
Cnc

, Iop = Pin
Vop

, and Rpd =
Rp

[
ch

(
Wn/L p

) − 1
]
,

Pin
Von

= Cnc
dVn

dt
+ Vn

Rn
+ βn Pin + Vn

Rnd
, (1.26)

where Von = hν exp(αnWn+αi Wi )

q(1−r)[1−exp(−αpWp)] , Rn = τn
Cnc

, Ion = Pin
Von

, Rnd =
Rn

[
ch

(
Wp/Ln

) − 1
]
, and

Pin
Voi

+ βn Pin + Vn

Rnd
= Cnc

dVi

dt
+ Vi

Rnr
+ Vi

Rnt
, (1.27)

where Voi = hν exp(αnWn)

q(1−r)[1−exp(−αi Wi )] , Rnr = τnr
Cnc

, Rnt = τnt
Cnc

, Ioi = Pin
Voi

, Ii = Vi
Rnt

, βn and

βp are the coefficients between the incident optical power and diffusion current, Ln

and L p are the diffusion lengths of the electrons and holes, respectively.
Taking the N-I interface as an example, the current at the output is: I j = Ii + Ip,

in addition to the need to consider the chip parasitic parameters (Cc, Rc, Rd ) and
package parasitic parameters (Le, Re,Ce) within the photodetector package parasitic
parameters from the carrier and gold wire introduced during the chip packaging
process [9]. FromEqs. (1.25), (1.26) and (1.27) and the above analysis, the equivalent
circuit model of the PIN photodetector is obtained as Fig. 1.15.

The responsiveness of a PIN photodetector to a high-speed incident light signal
is characterized by the response time. The magnitude of the response time is related
to the carrier crossing time and the RC time constant in the I region [10], which are
analyzed below using the model in Fig. 1.15.
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Ioi(Vin )
Cnc Rnr Rnt

In (Vin ,Vn)

Ii

Rn Rnd 
βnPin (Vin)

Ip (Vin ,Vp) Ii(Vin ,V1)

Rd Cc

Rc Le Re
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βpPin (Vin )
Rp

Ip

Iop Ioi Ion

In

Iop(Vin )

Ion(Vin )

Vin

Rop Roi Ron 

Rpd Cnc 

Cnc

V1

Fig. 1.15 Equivalent circuit model of a PIN photodetector

Figures 1.16 and 1.17, respectively, show the impulse response and frequency
response curves of the PIN photodetector for I-zone widths Wi of 3, 10, 50, and
100 μm. Initial conditions are Rc = 10
 and A = 12 × 10−9.

It is observed that, choosing a suitable I-zone width Wi, which minimizes the
impulse response time, is an effective way to well suppress the impulse waveform
distortion and increase the frequency response bandwidth.

Figures 1.18 and 1.19 show the impulse response and frequency response curve
of the PIN photodetector for chip parasitic resistance Rc of 10, 20, 30 and 40 
,
respectively. The initial conditions are Wi = 4.2μm and A = 12 × 10−9.

Fig. 1.16 Impulse response
for different I-zone widths
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Fig. 1.17 Frequency
response for different I-zone
widths
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Fig. 1.18 Impulse response
for different parasitic
resistances

Fig. 1.19 Frequency
response for different
parasitic resistances
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It is observed that, reducing the parasitic resistance Rc and decreasing the pulse
response time is an effective way to suppress the pulse waveform distortion and
increase the frequency response bandwidth. The simulation is omitted for chip
parasitic capacitance Cc since it has a same principle as the resistor.

Figures 1.20 and 1.21 show the impulse response and frequency response curves
of a PIN photodetector for different photosensitive surfaces A. The photosensitive
surfaces A are taken as: 6 × 10−7, 12 × 10−8, 6 × 10−8, 12 × 10−9. The initial
conditions are Wi = 4.2μm, Rc = 10
.

It is observed that, reducing the photosensitive surface A is beneficial to suppress
the pulse waveform distortion and increase the frequency response bandwidth.

The above analysis indicates that by selecting a suitable I-zonewidth, reducing the
chip parasitic resistance, capacitance and photosensitive surface area can suppress
pulse waveform distortion and increase the frequency response bandwidth.

Fig. 1.20 Impulse response
at different photosensitive
surfaces
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Fig. 1.21 Frequency
response at different
photosensitive surfaces
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1.4 Surface Plasmon Polarization

Surface Plasmon Polarization (SPPs) are surface electromagnetic waves generated
by the interaction of lightwaves incident on ametal surfacewith freely vibrating elec-
trons on the metal surface [11]. The research on SPPs is increasing dramatically due
to their unique properties such as subwavelength characteristics, plasmonic waveg-
uide, and local field enhancement, all of which imply great research value. The emer-
gence of SPPs has led to new physical phenomena in nano-optoelectronic devices,
which have greatly improved performance compared to conventional optoelectronic
devices.

Two main optical properties of metal nanoparticles are used in the design struc-
ture: (1) When incident light is irradiated to metal nanoparticles, metal nanoparticles
produce significant surface plasmon effect, which in turn enhances the local equipar-
tition resonance field and eventually causes the enhancement of absorption in the
active medium. (2) When the incident light is irradiated to the metal nanoparticles,
the metal nanoparticles produce significant surface plasmon effect, which in turn
enhances the light scattering and makes the path of the incident light into the active
medium greatly increased, and finally causes the enhancement of the active medium
absorption. The designed structure is shown in Fig. 1.22. Figure 1.22a shows the
three-dimensional structure, where the substrate is a silicon photodetector (including
p, i, and n layers) structure, and the top is antireflective film SiO2 and spherical metal
Ag nanoparticle array with a periodic distribution. Here, the thickness of the antire-
flective film SiO2 is denoted by h, the thickness of the silicon substrate is denoted by

Fig. 1.22 Structure of a silicon thin-film photodetector with an array of Ag nanoparticles attached
to the surface. a Three-dimensional structure b Cross-sectional view of the mathematical model
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t, the distance between two adjacent particle spherical centers in the Ag nanoparticle
array is denoted by P, and the diameter of the spherical Ag nanoparticles is denoted
by d. Figure 1.22b shows the cross-sectional view of the 3D model in the x–z plane,
and the periodic boundary conditions (PBC) are set around the model (i.e., axial x
direction and axial y direction), and the perfectly matched layer (PML) boundary
conditions are set at the top and bottom (i.e., axial z direction). The plane wave is
incident perpendicular to the upper surface of the photodetector along the negative
direction of the axis z (i.e., the angle of incidence at this point is 0°). The incident
light source is the AM1.5 solar spectrum in the wavelength range of 400–1100 nm
[12], and the optical constants of Ag in the model are taken from reference [13].

1.4.1 Effect of Different Incident Light Directions
on the Light Absorption Performance of Silicon
Substrates

With the structure parameters P = 110 nm and d = 100 nm, when the light with
wavelength in the range of 600–800 nm is incident to the silicon thin film photode-
tector with thickness of 500 nm, the reflection efficiency, transmission efficiency and
absorption efficiency of the incident light wave are calculated as shown in Fig. 1.23.

As shown in Fig. 1.23a, b, for the presence of spherical Ag nanoparticle arrays
and anti-reflection film SiO2 on the surface of the silicon thin-film photodetector,
the values of the reflection efficiency and transmission efficiency are lower and the
corresponding values of absorption efficiency are higher. In Fig. 1.23c, d, when there
are no spherical Ag nanoparticle arrays and anti-reflective film SiO2 on the surface of
the silicon thin-film photodetector, the values of light reflection efficiency as well as
transmission efficiency are higher, and the corresponding values of light absorption
efficiency are lower. Compared with Fig. 1.23b–d, the silicon thin-film photode-
tector in Fig. 1.23a has the highest light absorption efficiency, and the photodetector
composite structure light absorption efficiency remains above 65% in the range of 0°
to 65°, which does not change significantly with the incident angle when the incident
angle exceeds 65°. Such results show that the light absorption efficiency of silicon
thin-film photodetector can be improved to a certain extent at different incidence
angles by introducing spherical Ag nanoparticle arrays and anti-reflective film SiO2

on the surface of silicon thin-film photodetector. It is also found that, compared
with bare silicon photodetector, the light absorption efficiency of silicon thin-film
photodetector can be improved up to 60% at wavelength of 700 nm with incidence
angle from 0° to 65°.
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(a) 700nmλ = (b) 800nmλ =

(c) 700nmλ = (d) 800nmλ =

Fig. 1.23 Variation of absorption efficiency, reflection efficiency and transmission efficiency with
incident angle for P = 100 nm and d = 110 nm

1.4.2 Electric Field Modulus Distribution on the x–z Cross
Section of the Photodetector

Figure 1.24 shows the electric field modulus distribution on the cross-section of
the photodetector. The angles corresponding to (a)–(d) in the figure are the incident
angles (i.e., 0°) indicated by the arrows in Fig. 1.23a–d. Figure 1.24c, d are the
electric field intensity distributions when only the silicon thin film photodetector
is available. This indicates that the majority of the incident light is reflected back.
Figure 1.24a, b show the electric field intensity distribution when the spherical metal
Ag nanoparticle array and the anti-reflective film SiO2 are added to the top of the
silicon thin film photodetector. As we can see, the electric field intensity around the
Ag nanoparticles is significantly enhanced, indicating that the metallic nanoparticles
have produced localized surface plasmon resonance. Due to the strong scattering
effect of metal nanoparticles, most of the incident light is scattered to the inside of
the silicon thin film photodetector. Compared with bare silicon photodetectors, its
reflection efficiency and transmission efficiency are significantly reduced, and the
absorption efficiency is improved. In Fig. 1.24b, the coupling efficiency between the
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Fig. 1.24 Distribution of
electric field modulus on the
cross section of the
photodetector at the angles
indicated by the arrows in
Fig. 1.15(a), (b), (c) and (d)

incident light wave and the substrate waveguide mode is relatively low, which leads
to little improvement in the light absorption efficiency of the photodetector.

1.5 Signal Detection

The detection methods of optical wireless communication are divided into two cate-
gories: intensity modulation/direct detection (as shown in Fig. 1.25) and coherent
detection. In this section, direct detection is discussed.

Fig. 1.25 Intensity modulation/direct detection



1.5 Signal Detection 23

1.5.1 Direct Detection

The photoelectric direct detection system directly incidents the light signal on the
photosensitive surface of the photo detector. The photo detector outputs the corre-
sponding current and voltage responding to the intensity (amplitude) of the incident
light radiation.Assume that the light field incident on the surface of the photo detector
is

Es(t) = A cosωt. (1.28)

The average optical power of the light field is

Ps =
→→
E2
s (t) = A2

2
, (1.29)

where
→→
E2
s (t) is the time average of E2

s (t). The output current of the photodetector is

Is = eη

2hν
A2, (1.30)

where eη
2hv is known as photoelectric conversion constant. The output power of the

photo detector is

P0 =
( eη
hv

)2
P2
s RL , (1.31)

where RL is the load resistance of the photo detector. The photocurrent is proportional
to the square of the amplitude of the optical field, and the electrical output power is
proportional to the square of the incident optical power. This is known as the square
law characteristic of the photo detector. For amplitude modulation

Es(t) = A[1 + d(t)] cosωt, (1.32)

the output current of the photo detector is

is = 1

2
αA2 + αA2d(t). (1.33)

The signal-to-noise ratio of the output signal power can be expressed as

(SNR)p =
(

ps
pn

)2

1 + 2
(

ps
pn

) , (1.34)
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where ps and pn are the signal and noise power at the output, respectively. If
ps
pn

≺≺ 1,

then (SNR)p ≈
(

ps
pn

)2
, and if ps

pn
�� 1, then (SNR)p ≈ 1

2

(
ps
pn

)
, which indicates that

the direct detection method cannot improve the input signal-to-noise ratio. The direct
detection method has been widely used for its simplicity, easy implementation, high
reliability, and low cost.

1.5.2 Direct Detection Limit

The total output power of all noises in the direct detection system is

Pno = [
i2NS + i2NB + i2ND + i2NT

] · RL , (1.35)

where i2NS, i
2
NB, i2ND are shot noises caused by signal light, background light, and

dark current, respectively, and i2NT is the sum of the load resistance and the thermal
noise of the amplifier. Then, the system output signal-to-noise ratio is

(SNR)p = (eη/hv)2P2
s

i2NS + i2NB + i2ND + i2NT

. (1.36)

When thermal noise is the main noise source of the direct detection system, the
system is limited by the thermal noise, and the signal-to-noise ratio is

(SNR)thermal = (eη/hv)2P2
s

4KT � f/RL
. (1.37)

When shot noise is much greater than thermal noise, the direct detection system
is limited by the shot noise, and the signal-to-noise ratio is

(SNR)shot = (eη/hv)2P2
s

i2NS + i2NB + i2ND

. (1.38)

When background noise is the main noise source of the direct detection system,
the system is limited by the background noise, and the signal-to-noise ratio is

(SNR)back = ηP2
s

2hv� f PB
. (1.39)

When the shot noise caused by the incident signal light is the main noise source
of the direct detection system, the system is limited by the signal noise, and the
signal-to-noise ratio is
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(SNR)limit = ηPs
2hv� f

, (1.40)

which is known as the quantum limit sensitivity of direct detection.

1.6 Optical Amplifier

As the light source is modulated directly, it is difficult to increase the modulation
speed by increasing the light source power; however, it is much easier by decreasing
the light source power at a cost of limited transmission distance due to weak signal.
As a solution to this tradeoff, an optical amplifier is used to directly amplify the
modulated optical signal to achieve the combination of high-power light source and
high modulation rate. The optical amplifier is an active device that can increase the
power of the optical signal while keeping its characteristics unchanged.

1.6.1 Classification of Optical Amplifiers

Optical amplifiers can be divided into two categories based on their different working
principles, as shown in Fig. 1.26. These are semiconductor optical amplifiers (SOAs)
and fiber amplifiers; fiber amplifiers include erbium-doped fiber amplifier (EDFA)
and praseodymium-doped fiber amplifier.

The principle of SOA is the same as that of semiconductor lasers. The phenomenon
of population inversion caused by excited transitions between energy levels is used
for optical amplification. There are two types of SOAs; one is the FP semiconductor
laser amplifier, which uses ordinary semiconductor lasers as optical amplifiers. The
other type uses coating of the two end faces of FP lasers with anti-reflection films to
eliminate reflections to obtain a broadband output with high output power and low
noise. The semiconductor optical amplifier has a gain of more than 30 dB and is

Optical amplifier 

Semiconductor optical amplifier 

Optical fiber amplifier

Rare earth doped
fiber amplifier

Nonlinear
fiber amplifier

Raman fiber amplifier

Brillouin fiber amplifier

Resonant SOA

Traveling wave SOA

Erbium-doped fiber amplifier

Pr-doped fiber amplifier

Fig. 1.26 Classification of optical amplifiers
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applicable in both windows, at 1310 and 1550 nm. It is a feasible option for optical
amplification if the gain can be maintained flat in the corresponding wavelength
range.

Because it fully utilizes the existing semiconductor laser technologies, SOA
has several advantages, such as mature production process, simple structure, small
volume, low power consumption, low cost, long life, and easy integration with other
optical devices. Moreover, the working wavelength of SOA covers 1.3–1.6 μm,
which is infeasible for EDFA or PDFA. However, the major drawbacks of SOA are
the large coupling loss with the optical fiber, sensitivity to ambient temperature, and
large noise and crosstalk. Thus, its stability is poor.

Optical fiber amplifier is a new all-optical amplifier for signal amplification.
Unlike the traditional SOAs, optical fiber amplifiers provide a “transparent” amplifi-
cation by amplifying the signal directly in an all-optical fashion without compli-
cated processes such as photoelectric and electrical-optical conversion or signal
regeneration.

1.6.2 Erbium-Doped Fiber Amplifier

1.6.2.1 Overview of EDFA

EDFA is formed by erbium-doped fiberwith a pump source. Theworkingwavelength
band of EDFA is 1530–1560 nm. EDFA can directly amplify optical signals with
several advantages, such as high gain, high output power, low noise, fast response,
and no requirements for signal encoding formats.

1.6.2.2 Basic Structure of EDFA

EDFA is primarily composed of erbium-doped fiber (EDF), pump light source,
optical coupler, isolator, and optical filter.

The structure of EDFA has the following three forms:

(1) Co-directional pumping: In the co-directional pumping scheme, the pump light
and signal light are injected into the EDF from the same end.

(2) Reverse pumping: The pump light and signal light are input to the doped fiber
from different directions, and the two are transmitted in the opposite directions
in the EDF.

(3) Bidirectional pumping: Two pump light sources are used to inject pump light
from both ends of the EDF at the same time. For the erbium ions in the EDF
to be fully excited, the pump power must be increased.
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1.6.2.3 Amplification Principle of EDFA

The basic working principle of EDFA is as follows. With the action of the pump
source, the working substance particles transition from a low energy level to a high
energy level (usually through another auxiliary energy level). Under a certain pump
intensity, the population inversion distribution is obtained, and the light amplification
effect is then generated. When the signal light in the working wavelength band is
input, it is amplified.

As illustrated in Fig. 1.27, the erbium ions in EDF have three energy levels,
where energy level 1 represents the ground state with the lowest energy; energy level
2 is a metastable state which is at an intermediate energy level; and energy level 3
represents the excited state with the highest energy.

1.6.3 Semiconductor Optical Amplifier

Generally, SOA refers to a traveling wave optical amplifier, whose working principle
is similar to that of a semiconductor laser. It has a wide working bandwidth and a
small gain. SOA is a type of optoelectronic device, in which the semiconductor gain
medium under the condition of population inversion generates stimulated radiation
and amplifies incident photons. SOA has similar advantages as semiconductor lasers,
such as small size, high efficiency, low power consumption, and easy integration with
other optoelectronic devices.

Fig. 1.27 Three-level structure of an erbium atom
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1.7 Spatial Light to Fiber Coupling Technology

The commonly used spatial light to fiber coupling methods are single lens coupling,
lens group coupling, fiber micro lens coupling, fiber array coupling, and special fiber
coupling. Coupling the spatial light into the optical fiber facilitates the application
of mature optical fiber communication technology to wireless laser communication.

1.7.1 Single Lens Coupling

The simplest system uses single lens for coupling spatial light into fiber, as shown
in Fig. 1.28.

In the wireless laser communication system, the signal light can be regarded as a
plane wave incident on the surface of a single lens after a long-distance transmission.
Under the influence of turbulence, a convergent light field with randomly distributed
wavefront is formed on the back focal plane of the lens, and the optical fiber is
placed at the focal plane of the lens to couple the signal light. From the perspective
of mode field matching, coupling is a process of matching between the optical field
distributionU (r) of the fiber end face and themode field distributionψ(r) of the fiber
end face. The coupling efficiency η is defined as the ratio between the average optical
power coupled into the fiber 〈PT 〉 and the average optical power in the receiving plane
〈Pa〉:

η = 〈PT 〉
〈Pa〉 =

〈∣∣∫
AUi (r)Um

∗(r)dr
∣∣2

〉

〈∫
A|Ui (r)|2dr

〉 , (1.41)

Fig. 1.28 Schematic diagram of coupling spatial light into a fiber with single lens
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where Ui (r) is the incident light field distribution on the receiving aperture A, and
U ∗

m(r) is the fiber mode field distribution converted to the receiving aperture A. Since
the optical systemhas the aperture limitation, theAiry disk is formed at the focal point
of the lens, and its optical field distribution is different from the Gaussian distribution
of the single-mode fiber mode field. Therefore, even if the wavefront distortion, jitter,
and flicker caused by the turbulence are not considered, the theoretical maximum
coupling efficiency of space light to single-mode fiber is 81% [14].

Since the light transmission in atmosphere is considerably affected by turbulence,
the expression of the coupling efficiency, taking into account the turbulence effects,
can use the cross-correlation light function �i (r1, r2) of the incident light field to
extend Eq. (1.42) as

ηT = 1

〈Pa〉
¨

A
�i (r1, r2)Um

∗(r1)Um (r2)dr1dr2. (1.42)

Here, the cross-correlation light function �i (r1, r2) of the incident light field
uses the weak turbulence cross-correlation function under the Kolmogorov refractive
index spectral density, and the cross-correlation function of the incident light field
can be expressed using Gaussian approximation [15]:

�i (r1, r2) = Ii exp

(
−|r1 − r2|2

ρc
2

)
, (1.43)

where Ii is the intensity of the incident light field, ρc = (
1.46C2

nk
2L

)−3/5
is the

spatial coherence length, C2
n is the atmospheric refractive index structure constant,

and L is the communication distance.
As shown in Fig. 1.28, in practice, the coupling fiber and the control servo

(including displacement and rotation) are often fixed together to form a closed-
loop control with the power detection at the back end to overcome the unstable
coupling power caused by turbulence. To address the limited shaping effect of a
single lens on the spatial light, a multi-lens system (i.e., lens group coupling), such
as the Cassegrain reentrant system shown in Fig. 1.29, can be used to shape the spatial

Cassegrain system

Optical fiber

Fig. 1.29 Schematic diagram of spatial light-lens coupling
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light. Furthermore, an aspheric lens can be used to focus plane light field distribution
to make adjustments to the Airy disk with more concentrated energy; this is called
the aspheric lens coupling system.

1.7.2 Array Coupling

As shown in Fig. 1.30, the light irradiated on theN effective array units is respectively
coupled into N discrete optical fibers of equal length, and then the fusion taper
technology is used to synthesize the optical fibers.

The incident light field changes with the communication distance and turbulence.
When a light spot completely covers the lens and lens array, for lens and lens array
with the same area, the effective unit in the array has a smaller aperture, which has
a strong inhibiting effect on turbulence. When the communication distance exceeds
a certain range, the coupling efficiency of an array will be significantly higher than
that of lens. By increasing the area of the array to suppress the spot jitter caused
by turbulence, the spatial light-fiber coupling of the array structure is suitable for
long-distance free space optical communication systems.

1.7.3 Special Fiber Coupling

There are many types of special optical fibers. Tapered fibers, self-focusing lenses,
and fibers with larger core diameters are often used in spatial light-fiber coupling
systems.Among them, the conical fiber refers to a special typeoffiberwhosediameter
changes linearly with the length of the fiber. Figure 1.31 shows the light path, where
the meridian light enters the small end from the large end of the light cone, and δ is
the taper angle of the tapered fiber. Using the principle of total reflection, the tapered
fiber can couple the spatial light of the incident light into the tapered fiber.

According to the condition of total reflection, if the incident light can be emitted
from the other end of the fiber, the fiber length must satisfy the following formula:

Fig. 1.30 Arrangement of
lens array (a) rectangular
array and (b) circular array

af
dL

dL

(a) (b)

dL

af
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Fig. 1.31 Tapered fiber coupling

l ≥ 1

2

2(a2 − a1) cos θ

a1
a2

[
1 −

(
n2
n1

)2
] 1

2

− sin θ

, (1.44)

where a2 is the radius of the small mouth, a1 is the radius of the large end, n2 is the
refractive index of the fiber sheath, n1 is the refractive index of the core, and θ is the
incident angle. Equation (1.44) shows that to condense the light of the tapered fiber,
the fiber length must exceed a certain value to achieve the coupling effect.

1.8 Optical Antenna and Telescope

An optical antenna is essentially an optical telescope. Optical telescopes comprise
the optics and the mechanical device. The optics consists primarily of the objective
lens and eyepiece of the telescope. Based on the different objective lens, telescopes
can be divided into refracting and reflecting telescopes. An objective lens, mirror, and
lens to correct the phase difference in front of it comprise a catadioptric telescope.

1.8.1 Refractor Telescope

Galilean telescope uses a lens to gather and converge light at one point to produce
an enlarged image. Since the principle that light bends when passing through glass
(lens refraction) is applied in a Galilean telescope, as shown in Fig. 1.32, it is also
known as refracting telescope.

Compared with reflecting telescopes, the refracting telescope has a better image
quality and a larger field of view. Refracting systems are mostly adopted by small
and medium-sized astronomical telescopes and used in many special instruments.



32 1 Optical Wireless Communication System

Objective Eyepiece

F1(F1)

Fig. 1.32 Galilean telescope

1.8.2 Reflecting Telescope

The objective lens of a reflecting telescope is composed of a reflecting mirror
(concave surface). Its most important feature in terms of optical performance is
that it has no chromatic aberration. When a parabolic surface is adopted in objective
lens, spherical aberration can also be eliminated. However, to reduce the influence
of other aberrations, the available field of view is small.

For reflecting telescopes, the commonly used objective lens systems include
Newtonian system, main focus system, and Cassegrain system. The first two have
only one curved mirror, called a simple objective lens system, whereas the others
have two or more curved mirrors, called complex objective lens systems. The most
famous reflection objective lens systems are the double reflection objective lens
systems, namely Cassegrain and Gregorian systems.

1.8.2.1 Cassegrain System

The Cassegrain system is composed of two mirrors, as shown in Fig. 1.33, with the
primary mirror parabolic and the secondary mirror hyperboloid. The resulting image
is inverted, and the tube length of this structure is relatively short.

Fig. 1.33 Cassegrain system

Secondary mirror

Primary mirror

F
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Fig. 1.34 Gregorian system

Secondary mirror

Primary mirror

F

1.8.2.2 Gregorian System

The Gregorian system is also composed of two reflecting surfaces, as shown in
Fig. 1.34. The primary mirror is a parabolic surface, and the secondary mirror is
replaced by an ellipsoidal surface, resulting in a positive image. This structure has a
relatively long tube.

1.8.3 Catadioptric Telescope

A telescope that uses an objective lens system inwhich light passes through a lens and
then forms images by a mirror is called a catadioptric telescope. There are two basic
types of catadioptric telescopes: Schmidt telescope and Maksutov telescope. Based
on these two types, catadioptric telescopes of the Becker, Maksutov-Cassegrain, and
super Schmidt systems are further introduced. In catadioptric telescopes, the image
is formed by a spherical mirror, and the refractor, which is used to correct spherical
aberration, is also called a correcting mirror.

1.8.3.1 Schmidt Telescope

The Schmidt telescope is composed of a spherical primary mirror and a Schmidt
correcting mirror, as shown in Fig. 1.35. The correcting mirror is a transmission
element, with a flat surface on one side and an aspheric surface on the other.

1.8.3.2 Maksutov Telescope

The Maksutov telescope consists of a spherical primary mirror and a negative
meniscus thick lens, as shown in Fig. 1.36. Since the catadioptric telescope has
a large field of view and relative aperture, it has a wide range of applications in
astronomical observations.
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Schmidt
correction mirror

Focal plane

Spherical mirror

Fig. 1.35 Catadioptric telescope

Fig. 1.36 Maksutov
telescope

F

1.8.4 Integrated Transceiver Optical Antenna

Blind areas in the reflective secondary mirror of the Maksutov antenna leads to a
decreased transmission efficiency. After the receiving and transmitting optical paths
are split by the beam splitter, a loss of efficiency occurs. Figure 1.37 illustrates an
integrated transceiver optical antenna, which uses fiber-coupled array for transmis-
sion and fiber coupling for reception. Figure 1.38 shows the distribution diagram of
light intensity emitted by this antenna.

Fig. 1.37 Integrated
transceiver optical antenna
based on Maksutov antenna

Receiver 
(Plastic fiber)

Transmitter x4
(Self-focusing lens)
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Fig. 1.38 Distribution of light intensity of integrated transceiver optical antenna

1.9 Summary and Prospects

This chapter provides a brief introduction to the optical wireless communication
system. The optical wireless communication system is composed of a transmitter,
receiver, and channel. The current optical wireless communication is primarily
point-to-point communication. By increasing the transmission power to increase
the transmission distance, the transmitting antenna is designed based on the existing
optical telescope. Future development directions include (1) investigation of point-
to-multipoint and multipoint-to-multipoint optical communication mechanisms; (2)
research on new photodetectors, especially with high sensitivity and near the
quantum limit; (3) research on the aspheric optical antenna; and (4) integrated design
optical-mechanical–electrical systems with low cost and high reliability.

1.10 Questions

1.1 What are the components of the optical wireless communication system?What
are their functions?

1.2 What are the similarities and differences betweenLEDandLD?How to correct
the nonlinear characteristics of LED and LD?

1.3 What is the principle of photodetection?
1.4 Howmany types of optical modulation technologies can be divided? What are

the characteristics of each?
1.5 What are the advantages of passive modulation?
1.6 What are the types of optical amplifiers? Briefly describe its working principle.
1.7 What is the function of spatial light-fiber coupling? What are the types of

coupling? Explain their working principles respectively.
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1.8 How many types of optical antennas can be generally divided into?
1.9 Can direct detection improve the signal-to-noise ratio of the system? Try to

analyze.

1.11 Exercises

1.1 As shown in Fig. 1.39, the fold-back Cassegrain system is widely used as
a transmitting antenna in wireless laser communication because of its long
focal length, small size, light weight and easy production. The Cassegrain
telescope generally adopts a double reflection design, which is composed of
a parabolic primary mirror, a hyperboloid secondary mirror and a correc-
tion mirror. The double-reflective structure of the system determines that the
Cassegrain system has serious optical energy loss when used as a transmitting
antenna. In order to solve the loss problem, an off-axis transmission scheme
can be used.

(1) Please draw the receiving and luminous circuit diagram of the
Cassegrain system, and try to analyze the cause of the loss.

(2) Please explain why off-axis emission can solve the problem of emission
loss and the drawbacks of this scheme, and draw the light path diagram
of off-axis emission.

1.2 Consider a Gaussian beam transmission [16] with spot radius ω(z) =
ω0

√
1 + (

λz/πω2
0

)2
at point z, where ω is the waist radius, λ is the wave-

length, z is the transmission distance. The light intensity at z is expressed as

I (z, ρ) = I0
ω2
0

ω2(z) exp
[−2ρ2/ω2(z)

]
, and the optical power received by the

antenna can be expressed as PS(z) = πη2R2
2 I (z) = 2η1η2R2

2 P1
0.865ω2(z) , where η2 is

the receiving antenna efficiency, and R2 is the receiving antenna radius. The

Fig. 1.39 Fold-back
Cassegrain system
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bit error rate of the system can be expressed as

ηBER = 1√
π

∫ ∞

s2
√
2σ

e−x2dx = 1

2
er f c

〈is〉(z)
2
√
2σ(z)

= 1

2
er f c

[
1

4

√
2Siη1η2R2

2P1π
2ω2

0

0.865� f
(
π2ω4

0 + λ2z2
)
]

From the above formula, it is easy to know that under the condition of
ignoring the influence of atmospheric factors, the bit error rate of the commu-
nication system is inversely proportional to the transmitted optical power,
the transmitting aperture radius, the receiving aperture radius, the efficiency
of the transceiver antenna, and the sensitivity of the detector, and propor-
tional to the communication distance and measurement bandwidth, namely
ηBER = ηBER(Si, R2, P1, ω0, η1, η2, z,�f).

(1) If P1= 30mW, λ = 1.55m,ω0 = 15mm, η1 = η2 = 0.7, R2 = 50mm,
� f = 3 GHz, find the bit error rate;

(2) If P1 = 3 mW and other parameters are the same as above, find the
limit communication distance.

1.3 The Cassegrain antenna has two features: (1) It has a large aperture, does
not produce chromatic aberration and has a wide band range; (2) When an
aspheric lens is used, the aberration ability is strong. Therefore, theCassegrain
antenna is often used as an optical transmitting and receiving antenna in
laser space communication [17]. Assuming that the beam transmitted by the
transmitting antenna is aGaussian beam in fundamental mode, its distribution
can be expressed by the following formula

E0(r0) =
√

2

πω2
exp

(
− r20

ω2

)
exp

(
ikr20
2R

)

where ω is the waist size and R is the curvature of the wave surface at the
antenna. the intensity distribution at the observation point (r, θ) is

I (r, θ) = k2

r2
×

∣∣∣∣∣∣∣

∫ a

b

√
2

πω2
exp

(
− r20

ω2

)
exp

(
ik
r20
2

(
1

r
+ 1

R

))

J0(kr0 sin θ)r0dr0

∣∣∣∣∣∣∣

2

where a is the radius of the antenna’s primary mirror and b is the radius of
the secondary mirror. The gain of the optical antenna is
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G(r, θ) = I (r, θ)

I0
= 8k2

ω2
×

∣∣∣∣∣∣∣

∫ a

b
exp

(
− r20

ω2

)
exp

(
ik
r20
2

(
1

r
+ 1

R

))

J0(kr0 sin θ)r0dr0

∣∣∣∣∣∣∣

2

where I0 = 1/(4πγ 2). Assuming that α = a/ω, γ = b/a and X = ka sin θ ,
then

β = (
ka2/2

)(1

r
+ 1

R

)

where α represents the ratio of the aperture of the antenna’s primary mirror
to the laser beams light waist, γ is the occlusion ratio, and X represents the
pointing angle factor of the optical antenna. Therefore, the antenna gain can
be written as

GT (α, β, γ, X) = (
4π A/λ2

)
gT (α, β, γ, X)

where A = πa2 and gT is the antenna gain efficiency factor. The available
antenna gain efficiency factor is

gT (α, β, γ, X) = 2α2 ×
∣∣∣∣
∫ 1

r2
exp(iβu) exp

(−α2u
)
J0

(
Xu1/2

)
du

∣∣∣∣
2

Try to discuss the maximum gain of the antenna and its conditions.
1.4 A Cassegrain antenna system is shown in Fig. 1.40 [18]. The antenna gain

factor is

Fig. 1.40 Cassegrain
antenna system
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gT (α, β, γ, X) = 2α2 ×
∣∣∣∣
∫ 1

r2
exp(iβu) exp

(−α2u
)
J0

(
Xu1/2

)
du

∣∣∣∣
2

where α = a/ω, γ = b/a, X = ka sin θ , β = (
ka2/2

)(
1
r + 1

R

)
, and R is

the radius of curvature of the light wave front, and k is the wave number of
the light wave. For an on-axis point with X = ka sin θ = 0, the antenna main
axis gain factor is

gT (α, β, γ, 0) =
(

2α2

β2 + α4

)
×

{
exp

(−2α2
) + exp

(−2α2γ 2
)

−2 exp
[−α2

(
γ 2 + 1

)]
cos

[
β
(
γ 2 − 1

)]
}

(1) Find the relationship between the optimal shielding ratio and the
aperture of the optical antenna system.

(2) Find the divergence angle of the far field of the beam.

1.5 Design the transmitting antennaof the opticalwireless communication system
[19]. Using Cassegrain optical antenna, the focal length of the system is
500 mm, the back intercept is 60 mm, the main lens aperture is 100 mm, and
the system field of view is 1 mrad. Try to determine the system blocking rate,
secondary mirror aperture value, primary mirror apex radius of curvature,
secondary mirror apex radius of curvature, primary mirror the eccentricity
of the secondary mirror, the eccentricity of the secondary mirror, the hollow
diameter of the primary mirror, and the distance between the vertices of the
two mirrors.

1.6 Analyze the coupling efficiency of the spatial light-fiber coupling system
when there is lateral movement under the condition of small hole coupling
[20].

1.7 A space optical coupling system [21]. The diameter of the receiving antenna
is 150 mm, the spot diameter is less than 1.5 mm, the diameter of the image
square hole is no more than 12.79°, and the working wavelength is 400–
660 nm. Try to analyze the coupling efficiency.

1.8 Assuming that the diameter of the collimated beam at the transmitting end is
10 mm, the transmission distance is 1 km, the spot radius at the receiving end
is 0.05 m, and the mode field diameter is 9 m, try to analyze the influence of
different atmospheric turbulence on the coupling efficiency [22].

1.9 The bit error rate of the optical receiver is given by the Q function [23]

BER =
∫

γ

1√
2π

e− w2

2 dw

where γ is the signal-to-noise ratio output by the receiver γ = m1−m0
σ1−σ0

, m1

represents the signal level at logic “1”, m0 represents the signal level at logic
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“0”, σ1 represents the noise level at logic “1”, and σ2 represents logic The
noise level at “0”.

(1) If the influence of thermal noise is considered, find the expression of
the bit error rate of the system.

(2) If the code interference is considered, find the expression of the system
error rate.

1.10 Find the relationship between the divergence angle of the output beam of the
semiconductor laser and the efficiency of light passing through the small hole
[24].

1.11 In the satellite optical communication system, in order to obtain an extremely
narrowbeamdivergence angle and reduce the volumeof the optical terminal, a
coaxial two-mirror reflecting telescope is generally used as an optical antenna.
Themajor disadvantage of this structure is that the light energy loss caused by
the secondary mirror shielding is relatively large, resulting in low emission
efficiency of the optical communication terminal. In order to compensate
this loss and improve the transmission efficiency, the traditional solution is
to increase the output power of the transmitting laser, but this method will
increase the power consumption of the terminal, which will put pressure on
the energy distribution of the satellite platform. As shown in Fig. 1.41, the
phase recovery algorithm is used to design a diffractive optical element that
can eliminate the occlusion of the secondary mirror [25], and the energy
distribution of the output beam before and after the design in the far field is
compared under different occlusion ratios and cut-off ratios.

1.12 Try to analyze the effects of spherical aberration, coma, astigmatism, curva-
ture of field and distortion of the Cassegrain antenna on the beam quality
[26].

1.13 Try to analyze the influence of Cassegrain antenna secondarymirror blocking
on antenna gain and antenna transmission efficiency [27].

1.14 The signal-to-noise ratio of the direct detection system can be expressed as

Fig. 1.41 Coaxial two-mirror reflecting telescope
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Fig. 1.42 Integrated transceiver antenna with an aiming advance unit

(SN R) =
( eη
hv

)2
Ps2

iN S
2 + iN B

2 + iN D
2 + iNT

2

where i2NS, i
2
NB, i2ND are the signal light, background light and the shot noise

caused by the dark current, respectively. i2NT is the sum of the load resistance
and the thermal noise of the amplifier. Discuss the influence of thermal noise,
shot noise, and background noise on the signal-to-noise ratio, and analyze
the detection limits in different situations.

1.15 A wireless laser communication system is shown in the Fig. 1.42. This is an
integrated transceiver antenna with an aiming advance unit, which is suitable
for satellite-borne laser communication. The wedge mirror is used to correct
the beam pointing and control the advance at different speeds. This system
includes a beacon laser (7) to indicate the optical path for reception.

1-Universal joint and telescope; 2-two-axis rotatingmirror; 3-anglemirror;
4-pointing advancemechanism; 5-beam combiner; 6-light divergence switch;
7-beacon laser; 8-aperture; 9-searchingdetector; 10-tracking detector; 11-
pointing advancementmechanism; 12-search/communication switch; 13-split
mirror; 14-communication detector.

Please describe how the system works.
1.16 Suppose an integrated transceiver antenna of the Maksutov telescope shown

inFig. 1.43. TheMaksutov antenna is used as the antenna, and the transmitting
beam is separated from the receiving beam by the reflector (B). The system
has a certain energy loss. The Maksutov antenna also affects the received
light energy. Please describe the working principle of the system.
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Fig. 1.43 Integrated transceiver antenna of the Maksutov telescope
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Chapter 2
Coherent Optical Communication

Compared to intensity modulation/direct detection (IM/DD), coherent optical
communication systems can achieve a detection sensitivity gain of approximately
20 dB (homodyne detection can reach 23 dB), allowing for longer distance transmis-
sion under the same power. Furthermore, coherent optical communication systems
aremore conductive to the suppression of atmospheric turbulence and channel fading.
This chapter introduces the concepts behind coherent optical communication.

2.1 Basic Principles of Coherent Optical Communication

2.1.1 Fundamentals

The coherent optical communication system is summarized in Fig. 2.1. Light emitted
from the laser is the carrier, and the signal ismodulated using direct or externalmodu-
lation (amplitude, frequency, phase, or polarization). At the receiving antenna, the
spatial optical signal is coupled into the optic fiber through the fiber coupler; then,
the signal is generated by the local oscillator laser and the light wave is superim-
posed with the received signal in the mixer. An intermediate frequency (IF) signal is
generated from the balanced detector output, and the baseband signal can be obtained
directly during homodyne detection.

In Fig. 2.2, the modulated signal is transmitted to the receiving end and mixed
with the optical signal generated by the local oscillator laser; then, the IF signal is
obtained and sent to the balance detector for detection. After the electrical signal
output from the balance detector is amplified, filtered, and demodulated using the
IF, it is restored to the digital signal at the transmitting end. The electric fields of the
signal light (ES) and the local oscillator light (EL) can be expressed as follows:

ES(t) = AS(t) cos(ωs t + ϕs) (2.1)
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EL(t) = AL cos(ωL t + ϕL) (2.2)

where AL , ωL , and ϕL are the amplitude, central angular frequency, and phase of
the local oscillator light, respectively, and AS , ωS , and ϕs are the amplitude, central
angular frequency, andphase of the signal light, respectively.Assuming that the signal
and local oscillator lights have the same polarization direction and are incident on
the optical mixer in parallel, then the incident light power is [ES(t) + EL(t)]

2, and
the IF current signal output (i p) from the mixer can be expressed as

i p = αP(t) = α[ES(t) + EL(t)]2
= α

{
A2
Scos2(ωSt + ϕS) + A2

Lcos2(ωL t + ϕL)

+ AS ALcos[(ωS + ωL)t + (ϕS + ϕL)]
+ AS ALcos[(ωS − ωL)t + (ϕS − ϕL)]

}
(2.3)

In Eq. (2.3), α = en/hv; the first and second terms are cosine squared terms,
the time average value in the integer period is 1/2, and the sum is

(
A2
S + A2

L

)
/2,

equivalent to the direct current (DC) component of the detector output. The third
term is the sum frequency term, which can be divided into two situations: (1) the time
average value corresponding to the sum frequency term in the integer period is zero
and (2) in a non-integer period, the frequency corresponding to the sum frequency
term is very high and the photodetector cannot respond under normal circumstances.
The fourth term is the difference frequency term, and because its rate of change is
slower than that of the light field, it can be regarded as a constant. After filtering the
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DC and sum-frequency terms through a band-pass filter, the IF photocurrent output
(iIF) from the photodetector can be expressed as [2]

i I F = αAS AL cos[(ωS − ωL)t + (ϕS − ϕL)] (2.4)

The frequency spectrum and waveform of heterodyne detection are shown in
Fig. 2.3.

Using the average optical power, Eq. (2.4) can be expressed as [2]

i I F = 2α
√
PS PL cos[(ωS − ωL)t + (ϕS − ϕL)] (2.5)

Here, PS = A2
S/2 is the average optical power of the signal light and PL = A2

L/2
is the average optical power of the local oscillator light. When restoring the baseband
signal, the received optical signal carrier frequency is transformed into a signal f I F ,
and the IF signal is transformed into a baseband signal. This detection method is
called heterodyne detection.
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Fig. 2.3 Heterodyne detection frequency spectrum and waveform [3]
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2.1.2 Homodyne Detection

When the local oscillator frequency ωL is the same as the signal light frequency ωS

(at this time ωI F = 0), it is referred to as homodyne detection. From Eq. (2.5), the
photocurrent output by the balanced detector can be expressed as [2]

i I F = 2α
√
PS PL cos(ϕS − ϕL) (2.6)

Considering that the optical phase of the local oscillator is locked on the signal
optical phase (ϕS = ϕL ), the output photocurrent during homodyne detection can be
expressed as

i I F = 2α
√
PS PL (2.7)

Other coherent optical communication systems exist. For example, Fig. 2.4 shows
the principle diagram of auto-coherent detection using differential phase shift keying
(DPSK) modulation. The received optical signal is coupled to the single-mode fiber
through the reflective receiving antenna and enters theDPSKdemodulator after being
amplified by the erbium doped optical fiber amplifier. The signal is divided into two
channels in the demodulator; and, with the exception of a 1-bit delay, the channels
remain consistent. This information is then converted into intensity information, and
the optical signal is converted into an electrical signal by the photodetector.

EDFA Photodetector

Optical 
fiber

Spactial
light

DPSK DemodulatorReceive antenna

Fig. 2.4 Auto-coherent (self-homodyne) detection using differential phase-shift keying (DPSK)
modulation. EDFA stands for erbium doped optical fiber amplifier [4]
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Figure 2.5 shows the heterodyne detection system of subcarrier modulation. The
square term is constructed in the signal processing unit. Owing to the local laser, the
heterodyne gain of this scheme is in the range 18–23 dB [5].

2.1.3 Heterodyne Detection

In the case of heterodyne detection, ωL differs from ωS and the heterodyne current
generated by the balanced detector can be expressed as [2]:

i I F = 2α
√
PS PL cos[ωI F t + (ϕS − ϕL)] (2.8)

Equation (2.8) shows that.

(1) The output IF current is proportional to PL. Even if the received optical signal
power PS is small, a sufficiently large output current can be obtained by
increasing PL. The local oscillator light is used for optical amplification in
coherent detection, and sensitivity is improved because the system obtains a
mixing gain.

(2) Because ωS − ωL remains constant (ωIF or 0) in coherent detection, it is
necessary for the signal and local oscillator light sources have high frequency
stability, a narrow spectral width, and a specific frequency tuning range.

(3) In both homodyne and heterodyne detection, the system must maintain phase
lock and polarization direction matching between the received and local
oscillator signal.

Optical heterodyne detection is holographic detection technology. The informa-
tion carried by the amplitude ES , frequency ωS = ωI F + ωL (ωL is known, ωI F can
be measured), and phase ϕs of the light field can be detected.

2.1.4 Detection of an Amplitude Modulated Signal

If a signal with a modulation frequency of � is loaded on the amplitude of a light
wave with a frequency of ωS , the amplitude-modulated light wave can be expressed
as [6]
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ES(t) = A0

[
1 +

∞∑
n=1

cos(�n + ϕn)

]
cos(ωSt + ϕS)

= A0 cos(ωSt + ϕS) +
∞∑
n=1

mn A0

2
cos[(ωS + �n)t + (ϕS − ϕn)]

+
∞∑
n=1

mn A0

2
cos[(ωS − �n)t + (ϕS − ϕn)],

(2.9)

where A0 is the average amplitude of the amplitude modulation (AM) wave, �n

and ϕn are the angular frequency and initial phase of the n-th harmonic component,
respectively, and mn is the AM coefficient. If the AM signal ES(t) is coherent with
the local oscillator light EL(t), the instantaneous intermediate-frequency current can
be expressed as [6]

i I F = αA0AL cos[(ωL − ωS)t + (ϕL − ϕS)]

+ αAL

∞∑
n=1

mn A0

2
cos[(ωL − ωS − �n)t + (ϕL − ϕS − ϕn)]

+ αAL

∞∑
n=1

mn A0

2
cos[(ωL − ωS − �n)t + (ϕL − ϕS − ϕn)],

(2.10)

The signal converted by the photodetector is proportional to the instantaneous IF
current. Themodulated signal carried on the amplitude of the lightwave is transferred
to the frequency current without ωI F = ωL − ωS distortion (frequency and phase
modulated coherent detection use a similar process). Figures 2.6 and 2.7 show the
instantaneous IF electrical signal spectrum following AM signal light and coherent
detection.

For AM signals, the photocurrent signal obtained using homodyne detection is
the original shape of the light wave modulation signal; however, during homodyne
detection, small changes in the amplitude of the local oscillator will directly impact
the signal spectrum and cause signal distortion. Consequently, homodyne detection
has a greater requirement for local oscillator amplitude stability.

Fig. 2.6 Amplitude
modulated (AM) light wave
signal spectrum [6]
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Fig. 2.7 Coherent detection
instantaneous intermediate
frequency electrical signal
spectrum [6]

2.1.5 Dual-Channel Balanced Detection

To reduce the influence of intensity noise on the system, the dual-channel balanced
detection technique is used, as shown in Fig. 2.8. This method is based on the struc-
tural composition of the balanced heterodyne detection system, using four virtually
identical photodetectors to form two sets of balanced heterodyne detectors at the
receiving end. The difference frequency signal is derived from the difference in the
photocurrent signal received by the detector [8] as

{
I : I0− I180 = 2k1k4 cos

[
ωI F − (

ϕ + π
4

)]
Q : I90 − I270 = 2k2k3 sin

[
ωF − (

ϕ + π
4

)] , (2.11)

Fig. 2.8 Dual-channel balanced detection [7]
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where k1, k2, k3, and k4 are the components of the local oscillator light and the signal
light in their respective directions, and ωI F is the IF. When the two photocurrents
are subtracted, the DC component is completely canceled, and the intensity noise
related to the DC component is eliminated. The alternating current (AC) term is
directly proportional to the square root of the local oscillator; therefore, the influence
of intensity noise is much smaller.

2.2 Coherent Modulation and Demodulation

2.2.1 Optical Modulation

In a coherent optical communication system, the transmitter adopts a direct (or
external) approach to modulate the optical carrier amplitude, frequency, or phase. In
terms of digital modulation, three basic forms are available: amplitude shift keying
(ASK), frequency shift keying (FSK), and phase shift keying (PSK) [9, 10].

2.2.1.1 ASK Modulation

In ASK modulation, frequency and phase are constants, amplitude is a variable,
and information bits are transmitted via the carrier wave amplitude. Because the
binary amplitude keying (2ASK) modulation signal has only two levels (0 or 1), the
multiplication result is equivalent to turning the carrier frequency on or off. This
means that when the modulated digital signal is “1,” the carrier is transmitted, and
when the modulated digital signal is “0,” the carrier is not transmitted. This principle
is shown in Fig. 2.9a, where s(t) is the baseband rectangular pulse. Generally, the
carrier signal is represented by a cosine signal, and the modulation signal converts
the digital sequence into a unipolar baseband rectangular pulse sequence. Then, the
on/off keying function is used to multiply the output with the carrier and move the
spectrum to the vicinity of the carrier frequency. The 2ASK modulation waveform
is shown in Fig. 2.9b.

2.2.1.2 PSK Modulation

Figure 2.10 shows that, during PSK modulation, the phase of the carrier changes
with the state of the modulated signal. If two carriers with the same frequency start
to oscillate at the same time, they are considered to be in-phase; that is, they reach
their peak, zero, and nadir values at the same time. A phase inversion occurs when
one carrier reaches its peak positive value at the same time as the second carrier
reaches its peak negative value. Generally, a signal oscillation is equal to 360°. If
one wave is half an oscillation (180°) away from the other wave, the waves are in
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Fig. 2.9 Binary amplitude
shift keying (2ASK)
modulation [10] a ASK
modulation principle b
2ASK output waveform
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antiphase. When transmitting digital signals, the “1” code controls the 0° phase and
the “0” code controls the 180° phase.

2.2.1.3 FSK Modulation

As the earliest modulation method used in digital signal transmission, FSK uses
digital signals to modulate the carrier frequency. In FSK modulation, amplitude and
phase are constants, frequency is a variable, and information bits are transmitted
via the carrier wave frequency, as shown in Fig. 2.11a. The signals transmitted by
FSK are binary (0 and 1), whereas in MFSK, M symbols are represented by M
frequencies. The 2FSK waveform is shown in Fig. 2.11b. This method is relatively
easy to implement, has good anti-noise and anti-attenuation performance, is stable
and reliable, and is the best choice for medium- and low-speed data transmission.

2.2.2 Coherent Demodulation

There are two demodulation methods for coherent detection: synchronous and asyn-
chronous demodulation [11]. In homodyne detection, the optical signal is directly
demodulated into a baseband signal and the frequency and phase of the local oscil-
lator light must be the same as those of the signal light. Because of this, synchronous
demodulation is predominantly used in homodyne detection, as shown in Fig. 2.12.
Synchronous demodulation appears simple; however, the actual technology is highly
complex. In heterodyne detection, phase and frequency matching between the signal
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a

b

Fig. 2.10 Binary phase shift keying (2PSK) modulation [10] a PSK modulation principle b 2PSK
output waveform

and local oscillator light is not required; hence, synchronous or asynchronous demod-
ulation can be used. Synchronous demodulation requires the recovery of the IF (ωI F ),
and therefore requires an electric phase-locked loop. Conversely, asynchronous
demodulation simplifies the receiver design and is easier to implement. Homo-
dyne and heterodyne synchronous and asynchronous signal demodulation methods
share the principles and implementation methods of synchronous and asynchronous
demodulation in radio technology, as shown in Fig. 2.13.

2.2.2.1 Heterodyne Synchronization Constant

Figure 2.14 shows the processes performed by the heterodyne synchronous demod-
ulation receiver. The photocurrent generated by the balance detector passes through
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Fig. 2.11 Binary frequency shift keying (2FSK) modulation [10] a FSK modulation principle b
2FSK output waveform
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Fig. 2.12 Homodyne synchronous demodulation [11]
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Fig. 2.13 Heterodyne asynchronous demodulation [11]

Fig. 2.14 Process diagram of the heterodyne synchronous receiver [12]

the band-pass filter at the IF between the signal and local oscillator light frequencies.
When noise is not considered, the signal passes through the frequency band. The
filter can be written as [12]

I f (t) = 2α
√
PS PL cos(ωI F t − ϕ), (2.12)

where ϕ is the phase difference between the local oscillator and signal lights. For
synchronous demodulation, we multiply It (t) and cos(ωI F t), and use a low-pass
filter to obtain the baseband signal as follows [12]:

Id = 1

2

[
2α

√
PS PL cos(ϕ) + iC

]
(2.13)

where iC is the in-phase Gaussian random noise with a zero mean. Equations 2.2–
2.13 shows that only the in-phase noise component affects the performance of the
synchronous heterodyne receiver. Synchronous demodulation requires the recovery
of an IF microwave carrier ωI F , and there are several ways to achieve this; however,
all methods require the use of an electric phase-locked loop. Commonly used phase-
locked loops include square and the Costas loops.
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2.2.2.2 Carrier Recovery

To achieve coherent demodulation, the receiver must recover a coherent carrier with
the same frequency and phase as the transmitted modulated carrier, referred to as
carrier recovery. Carrier recovery methods can use a pilot frequency or a direct
approach. The pilot method inserts a pilot frequency in a specified position while
sending a useful signal, enabling the receiver to extract the carrier from the pilot
frequency. The directmethod does not send a pilot frequency, and the receiver extracts
the carrier directly from the transmitted signal.

The pilot frequency can be inserted into the frequency or time domain. Frequency
domain insertionmeans that the pilot signal is inserted while sending useful informa-
tion, whereas carrier information is transmitted at a set time in time domain insertion.
Using the timedomain insertion pilotmethod, the inserted pilot signal and transmitted
information are distinguished in time and the digital signals are grouped into frames.
The pilot signal is then sent in a specified time interval in a set time sequence. Time
domain insertion is discontinuous and has a short duration; hence, it is not possible
to use a narrow band filter to extract the coherent carrier using this method.

Direct carrier recovery methods can be classified as square transformation, square
ring, and special phase-locked loop methods. They all perform nonlinear processing
of the received signal and then extract the carrier component. The special phase-
locked loop method eliminates modulation and denoising, and can identify the
phase error between the suppressed carrier component in the received signal and
the output signal of the local voltage-controlled oscillator, thereby extracting the
coherent carrier. Special phase-locked loops can be in-phase quadrature, inverse
modulation, or decision phase-locked loops.

When the direct method is used to extract the carrier, the power signal-to-noise
ratio is larger because the pilot power is not occupied at the transmitting end. This
can prevent mutual interference between the pilot and the signal, which is common
when using the pilot method, and pilot phase errors caused by an imperfect channel.
However, some modulation systems, such as single sideband modulation, cannot
use direct methods. The insert pilot method uses a separate pilot signal, which can
extract the carrier signal, and it can also be used for automatic gain control. In the
modulation system, where the direct method cannot be used, only the insert pilot
method can be used. It needs to consume power during insertion. Therefore, under
the condition of the same total power, compared to the direct method, the power
signal-to-noise ratio of the inserted pilot is smaller.

Carrier synchronization has the following basic requirements: a small synchro-
nization error, long hold time, short setup time, and the power band occupied by the
synchronization should be as small as possible. Carrier synchronization error distorts
the received signal waveform, decreases the signal-to-noise ratio, and increases the
bit error rate (BER).
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2.2.2.3 Outer Difference Step Demodulation

Figure 2.15 shows the processes performed by external difference step demodulation
receiver. Because it does not require IF microwave carrier recovery, the receiver
design can be simplified. The receiver uses envelope detection and a low-pass filter
to transform the band-pass filtered signal I f (t) into a baseband signal, and the signal
current is determined as follows [12]:

Id =
[
(iC + 2α

√
PS PL cosϕ)2 + (iS + 2α

√
PS PL sin ϕ)2

]1/2
, (2.14)

where iC and iS are Gaussian random noise components, and iS is the current fluc-
tuation due to shot noise. Shot noise is caused by the dispersion of current-forming
carriers in semiconductor devices. At low and intermediate frequencies, shot noise
has nothing to do with frequency and shows white noise characteristics. The step
demodulation receiver differs from the heterodyne synchronous receiver in that the
in-phase and quadrature components of the receiver noise affect the signal output, and
the sensitivity of the external difference step receiver is slightly reduced (by approx-
imately 0.5 dB). Furthermore, no synchronous receiver is required for frequency
carrier recovery, and the line width requirements of the signal light source and
the local oscillator light source are lower. Therefore, the outer differential step
demodulation scheme is often used in coherent optical communication systems.

2.2.3 System Performance

2.2.3.1 Signal-to-Noise Ratio of Optical Heterodyne Detection

A core problem with optical heterodyne detection systems is improving the system
signal-to-noise ratio. The signal-to-noise ratio at the output of the IF filter can be
expressed as [12]

(
S

N

)

I F

= PI F

NP
= α2M2PS PL RL

M2e� f I F [α(PS + PL + PB) + ID]RL + 2kT� f I F
, (2.15)
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Fig. 2.15 Process diagram of the external difference step receiver [12]
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where M is the internal gain of the mixer, PB is the background radiation power, ID
is the dark current of the optical mixer, and is α the responsivity. The first term in the
denominator is shot noise, and the second term is the thermal noise caused by the
internal resistance of the mixer and the load resistance of the preamplifier. When the
vibration power PL is sufficiently large, the shot noise caused by the local vibration
in the denominator is much larger than all other noises, and Eq. (2.15) becomes [12]

(
S

N

)

I F

= ηPS

hv� f I F
. (2.16)

This is the maximum signal-to-noise ratio that the optical heterodyne detection
system can achieve, and is called the quantum detection limit or quantum noise
limit of optical heterodyne detection. From Eq. (2.16), the conditions for realizing
quantum noise detection can be derived. For systems where the main noise source is
thermal noise, the following conditions must be met to achieve quantum noise limit
detection [12]:

eηRL

hv
PL�i I F > 2kT� f I F .

From this we derive

PL >
2kT hv

e2ηRL
. (2.17)

Equation (2.17) shows that increasing the optical power of the local oscillator is
beneficial to suppress all other noises, except that caused by the signal light, thereby
obtaining a high conversion gain. Because the local oscillator itself also produces
noise, a larger PL is not always better.When the optical power of the local oscillator is
sufficiently large, the shot noise generated by the local oscillator will be greater than
all other noises. If the optical power of the local oscillator is further increased, then
the signal-to-noise ratio of the optical heterodyne detection system will be reduced.
However, if the local oscillator optical power is too small, the IF conversion gain
will decrease. In an actual optical heterodyne detection system, the optical power of
the local oscillator should be selected to obtain the best IF signal-to-noise ratio and
largest IF conversion gain.

2.2.3.2 Noise Equivalent Power of Optical Heterodyne Detection

In the quantum noise limit formula (i.e., Eq. (2.16)), if (S/N )I F = 1, then the noise
equivalent power NEP of optical heterodyne detection can be obtained as follows

NEP = hv� f I F
η

. (2.18)
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Equation (2.18) is sometimes referred to as the sensitivity of optical heterodyne
detection, and it is the theoretical limit of optical heterodyne detection. If the detector
has a quantum efficiency of η = 1 and a measurement bandwidth � f I F = 1 Hz,
then the theoretical sensitivity limit of optical heterodyne detection is one photon.

In practice, the sensitivity of optical heterodyne detection is restricted by many
factors. For example, thermal and amplifier noise introduced by the optical mixer
itself and load resistance will reduce the sensitivity of optical heterodyne detec-
tion, even if NEP increases. Therefore, the detection sensitivity of an actual optical
heterodyne system can only approach the theoretical limit.

2.3 Factors Affecting Detection Sensitivity

2.3.1 Phase Noise

In a coherent optical detection system, the phase noise of the emitting laser and the
local oscillator laser are the main factors leading to decreased sensitivity. There-
fore, the homodyne and heterodyne signal phase ϕS , and the local oscillator optical
phase ϕL must be relatively stable to reduce sensitivity loss. Phase instability in
the photoelectric detection process leads to current instability, thereby reducing the
signal-to-noise ratio.

2.3.2 Intensity Noise

For Eq. (2.15), if the intensity noise δ1 = RPLrl is increased, rl is the parameter
related to the local oscillator laser intensity noise (RIN). If the RIN spectrum is
consistent with the receiver bandwidth � f I F , then � f I F can be approximated by 2rl
(RIN) � f I F , and the signal-to-noise ratio can be expressed as [12]

(
S

N

)

I F

= PI F

NP
= α2M2PS PL RL

M2e� f I F [α(PS + PL + PB) + ID]RL + σI + 2kT� f I F
.

(2.19)

If the receiver works under the limitation of shot noise (σ 2
S = 2q(I + Id)� f I F , q

is electronic charge), then the local oscillator optical power PL should be sufficiently
large. Equation (2.19) shows that when PL increases, intensity noise also increases.
It will become as large as shot noise, and the signal-to-noise ratio will decrease
unless the signal power PS is also increased to offset the increase in receiver noise.
The increase in PS is the power penalty caused by the intensity noise of the local
oscillator laser. If the system is under the limit of shot noise, then both the dark
current ID and thermal noise in Eq. (2.19) can be ignored. The power penalty δ1
(expressed in dB) caused by intensity noise can be expressed as [12]
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δ1 = 10 lg[1 + (ηPL(RI N ))/hν], (2.20)

and the BER can be expressed as [13]

SNR = 1

4

[
erfc

(
II − ID√

2σ1

)
+ erfc

(
ID − I0√

2σ0

)]
, (2.21)

where ID is the judging current, I1 and I0 represent the current of codes “1” and “0”,
respectively. σ1 and σ0 represent the variance of codes “1” and “0”, respectively, and
erfc(·) is the error function. When ID = σ0 I1−σ1 I0

σ1+σ0
, the BER is the lowest.

2.3.3 Polarization Noise

In heterodyne detection, the signal light is first mixed with the local oscillator light
to obtain the IF signal, whereas the baseband signal is obtained directly in homodyne
detection. During this process, it is necessary for the signal and local oscillator lights
to maintain the same polarization state. The depolarization effect of the atmospheric
channel causes the polarization state of the signal light to change over time; hence,
random polarization noise is generated when the signal and local oscillator lights
are mixed. When the signal light is orthogonal to the local oscillator light, the signal
disappears. Consequently, polarization noisemust be suppressed in a coherent optical
communication system.

2.3.4 Key Technologies of Coherent Optical Communication
Systems

Compared to the IM/DD system, successful coherent optical communication requires
that signal and local oscillator light sources use lasers with a high-frequency stability
and spectral purity [14]. In incoherent optical communication systems, the IF is
generally 2 × 108–2 × 109 Hz, whereas the coherent optical carrier frequency at
1550 nm is approximately 2×1014 Hz. The IF is multiplied 10–6–10–5 by the optical
carrier frequency; hence, the light source frequency stabilitymust be better than 10–8.
Furthermore, the signal and local oscillator light sources must meet strict matching
conditions during mixing to obtain a high mixing efficiency. Matching approaches
include spatial phase, wavefront, and polarization direction matching [15].



62 2 Coherent Optical Communication

2.4 Spatial Phase Conditions for Optical Heterodyne
Detection

2.4.1 Spatial Phase Difference Conditions

Figure 2.16 shows the spatial relationships involved in optical heterodyne detection.
To study the influence of the non-coincidence of the two light wavefronts on hetero-
dyne detection, we assume that the signal and the local oscillator lights are both plane
waves, and there is an angle θ between their wavefronts. To simplify the analysis,
we assume that the photosensitive surface of the optical mixer is a square with a side
length d. The incident of the local oscillator light is perpendicular to the surface of
the mixer, and the signal and the local oscillator lights have a mismatch angle at the
wavefront; hence, the incident of the signal light is oblique to the mixer surface, and
the same wavefront reaches the surface of the optical mixer at different times. This
is equivalent to proceeding at speed vx in the direction of x, so that the wavefront
phase difference occurs at different points on the surface of the optical mixer. The
expression of the light field of the local oscillator and signal lights, respectively, can
be written as [16]

EL(t) = ALcos(ωL t + φL) (2.22)

ES(t) = AS cos(ωs t + φs − ωs

vx
· x), (2.23)

where ωs
/
vx = kx is the component of the signal light wave vector k in the direction

of x . FromFig. 2.18,we know that kx = k sin θ = (ωS
/
c) sin θ ; hence, vx = c

/
sin θ ,

where c is the speed of light. The signal light field can be expressed as [16]

Fig. 2.16 Spatial relationship of optical heterodyne detection [16]
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ES(t) = AS cos

(
ωs t + φs − 2π sin θ

λs
· x

)
. (2.24)

The total electric field incident on the optical mixer is

Et (t) = Es(t) + EL(t). (2.25)

The instantaneous photocurrent output following optical mixing can be expressed
as [12]

iP (t) = Gβ

d2

∫ d/2

−d/2

∫ d/2

−d/2

[
AS cos(ωSt + φS − 2π sin θ

λS
) + AL cos(ωL t + φL )

]2
dxdy

= Gβ

d2

d/2∫

−d/2

d/2∫

−d/2

{
A2s cos

2
(

ωSt + φS − 2π sin θ

λS

)
+ A2L cos2(ωL t + φL )

+ AS AL cos

[
(ωL − ωS)t + (φL − φS) + 2π sin θ

λS

]

+ AS AL cos

[
(ωL + ωS)t + (φL + φS) + 2π sin θ

λS

]}
dxdy.

(2.26)

The instantaneous IF current output of the IF filter is [12]

i I F = Gβ

d2

∫ d/2

−d/2

∫ d/2

−d/2

{
AS AL cos

[
(ωL − ωS)t + (φL − φS) + 2π sin θ

λS

]}
dxdy.

(2.27)

After integration, the instantaneous IF current output from the opticalmixer is [12]

i I F = GβAS AL cos[(ωL − ωS)t + (φL − φS)]
sin

(
ωSd

/
2vx

)

ωSd
/
2vx

. (2.28)

Since vx = c
/
sin θ , the instantaneous intermediate frequency current is related

to the mismatch angle θ . The IF current reaches its maximum value when the factor
in Eq. (2.28) is

sin(ωSd/2vx )

ωSd/2vx
= 1,

which requires ωSd/2vx = 0 and sin θ = 0, therefore, θ = 0. It is difficult to
adjust the θ angle to zero in practice, because the IF output is generally less than the
maximum value. To maximize the IF output, the factor sin(ωSd/2vx )

/
(ωSd/2vx )

should be as close to 1 as possible. If the permitted IF output is 10% lower than the
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IF output at θ = 0, thenωSd/2vx must be equal to or less than 0.8 radians. According
to this requirement, the mismatch angle θ can be expressed as

θ ≤ λS

4d
. (2.29)

The mismatch angle θ is proportional to λS and inversely proportional to the size
of the optical mixer d; that is, the longer the wavelength and the smaller the size
of the optical mixer, the larger the allowable mismatch angle. It is apparent that
the spatial collimation requirements of coherent detection are strict, and the shorter
the wavelength, the stricter the spatial collimation. Consequently, optical heterodyne
detection in the infraredband ismore advantageous compared toheterodynedetection
in the visible light band.Because of the strict spatial collimation requirements, optical
heterodyne detection has good filtering performance, another important feature of
the system.

To ensure that the signal and local oscillation light waves are spatially coherent on
the light mixing surface, the two beams must be as close to parallel as possible. This
relatively strict requirement presents certain difficulties in the realization of optical
heterodyne detection. Currently, the most promising means of addressing this issue
is by using the Airy disk principle method, as shown in Fig. 2.17.

According to physical optics, a normally incident lightwavewill formadiffraction
spot on the detector at the focal plane after passing through a lens with an area of Ar .
The area λ2 f 2

/
Ar of the largest peak in the diffraction spot is called the Airy spot

area, and this area determines the diffraction-limited field of view of the receiving
system. If it is represented by a solid angle of �dl, then

�dl ≈ λ2 f 2

Ar
· 1

f
= λ2

Ar
. (2.30)

If it is expressed by a plane angle, then

Fig. 2.17 Airy disk principle in an optical lens antenna [17]
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Fig. 2.18 Schematic diagram of the Airy disk principle [18]

θdl ≈= λ

Dr
, (2.31)

where Dr is the lens diameter. A schematic diagram of the Airy disk principle is
shown in Fig. 2.18. A lens is used to focus the signal light onto the surface of the
optical mixer, and the effective area of the optical mixer is the area of the Airy disk.
At the same time, the local oscillator light is irradiated on the Airy spot, and light
mixing can occur. As the temperature Dr/ f increases, the requirements formismatch
angles become wider.

2.4.2 Frequency Conditions

2.4.2.1 Good Monochromaticity

To obtain high-sensitivity coherent detection, it is necessary for the signal and local
oscillator lights to have high monochromaticity and frequency stability. In terms of
physical optics, optical heterodyne detection (or coherent detection) is the result of



66 2 Coherent Optical Communication

interference between two light waves after superposition, and this is heavily depen-
dent on the monochromaticity of both the signal and local oscillator beams. Light
with only a single wavelength is called monochromatic light, and monochromaticity
means that the beam is comprised of light within a very narrow frequency or spectral
line. The color of light is determined by its frequency, and this is generally deter-
mined by the light source. Fully monochromatic light is difficult to produce because
emissions from any light source have a certain frequency range, and the intensity
of light for each frequency is different. A high degree of monochromaticity is an
important characteristic of lasers; however, their excited state is always comprised
of a certain energy level width, and consequently, the laser beam width �ν cannot
be zero. Generally, narrower values of �ν mean greater light monochromaticity. To
obtain laser output with good monochromaticity, the laser must operate in a single
longitudinal mode (single frequency) by using a short cavity structure or other mode
selection technologies.

2.4.2.2 Small Frequency Drift [19]

The frequency drift of the signal and local oscillator lights must be limited within
the allowable range to prevent performance deterioration of the optical heterodyne
detection system. If the relative drift of the signal and local oscillator lights is large,
then the difference between the two frequencies may exceed the bandwidth of the
IF filter. If this occurs, the pre-amplification and IF amplifying circuit following the
optical mixer cannot apply the IF signal. In optical heterodyne detection, special
measures are required to stabilize the frequencies of the signal and the local oscil-
lator lights. This is an important reason why optical heterodyne detection is more
complicated than the direct detection method.

2.4.3 Polarization Conditions

The essence of optical heterodyne detection is the interference between the local
oscillator and signal lights on the photosensitive surface of the photodetector.
According to the difference in the polarization state of the light wave during the
propagation process, the electric field distribution of the local oscillator and signal
lights, respectively, can be expressed as [20]

EL(t) = êL ALcos(ωL t + φL) (2.32)

ES(t) = êS AScos(ωSt + φS), (2.33)
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where êL and êS are the unit vectors of the polarizationdirections of the local oscillator
and signal lights, respectively. By incorporating Eqs. (2.32) and (2.33) into Eq. (2.3),
the IF current can be simplified as follows [16]

i I F = αêS êL AS ALcos[(ωS − ωL)t + (φS − φL)] (2.34)

when the polarization directions of the two beams of light are the same, êL êS = 1,
and when the polarization directions of the two beams have an angle of θ , Eq. (2.34)
becomes [20]

i I F = α cos θ
∣∣êS

∣∣∣∣êL
∣∣AS ALcos[(ωS − ωL)t + (φS − φL)] (2.35)

where cos θ = êL êS
/∣∣êL

∣∣∣∣êS
∣∣ represents the matching influence of the polarization

directions of the two beams on the heterodyne signal, and its value is between 0 and
1. When the polarization directions of the two beams are the same; that is, θ = 0◦,
the heterodyne output IF current is the largest. Conversely, when the polarization
directions of the two beams are perpendicular; that is, θ = 90◦, the heterodyne
output IF current is the smallest.

In summary, the spatial, frequency, and polarization matching conditions are
all important to realize successful optical heterodyne detection. To obtain the
maximum IF output, the wavefronts of the signal and local oscillator light waves
mustmatch. To perform effectivemixing, the signal and local oscillator lightsmust be
monochromatic, have the same polarization, and their frequencies must be extremely
stable.

2.5 Adaptive Optical Wavefront Correction

The atmospheric turbulence causes a random fluctuation in the wave front of the
laser signal during propagation, which results in beam expansion, phase fluctuation,
beam bending and drift. It increases the communication bit error rate and reduces the
stability of the communication link. For coherent optical communication systems,
the spatial angular collimation cannot be guaranteed when the signal light containing
aberrations and the local oscillation light are mixed, thus reducing the mixing effi-
ciency and signal-to-noise ratio of the system and the impact of turbulence on the
performance of coherent optical communication systems is more obvious in the case
of long-distance and strong turbulence.

As a comprehensive new optical technology, adaptive optics (AO) covers several
disciplines, such as optics, communication, control, computer, and mechanics. It is
used to correct the random distortion of wave front caused by the change of external
environment during the propagation of light beam in real time, and suppress the effect
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of atmospheric turbulence on the signal light. Then the beam quality is improved.
Therefore, adaptive optics is considered to be the most effective and promising
method to suppress atmospheric turbulence.

2.5.1 Wavefront Distortion Correction System

An AO system can be implemented with or without wavefront detection. The AO
system without wavefront detection consists of a wavefront corrector, wavefront
controller and performance evaluation function module. The AO system with wave-
front detection consists of a wavefront sensor, wavefront controller and wavefront
corrector. Figure 2.19 shows a schematic diagram of an AO system with wavefront
detection. Here, the wavefront sensor measures the wavefront error in real time and
transmits themeasuredwavefront error to thewavefront controller, and thewavefront
controller receives the aberration beam information from the wavefront sensor and
calculates and obtains the control voltage of the wavefront corrector through a certain
algorithm. The wavefront corrector receives the control voltage from the wavefront
controller to correct thewavefront aberration and improve the communicationquality.

Fig. 2.19 Schematic diagram of an adaptive optics system with wavefront detection



2.5 Adaptive Optical Wavefront Correction 69

2.5.2 Wavefront Measurement and Correction

The wavefront sensor is the eye of the adaptive optics system to detect the wavefront
aberration of the system servo loop. By measuring the phase aberration of the optical
wavefront on the pupil surface in real time, it provides a real-time voltage control
signal to the wavefront corrector. Then, an image close to the diffraction limit after
closed-loop correction is obtained. Figure 2.20 shows the detection schematic of the
Shack-Hartmann wavefront sensor, which consists of a microlens array and an elec-
trically coupled device. The microlens array splits a completed spot into multiple
tiny sub-spots, each of which is focused onto the focal plane and imaged onto the
detection target surface of a charge coupled device. The amount of wavefront distor-
tion is estimated by comparing the actual focal position of the subaperture with the
ideal focal position.

The wavefront corrector is used to compensate the phase of the wavefront
with the completed aberration. It corrects the wavefront aberration by changing
its own aperture shape and thus changing the beam’s optical path difference. At
present, a commonly used wavefront corrector is based on the position shift of the
reflecting mirror, which has excellent characteristics of fast response, large defor-
mation displacement, wide working spectrum, high optical utilization, and multiple
implementation methods. The aperture shape distribution of piezoelectric deflec-
tion mirror, few-cell-count deflection mirror and multi-cell-count deflection mirror
is shown in Fig. 2.21. The piezoelectric deflection mirror is electrically connected
with a 4-point driver driven by two pairs of independent piezoelectric ceramics. The

Fig. 2.20 Principle of Shack-Hartmannwavefront detector a idealwavefront;b distortedwavefront
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Fig. 2.21 Wavefront corrector surface type a Piezoelectric deflector; b Few-cell deflector; cMulti-
cell deflector
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two piezoelectric ceramics located in x or y axis change their own deformations by
voltage to change the wavefront tilt in the direction of x or y axis as the roll axis. The
few-cell deflection mirror and the multi-cell deflection mirror are electromagnetic
continuous aperture deflection mirrors with 69 and 292 driving cells, respectively.

For free-space optical communication systems, adaptive optics mainly uses the
phase-conjugate principle for feedback closed-loop control to achieve beam correc-
tion and compensation. The principle is as follows: When a laser beam with a spec-
ified shape wavefront is emitted and disturbed by atmospheric turbulence, a random
fluctuation occurs and wavefront aberrations are produced. The aberrated light field
with phase error, Eatmosphere, is expressed as

Eatmosphere = |E |eiϕ, (2.36)

where ϕ represents the fluctuation of the initial beam phase due to the atmospheric
turbulence disturbance. The wavefront distortion is measured in real-time by the
wavefront sensor and transmitted to the wavefront controller. Then, the wavefront
controller calculates the error signal based on the received wavefront distortion and
obtains the control signal by a control algorithm. After that, the control is sent to
the driver unit of the wavefront calibrator. Finally, the wavefront calibrator produces
a certain deformation to form a calibration front. The optical field EDM with phase
fluctuation generated by the corrector is

EDM = |E |e−iϕ. (2.37)

From Eq. (2.37), it can be seen that the wavefront corrector face shape deforma-
tion can produce a wavefront with the same wavefront shape as the aberrated beam
detected by the wavefront sensor, however, the propagation direction is opposite,
that is, the wavefront conjugate. Then the aberrated wavefront is corrected by the
wavefront corrector, and the phase error is compensated by the superposition of the
two optical fields, i.e., the corrected beam has nearly the same phase information as
the beam at the transmitter.

Coherent mixing efficiency is an important criterion in coherent detection, which
reflects the degree of matching between the local oscillation light and the signal
light. The advantage that the signal-to-noise ratio of coherent detection can reach
the quantum noise limit is derived under the assumption that the mixing efficiency
is 100%, however, the mismatch of both the amplitude and phase of the signal light
and the local oscillation light will lead to a decrease in the mixing efficiency. The
mixing efficiency ηmixing in coherent detection systems is usually defined as

ηmixing =
[∫

U AS AL(cos(�ϕ))dU
]2 + [∫

U AS AL(sin(�ϕ))dU
]2

∫
U |ES|2dU · ∫

U |EL |2dU
, (2.38)
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where e is the electron power, η is the quantum efficiency,U is the detector area, h is
Planck’s constant, v is the carrier light frequency, B is the detector bandwidth, and
�ϕ is the phase difference between the signal light with aberrated wavefront phase
and the local oscillation light.

For the IF electrical signal noise output after mixing, there are mainly detector
scattering noise, relative intensity noise and detector thermal noise, as the intensity
of the local oscillation light is much higher than the signal light, the noise of the local
oscillation light scattering noise dominates. Therefore, the expression of signal-to-
noise ratio can be obtained as follows

SNR = eη
∫
U |ES|2dU
hvB

·
[∫

U AS AL(cos(�ϕ))dU
]2 + [∫

U AS AL(sin(�ϕ))dU
]2

∫
U |ES|2dU · ∫

U |EL |2dU
.

(2.39)

The system BER can be expressed as

BER =
1

2
· erfc

(√
SNR

)
. (2.40)

From Eqs. (2.38), (2.39) and (2.40), we can see that the light intensity undulation
and phase distortion caused by atmospheric turbulencewill cause the phasemismatch
between the signal light and the local oscillation light, thus reducing the coherent
mixing efficiency and system signal-to-noise ratio and increasing the BER.

For adaptive optics systems, the incremental proportional-integral algorithm is
mainly used for calibration. The adaptive optics correction model based on the direct
slopemethodwith a proportional-integral controller is shown in Fig. 2.22. According
to the model, the determination of the system command matrix is first performed
using the push–pull method, followed by the detection of the wavefront slope Sr
using a wavefront sensor and its conversion to a voltage value Ve using the direct
slope method. This value is then transmitted to the incremental proportional-integral
controllers kp, ki for control to obtain the final deformationmirror drive voltage value
Vdm and send it to the driver to drive the deformation mirror operation.

After correction using the incremental proportional integration algorithm, the
value of the deformation mirror driver voltage Vdm at moment k is

Fig. 2.22 Proportional integration algorithm calibration model for adaptive optics system
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Fig. 2.23 Adaptive optical wavefront correction phase diagram a before correction b after
correction

Vdm(k) = Vpid + Vdm(k − 1)

= kp[Ve(k) − Ve(k − 1)] + ki Ve(k) + Vdm(k − 1),
(2.41)

where Se(k) is the wavefront slope at moment k, and Ve(k) is the corresponding drive
voltage obtained using the direct slope method.

Figure 2.23 shows the phase distribution before and after the adaptive optical
wavefront correction. It can be seen from the figure that the proportional integra-
tion algorithm has obvious correction effect. The wavefront is also very close to
the plane wave form compared with the initial state, and the degree of concavity
and surface non-flatness are greatly reduced. This demonstrates that the proportional
integration algorithm in the adaptive optics system can effectively correct the wave-
front distortion and improve the communication performance of the wireless laser
communication system.

2.5.3 Wavefront-Free Measurement System

In the conventional adaptive optics system, the wavefront sensor is complex and
expensive, and in the strong turbulent environment, the laser beam is affected by
strong turbulence will constantly flicker and phase interruption, which makes the
wavefront information, obtained by the wavefront sensor inaccurate and cannot
accurately correct the wavefront distortion. For the above shortcomings, adaptive
optics without wavefront sensor has been proposed. Adaptive optics without wave-
front sensor does not require a wavefront sensor, thus avoiding the disadvantages
of traditional AO systems. Figure 2.24 shows the block diagram of the adaptive
optics system without wavefront sensor. After the distorted wavefront affected by
atmospheric turbulence is emitted by the deformation mirror, the optical signal (such
as far-field spot light intensity distribution, spatial light-to-fiber coupling power) is
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Fig. 2.24 Block diagram of adaptive optics system without wavefront sensor

Fig. 2.25 SPGD algorithm based wavefront correction a Light intensity SR variation curve b Light
spot before correction c Light spot after correction

collected by the imaging detector, the objective function is calculated by the wave-
front controller, and the calculated voltage value is applied to the deformation mirror
using an optimization algorithm to complete the correction of the distortedwavefront.

Wavefront aberration correction by adaptive optics without wavefront detection
using stochastic parallel gradient descent algorithm. Figure 2.25 shows the correction
curve using the stochastic parallel gradient descent algorithm and the spot before and
after the correction, before the correction of the far-field spot scattering serious and
energy does not converge, after the correction of the adaptive optics technology based
on the stochastic parallel gradient descent algorithmwithout wavefront detection, the
spot center light intensity increased significantly, and more convergence of energy.

2.6 Summary and Prospects

Some of the research challenges facing optical wireless communication include
improving the transmission distance without excessive power consumption and
increasing channel capacity. Improving detection sensitivity has proven to be an
effective means of suppressing atmospheric turbulence and increasing channel
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capacity. Coherent detection is currently a key research area of optical wireless
communications.

To realize effective coherent optical communication, numerous technical chal-
lenges need to be addressed. These include (1) wavefront correction; (2) improving
light sourcemonochromaticity; (3) atmospheric degradation of light polarization; and
finally, (4) the high-speed movement of communication terminals should consider
the impact of Doppler frequency shift on coherent detection. Resolving these chal-
lenges will help to facilitate the practical application of coherent optical commu-
nication technology, and future development should continue to focus on resolving
these technical challenges. For example, (1) low-cost narrow-band light sources
have demonstrated great potential for enhancing coherent optical communications;
(2) new coherent principles, such as subcarrier coherent and homodyne detection,
have been shown to improve transmission sensitivity; and (3) simple methods of
wavefront correction have proven to be effective in suppressing turbulence.

2.7 Questions

2.1 What is coherent optical communication? What are their characteristics?
2.2 What is homodyne detection? What is heterodyne detection? What are the

similarities and differences between the two?
2.3 Briefly describe what is frequency shift keying? What is amplitude shift

keying?
2.4 Briefly describe the method of coherent detection.
2.5 What factors are related to the SNR of optical heterodyne detection?
2.6 The coherent optical communication system requires the signal light and the

local oscillator light to meet strict matching conditions when mixing. What
aspects does this matching include?

2.7 Briefly describe the spatial phase conditions, frequency conditions, and
polarization conditions of optical heterodyne detection.

2.8 Exercises

2.1 As shown in Fig. 2.4, it is a self-homodyne coherent detection system. The
light fields in the two optical paths are coherent with the other after a 1-bit
delay. The two coherent input light fields are
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ES1 =
√
2G

2
AS exp[−i(2π fC t + φS)],

ES2 =
√
2G

2
AS exp[−i(2π fC t + φS + �φ)],

where �φ is the phase difference of adjacent bits

�φ = |φn − φn−1| =
{
0 ′′1′′ code
π ′′0′′ code

.

Suppose that two beams of coherent input have the same frequency,
constant phase difference, and same polarization direction, and the optical
power detected by the photodetector is ES3 = PS1+PS2+2

√
PS1PS2 cos�φ.

Try to analyze the coherent gain and signal-to-noise ratio of this detection
method.

2.2 As shown in Fig. 2.5, it is a subcarrier modulation heterodyne detection
system. The transmitting end of the optical wireless communication system
performs subcarrier QPSK intensity modulation on the baseband signal,
signal optical power is Pe(t) = Ps[1 + kp cos(ωct + ϕ j )],Ps is the average
power of signal light; kp is the degree of optical modulation; the sub-carrier
phase is ϕ j = j · π

4 , j = 1, 3, 5, 7, and ωc is the angular frequency of the
sub-carrier at the transmitter. Supposing that the local oscillator optical power
is Pl(t) = Pl

[
1 + kp cos(ωl t)

]
, find the heterodyne gain and bit error rate of

the system.
2.3 The coherent optical detection system needs a phase-locked loop, as shown

in the Fig. 2.26. The transfer function of the phase-locked loop is

H( jω) = θVCO( jω)

θN ( jω)
= F( jω)A4

I F K ( jω)−1

1 + F( jω)A4
I F K ( jω)−1

=
(
A4
I F K jωτ2 + A4

I F K
)/

τ1

( jω)2 + (
A4
I F K jωτ2 + A4

I F K
)/

τ1
= ω2

n + 2ζωn jω

ω2
n + 2ζωn jω + ( jω)2

,

Fig. 2.26 Coherent optical detection system with a phase-locked loop
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where ω2
n = A4

I F K
/
τ1 and ζ = A2

I F τ2
2

√
K

/
τ1.

Power spectral density of phase error is.

Gε( f ) = |1 − H( jω)|2GPN ( f ) = 16
π f 2 ·

ω4/
ω4
n[

1−(ω/ωn)
2
]2+[2ζ (ω/ωn)]2

.

Find the phase noise variance of the loop.
2.4 Analysis and discussion of quantum noise in optical heterodyne detection.

[Hint] The generalized rate equation describing the laser can be expressed
as

ṅ = (G − r)n + Rs + Fn (2.42)

Ṅ = P − Gn − S + FN (2.43)

ϕ̇ = α

2
(G − r) + Fϕ (2.44)

where n is the number of photons in the LD, G is the gain, r is the cavity
loss, Rs is the rate of spontaneous radiation to the cavity mode, Fn, FN , and
Fϕ are Langevin noise sources, and N is the number of carriers in the active
region, P is the pumping rate, S is the carrier coincidence rate, and the α

linear broadening factor. Consider the first-order approximation

n(t) = n0 + δn(t)

Then, Eqs. (2.42)–(2.44) become

δ Ṅ + Geδn + �N δN = FN ,Ge = −[Gnn0 + G0] (2.46)

δϕ̇ − α

2
GN δN = Fϕ

Consider the signal light field:

E1(t) = √
2P1(t) exp[ j (ω1t + ϕ1(t))]

Local oscillator light field:

E2(t) = √
2P2(t) exp[( jω2t + ϕ2(t))]

The output current of the photodetector:
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Fig. 2.27 Phase-locked loop
of coherent detection system

I (t) = R|E1(t) + E2(t)|2

= R
{
P1(t) + P2(t) + 2

√
P1(t)P2(t) cos[�ωt + ϕ1(t) − ϕ2(t)]

}
+ ns(t)

By approximating the above formula, the frequency spectrum of the noise
and the noise change incoherent detection can be analyzed.

2.5 A coherent detection system as shown in Fig. 2.5.

(1) Find the BPSK modulation, the system’s bit error rate, and the upper
limit of the bit error rate in the case of white noise.

(2) Find the bit error rate under DBPSK modulation.

2.6 A coherent detection system shown in Fig. 2.5. Analyzes the output noise
characteristics in the case of large input signal-to-noise ratio and Gaussian
noise.

2.7 Consider a coherent optical communication using double-balanced detection,

(1) Find the corresponding bit error rate of the double-balance detector
under the quantum limit condition.

(2) Find the signal-to-noise ratio of the system using double-balanced
detection when only shot noise and thermal noise are considered.

(3) Try to analyze the common-mode rejection ratio of the double-balanced
detector.

2.8 As shown in Fig. 2.27 in the phase-locked loop of the coherent detection
system, find the minimum phase variance of the loop.

2.9 Supposing a coherent light detection system, only the shot noise generated
by the signal light is considered when the thermal noise is very small. Find
the quantum limit of the coherent detection.

2.10 Using Jensen’s inequality to simplify the channel capacity to get its lower
limit, try to estimate the relationship between the pulse position modulation
order when the maximum transmission rate is reached and the reconstruction
time of population inversion.

2.11 Try to analyze the influence of the balanced detector on the sensitivity of
coherent optical communication.

2.12 Try to analyze the requirements for the consistency of balanced detectors in
coherent optical communications.
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Fig. 2.28 Optical phase-locked loop in coherent optical communication

Fig. 2.29 Pre-amplifier of balanced detector

2.13 Try to compare the signal-to-noise ratio between the balanced detector and
the single-tube detection.

2.14 Try to analyze the output intermediate frequency current of the double balance
detection in Fig. 2.8.

2.15 Try to analyze the improvement of the coherent optical communication
signal-to-noise ratio by the double-balanced detector and the influence of
the consistency coefficient on the detection signal-to-noise ratio.

2.16 Figure 2.28 shows an optical phase-locked loop in coherent optical commu-
nication. Analyzes its working process and discuss the relationship between
phase noise and bit error rate.

2.17 Try to analyze the working process of the pre-amplifier of the balanced
detector as shown in Fig. 2.29.

References

1. Xiao X, Chen M (2011) The design of the external differential step demodulation receiver for
coherent optical communication. Popul Sci Technol 4:21–22

2. Wang Q, Hu Y, Lin C (1994) Photoelectric detection technology. Publishing House of
Electronics Industry



References 79

3. Lin C (2010) High-frequency electronic circuits. Publishing House of Electronics Industry
4. Zhao F (2011) Research on the receiving performance of inter-satellite optical communication

system based on single-mode fiber coupling and self-difference detection, p 1. Harbin Institute
of Technology

5. Ke X, Chen J (2014) Experimental research on non-optical heterodyne detection of 1 km
atmospheric laser communication system. J Appl Sci 32(4):379–384

6. Fan C, Cao L (2006) Principles of communication, 6th ed. National Defense Industry Press
7. Huai Y (2013) Simulation study of double-balanced heterodyne laser detection system. Softw

J 34(4):132–134
8. Zhou L (2011) 900 optical mixer in coherent optical communication, p 4. University of

Electronic Science and Technology of China
9. Ke X, Chen J (2012) Research on influencing factors and key technologies of wireless optical

heterodyne detection system. Semicond Optoelectron 33(4):548–557
10. Yu J, Chi N, Chen L (2013) Coherent optical communication technology based on digital signal

processing, p 10 . People’s Posts and Telecommunications Press
11. Liu Z, Zhou Y, Hu L, et al (2008) Optical fiber communication, 2nd ed, p 12. Xidian University

Press
12. Qin Y (2012) Coherent optical communication link heterodyne receiving technology research,

p 6. University of Electronic Science and Technology of China
13. Zhu Y, Wang J, Lu L (2011) Principle and technology of optical communication, 2nd ed.

Science Press
14. An Y, Zeng X, Feng Z (2010) Photoelectric detection and signal processing. Science Press
15. Griadi RM, Kabo S (1982) Optical communication (translated by Chen Zhenguo and others).

People’s Posts and Telecommunications Press
16. Wang L (2011) Research on coherent optical communication heterodyne detection technology.

Xidian University
17. Lu X et al (2013) Phase-locked loop analysis based on QPSK modulation in coherent optical

communication. J Chang Univ Sci Technol 36(3):49–52
18. Li L (1992) Quantum noise in optical heterodyne detection. Opt Commun Res 2:21–26
19. Bi G (1990) Intensity modulation nonlinear heterodyne detection optical communication

system and its performance. Chin J Electron 02:69–75
20. Jacobaen G, Garrets I (1988) Optical ASK heterodyne receiver: comparison of a theoretical

model with experiment. Electron Lett 22(3):170–171



Chapter 3
Modulation, Demodulation, and Coding

Modulation in optical wireless communication is the process of loading information
onto the light wave. The modulator is an electro-optic converter, which changes the
parameters of the output beam, such as intensity, frequency, phase, polarization state,
and beam/photon orbital angularmomentum,with the signal. This chapter introduces
the modulation, demodulation, and coding of the optical signal.

3.1 Modulation

Modulation is using one signal (modulation signal) to control another signal as a
carrier (carrier signal) so that a certain parameter of the carrier signal changes with
the modulation signal. As shown in Fig. 3.1, modulation techniques can be divided
into active and passive modulation. Active modulation is conducted at the optical
transmitter, whereas passive modulation is conducted at the opposite side, where
the light source and modulation process are separated. Active modulation includes
internal and external modulation: parameters of the light source are modulated in the
former, and parameters of the light wave are modulated in the latter.

3.1.1 Basic Concepts

In opticalwireless communication, the information carried by a laser beam, including
language, text, images, and symbols, is transmitted through transmission channels,
such as atmosphere or free space, and received, identified, and restored by the optical
receiver. The process of loading information onto a light wave carrier is called modu-
lation, and the device to complete this process is called a modulator. The process of
loading information onto a laser beam is called laser modulation driving technology,
where the laser is the carrier wave, and the low frequency information as a controller
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Passive modulation

Amplitude modulation

Phase modulation
External modulation

Internal modulation

OOK modulation

PPM modulation

Subcarrier modulation

Modulation technique

Active modulation

Fig. 3.1 Classification of optical modulation technology

is called the modulation signal. In optical communication, the light wave is used as
a carrier for information transmission.

According to the nature of modulation, optical modulation can be divided into
amplitude modulation, intensity modulation, frequency modulation, phase modula-
tion, and pulse modulation. Depending on the working principle of the modulator,
modulation can be classified as electro-optic, acousto-optic, magneto-optic, etc. In
addition, it can be divided into analog and digital modulation.

3.1.2 Analog and Digital Modulation

A baseband signal is the original electrical signal without modulation via spectrum
shifting or transformation. The spectrumof baseband signal is located in low frequen-
cies and has a low-pass form; that is, the spectrum starts from near zero frequency.
The baseband signal can be divided into digital and analog baseband signal based on
the characteristics of the original electrical signal.

In analog modulation, a sinusoidal signal is generally used as the carrier.
Combined with the carrier, the spectrum of baseband signal is transformed for the
transmission in the channel. For linear modulation, the spectrum of the modulated
signal is a shift or linear transformation of the spectrum of the baseband signal (e.g.,
amplitude modulation). In nonlinear modulation (e.g., frequency and phase modula-
tion), there is no linear relationship between the modulated signal and the baseband
signal.

Digital modulation moves the spectrum of the baseband signal to a higher
frequency band, which is more suitable for baseband signal transmission, and loads
the baseband signal onto a parameter of the high-frequency carrier. The noise intro-
duced by analog modulation in the transmission process cannot be completely
eliminated at the receiver, but this is possible with digital modulation.

Based on the number of levels of the baseband signal, digital modulation can be
divided into binary and multilevel digital modulation. Depending on the parameters
of the information bearing carrier, digital modulation can be divided into amplitude-
shift keying (ASK), frequency-shift keying (FSK), and phase-shift keying (PSK).
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Additionally, other digital modulations can be formed based on the combinations of
the mentioned schemes. For example, quadrature amplitude modulation (QAM) is a
combination of ASK and PSK.

3.1.3 Direct and Indirect Modulation

Depending on the relationship between the modulated signal and the light source,
optical modulation can be divided into direct and indirect modulation.

(1) Direct modulation

Direct modulation is also known as internal modulation, where the light source
parameters, such as light intensity, are directly controlled by the modulation signal,
and the modulated optical signal changed by the modulation signal is thus obtained.
An advantage of direct modulation is that the circuit is simple and easy to implement;
however, the transmission rate is limited.

(2) Indirect modulation

Indirect modulation is also known as external modulation, where an external modu-
lator is used to modulate a certain parameter of the optical carrier. The modulated
object is the light wave emitted by the light source, and the parameters of the light
source remain unchanged during the modulation.

3.1.4 Internal and External Modulation

According to the relative relationship between the modulator and laser, modulation
can be divided into internal and externalmodulation. Internalmodulation refers to the
loading ofmodulation signal in the process of laser oscillation. Themodulation signal
is used to change the oscillation parameters of the laser to change the characteristics of
the laser output to achieve themodulation.Here, the “modulation signal” corresponds
to the source in the communication.

In external modulation, a modulator is placed on the optical path outside the laser
after the laser shape is generated, and the physical characteristics of themodulator are
changed by the modulation signal. As the laser beam passes through the modulator,
some parameters of the light wave are modulated. External modulation is usually
implemented by electro-optic, acousto-optic, or magneto-optic crystal. Compared
with internal modulation, external modulation is preferred owing to its higher modu-
lation rate (by approximately one order of magnitude) and much wider modulation
bandwidth.
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3.2 External Modulation

In external modulation, a certain parameter of the light wave (output laser beam) is
modulated by the modulation signal after the formation of the light wave, but the
laser remains unchanged.

3.2.1 Electro-Optic Modulation

The electro-optic modulation [1] is a type of modulation scheme that uses an electro-
optic crystal to make the amplitude, phase, and other parameters of the laser field
change regularly with the modulation signal in the electric domain. Its physical basis
is the electro-optic effect.

3.2.1.1 Electro-Optic Effect

The electro-optic [2] effect refers to the phenomenon that optical properties of mate-
rials change when the matter is placed in an electric field. Due to external electric
field, some isotropic transparent materials exhibit optical anisotropy and refractive
indexes of materials change. The electro-optic effects include Pockels effect [3] and
Kerr effect [4].

The propagation law of light waves in a medium is affected by the refractive
index distribution of the medium, which is closely related to its dielectric constant.
The refractive index of a crystal can be expressed by the power series of the applied
electric field; that is, n = n0 + γE + bE2 + . . ., where the change of refractive
index caused by γ E is called the linear electro-optic effect or the Pockels effect. The
change of the refractive index caused by the quadratic term bE2 is called the Kerr
effect. For most electro-optic crystal materials, the effect of γ E is more significant
than that of bE2 [5].

(1) Pockels effect (or linear electro-optic effect)

According to the theory of crystal optics, the influence of the direction of electric field
and light transmission on the refractive index of crystal is complex. Depending on
the relationship between the applied electric field and the light direction, the Pockels
effect can be classified into two categories: longitudinal Pockels effect (the electric
field is parallel to the light direction) and transverse Pockels effect (the electric field
is perpendicular to the light direction).

(a) Longitudinal Pockels effect

Potassium dihydrogen phosphate (KDP) crystal is a negative uniaxial crystal with
light transmission band of 178 nm–1.45μm. Considering the case of cutting perpen-
dicular to the z-axis (optical axis) in the principal axis coordinate system consistent
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with the axial direction of the crystal, when the electric field is incident parallel to
the z-axis, the refractive index ellipsoid equation of the KDP crystal is [6]

x2

n20
+ y2

n20
+ z2

n2e
+ 2γ63xyEz = 1, (3.1)

where γ63 is the electro-optic coefficient of KDP crystal, and no = nx = ny, ne = nz
is the principal axis refractive index. To find a new coordinate system

(
x′, y′, z′), the

refractive index ellipsoid equation does not contain any cross terms, where
(
x′, y′, z′)

is the direction of the principal axis of the ellipsoid after the electric field is applied;
this is usually called the induction principal axis. Then, nx′ , ny′ , nz′ is the principal
refractive index in the new coordinate system. Since x-axis and y-axis are symmet-
rical, the x-coordinate and y-coordinate can be rotated by 45° around z-axis. In the
new coordinate system

(
x′, y′, z′), Eq. (3.1) can be converted to [6]

(
1

n20
+ γ63Ez

)
x′2 +

(
1

n20
− γ63Ez

)
y′ 2 + 1

n2e
z′ 2 = 1. (3.2)

Thus, the three principal refractive indices along the principal axis of the new
ellipsoid are [6]

⎧
⎨

⎩

n′
x = no − 1

2n
3
oγ63Ez

n′
y = no + 1

2n
3
oγ63Ez

nz = ne.
(3.3)

It can be seen from Eq. (3.3) that the electric field parallel to the optical axis
changes the KDP crystal from a uniaxial crystal to a biaxial crystal. The cross-
section of the refractive index ellipsoid in the plane of z = 0 changes from a circle
to an ellipse, and the length of its principal axis is related to the magnitude of the
applied electric field Ez. As a result, the two equal amplitude and linearly polarized
light beams vibrating in the directions of the induction principal axes x′ and y′ have
different propagation speeds. The resulting phase difference is [6]

δ = 2π

λ
(n′

x − n′
y)l = 2π

λ
n30γ63Ezl = 2π

λ
n30γ63U , (3.4)

where λ is the wavelength in vacuum, l is the length of light passing through the
crystal, and U is the applied voltage. It can be seen from Eq. (3.4) that the phase
delay caused by the longitudinal electro-optic effect does not depend on the length
l but is only determined by the nature of the crystal γ63 and the applied voltage U .
In the electro-optic effect, the voltage required for the phase difference to reach π is
called the half-wave voltage. The half-wave voltage of commonly used crystals is in
the order of 3–10 kV.
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(b) Transverse Pockels effect

In transverse Pockels effect, light propagates in the x′ direction perpendicular to the
z-axis of the electric field. The linearly polarized light beams vibrating along the
two principal vibration directions z and y′ have different propagation speeds. From
Eq. (3.3), it can be seen that the phase difference produced after passing through a
crystal with a length of l is [6]

δ = 2π

λ
(nx′ − nz)l = 2π

λ
|no − ne|l + π

λ
n3oγ63Ezl

= 2π

λ
(nx′ − nz)l = 2π

λ
|no − ne|l + π

λ
n3oγ63

l

h
U , (3.5)

where h is the crystal thickness in the direction of electric field, and U is the applied
voltage. The transverse electro-optic effect of theKDPcrystal causes the phase differ-
ence of light wave passing through the crystal, including two items: The first is the
phase delay caused by the natural birefringence of the crystal, which is independent
of the applied electric field. The second is the phase delay caused by the applied
electric field, which is related to the applied voltage U and the crystal size (l/h).
Thus, the half-wave voltage can be reduced by appropriate selection of the crystal
size.

(2) Kerr effect (quadratic electro-optic effect)

When a linearly polarized light passes through the crystal in the direction perpen-
dicular to the electric field, it is decomposed into two linearly polarized lights that
vibrate along and perpendicular to the electric field, respectively. The phase delay
of the two linearly polarized lights is proportional to the square of the electric field
intensity [7], which is called the Kerr effect:

δ = 2πKl
U 2

h2
, (3.6)

whereK is the Kerr constant of matter, h is the distance between plates, l is the length
of light passing through the medium, and U is the applied voltage. The half-wave
voltage of Kerr response is generally of magnitude of tens of thousands of volts.

3.2.1.2 Electro-Optic Intensity Modulation

The intensity of light can be controlled by the electro-optic effect of the crystal.
Figure 3.2a is a schematic diagram of a typical electro-optic intensity modulation
device. It consists of two polarizers with vertical polarization direction and a uniaxial
electro-optic crystal placed between them. The vibration direction of the polarizer is
parallel to the x- and y-axis.
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Fig. 3.2 Schematic diagram of light intensity modulation device: a light intensity modulator and
b polarizer

When an electric field is applied along the z-axis direction on the electro-optic
crystal, the induced birefringence axis generated by the electro-optic effect forms a
45° angle with the axis. Assuming that x′ is the fast axis and y′ the slow axis, if the
voltage applied to the electro-optic crystal at a certain time isU , the amplitude of the
electric vector of the linearly polarized laser in the x direction incident on the crystal
is E, and the amplitudes of the electric vectors decomposed on x′ and y′ axes are Ex′

and Ey′ . After passing through the crystal, the electric vector amplitudes along the
x′ and y′ axes are both Ex′ = Ey′ = (

√
2/2)E. At the same time, the two polarized

lights vibrating in x′ and y′ directions produce a phase difference as expressed by
Eq. (3.8).

The two linearly polarized lights emitted from the crystal are then analyzed by
a polarizer whose vibration direction is parallel to the y-axis. The resulting light
amplitudes (see Fig. 3.2b) are Ex′y and Ey′y, respectively, where Ex′y = Ey′y = E/2.
Thus, the phase difference between them is (δ + π ). The combined amplitude of
these two vibrations is [7]

E′ 2 = E2
x′y + E2

y′y + 2Ex′xEy′y cos(δ + π)
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= 1

4
(E2 + E2) − 1

2
E2 cos δ

= 1

2
E2(1 − cos δ). (3.7)

Since the light intensity is proportional to the square of the amplitude, assuming
that the scale coefficient is 1, the light intensity passing through the polarizer can be
written as [7]

I = E′ 2 = E2 sin2
δ

2
= I0 sin

2 δ

2
.

Namely,

I = I0 sin
2 πn30γ63

λ
U . (3.8)

When the voltage U applied to the crystal changes, the light intensity passing
through the polarizer also changes. A part of the I/I0 ∼ U curve and the working
situation of the light emphasis system is shown in Fig. 3.2. To select the working
point in middle of the curve, a DC bias half-wave voltage Uλ/2 is usually applied
to the modulation crystal. Alternatively, it is more convenient to insert a λ/4 wave
plate in the device (see the dotted line in Fig. 3.2a) to add a fixed phase difference
of π/2 between the vibration components along x′ and y′. Then, if the applied signal
voltage is a sinusoidal voltage (smaller voltage amplitude), U = U0 sin ωt, the
output light intensity is approximately sinusoidal. This result can be expressed as
follows. Because of the additional fixed position difference π/2, δ in Eq. (3.8) should
be replaced by � = δ + π/2 as [7]

I = I0 sin
2 �

2
= I0 sin

2

[
π

4
+ π

2

U0

Uπ

sinωt

]

= I0 · 1
2

[
1 + sin

(
π
U0

Uπ

sinωt

)]
. (3.9)

In general,U0 << Uπ , the sine function can be expanded into series, and the first
term can be obtained approximately as [7]

I/I0 = 1

2
+ π

2

U0

Uπ

sinωt. (3.10)

The relative light intensity remains a sine function of angular frequency ω, which
is a linear copy of the modulation voltage, to achieve light intensity modulation.
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3.2.1.3 Electro-Optic Phase Modulation

Consider the phase modulation device shown in Fig. 3.3. Assuming that the vibration
direction of the polarizer is parallel to the y′-axis of the crystal, the vibration direction
of the polarized light perpendicularly incident on the x′y′ planeof the crystal is parallel
to the y′ direction. In this case, the electro-optic effect produced by the external
electric field no longer modulates the light intensity but changes the phase of the
polarized light. After applying an electric field, the light whose vibration direction
is parallel to the y′-axis of the crystal passes through the crystal with a length of l,
and its phase increases to [7]

� = 2π

λ

(
n0 + n30

2
γ63Ez

)
l. (3.11)

If the sinusoidal modulation electric field Ez = Em sinωmt is applied to the crystal
(where Em and ωm are the amplitude and angular frequency of the modulation field,
respectively), and amplitude of the field vector of the light at the input surface of the
crystal (z = 0) is Uin = A cosωt, then the amplitude of the field vector at the output
surface (z = l) can be written as [7]

Uout = A cos

[
ωt + 2π

λ

(
n0 + n30

2
γ63Ez

)
l

]
. (3.12)

Using the sinusoidal modulated electric field and omitting the constant term,
Eq. (3.12) is rewritten as [7]

Uin = A cos(ωt + MP sinωmt). (3.13)

Here, MP = πn30
λ

γ63Eml is called phase modulation degree. It can be seen from
Eq. (3.13) that the phase of the output field is modulated by the electric field with
modulation degree of MP and angular frequency of ωm.

Fig. 3.3 Schematic diagram of phase modulation [7]
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3.2.2 Acousto-Optic Modulation

The acousto-opticmodulation [8, 9] is a type ofmodulationmethod that uses acousto-
optic effect of acousto-optic medium to make diffraction intensity, frequency, and
direction change regularly with acoustic wave intensity. Its physical basis is the
acousto-optic effect.

3.2.2.1 Acousto-Optic Effect

Whenanultrasonicwavepasses through amedium, elastic strainwill be produceddue
to local compression and elongation of the medium. The strain changes periodically
with time and space. When light passes through a medium disturbed by an ultrasonic
wave, diffraction will occur. The intensity, frequency, and direction of the diffracted
lightwill changewith the changeof the ultrasonicfield.This phenomenon is called the
acousto-optic effect. Raman–Nath diffraction and Bragg diffraction are two common
acousto-optic effects. The parameters tomeasure these two types of diffraction are [6]

Q = 2πL
λ

λ2
s

, (3.14)

where L is the length of acousto-optic interaction, λ is the wavelength of light passing
through the acousto-optic medium, and λs is the ultrasonic wavelength. When Q ≤
0.3, it is the Raman–Nath diffraction, andwhenQ ≤ 4π , it is the Bragg diffraction. In
the middle zone of 0.3 < Q < 4π , the diffraction phenomenon is more complicated,
and ordinary acousto-optic devices do not work in this range [6].

3.2.2.2 Raman–Nath Diffraction

As shown in Fig. 3.4, when the ultrasonic frequency is low and the incident light
wave parallel to the acoustic wave surface (i.e., perpendicular to the propagation
direction of the acoustic field), the length of the acousto-optic interaction is short,
and the change of the refractive index can be ignored. Then, the acousto-optic
medium can be regarded as a relatively static “plane phase grating”. The speed
of sound is much smaller than the speed of light, and the length of a sound wave is
much greater than that of a light wave. Therefore, when a light wave passes through
the medium in parallel, the wave front of the light passing through the denser part
(with a larger refractive index) will lag, while the wave front passing through the
sparser part (with a smaller refractive index) will advance. Thus, the wave front of
a plane wave passing through acousto-optic medium appears as a concave-convex
phenomenon and becomes a wrinkle surface. The secondary waves emitted by the
sub-wave sources on the outgoing wave front will interfere coherently to formmulti-
level diffracted light symmetrically distributed with the incident direction, which is
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Fig. 3.4 Raman–Nath diffraction [6, 10]

called the Raman–Nath diffraction. The diffraction angle of diffracted light θ at all
levels satisfies the following relationship [6]:

λs sin θ = mλ m = 0,±1,±2 . . . (3.15)

In diffraction, maximum points associated with m = 0, ±1, ±2 . . . exist on both
sides of the incident light, and the diffracted light will produce a Doppler effect
for the moving acoustic wave. Thus, the frequency of the response light wave is
ω,ω ±ωs, ω ± 2ωs, . . . where the zeroth order diffracted light is an extension of the
incident light. The extreme light intensity corresponding to the mth order diffraction
is [6]

Im = IiJ
2
m(δ), (3.16)

where Ii is the incident light intensity, δ = 2π(�n)L represents the additional phase
shift caused by the change of the refractive index after the light passes through the
acousto-optic medium, and Jm(δ) is the Bessel function of the mth order.

3.2.2.3 Bragg Diffraction

When the frequency of an acoustic wave is high, the working length of the acoustic
wave is large, and the incident angle between the beam and the acoustic wave surface
is oblique, a light wave in the mediumwill propagate through multiple acoustic wave
planes, and themediumhas the “volumegrating”property.As shown inFig. 3.5,when
the angle between the incident light and the acoustic surfacemeets certain conditions,
the diffracted light at all levels in the medium will interfere with each other, and the
diffracted light of higher order will cancel each other. Only the diffraction light of
order 0, +1, or −1 (depending on the direction of the incident light) will appear.
This is referred to as the Bragg diffraction. If suitable parameters can be selected and
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Fig. 3.5 Bragg diffraction [6, 10]

the ultrasonic field is strong enough, almost all energy of the incident light will be
transferred to the diffractionmaximum of+1 or – 1st order. In this way, the energy of
the beam will be fully utilized, and the acousto-optic devices made using the Bragg
diffraction effect can achieve higher efficiency.

It can be proved that the frequency of the ± 1 order diffraction light of the Bragg
diffraction isω±
, and the corresponding zeroth andfirst order diffraction intensities
are [6]:

I0 = Ii cos
2

(
δ

2

)

I1 = Ii sin
2

(
δ

2

)
, (3.17)

where δ is the additional phase shift causedby the changeof refractive index after light
passes through the acousto-optic medium. It is shown that I0 = I1 when δ/2 = π/2.
This indicates that the incident power can be converted into the first order diffraction
power by properly controlling the incident ultrasonic power.

3.2.2.4 Acousto-Optic Modulation

Acousto-optic modulation is a physical process in which the information is loaded
onto an optical frequency carrier by using acousto-optic effect. The modulation
signal acts on the electroacoustic transducer in the form of amplitude modulation of
electrical signal. The electroacoustic transducer converts the corresponding electrical
signal into a variable ultrasonic field.When the lightwave passes through the acousto-
optic medium, the optical carrier is modulated and becomes an intensity modulated
wave carrying information. There are two types of acousto-optic modulators. The
Raman–Nath acousto-optic modulator is characterized by a working acoustic source
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with frequency of less than 10 MHz, and thus is limited to low frequency operation
and narrow bandwidth. The Bragg acousto-optic modulator is characterized by high
diffraction efficiency and wide modulation bandwidth.

3.2.3 Magneto-Optic Modulation

The magneto-optic modulation [10] is a type of modulation method that uses the
magneto-optic effect of magneto-optic medium to change the polarization direction
of linearly polarized light and uses the relative position of polarizer and analyzer
to detect the change of light intensity. Its physical basis is the magneto-optic effect
[6, 11].

3.2.3.1 Magneto-Optic Effect

In 1811, during the study on the birefringence characteristics of a quartz crystal,
Arago found that when a beam of linearly polarized light propagates along the optical
axis of a quartz crystal, its vibration plane will turn an angle relative to the original
direction, as shown in Fig. 3.6. Because the quartz crystal is a uniaxial crystal, light
will not be birefringent when it propagates along the optical axis. Therefore, the
phenomenon discovered by Arago was a new phenomenon called optical rotation
[10, 12].

In 1846, Faraday discovered that under the action of a magnetic field, a non-
rotatorymedium also produces optical rotation, which canmake the vibrating surface
of linearly polarized light rotate. This is the Faraday effect. The structure of the device
for observing the Faraday effect is shown in Fig. 3.7. Both ends of a glass rod are
polished and placed into the magnetic field of a solenoid. In addition, polarizers P1
and P2 are added to make the beam pass through the polarizer along the magnetic

Fig. 3.6 Optical rotations [10]
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Fig. 3.7 Faraday effect [6, 10]

field direction. The direction of the light vector will rotate, and the rotation angle can
be measured by the polarizer.

Later, Verdet studied the Faraday effect and found that the rotation angle of the
light vibration plane θ can be expressed as

θ = VBl, (3.18)

where V is a constant related to the properties of the matter called Verdet constant, B
is the magnetic induction, and l is the length of the light passing through the matter.

3.2.3.2 Magneto-Optic Modulation

The principle ofmagneto-opticmodulation [13] is shown in Fig. 3.8.When there is no
modulation signal, there is no external magnetic field in the magneto-optic material.
According to Marius’ law [6, 7, 10], the intensity of the light beam transmitted from
the polarizer is I0, and the intensity of the light emitted by the analyzer is

I = I0 cos
2 α, (3.19)

Fig. 3.8 Schematic diagram of magneto-optic modulation
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where α is the angle between the polarizer and the optical axis of the polarizer.
When the two optical axes are parallel (α = 0), the passing light intensity is the
maximum; when the optical axes of the two polarizers are perpendicular to each
other (α = π/2), the passing light intensity is zero (extinction).When the modulated
AC signal is added to the magnetizing coil outside the magneto-optic material, the
alternating magnetic field generated causes the vibration surface of light to rotate
alternately by angles of size θ. The output light intensity is

I = I0 cos
2(α + θ). (3.20)

When α is constant, the output light intensity only varies with θ . Because of the
Faraday effect, the signal current makes the rotation of the optical vibration surface
into the intensity modulation of light, so information transmission can be performed
by using this phenomenon.

3.3 Reverse Modulation

“Passive modulation technology,” also known as reverse modulation technology,
uses the method of changing the reverse echo power for modulation, eliminating
the tracking and pointing system of the traditional optical wireless communication
system and making the system application more flexible [14]. The cat’s eye reverse
modulator is a reverse modulation device designed based on the principle of the
cat’s eye effect. By combining a reflection modulation device and cat’s eye structure,
the echo power of the incident light irradiated to the cat’s eye structure can be
modulated by changing the defocus of the modulation device to achieve the purpose
of communication.

3.3.1 Cat’s Eye Effect

The cat’s eyes look very bright in the dark because the incident light from the light
source is focused on the fundus through the cat’s pupil. The reflection of the fundus
causes the light beam to return along its original path. The reflected light is projected
into the eye of the observer, and the cat’s eye looks brighter [15–17].

As shown in Fig. 3.9, the working principle of the cat’s eye structure model is as
follows. A beam of light parallel to the cat’s eye structure converges at the focal plane
through the action of the focusing lens L into a point at the focus F. It is assumed
that the plane mirror is located at the focal plane, and the converging beam returns
along the original optical path after being reflected by the reflector at the focal plane.
Therefore, the light transmitter is the same as the light receiver. The focusing lens L
can be regarded as the entrance and exit pupil of the cat’s eye structure. The plane
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Fig. 3.9 Physical model of cat’s eye structure

mirror is located at the focal plane of the focusing lens. The working process is
analyzed as follows.

The Fourier transform model of cat’s eye effect is shown in Fig. 3.10 [18, 19],
where O is the object plane, T is the transformation plane, I is the image plane,
(x′ y)′ (u, v), and (x′, y′) are the spatial coordinates of the three planes, and t̃0(x, y)
and t̃T (u, v) represent the optical amplitude transmissivity of the object plane and
transformation plane, respectively. Finally, f represents the focal length of the lens,
and F represents the Fourier transform. Denoting the amplitude of the initial incident
light field by A0, the amplitude distribution on the object plane is

Ũ0(x, y) = A0 t̃0(x, y). (3.21)

Let the amplitude transmissivity on the transformation plane T be t̃T = ρ (0 < ρ <
1; this is the optical reflectivity on the photosensitive surface). The complex amplitude
distribution ŨI (x′, y′)on the imageplane I can be considered as having undergone two
Fraunhofer diffractions, and the transformation of the complex amplitude is a Fourier
transform. Thus, the complex amplitude distribution on the image plane I is [20]

∼

∼ ∼ ∼

∼

∼

Fig. 3.10 Fourier transform model of cat’s eye effect



3.3 Reverse Modulation 97

ŨI (x
′, y′) =

∫ ∫ ∫ +∞∫

−∞
A0ρ t̃0(x, y) exp

{−ik

f

[
u(x + x′) + v(y + y′)

]}
dudvdxdy,

ŨI (x
′, y′) = ρA0 t̃0(−x′,−y′).

That is,

ŨI (x, y) = ρŨ0(−x,−y). (3.22)

It can be seen fromEq. (3.22) that the output image is exactly the same as the input
image, and the negative sign in the formula represents the inversion of the image.
This shows that the light returns along the original path, and only the amplitude
decreases 0 < ρ < 1.

The cat’s eye structure is often used as a retroreflector. In combination with a
suitable modulation device, a reverse modulator can be formed. Because the cat’s eye
structure reverse modulator is passively controlled by the light source, only when the
light source irradiates the cat’s eye structure will the incident light be reflected back
to the light source along the original path. In the process of reflection, the reflected
light is modulated, and useful information is carried back to the light source; this is
also called passive modulation.

3.3.2 Principle of Reverse Modulation

Defocusing can be divided into forward and backward defocusing. When the reflec-
tion at the focal plane moves towards the lens, it is called forward defocusing, and
vice versa.

As shown in Fig. 3.11 [21, 22], the aperture of the focusing lens is D, the focal
length is f , and the defocusing amount is d. The output beam is limited to a certain
aperture and angle range: if beyond this range, some light will not be able to exit the

Fig. 3.11 Forward defocus (a) and backward defocus (b)
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optical system. We call these the effective aperture D’ and divergence angle θ s of
defocusing.

For forward defocusing, the effective aperture is

D
′ = f − 2d

f
D (d << f ), (3.23)

and the divergence angle is

θs = 2tg−1 dD

f 2
. (3.24)

For backward defocusing, the effective aperture is

D′ = f

f + 2D
D(d << f ), (3.25)

and the divergence angle is

θs = 2tg−1 dD

f (f + 2d)
. (3.26)

It can be seen from Eqs. (3.23) and (3.25) that the defocusing amount of reflector
is inversely proportional to the effective aperture of the cat’s eye.

Suppose that the laser transmitting power is pt , the effective receiving area is Ar ,
the distance between the target and the laser transmitting receiver is r, the divergence
angle of the beam is θ0, the effective cross-sectional area of the cat’s eye optical
system is As, the reflection coefficient is ρs, the atmospheric transmittance is τ a, and
the transmittance of the receiving optical system is τ r . Then the reflected echo power
of the cat’s eye target received by the receiver is

pr = pt
16τaτrArAsρs

π2θ2
0 θ

2
s r

4
. (3.27)

By introducing Ar = π(D/2)2, AS = π(D′/2)2, and Eqs. (3.23)–(3.26) into
Eq. (3.27), the reflected power of the cat’s eye target can be simplified as

pr = ptτaτrρs
f 4D2

4θ2
0 d

2r4
. (3.28)

According to Eq. (3.28), the reflected power of cat’s eye reverse modulator is
related to many factors of the system. It is directly proportional to the fourth power
of the lens focal length and the square of the lens diameter and inversely proportional
to the square of the defocusing amount and the fourth power of the distance between
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the transmitter and the modulation end. When the structural parameters f and D
and the distance r between the transmitter and the modulator are fixed, the variable
defocus is the most ideal and easiest to realize parameter for modulating the reflected
power.

When the mirror is in the focal plane, the incident beam will return to the original
path strictly, but it will divergewhen out of focus. Amodulating retroreflector (MRR)
is a method to modulate the reflected light power by adjusting the defocusing amount
of the cat’s eye structure. The relationship between the defocusing state of the cat’s
eye reversemodulator and the output power ofMRR is shown inFig. 3.12. The change
of power is directly reflected in the change of signal amplitude at the receiving end,
which is convenient for the extraction and identification of the signal.

Fig. 3.12 Defocusing principle of the cat’s eye effect: a diagram of the cat’s eye effect defocusing
principle and b defocusing distance and power curve
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Fig. 3.13 Diagram of modulating retroreflector system

3.3.3 Cat’s Eye Reverse Modulation System

The MRR system consists of two unequal terminals [23–25]: the active and passive
terminals. A schematic diagram of an MRR system is shown in Fig. 3.13. The active
end is the transmitting/receiving terminal of traditional free-space optical communi-
cation (FSO) and includes the laser transmitting, laser receiving, signal processing,
and control systems. The passive end is the reverse modulation terminal and includes
the MRR, information acquisition, signal processing, and control systems; the MRR
system includes modulator and retroreflector.

The working process of MRR FSO system is as follows. The transmit-
ting/receiving terminal aims at the reverse modulation terminal through the control
system and emits a laser beam. The reverse modulation terminal receives the inci-
dent beam by adjusting the angle and position of the controller. When the reverse
modulation terminal detects the incident beam, the signal processing system loads
the modulation signal to the modulator and modulates the incident light through
the change of the modulator state. Then, the reverse reflector returns the modulated
beam to the transmitter. The transmitter/receiver obtains themodulated optical signal
through the receiving system, converts the optical signal into electrical signal, and
finally processes the signal by the signal processing system to demodulate the useful
signal.

3.4 Pulse-Like Position Modulation

3.4.1 Pulse-Like Position Modulation

Pulse-like position modulation is a general term of pulse position modulation and
includes on–off keying (OOK), pulse position modulation (PPM), digital pulse
interval modulation (DPIM), and dual-header pulse interval modulation (DHPIM).
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These modulation methods use the time interval between the optical pulse and the
reference point as the information carrier for information transmission. The infor-
mation receiver determines the transmitted information by the position of the optical
pulse during a certain period of time; this is referred to as pulse-like position modu-
lation. OOK, PPM, and multichannel subcarrier modulation are the modulation
methods for intensity modulation/direct detection in the atmospheric optical wireless
communication system. Among them, OOKmodulation has higher average transmit
power, whereas PPM has a reduced average transmit power but increased band-
width requirement. The symbol structure, bandwidth requirement, average transmit
power, slot error rate, and channel capacity of the mentioned modulation methods
are systematically analyzed as follows [26–30].

3.4.1.1 Symbol Structure of Pulse-Like Position Modulation

The OOK modulation is the most widely used and the simplest modulation method
in intensity modulation/direct detection system. It uses the presence or absence of
optical pulse to transmit information.When an optical pulse in a time slot is detected,
transmission information of “1” is recorded; no optical pulse means transmission
information of “0”.

PPM maps a group of n-bit binary data into a single pulse signal in a time
slot composed of 2n time slots, where the pulse position is the decimal number
corresponding to the binary data.

Multi-pulse position modulation (MPPM) maps the binary data of length M
into a symbol of optical pulse, which appears simultaneously in P time slots of
an information frame with n time slots;M, n, and P satisfy Cp

n ≥ 2M .
Differential pulse position modulation (DPPM) removes “0” after “1” based on

PPM, so its symbol length is not fixed.
Dual durationPPMis an improved formofPPM.The symbol length is 2M−1+α−1

time slots, and k is the decimal number corresponding to the binary data. If k < 2M−1,
the pulse is located at the (k + 1)-th time slot, and the pulse width in time slots is
α/2. If k ≥ 2M−1, the pulse is located at the (k + 1)-th time slot, and the pulse width
in time slots is α.

Dual amplitudePPMuses dual amplitude signals to distinguish thefirst and second
halves of the information. If k < 2M−1, the pulse amplitude is A, and 2M−1 time slots
behind the PPM mapping are removed. If k ≥ 2M−1, the pulse amplitude is βA,
and 2M−1 time slots in front of the PPM mapping are removed. The pulse position
modulation mode is the same as that of PPM.

Shorten pulse position modulation divides binary data into two parts: the first
bit and last (M − 1) bits. Specifically, the first bit remains unchanged, and the
last (M − 1) bits are modulated according to the mapping method of the PPM
mode. Then the two parts of the data are combined as the modulated data. During
demodulation, the two parts of the information are demodulated separately.

Separated double PPM (SDPPM) is based onMPPM and improved with 2 pulses.
Assuming that the lengthof each symbol isN, thenumberofpulse combinations isC2

N .
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To avoid inter-symbol interference, the combination of continuous pulses is removed
when selecting the pulse combination. Therefore, the number of pulse combinations
available for selection isC2

N−1 − (N − 2) satisfyingC2
N−1 − (N − 2) ≥ 2M .

Pulse interval modulation (PIM) uses the space time slot interval between adja-
cent optical pulses to represent the transmitted information. The pulse position in
the modulation symbol is fixed at the initial position of the symbol, which is called
the starting pulse. It is followed by several protection time slots and K space time
slots representing the transmitted information. Here, K is the decimal number corre-
sponding to the transmitted binary data. DPIM is a type of PIM, and its symbol
structure is approximately the same as that of PIM. When the receiver demodulates
the DPIM, symbol synchronization is not required.

DHPIM is an improved form of PIM, with a more complex modulation structure.
In DHPIM, each symbol consists of a header slot and subsequent empty slots. The
header slot is fixed as α + 1 time slots (α is a positive integer), and two cases can
occur: if k < 2M−1, the head time slot is (α/2) pulse time slots plus (α/2 + 1)
time slots for the protection slot; the number of subsequent empty time slots is k,
indicating the information to be transmitted. If k ≥ 2M−1, the head time slot is α

pulse time slot and a guard time slot, and the number of subsequent empty time slots
is (2M − 1 − k).

Dual pulse intervalmodulation (DPPIM) uses a fixed start pulse, a variablemarker
pulse, and the time interval between the start pulse and the marker pulse to mark the
transmitted information. The start pulsewidth is fixed to one time slot, and themarker
pulse change is as follows: if k < 2M−1, the marker pulse width is α time slots, and
the number of empty time slots between the start pulse and marker pulse is k−2M−1.
Finally, a number of empty time slots are added after the marker pulse to ensure that
the length of the DPPIM symbol is fixed.

The symbol of dual amplitude pulse interval modulation consists of a start pulse,
a guard slot, and m empty slots. The amplitude of the start pulse changes as follows:
if k < 2M−1, the amplitude of the start pulse is A, and the number of information
slots is m = k; if k ≥ 2M−1, the amplitude of the start pulse is βA (β is a positive
number), and the number of information slots is m = k − 2M−1.

In fixed length digital pulse interval modulation (FDPIM), each symbol consists
of a single time slot pulse fixed at the start position, a guard time slot, an information
time slot, a double time slot as the marker pulse, and subsequent (2M −k) empty time
slots. The first empty time slot after the pulse is marked as the guard time slot. The
other empty time slots do not indicate any information: they ensure a fixed symbol
length.

The symbol length of fixed length dual amplitude PIM is fixed to (2M + 3) time
slots. The symbol structure is similar to that of FDPIM, except that the amplitudes of
the start pulse andmarker pulse in thismodulationmethod areA and βA, respectively,
and each pulse is a single time slot. Taking the number ofmodulation bitsM = 4 as an
example, the symbol structure of various modulation methods is shown in Fig. 3.14.
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Fig. 3.14 The signal structure of various modulation modes withM = 4

3.4.1.2 Performance Analysis of Several Modulation Methods

OOK modulation is commonly used in optical wireless communication systems.
Because of its anti-interference inability and low power utilization, PPM, DPIM,
DHPIM, and other modulation methods have been proposed [31, 32].



104 3 Modulation, Demodulation, and Coding

(1) Average symbol length

The symbol length of each modulation mode refers to the number of time slots in
an information frame. Some of the symbol lengths of the modulation methods are
fixed, and some of them vary depending on the transmission data.

According to the symbol structure of the types of pulse-like position modulation,
the average symbol length can be obtained, as shown in Table 3.1.

The symbol lengths of MPPM and SDPPM satisfy Cp
nm ≥ 2M and C2

ns−1 − (ns−
2) ≥ 2M , respectively, where M represents the number of information bits, Ts

represents the slot width, and α represents the pulse width parameter.

(2) Bandwidth requirements and utilization

The optical wireless communication system requires a certain bandwidth to transmit
information, and the smaller the bandwidth the better. Assuming that the transmission
rate of the source is Rb bit/s, the pulse width duty cycle is 1, and each symbol sends
M bits of information, the bandwidth of each modulation method can be estimated as
the reciprocal of the slot width. The bandwidth requirements of various modulation
methods are shown in Table 3.2.

Table 3.1 Average symbol length

Modulation mode OOK PPM DPPM

Average symbol length MTs 2M Ts
(
2M + 1

)
Ts/2

Modulation mode DPIM DAPPM DPPIM

Average symbol length
(
2M + 3

)
Ts/2 2M−1Ts

(
2M−1 + α

)
Ts

Modulation mode FDPIM DHPIM SPPM

Average symbol length
(
2M + 3

)
Ts

(
2M−1 + 2α + 1

)
Ts/2

(
2M−1 + 1

)
Ts

Modulation mode DAPIM FDPIM DDPPM

Average symbol length
(
2M−1 + 3

)
Ts/2

(
2M + 4

)
Ts

(
2M−1 + α − 1

)
Ts

Table 3.2 Bandwidth requirements

Modulation mode OOK PPM DPPM

Bandwidth requirements Rb
2M
M BOOK

2M +1
2M BOOK

Modulation mode DPIM DHPIM DDPPM

Bandwidth requirements 2M +3
2M BOOK

2M−1+2α+1
αM BOOK

2M +2α−2
αM BOOK

Modulation mode DPPIM DAPPM DAPIM

Bandwidth requirements 2M +2α
αM BOOK

2M−1

M BOOK
2M−1+3

2M BOOK

Modulation mode SPPM FDPIM FDAPIM

Bandwidth requirements 2M−1+1
M BOOK

2M +4
M BOOK

2M +3
M BOOK

Modulation mode MPPM

Bandwidth requirements n
M BOOK
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The bandwidth utilization can be defined as η = Rb/B, and the bandwidth
utilization of various modulation methods can be obtained as shown in Table 3.3.

The bandwidth utilizations of SDPPM andMPPM are expressed in the same way,
both areM/n, except that n of the former satisfies C2

n−1 − (n− 2) ≥ 2M , and n of the
latter satisfies Cp

n ≥ 2M .

(3) Average transmit power

In atmospheric laser communication, the pulse-like position modulation method can
be considered to send “1” and “0” sequences with an equal probability. Power Pc is
needed when sending “1”, and no power is needed when sending “0”, so the average
transmission power can be determined as Pave = p1pc. The average transmit power
of various modulation methods is shown in Table 3.4.

D. Channel capacity

Channel capacity is the maximum information rate that the channel can transmit
without errors. According to the relationship between the average received optical
power and the average transmit power PR(h) = PT (ηA/λL)2h, the telecommunica-
tion noise ratio at the receiving end is γ (h) = η2

z t
2P2

cR(ηA/λL)4h2/2σ 2
n , and the

average channel capacity under different turbulence channels is as follows.
Weak turbulence:

〈C〉 = B

ln 2 · σ
√
2π

∞∫

0

ln

(

1 + η2z t
2P2c R

2σ 2
n

(
ηA

λL

)4
h2
)

· h−1 exp

⎡

⎢
⎣−

(
ln h + σ 2/2

)2

2σ 2

⎤

⎥
⎦dh. (3.29)

Moderate strong turbulence:

〈C〉 = B · 2α+β−1

2 ln 2 · π�(α)�(β)
G1,6

6,2

(
8t2P2

cη
2
z R

σ 2
n (αβ)2

·
(

ηA

λL

)4∣∣∣∣
1,1, 1−α

2 , 2−α
2 ,

1−β

2 ,
2−β

2

1,0, 2−α−β

4 ,
4−α−β

4

)

. (3.30)

Table 3.3 Bandwidth utilization

Modulation mode OOK PPM DPPM

Bandwidth utilization 1 M /2M 2M /
(
2M + 1

)

Modulation mode DPIM DHPIM DDPPM

Bandwidth utilization 2M /
(
2M + 3

)
αM /

(
2M−1 + 2α + 1

)
αM /

(
2M + 2α − 2

)

Modulation mode DPPIM DAPPM DAPIM

Bandwidth utilization αM /
(
2M + 2α

)
M /2M−1 2M /

(
2M−1 + 3

)

Modulation mode SPPM FDPIM FDAPIM

Bandwidth utilization M /
(
2M−1 + 1

)
M /

(
2M + 4

)
M /

(
2M + 3

)
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Table 3.4 Average transmit
power

Modulation
mode

OOK PPM DPPM

Average
transmit power

Pc
2

Pc
2M

2M /
(
2M + 1

)

Modulation
mode

DPIM DHPIM DDPPM

Average
transmit power

2
2M +3

Pc M /2M−1 1+β

2M−1+3
Pc

Modulation
mode

DPPIM DAPPM DAPIM

Average
transmit power

αM /
(
2M + 2α

)
M /2M−1 1+β

2M−1+3
Pc

Modulation
mode

SPPM FDPIM FDAPIM

Average
transmit power

3
2M +2

Pc
3

2M +4
Pc

1+β

2M +3
Pc

Modulation
mode

SDPPM MPPM

Average
transmit power

2
ns Pc

p
nPc

Strong turbulence:

〈C〉 = B · 2a
2π ln 2�(a)

G1,6
6,2

(
8t2P2

cη
2
z R

a2σ 2
n

·
(

ηA

λL

)4∣
∣∣
1,1, 1−a

2 , 2−a
2 ,0, 12

1,0, 1−a
4 , 3−a

4 ,0

)

. (3.31)

3.4.2 Synchronization Technology

3.4.2.1 Frame and Super Frame

As shown in Fig. 3.15, the beginning of a super frame is a synchronization header
to ensure information synchronization. Each frame contains several information
segments. Protection time slot can be included to prevent laser overload; in some
lasers, protection time slot is not required.

3.4.2.2 Frame Synchronization

To correctly demodulate the information in the PPM frame, the information frame
of the receiver must be strictly synchronized in time. Figure 3.16 is the schematic
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Fig. 3.15 Super frame structure of pulse position modulation
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Fig. 3.16 Diagram of receiver composition

diagram of the receiver composition. After the optical pulse signal passes through
the atmospheric channel, the noise is superimposed, and the signal amplitude is
attenuated. Thus, the signal output by the avalanche photodiode is first processed by
the preprocessor. The splitter sends the filtered signals to the demodulation detec-
tion unit, the time slot synchronization unit, and the frame synchronization unit,
respectively.

3.4.2.3 Time Slot Synchronization

The protection time slot of PPM signal is half of the frame period. Regardless of the
PPM pulse time slot, the position of the leading edge of the pulse in the time slot
remains unchanged, which satisfies the condition for using digital phase-locked loop
(DPLL) to extract the synchronization signal. The block diagram of the time slot
synchronization subsystem is shown in Fig. 3.17. The signal output is first sent to the
amplitude comparator by the splitter to remove the noise with small amplitude. The
width comparator can remove the narrow pulse noise signal, and the pulse extension
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Fig. 3.17 Time slot synchronization

adjusts the duty cycle of the signal to 50%; then, the level signal is output. Then,
after AD sampling, the analog signal is converted to digital signal, and then sent to
the digital phase-locked loop to extract the synchronized time slot clock [33].

3.5 Direct Drive of Light Source

Direct modulation of the light source requires injecting the signal to be transmitted
into the semiconductor laser. By changing some parameters of the laser, the output
light wave changes with the modulation signal to achieve the modulation purpose
of changing the laser output characteristics. A typical circuit is shown in Fig. 3.18,
where the signal input terminal is a single-ended input.

Theworking process of the circuit is as follows. TheAD8138 is used to convert the
input single-ended electrical signal to a differential signal. TheMAX9375 adjusts the
differential signal to a proper range and outputs it to the MAX3738. The MAX3738
drives the laser with current under the action of the input differential signal and sends
the light waves with signals.

Fig. 3.18 Direct modulation drive circuit
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3.5.1 Single-Ended to Differential Converter

When transmitted at a high rate, the signal in differential form is more stable than
that in single-ended form, and most devices, such as MAX3738, use differential
input and output when transmitting signals. The differential working condition is
that two signals of equal amplitude, opposite phase, and centered on an appropriate
common-modevoltage drive IN+and IN− at the same time.The idealway to drive the
MAX3738 differentially is to use a differential amplifier such as the AD8138, which
can be used for single-ended to differential amplifiers or differential to differential
amplifiers. Moreover, it provides common-mode level conversion. The AD8138 and
its peripheral circuits [34] are shown in Fig. 3.19.

AnAD8138 uses 5Vdual power supplywith themainworking process as follows.
The chip has a dual-end input,+IN is connected to input single-ended signal,−IN is
grounded, and twooutputs are obtained throughoperational amplifier,where one is an
in-phase output and the other is inverted output. Thus, a pair of signals with the same
amplitude and opposite phase are obtained. This process converts the single-ended
signal into a differential signal, which facilitates the laser driver unit.

The AD8138 has a unique feature of internal feedback that provides output gain
and phase balance to suppress even-order harmonics. It uses two feedback loops to
control the differential output voltage and common-mode output voltage, respec-
tively. The differential feedback set by the external resistor controls the differential
output voltage, and the common-mode feedback controls the common-mode output
voltage, which can be adjusted by applying voltage on the VOCM pin. A small
resistor is connected in series to the output to prevent high-frequency ringing in the
impulse response [34].

Fig. 3.19 AD8138 and its peripheral circuits



110 3 Modulation, Demodulation, and Coding

Fig. 3.20 MAX9375 and its
peripheral circuits
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3.5.2 Level Adjustment

The single-ended electrical signal is converted to a pair of differential signals through
theAD8138, but the level of the converted signal does notmeet the requirements of the
laser driver, namely the MAX3738. Therefore, the level of the obtained differential
signal must be adjusted to meet the input signal level required by the MAX3738.
Thus,MAX9375 is used to complete such a process. TheMAX9375 and its peripheral
circuits [35] are shown in Fig. 3.20.

The chip accepts multiple types of input level and converts to low voltage positive
emitter coupled logic (LVPECL) level signal output. With the operating frequency
of up to 2 GHz, the clock jitter is very small, and it has a temperature compensation
network. There are two levels of operational amplifiers with the same working prin-
ciple inside the chip, both of which have one in-phase input and output; the other
input and output are inverted. After the adjustment of the two operational amplifiers,
the LVPECL level signal is output.

3.5.3 Laser Driver

The laser driver (MAX3738) is the core of the entire drive circuit. It converts the
input voltage signal into a current signal and drives the laser to emit light, thereby
transmitting the signal. A typical application circuit [36] with MAX3738 is shown
in Fig. 3.21.

As shown in Fig. 3.22, the MAX3738 comprises three parts: high-speed modu-
lation driver, bias current unit with extinction ratio control, and protection circuit.
The MAX3738 adopts automatic power control working mode. Data is input from
IN− and IN+ terminals. After processing by input buffer circuit and data channel,
the output of differential pair modulator is controlled to realize the modulation. For
input from IN+, Q2 is enabled and opened so that current flows through the LD and
light is emitted. The transistor is then driven by the input signal after data buffer and
switch. The modulated signal is output from OUT− and OUT+ to drive an external
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Fig. 3.21 MAX3738 and its peripheral circuits
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PATH

Fig. 3.22 High-speed modulation drive circuit inside a chip

laser tube. In this way, the required information can be modulated onto the laser
beam for transmission. In contrast, for input from IN−, Q1 is enabled and opened,
and the LD does not emit light or emits weak light [29]. When the output power
changes, the feedback signal is input from the MD terminal. The extinction ratio
control circuit automatically controls the stability of the output optical power by
adjusting the modulation current and the bias current change. When the temperature
change exceeds the threshold, the temperature compensation circuit takes effect. The
current is modulated to maintain power stability. When the circuit breaks down or
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Fig. 3.23 DC coupling mode

other unexpected situations occur, the safety circuit is activated, the SHUTDOWN
terminal outputs a control signal to turn off the laser tube output, and the TX_FAULT
terminal outputs an alarm signal.

The MAX3738 receives differential input signals, provides a wide modulation
current range (up to when AC coupling) and a high bias current range, making it suit-
able for driving Fabry–Perot/distributed feedback in optical module laser. According
to the different connection methods of the laser and MAX3738, the laser drive inter-
face can be divided into three modes: DC coupling, AC coupling, and differential
drive.

(1) DC coupling

The basic connection of the DC coupling output network is shown in Fig. 3.23. It
has fewer peripheral components and can provide a maximum modulation current
of 60 mA.

(2) AC coupling

The basic connection of the AC coupling output network is shown in Fig. 3.24. The
circuit will filter out the DC component and change the average value to zero [37].
The AC coupled output configuration can make the MAX3738 output a maximum
modulation current of 85 mA.

For AC coupling, R1 is used to divert the modulation current from the laser to
reduce the total AC load impedance. The resistance value after connecting in series
with the laser is connected in parallel. The total resistance should be approximately
15 ohms (MAX3738 is optimized for driving 15-
 loads). AC coupling is suitable
for driving vertical cavity surface emitting (VCSEL) lasers.
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Fig. 3.24 AC coupling mode

(3) Differential drive mode

The differential drivemodemust useAC coupled output. The configuration is divided
into inductive pull-up and capacitive pull-up. The basic connections are shown in
Figs. 3.25 and 3.26. The inductive pull-up type is very similar to the capacitive pull-
up type. The main difference is whether the pull-up element on the OUT pin of
the MAX3738 chip is resistive or capacitive. Inductive pull-up can provide greater
modulation current than capacitive pull-up, whereas resistive pull-up requires fewer
inductive components than capacitive pull-up and provides back matching [38].

OUT-

OUT+

BIAS

MD

Magnetic baed

Inductor or
magnetic bead

Inductor or
magnetic bead

Laser

Vcc

Fig. 3.25 Inductance pull-up
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Fig. 3.26 Capacitance pull-up

3.5.4 Principle of Optical Feedback

Since the threshold current of the laser will change with the influence of temperature
and components, the output power of the laser working under a given bias current
will drop. Tomaintain constant output power of the optical transmitter, the automatic
power control circuit of the laser can be used. The structure block diagram of the
commonly used automatic power control principle [31] is shown in Fig. 3.27.

An important part of the structure is the optical feedback. The component for
optical power measurement in Fig. 3.27 is a PIN photodetector encapsulated in a
laser. It detects the change of the output optical power from the back light of the laser
and turns it into an electrical signal through photoelectric conversion. The function
of the power deviation detection circuit is to amplify the weak electrical signal output
by the PIN, as the equivalent signal of the laser output optical power. This is sent to
the input of the comparison integrating amplifier and compared with the reference
level to adjust the DC bias of the laser current.

The principle of negative feedback control is as follows [39]. When the output
optical power of the laser decreases, the output current of the PIN detector decreases,

Light source Back light detection 
PIN

Power deviation 
Detection

Comparison
Amplifier

Bias current 
driver

Reference

Drive signal

Fig. 3.27 Structure of an automatic power control
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causing the level of the inverting input terminal of the comparison amplifier to drop.
Because the reference level does not change, the output level of the comparison
amplifier rises, and the base input current of the drive transistor increases, thereby
increasing the DC bias current of the laser. Finally, the output optical power of
the laser can be rebounded in time to achieve the purpose of stabilizing the output
optical power of the LD.Conversely, when the output power of the laser increases, the
PIN detection output current increases, and the level of the inverting input terminal
of the comparison amplifier increases, resulting in a drop of the output level of
the comparison amplifier. The output current of the base of the driving transistor
decreases so that the DC bias current of the laser is reduced, and finally the output
optical power of the laser is reduced.

The MAX3738 laser driver integrates an automatic power control module, which
adjusts the average power to keep the laser coupled to the photodiode current
constant and compensates for themodulation current to keep the peak power constant
throughout the effective life and temperature range.

3.6 Subcarrier Intensity Modulation

The baseband signal is modulated onto an electric carrier, and the electric signal is
used to modulate the intensity of the light source. The electric carrier is called a
subcarrier. At the receiving end, the electric carrier containing the baseband signal
is recovered through optical detection and then restored to the baseband signal.
Since this modulation modulates the light intensity, it is called subcarrier intensity
modulation. There are two types of carriers: an optical carrier and electric signal
carrier (called subcarrier). A block diagram of the subcarrier intensity modulation
optical wireless communication system is shown in Fig. 3.28.

Source
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modulator

Optical
modulator

Optical 
transmitting 

antenna

Optical 
receiving 
antenna

Optical 
demodulator

Electrical 
demodulatorSink

Emission

Reception

Atmospheric 
channel

Fig. 3.28 Subcarrier modulation optical wireless communication system
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3.6.1 Subcarrier Intensity Modulation

PSKmodulation can be divided into binary PSK (BPSK) andmultiple PSK (MPSK).
In the binary modulation technology, the carrier phase has only two values of “0”
and “π”, which correspond to the “0” and “1” of the modulation signal, respectively.
When sending a “1” symbol, a carrier with a starting phase of π is transmitted.
When sending a “0” symbol, a carrier with a starting phase of 0 is transmitted.
After level conversion, the binary modulation signal represented by “0” and “1”
becomes a bipolar non-return-to-zero signal represented by “−1” and “1”, which is
then multiplied by the carrier to form a 2PSK signal.

In MPSK, the most commonly used modulation is quadrature phase-shift keying
(QPSK), which can be regarded as a composition of two 2PSKmodulators. The input
serial binary information sequence is converted into two-way rate halved sequence
after serial–parallel conversion. The level converter generates bipolar two-level
signals I(t) and Q(t), respectively, and then the carriers A cos 2π fct and A sin 2π fct
are modulated. After their addition, the QPSK signal is obtained.

In the subcarrier modulation system, it is assumed that the radio frequency subcar-
rier signal after pre-modulating the source is used to modulate the intensity of the
laser light emitted by the laser. ForMPSK subcarriermodulation, after serial–parallel
conversion, one symbol is converted into in-phase branch data I, and quadrature
branch data Q at a time and the amplitude is. According to the data of channels I
and Q, it can be mapped to the corresponding phase; because the subcarrier signal
is a sinusoidal signal with positive and negative signals, it must be injected into the
laser as a drive current after adding a DC bias. In the N-channel subcarrier intensity
modulated FSO system:

m(t) =
N∑

i=1

mi(t). (3.32)

The radio frequency subcarrier modulation signal can be expressed as

mi(t) = g(t)aic cos(ωcit + ϕi) + g(t)ais sin(ωcit + ϕi), (3.33)

where g(t) is the pulse shaping function, and carrier frequency and phase are
{ωci, ϕi}Ni=1. When the receiver adopts direct detection, the light intensity signal is
photoelectrically converted into a current signal I(t):

I(t) = RA(t)[1 + ξm(t)] + n(t), (3.34)

where R is the photoelectric conversion constant, and ξ = |m(t)/(iB − iTh)| is the
optical modulation index.
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3.6.2 BPSK Subcarrier Modulation

Binary phase-shift keying (BPSK) is a phase modulation method that switches the
carrier phase between two different values based on the two levels of the digital
baseband signal. Usually, the phase difference between the two carriers is π radians,
so it is sometimes called inverted keying PSK. Take binary phase modulation as an
example. When the symbol is “0”, the modulated carrier is in phase with the unmod-
ulated carrier; when the symbol is “1”, the modulated carrier is in phase with the
unmodulated carrier. After modulation, the carrier phase difference for symbols “1”
and “0” is π. For the light intensity modulation/direct detection (IM/DD) commu-
nication system, the light intensity P(t) received by the receiver can be expressed
as

P(t) = A(t)Ps(t) + n(t), (3.35)

where Ps(t) represents the light intensity emitted by the transmitter, and n(t) repre-
sents the noise of the receiver. For the subcarrier BPSK modulation system, the light
intensity emitted by the optical transmitter is

s(t) = 1 + ξ
[
si(t) cosωct − sq(t) sinωct

]
, (3.36)

where si(t) = ∑
j g(t − jTs) cos�j is the in-phase signal, and sq(t) =∑

j g(t − jTs) sin�j is the orthogonal signal; ξ is the modulation index, 0 < m ≤ 1,
�j is the j-th phase, g(t) is the gate pulse, and Ts is the symbol time. The light
intensity received by the receiver is

P(t) = Pmax

2
A(t)

{
1 + ξ [si(t) cosωct − sq(t) sinωct]

}
. (3.37)

After passing through the photodetector, the output electrical signal is

I(t) = PmaxR

2
A(t)

{
1 + ξ

[
si(t) cosωct − sq(t) sinωct

]}

+ ni(t) cosωct − nq(t) sinωct, (3.38)

where R is the photoelectric conversion constant, and ni(t) and nq(t) are Gaussian
white noise with variance σ 2

g .
In the subcarrier modulation system, the same optical power is required for trans-

mission as in the OOK system discussed in the previous section, and the power
spectral density of the signal received by the receiver is [40]:

I(f ) = A(f ) + B(f − fc) + B(f + fc)

2
+ N (f − fc) + N (f + fc)

2
, (3.39)
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where B(f ) = A(f ) ∗ Z(f ). The slow fading channel depends on the DC component
A(f ). If the carrier frequency fc is high enough, assuming that fc > BA +BB and o fc
is the intermediate frequency, BA is the single-sideband bandwidth of A(f ), and BB

is the single-sideband bandwidth of B(f ). The first term in Eq. (3.39) can be filtered
out by the band-pass filter in the receiver. The filtered signal passes through coherent
demodulation for carrier phase recovery, and then through a low-pass filter to filter
out high-frequency components to obtain the in-phase signal of the output signal:

ri(t) = PmaxR

2
ξA(t)si(t) + ni(t), (3.40)

and quadrature signal:

ri(t) = PmaxR

2
ξA(t)sq(t) + nq(t). (3.41)

If the subcarrier modulation scheme is BPSK, the atmospheric fading effect is
not considered, and the channel is Gaussian distribution, then the bit error rate of the
system can be expressed as

Pe = Q
(√

2SNR
)
, (3.42)

where SNR = (Pmax/2)2(R)2ξ 2

2σ 2
g

. If the atmospheric fading effect is considered, the

demodulated signal is

r(t) = PmaxR

2
[ξA(t)s(t) + n(t)]/2. (3.43)

Assuming equal probability of transmitting “0” code and “1” code, namely,p(1) =
p(0) = 0.5, the bit error rate of BPSK optical wireless communication system is

Pe = p(1)p(r|1 ) + p(0)p(r|0 ). (3.44)

(1) In the case of weak turbulence, the light intensity fluctuation A(t) obeys
the log-normal distribution. For BPSK subcarrier modulation, the conditional
probability density function p(r|x ) of the received signal is:

p(r|x ) =
⎧
⎨

⎩

exp(−σ 2
l /2)

2πσlσg

∫∞
0

1
t2 exp

{
−
[
ln2 x
2σ 2

l
+ (ξr−t)2

2σ 2
g

]}
dt x = +1

exp(−σ 2
l /2)

2πσlσg

∫ 0
−∞

1
t2 exp

{
−
[
ln2 x
2σ 2

l
+ (ξr+t)2

2σ 2
g

]}
dt x = 0,

(3.45)

For BPSK modulation, the decision threshold value is 0. Bringing Eq. (3.44) into
Eq. (3.45), the following results can be obtained:
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Pe = exp(−σ 2
l /2)√

2πσl

∞∫

0

1

x2
exp(− ln2 x

2σ 2
l

)Q(
x

σg
)dx. (3.46)

(2) When the light intensity fluctuationA(t) obeys the gamma-gamma distribution,
the conditional probability density function p(r|x ) of the received signal for
BPSK subcarrier modulation is [41]:

p(r|x ) =

⎧
⎪⎪⎨

⎪⎪⎩

2√
2πσg�(α)�(β)

(
αβ
ξ

) ∞∫
0
t
α+β
2 Kα−β

(
2
√

αβt
ξ

)
exp

{
−
[

(r−t)2

2σ2
g

]}
dt x = +1

2√
2πσg�(α)�(β)

(
αβ
ξ

) ∞∫
∞

t
α+β
2 Kα−β

(
2
√

αβt
ξ

)
exp

{
−
[

(r+t)2

2σ2
g

]}
dt x = 0,

(3.47)

The bit error rate can be obtained by introducing Eq. (3.47) into Eq. (3.44):

Pe = (αβ)
α+β

2

�(α)�(β)

∞∫

0

x
α+β

2 −1Kα−β

(
2
√

αβx
)
erfc

(
ξx√
2σg

)

dx. (3.48)

3.6.3 FSK Subcarrier Modulation

FSK modulation can be divided into two types according to whether the phase is
continuous: thefirst is the discontinuous phaseFSKmodulation according to the input
data bits (0 and 1) and switch between two independent oscillators. The phase of the
waveform generated by thismethod is discontinuous at themoment of switching. The
second is the continuous phase FSK signal, whose power spectral density function
fades according to the negative fourth power of the frequency offset.

If the phase is discontinuous, the power spectral density function decays according
to the negative quadratic power of frequency offset. The time domain expression of
binary FSK signal is [42]

e2FSK (t) = b(t) cos(ω1t + ϕ1) + b(t) cos(ω2t + ϕ2), (3.49)

where b(t) is the baseband signal with the expression:

b(t) =
∞∑

n=−∞
ang(t − nTs) an =

{
0, probabilityP
1, probability 1 − P.

(3.50)

The intensity of the laser emission is
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s(t) = 1 +
∞∑

n=−∞
ang(t − nTs) cos(ω1t + ϕ1) +

∞∑

n=−∞
ang(t − nTs) cos(ω2t + ϕ2).

(3.51)

Without loss of generality, let

s(t) = 1 +
∞∑

n=−∞
ang(t − nTs) cos(ω1t) +

∞∑

n=−∞
ang(t − nTs) cos(ω2t); (3.52)

then, the received signal is

r(t) =A(t) +
∞∑

n=−∞
ang(t − nTs)A(u, t) cos(ω1t)

+
∞∑

n=−∞
ang(t − nTs)A(u, t) cos(ω2t) + n(t). (3.53)

The first term of Eq. (3.53) can be filtered by a band-pass filter, and the received
signal is

r(t) =
∞∑

n=−∞
ang(t − nTs)A(u, t) cos(ω1t)

+
∞∑

n=−∞
ang(t − nTs)A(u, t) cos(ω2t) + n(t) (3.54)

If the synchronous detection method is used and the symbol sent at time (0,Ts)
is “1”, the waveform of the two signals sent to the sampling arbiter for comparison
at this time is

{
x1(t) = A(t) + n1(t)
x2(t) = n2(t),

(3.55)

where n1(t) and n2(t) are normal random variables with variance σ 2
g , sampling value

x1(t) = A(t) + n1(t) is a normal random variable with mean value A(t) and variance
σ 2
g , and sampling value x2(t) = n2(t) is a normal random variable with mean value

of 0 and variance of σ 2
g . Since x1 < x2, the “1” code will be wrongly determined as

the “0” code at this time, and the error probability Pe1 at this time is (here A(t) is
replaced by a)

Pe1 = p(x1 < x2) = p[(a + n1) < n2] = p(a + n1 − n2 < 0). (3.56)
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Let z = a + n1 + n2, where z is a normal random variable with a mean value of
a and variance of σ 2

z ; σ
2
z = 2σ 2

g , so the probability density function p(z) of z is

p(z) = 1√
2π

exp

[
− (z − a)2

2σ 2
z

]
= 1

2
√

πσg
exp

[

− (z − a)2

4σ 2
g

]

. (3.57)

The probability density function of A(t) is

p(A) = 1√
2πσlA

e
− (lnA+σ2l /2)2

2σ2l . (3.58)

According to Eqs. (3.57) and (3.58), the joint probability density function is

p(r|s1) = exp(−σ 2
l /2)

4πσlσg

∞∫

0

1

x2
exp

{

−
[
ln2 x

2σ 2
l

+ (r − x)2

4σ 2
g

]}

dx. (3.59)

Since the probabilities of transmitted “0” being judged as “1” and transmitted “1”
being judged as “0” are equal, the bit error rates in these two cases are the same. Let
P(0) = 0.5 to obtain the total bit error rate:

pe = 1√
2πσl

exp

(
−σ 2

l

2

) ∞∫

0

1

x2
exp

(
− ln2 x

2σ 2
l

)
Q

(
x√
2σg

)

dx. (3.60)

3.6.4 Intermodulation Distortion and Carrier-to-Noise Ratio

The nonlinearity of laser is the nonlinearity of themodulation response. In LDmodu-
lation system, we analyze the rate equation using the Bessel function method and
solve for the intermodulation distortion. Since the transmission bandwidth is one
octave, the second-order intermodulation distortion can be ignored. Here, we only
consider the third-order intermodulation distortion.

The variance of the third-order intermodulation distortion [43] is

σ 2
IMD3 = 1

32
(ηPx)

2m6(N21 + N111), (3.61)

where η is the responsivity, Px is the average received optical power, N21 and N111 is
the number of 3rd-order intermodulation products, and ωx + ωy − ωz and 2ωx − ωy

meet the bandwidth requirements in one octave.
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The injection current of the rate equation is taken as the sum of subcarriers with
equal amplitude and bandwidth [44]

P(t) = PT exp

(

m
N∑

n=1

cos(ωnt + φn(t))

)

, (3.62)

where PT is the average transmitted optical power, and m is the optical modulation
index. The output light intensity can be expressed as:

I(t) = I [1 + mx(t) + a2m
2x2(t) + · · · aimixi(t) + · · · ], (3.63)

where {αn}∞n=2 is the nonlinear coefficient of the laser, which is a constant.
As the multichannel subcarrier PSK modulation is considered, we set x(t) =∑N

i=1 cos(ωit + φi).
Since the light intensity fluctuates very slowly and onlyAC signals are considered,

the received current signal is [4]:

i(t) = ηIm

[
N∑

n=1

cos(wnt + φn)

]

+ n(t). (3.64)

Therefore, the carrier power and noise power are obtained as follows:

SP = η2I2

2

[
m + 3

4
a3m

3(2N − 1)

]2
, (3.65)

σ 2 = σ 2
Sh + σ 2

Th. (3.66)

The carrier-to-noise ratio is thus obtained as

CINR = SP
σ 2 + σ 2

IMD

= 16R2I2
[
m + 3

4a3m
3(2N − 1)

]2

32σ 2 + (ηPr)
2a23I

2m6(N21 + N111)
. (3.67)

Let d(CINR)

dm = 0; then, we have m =
[

16σ 2

(ηPr)
2a23I

2(N21+N111)

]1/6
.

Because the fluctuation of light intensity caused by atmospheric turbulence is not
considered in Eq. (3.67), themodulation index obtained is not the optimalmodulation
index. Under general atmospheric turbulence conditions, the carrier-to-noise ratio is
obtained as [45]

CINRave =
∞∫

0

CINR · p(I)dI . (3.68)
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Under the conditions of weak turbulence, if we use the log-normal distribution
model, Eq. (3.68) becomes

CINRave =
16R2

[
m + 3

4a3m
3(2N − 1)

]2
√
2πσ1

∞∫

0

I

32σ 2 + Ka23I
2m6

exp

(

−
[
ln(I/I0) + σ 2

1 /2
]2

2σ 2
1

)

dI (3.69)

where K = (ηPr)
2(N111 + N21).

For intermodulation distortion produced by BPSK modulation, the system
unconditioned bit error rate can be obtained by the following formula [46]:

Pe(m) =
∞∫

0

Q
(√

CINR
)
p(I)dI

=
∞∫

0

Q
(√

CINR
) 1√

2πσ1I
e
− [ln(I/I0)+σ21 /2]2

2σ21 dI (3.70)

Under the conditions of moderately strong turbulence, the log-normal distribution
model is not applicable, and we use the gamma-gamma model. Then, Eq. (3.70)
becomes:

CINRave = 32R2
[
m + 3

4a3m
3(2N − 1)

]2
(αβ)

α+β

2

�(α)�(β)
∞∫

0

I
α+β

2 +1

32σ 2 + Km6I2a23
Kα−β

(
2
√

αβI
)
dI (3.71)

where �(·) is the gamma function, Kn(·) is a Bessel function of the second kind
of order n, α and β are the outer and inner scale parameters, respectively. SI is the
scintillation index, defined as

SI = 1

α
+ 1

β
+ 1

αβ
. (3.72)

When gamma-gamma model is used for the variance of light intensity fluctuation
under moderate and strong turbulence conditions, the bit error rate of the FSO system
changes to
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Pe(m) =
∞∫

0

Q(
√
CINR)p(I)dI

=
∞∫

0

Q(
√
CINR)

2(αβ)
α+β

2

�(α)�(β)
I

α+β

2 −1Kα−β(2
√

αβI)dI (3.73)

3.7 Orthogonal Frequency-Division Multiplexing

The concept of orthogonal frequency-divisionmultiplexing (OFDM) originated from
frequency-division multiplexing (FDM) and multicarrier modulation (MCM) tech-
nology [47]. The OFDM system converts broadband channels into many parallel
orthogonal sub-channels, thereby converting frequency-selective channels into a
series of frequency-flat fading channels. Figure 3.29 shows the OFDM subcarrier
spectrum distribution diagram. OFDM selects subcarriers that are orthogonal to each
other in the time domain. Although they are aliased in the frequency domain, they
can still be separated at the receiving end.

3.7.1 Basic Principles

OFDM modulates the transmitting end data signal into multiple parallel subcarriers
for transmission, and these subcarriers share the system bandwidth. The basic block
diagram of the OFDM system is shown in Fig. 3.30.

Figure 3.31 shows the schematic diagram of the OFDM transmitter. At the trans-
mitter of the OFDM system, the serial data stream is first converted into M parallel

Fig. 3.29 Spectrum
distributions of orthogonal
frequency-division
multiplexing subcarriers

f / Hz

P(
f)



3.7 Orthogonal Frequency-Division Multiplexing 125

Source Channel 
coding Modulation IFFT 

transform Merge P/S

Channel

S/PSeparateFFT 
transform

Channel 
estimation

Training 
order

DemodulationChannel 
decoding

Fig. 3.30 Basic principle of an orthogonal frequency-division multiplexing system

Fig. 3.31 Orthogonal frequency-division multiplexing (OFDM) modulation

sub-data streams through serial–parallel conversion (am and bm represent the m-th
in-phase and quadrature components of the data symbol, respectively), each sub-data
stream is modulated to the corresponding subcarrier, and these modulated signals are
synthesized into the transmitter signal s(t) [47].

s(t) =
M−1∑

m=0

Re{(am + jbm) exp(j2π fmt)} =
M−1∑

m=0

[am cos(2π fmt) − bm sin(2π fmt)].
(3.74)

An OFDM signal is composed of M subcarrier signals of different frequencies,
which are orthogonal to each other; that is, the subcarrier signals satisfy the following
relationship:

Ts∫

0

(am + jbm) exp(j2π fmt) × (an + jbn)
∗ exp(−j2π fnt)dt = 0, (3.75)
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Fig. 3.32 Orthogonal frequency-division multiplexing (OFDM) demodulation

where m �= n and * represents conjugation. Therefore, m frequencies satisfy the
following relationship

fm − fn = i

Ts
, (3.76)

where i is an integer satisfying i ≥ 1.
As shown in Fig. 3.32, the demodulation of OFDM can be expressed as

1

Ts

Ts∫

0

s(t)2cos(2π f0t)dt = 1

Ts

Ts∫

0

M−1∑

m=0
2cos(2π f0t)

dt

=
M−1∑

m=0

am
1

Ts

Ts∫

0

(cos[2π(fm + f0)t]
+cos[2π(fm − f0)t])dt

−
M−1∑

m=0

bm
1

Ts

Ts∫

0

(sin[2π(fm + f0)t]
+sin[2π(fm − f0)t])dt, (3.77)

Suppose that the frequencies of subcarriers are i/Ts in an OFDM system; then,
from Eq. (3.77), we obtain

1

Ts

Ts∫

0

cos
[
2π(fm + f0)t

]
dt = 0
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1

Ts

Ts∫

0

cos
[
2π(fm − f0)t

]
dt =

{
1 fm = f
0 fm �= f0

1

Ts

Ts∫

0

sin
[
2π(fm + f0)t

]
dt = 0

1

Ts

Ts∫

0

sin
[
2π(fm − f0)t

]
dt = 0.

Substituting the above formula into Eq. (3.77), we obtain

1

Ts

Ts∫

0

s(t)2 cos(2π f0t)dt = a0. (3.78)

The orthogonal component b0 transmitted on the subcarrier f0 can be obtained
according to the same process:

1

Ts

Ts∫

0

s(t)
[−2 sin(2π f0t)

]
dt = b0. (3.79)

The data symbols transmitted on other subcarriers can be demodulated simi-
larly. After all subcarrier signals are demodulated, they are restored to serial data by
parallel–serial conversion.

3.7.2 Implementation of Discrete Fourier Transform
in OFDM

In an OFDM system, the signal of Eq. (3.79) can be rewritten as

s(t) =
M−1∑

m=0

Re

{
(am + jbm) exp

(
j
2πmt

Ts

)}

=
M−1∑

m=0

[
am cos

(
2πmt

Ts

)
− bm sin

(
2πmt

Ts

)]
. (3.80)
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At time 0, �t, 2�t, . . . , (M − 1)�t for �t = Ts/M , the OFDM signal s(t) in
Eq. (3.73) is sampled to obtain a vector s = [

s0,s1, . . . , sM−1
]T

(superscript T stands
for vector transposition). Then, the nth element of vector s can be expressed as

sn = s(n�t)

=
M−1∑

m=0

Re

{
(am + jbm) exp

(
j
2πmn

M

)}
(3.81)

=
M−1∑

m=0

[
am cos

(
2πmn

M

)
− bm sin

(
2πmn

M

)]
, (3.82)

where n = 0, 1, . . . ,M −1. It can be seen fromEqs. (3.81) and (3.82) that, except for
a constant difference 1/

√
M , the vector that refers to {Sk = ak + jbk}M−1

k=0 is used as
the real part of inverse discrete Fourier transform (IDFT) forM transmission symbols.
Therefore, this constant coefficient (related to transmission power) is ignored. The
elements in s can be expressed as

sn = Re{IDFT{a0 + jb0, a1 + jb1, . . . , aM−1 + jbM−1}}

= 1√
M

M−1∑

m=0

[
am cos cos

(
2πmn

M

)
− bm sin

(
2πmn

M

)]
, n = 0, 1, . . . ,M − 1.

(3.83)

Therefore, the OFDM transmission signal s(t) can be obtained by passing the
elements in s through a low-pass filter at intervals of �t [47]. Therefore, the multi-
carrier modulation in the OFDM system can be realized by IDFT. The transmitted
signal corresponding to Eq. (3.83) can be expressed as

s(t) = 1√
M

M−1∑

m=0

[
am cos

(
2πmt

Ts

)
− bm sin

(
2πmt

Ts

)]
. (3.84)

Considering a distortion-free channel, the input signal of the OFDM demodulator
is the same as Eq. (3.84). Since the transmitter only transmits the real part of the
IDFT, the receiver must sample the signal at a time interval of �t/2 = Ts/2M and
sampling rate of twice 1/�t. The sampled signal is [47]

sn = s

(
n�t

2

)
= 1√

M

M−1∑

m=0

[
am cos

(
2πmn

2M

)
− bm sin

(
2πmn

2M

)]
(3.85)

forn = 0, 1, . . . , 2M−1. Since cosα = (
ejα + e−jα

)
/2 and sin α = (

ejα − e−jα
)
/2j,

Eq. (3.85) can be expressed as
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sn = 1√
M

M−1∑

m=0

[(
am
2

− bm
2j

)
exp

(
j
2πmn

2M

)
+
(
am
2

+ bm
2j

)
exp

(
−j

2πmn

2M

)]

(3.86)

for n = 0, 1, . . . , 2M −1. Performing discrete Fourier transform (DFT) on the above
sequence {Sn}2M−1

n=0 , we obtain

Sk = 1√
2M

2M−1∑

n=0

sn exp

(
−j

2πnk

2M

)

= 1√
2

1

M

2M−1∑

n=0

M−1∑

m=0

⎡

⎢⎢
⎣

(
am
2

− bm
2j

)
exp

(
j
2πmn

2M

)

+
(
am
2

+ bm
2j

)
exp

(
−j

2πmn

2M

)

⎤

⎥⎥
⎦ exp

(
−j

2πnk

2M

)

= 1√
2

1

M

2M−1∑

n=0

M−1∑

m=0

⎡

⎢⎢
⎣

(
am
2

− bm
2j

)
exp

(
j
2πn(m − k)

2M

)

+
(
am
2

+ bm
2j

)
exp

(
−j

2πn(m + k)

2M

)

⎤

⎥⎥
⎦ (3.87)

for k = 0, 1, 2, . . . ,M − 1. Using the identity

1√
2M

2M−1∑

m=0

exp

(
j
2πmn

2M

)
=
{
1, m = 0,±2M ,±4M , . . .

0, other
, (3.88)

we obtain

Sk =
2M−1∑

m=0

sn exp

(
−j

2πnk

2M

)

=

⎧
⎪⎨

⎪⎩

√
2a0, k = 0

1√
2
(ak − jbk), k = 1, 2, . . . ,M − 1

irrelevant, k ≥ M .

(3.89)

This shows that after ignoring the constant 1/
√
2, when k = 1, 2, . . . ,M −1, the

real and imaginary parts of the received signal after the DFT represent the in-phase
and quadrature components of the transmitted symbol, respectively. Assuming that
a0 = b0 at the transmitting end, the OFDM transmission signal can be demodulated
using DFT technology at the receiving end.
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3.7.3 Protection Interval and Cyclic Prefix

OFDM converts the input high-speed data stream into N parallel sub-channels, so
that the data symbol period of each modulation subcarrier is N times of the original
data symbol period, and the ratio of the delay spread to symbol period is thus reduced
N times. To eliminate inter-symbol interference (ISI) to the maximum extent, guard
interval can be inserted between eachOFDMsymbol, and the length of the protection
interval is generally larger than the maximum delay extension of a wireless channel;
thus, the multipath component of one symbol will not cause interference with the
next symbol. In this protection interval, no signal can be inserted: it is a transmission
free period. However, in this case, due to the influence of multipath propagation,
inter- channel interference (ICI) occurs; that is, orthogonality between subcarriers is
destroyed and interference between different subcarriers appears [47]. This effect is
shown in Fig. 3.33.

Each OFDM symbol includes all non-zero subcarriers, and the delay signals of
the OFDM symbol also appear; the delay signals of the first and second subcarriers
are shown in Fig. 3.33: the two subcarriers will cause mutual interference.

To eliminate ICI caused by multipath fading, the OFDM symbol must be filled
with a cyclic prefix (CP) in its guard interval, as shown in Fig. 3.34. In this way, it can
be ensured that in the FFT period, the number of cycles of the waveform contained in
the time delay copy of the OFDM symbol is also an integer, and the delay signal with
a delay less than the guard interval Tg will not generate ICI during the demodulation
process.

The introduction of CP is one of the key technologies in an OFDM system. Under
certain conditions, CP can completely eliminate ISI caused bymultipath propagation
and suppress the influence of ICI without damaging the orthogonality of subcarriers.
CP is a copy of a part of the tail of the OFDM symbol added to the front end of the
OFDM symbol at the OFDM transmitter and removed at the receiver. The length of
CP should be equal to the length of channel unit impulse response.

CP can act as a protection interval to eliminate ISI.WithCP, themultipath copies of
the former symbol fall within the CP range of the latter symbol, and the interference

Guard interval FFT integration time

The second subcarrier vs. the first 
subcarrier

ICI interference caused by carrier First subcarrier

Second subcarrier with time delay

Fig. 3.33 Interference between subcarriers caused by idle protection interval due tomultipath effect
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Fig. 3.34 Cyclic expansion of orthogonal frequency-division multiplexing symbols

between the first two symbols is eliminated. Due to the insertion of CP, a part of
each OFDM symbol has certain periodicity, and the linear convolution of signal and
channel impulse response is converted into cyclic convolution; each subcarrier will
maintain orthogonality, thus preventing ICI.

3.7.4 Peak-to-Average Power Ratio and Its Reduction Method

The output of a multicarrier system is the superposition of multichannel signals. If
the phases of multiple signals are consistent, the instantaneous power of the super-
imposed signals will be much higher than the average power of signals, resulting in
a large peak-to-average power ratio (PAPR). Therefore, linearity of the amplifier in
the transmitter is required. Otherwise, signal distortion may occur, the orthogonality
between sub-channels will be destroyed, and the performance of the system will
deteriorate.

The amplitude limiting technology adopts nonlinear process, which directly uses
nonlinear operation to reduce the peak-to-average power ratio of the OFDM signal
at or near the peak amplitude. The disadvantage of nonlinear process is that it causes
signal distortion, which leads to the degradation of bit error rate performance of
the entire system. Some of the amplitude limiting techniques deal with the signal
after inverse Fourier transform and before interpolation. The processed signal must
be interpolated before the digital to analog (D/A) conversion, which leads to peak
regeneration. To avoid peak regeneration, the amplitude of the interpolated signal
must be limited.

Coding technology can be used for the set of signal codewords for transmission.
Only codewords with amplitude peaks lower than a certain threshold can be selected
for transmission, thereby completely avoiding signal peaks. This type of technology
is a linear process, which does not introduce limiting noise that is introduced in
other amplitude limiting technology. The starting point of this type of technology is
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not to reduce the maximum signal amplitude, but to lower the probability of peak
occurrence.

3.8 Space–Time Coding

Amultiple-inputmultiple-output (MIMO) systemusesmultiple antennas at the trans-
mitter to transmit signals independently and simultaneously uses multiple antennas
at the receiver to receive and restore the original information. Space–time coding
is a signal coding technology that can achieve higher data transmission rates. It is
a method that combines space and time in two-dimensional processing and uses
multiple antennas to suppress channel fading. Figure 3.35 shows a block diagram
of a MIMO system. There are several types of space–time coding methods, such
as orthogonal space–time block coding, Bell layered space–time architecture, and
space–time trellis coding.

3.8.1 Evolution of Space–Time Coding

The transmit diversity-space–time coding scheme proposed by Alamouti is shown
in Fig. 3.36. In Alamouti space–time coding, the binary information bits sent by the
source are first modulated (using constellation mapping), and then the modulated
symbols x1 and x2 are respectively sent to the encoder. Then, they are encoded in the
following way

Fig. 3.35 Multiple-input multiple-output system
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Fig. 3.36 Alamouti transmission diversity-space–time coding scheme

X =
[

x1 x2
−x∗

2 x∗
1

]
. (3.90)

The encoded symbols are transmitted from two antennas: in the first symbol trans-
mission period, symbols x1 and x2 are simultaneously transmitted from antennas 1
and2, respectively; in the second symbol transmission period, the symbols−x∗

2 and x
∗
1

are simultaneously transmitted from antennas 1 and 2. Here, x∗
1 is the complex conju-

gate of x1. This method encodes information in both space and time domains. Let X1

and X2 denote the symbols sent from the transmitting antenna 1 and 2, respectively:

X1 = (
x1 − x∗

2

)
, (3.91)

X2 = (
x2 x∗

1

)
, (3.92)

X1X
T
2 = x1x

∗
2 − x1x

∗
2 = 0. (3.93)

The coding matrix has the following characteristics:

XX T =
[ |x1|2 + |x2|2 0

0 |x1|2 + |x2|2
]

= (|x1|2 + |x2|2
)
I2, (3.94)

where I2 is an identity matrix with the dimension of 2 × 2.
Figure 3.37 shows the receiver of the Alamouti space–time coding. Assume that

the channel is a fast-fading channel; that is, the fading coefficient remains unchanged
during two consecutive symbol transmission periods. Let h1(t) represent the channel
fading coefficient from transmitting antenna 1 to the receiving antennas at time t,
and h2(t) represent the channel fading coefficient from transmitting antenna 2 to
the receiving antennas at time t; they are Rayleigh distributed random variables.
The received signal in two consecutive symbol periods at the receiving end can be
expressed as
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Fig. 3.37 The receiver of Alamouti space–time block code

r1 = h1x1 + h2x2 + n01, (3.95)

r2 = −h1x
∗
2 + h2x

∗
1 + n02, (3.96)

where r1 and r2 represent the received signal of the receiving antenna at time t and
t + T , respectively, and n01 and n02 represent the independent complex Gaussian
white noise of the receiving antenna at time t and t + T , respectively. Suppose that
the receiver has the knowledge of the fading channel coefficients h1 and h2 and uses
the maximum likelihood decoding method, that is, finds a pair of symbols

(
x̂1, x̂2

)

from the constellations so that the Euclidean distance of the following formula is the
smallest

d2(r1, h1x̂1 + h2x̂2) + d2(r2,−h1x̂
∗
2 + h2x̂

∗
1)

= |r1 − h1x̂1 − h2x̂
′
2|2 + |r2 + h1x̂

∗
2 − h2x̂

∗
1 |2 → min (3.97)

Substituting Eqs. (3.95) and (3.96) into Eq. (3.97), can be changed into.

(
x̂1, x̂2

) = arg min
(|h1|2 + |h2|2 − 1

)(∣∣x̂1
∣∣2 + ∣∣x̂2

∣∣2
)

+ d2(x̃1, x̂1
) + d2(x̃2, x̂2

)
,

(3.98)

where
(
x̂1, x̂2

) ∈ C and C is the set of all possible transmitted symbols, and x̃1, x̃2 are
the signals obtained by combining the channel fading coefficient and the received
signal:

x̃1 = h∗
1r1 + h2r

∗
2 = (|h1|2 + |h2|2

)
x1 + h∗

1n01 + h2n
∗
02, (3.99)

x̃2 = h∗
2r1 − h1r

∗
2 = (|h1|2 + |h2|2

)
x2 − h1n

∗
02 + h2n01. (3.100)
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In the case where the receiver has obtained the channel fading coefficients h1 and
h1, the combined signals x̃1 and x̃2 are functions of x1 and x2, respectively. Therefore,
Eq. (3.98) can be decomposed into two independent decoding algorithms:

x̂1 = arg min
(|h1|2 + |h2|2 − 1

) ∣∣x̂1
∣∣2 + d2

(
x̃1, x̂1

)
, x̂1 ∈ S, (3.101)

x̂2 = arg min
(|h1|2 + |h2|2 − 1

) ∣∣x̂2
∣∣2 + d2

(
x̃2, x̂2

)
, x̂2 ∈ S, (3.102)

where S is the modulation mapping constellation. If QAM or MPSK constellation
is used, given the signal fading coefficient, (|h1|2 + |h2|2 − 1)

∣
∣x̂i
∣
∣2(i = 1, 2) is

constant for all signals. Therefore, the decision Eq. (3.101) and formula (3.102) can
be simplified as

x̂1 = arg min d2
(
x̃1, x̂1

)
, x̂1 ∈ S, (3.103)

x̂2 = argmin d2(x̃2, x̂2
)
, x̂2 ∈ S. (3.104)

It can be seen fromEqs. (3.103) and (3.104) that themaximum likelihooddecoding
is completed if the codeword with the smallest measurement is found.

3.8.2 Space–Time Coding in Optical Wireless
Communication

Simon and Vilnrotter proposed an improved Alamouti code. The coding method
operates in the real number field and avoids negative and complex signals by
complementing the symbols. The improved coding matrix is

X =
[
x1 x2
x2 x1

]
, (3.105)

where x2 represents the complement of the symbol x2. In this coding method, the key
is to obtain the complement of x2; for different modulation methods, the complement
form of the symbol x, namely x, will be given below. The complement is defined as

xi = A − xi, (3.106)

where A represents the amplitude of the pulse and is a constant related to the inten-
sity of the emitted light. It can be seen from Eq. (3.106) that complementary code
means the state inversion of the transmitted optical signals “on” and “off”. For OOK
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modulation, the signal is assumed to be

{
s1(t) = 0 0 < t < T
s2(t) = A 0 < t ≤ T ,

(3.107)

where T represents the character period. Its complement code is

{
s1(t) = A 0 < t < T
s2(t) = 0 0 < t ≤ T .

(3.108)

For binary PPM, it is assumed that the transmitted signal form is

s1(t) =
{
0 0 < t < T

2
A T

2 ≤ t ≤ T

s2(t) =
{
A 0 < t < T

2
0 T

2 ≤ t ≤ T ,
(3.109)

Then, the corresponding complement form is

s1(t) =
{
A 0 < t < T

2
0 T

2 ≤ t ≤ T

s2(t) =
{
0 0 < t < T

2
A T

2 ≤ t ≤ T ,
(3.110)

3.8.3 Space–Time Decoding in Optical Wireless
Communication

For a 2× 1 atmospheric laser communication system, according to the characteristics
of the improved Alamouti code and the channel model of optical MIMO, mark r1
and r2 represent the signals received by the detector at time t and t+Ts, respectively:

{
r1 = η(h1C1 + h2C2) + n1
r2 = η(h1C2 + h2C1) + n2,

(3.111)

where n1 and n2 represent Gaussian white noise with amean value of 0 and a variance
of N0, respectively. Combine the signals in the same way as the traditional Alamouti
coding scheme:
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{
x̃1 = h1r1 + h2r2 = η(h21 + h22)C1 + ηh1h2A + h1n1 + h2n2
x̃2 = h2r2 − h1r1 = η(h21 + h22)C2 − ηh1h2A + h2n1 + h1n2,

(3.112)

It can be seen from Eq. (3.112) that x̃1 and x̃2 are related not only to the sent
codeword but also to ηh1h2A. When ηh1h2A is a constant in two adjacent character
periods, then the signal can be judged directly using Eq. (3.112), or the signal can
be judged using the deformed formula:

{
x̃1 − ηh1h2A = h1r1 + h2r2 = η(h21 + h22)C1 + h1n1 + h2n2
x̃2 + ηh1h2A = h2r2 − h1r1 = η(h21 + h22)C2 + h2n1 + h1n2,

(3.113)

To find a space–time coding scheme suitable for any Q-ary PPM (QPPM), we
generalize the coding method to any Q-PPM. Assuming that any Q-PPM signal is

si(t) =
{
A, iT

Q ≤ t ≤ (i+1)T
Q

0, else,
(3.114)

Similar to binary PPM modulation, the complement form of si(t) is

si(t) =
{
0, iT

Q ≤ t ≤ (i+1)T
Q

A, else.
(3.115)

It can be seen from the Eq. (3.115) that although the complement form si(t) of
si(t) can be obtained for any Q-PPM, the signals of si(t) in other time slots are all A.
This means that the transmission “on” The number of time slots, that is, the number
of “on” time slots isQ-1, then the total power on each symbol will be changed at this
time.

Space–time coding technology belongs to the category of diversity. It uses two-
dimensional information of time and space to construct codewords, which can effec-
tively suppress fading and improve transmission efficiency. Furthermore, it uses
multiple antennas at the transmitter and receiver to realize parallel multichannel
transmission and improve the spectrum utilization.

3.9 Channel Coding

3.9.1 Channel Coding

Channel coding is an important technical means to solve the problem of error control
in information transmission and storage systems. The basic idea is to add some redun-
dant check bits to a given digital sequencem according to certain rules so that the non-
regular digital sequence m (usually called information element) is transformed into a



138 3 Modulation, Demodulation, and Coding

digital sequence c with certain regular constraints, called the code word sequence, to
realize error control and protection of the digital sequence m. There is a one-to-one
correspondence between m and c.

According to the purpose, channel coding can be divided into error detection code
and error correction code. According to the value of the symbol, it can be divided into
binary and q-ary codes, usually q = pm, where p is a prime number, andm is a positive
integer. According to different processing methods of information elements, error
correction codes can be divided into two categories: block and convolutional codes.
According to the relationship between the check and information elements, it can be
divided into linear and nonlinear codes. If the relationship between the check and
information elements is linear (i.e., satisfying the principle of linear superposition),
it is called a linear code; otherwise, it is a nonlinear code.

3.9.2 Linear Error Correction Code

Linear block codes are a very important type of error correction codes. The basic
idea is to add r = n − k checksums to each k-bit information sequence according
to a certain rule to form a sequence of length n, c = (cn−1, cn−2, . . . , c1, c0); such
a sequence is called a codeword (code group or code vector). In the case of a q-
ary system, there are a total of qk information groups; thus, after passing through
the encoder, the corresponding codewords also have qk , and the qk codeword set
(allowable code group or legal codeword set) is called the q-ary system (n, k) block
code; its code rate is R = k/n. For digital communication and computer systems, the
situation where q = 2 or q = 2m is usually of interest. From a mathematical point of
view, the q-ary linear block code [n, k] is a k-dimensional linear subspace Vn,k in the
n-dimensional linear space Vn on GF(q). Since the linear subspace forms an abelian
group under the addition operation, the linear block code is also called a group code.
For [n, k] linear block codes, the generator matrix Gn×k and check matrix H(n−k)×n

are usually used to describe the linear block code. The information sequence m is
encoded as the codeword c = n · Gn×k , and all codeword sequences c satisfy the
equation constraint c · H(n−k)×n = 0.

Between two n-fold sequences (vectors) x and y, the number of different values
of the corresponding position elements is called their Hamming distance and is
represented by d(x, y). In the (n, k) block code, the minimum distance between any
two codewords is called the minimum Hamming distance dmin (or abbreviated as d )
of the block code. The block code is usually represented by (n, k, d). When the code
satisfies the linear relationship, it is recorded as the linear block code [n, k, d], where
the minimum distance d indicates its anti-interference ability. For any (n, k) block
code, to detect all e random errors in the codeword, the minimum distance of the
code is d ≥ e + 1. To correct all t random errors, it is required that d ≥ 2t + 1. To
correct t random errors and detect e ≥ t errors at the same time, d ≥ t + e + 1 is
required.
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For a linear block code, if any cyclic shift of its codeword is still a legal codeword
sequence, it is called a cyclic code. A one-to-one correspondence is established
between the code word sequence of the q-ary cyclic code and the polynomial whose
coefficients are taken from the finite fieldGF(q). The cyclic code can be obtained by a
multiple of the generator polynomial g(x). TheBCHcode, as a type of cyclic code that
can correct multiple random errors, is usually described by the root of the generator
polynomial g(x). Consider any finite field GF(q) and its extension GF(qm), where q is
a primenumber or a power of a primenumber, andm is a positive integer. If the symbol
is taken from a cyclic code on GF(q), and the root set of its generator polynomial
g(x) contains the following δ-1 continuous roots {αm0 , αm0+1, . . . , αm0+δ−2}, then the
cyclic code generated by g(x) is called the q-ary BCH code, where α is the n-level
element in GF(qm).

Reed–Solomon (RS) code is a type of multi-system BCH code with strong error
correction ability, and it is a type of typical algebraic geometry code. The original
BCH code with code length n = q − 1 on the finite field GF(q), (q �= 2), is called
the RS code. One of the most important features of RS codes is that the symbols
are taken from GF(q), and the roots of the generator polynomial are also on GF(q).
Therefore, the RS code is the original BCH code whose symbol domain is consistent
with its root domain. The RS code with code length n = q-1 and minimum distance
δ, has a generator polynomial g(x) = (x−αm0)(x−αm0+1) · · · (x−αm0+δ−2), usually
with m0 set to 1 or 0, where m0 = 1 means g(x) = (x − α)(x − α2) · · · (x − αδ−1).
This polynomial can generate a q-ary [q-1, q-δ, δ] RS code with a minimum distance
of δ. Since the maximum possible value of the minimum distance of the linear block
code is the number of check elements plus 1, and the RS code meets this condition,
the RS code is a type of maximum minimum distance separable code.

3.9.3 Convolutional Code

The convolutional code, denoted by (n0, k0, m), uses certain rules for each piece of
k0 long information, adding r0 = n0 − k0 check elements to form a code segment (or
subcode) of length n0. Here, r0 check elements are related not only to the information
elements in the current code segment but also to m information elements in the
previous code segment. The parameter m is called the convolutional code encoding
storage and represents the unit of time that the input information group must be
stored in the encoder. The parameter N = m + 1 is called the coding constraint
degree and represents the number of code segments that are mutually constrained
during the coding process. It corresponds to the code length n of the block code.
In the convolutional code, nc = n0 (m + 1) is called the coding constraint length,
which means the number of mutually constrained symbols in the coding process,
that is, k0 information elements, are input from the encoder. The number of symbols
affected in the code sequence when leaving. Thus,m andN are important parameters
representing the complexity of the convolutional code encoder.
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Fig. 3.38 (2, 1, 2) convolutional code encoder

Figure 3.38 is a (2, 1, 2) convolutional code encoder block diagram. The input
information sequence is sent to the encoder with every k0 = 1 as a section, and the
convolutional code subcode sequence with n0 = 2 is output; the code rate R = 1/2,
code storage m = 2, code constraint degree N = 3, and coding constraint length nc
= 6. The process of convolutional code decoding is based on not only the subcode
input to the decoder at the moment but also the subcode received over a long period
of time, such as the md segment, per unit of time. The information element of the
subcode is usually md ≥ m. Here, md + 1 = Nd is called the decoding constraint
degree, and n0Nd is the decoding constraint length, which represents the number of
code segments or symbols that aremutually constrained during the decoding process.

Shannon’s channel coding theorem states that random code that can reach the limit
of channel capacity is a good code, but its decoding complexity is too high to be used
for specific implementation. In 1993, Berrou et al. proposed a turbo code scheme in
which two recursive systematic convolutional code encoders were randomly inter-
leaved and cascaded, using soft output iterative decoding to approximate maximum
likelihood decoding, and realized the idea of random coding. In 1996, MacKay
et al. restudied the low-density parity-check (LDPC) code proposed by Gallager in
1963 and found that LDPC also has the characteristics of a random sparse graph of
turbo codes and can achieve good performance approaching the Shannon capacity
limit. Turbo and LDPC codes are collectively called sparse graph codes and are an
important part of modern error correction code theory.

The turbo code encoder comprises two feedback system convolutional code
encoders cascaded in parallel through a random interleaver, and the encoded
check bits are punctured to obtain turbo code sequences with different code rates.
Figure 3.39 shows a typical turbo code encoder structure block diagram. The infor-
mation sequence u = {u1, u2, …, uN} passes through an N-bit interleaver to form

Fig. 3.39 Block diagram of
a turbo code encoder
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a reordered new sequence u1 = {u′
1, u′

2, …, u′
N}; u and u1 are respectively sent to

the component code encoders (RSC 1 and RSC 2) of the two recursive systematic
convolutional codes to obtain the corresponding check sequences Xp1 and Xp2. To
improve the code rate of the turbo code, some check bits are periodically deleted from
the sequences Xp1 and Xp2 to obtain the turbo code check bit sequence Xp, which is
multiplexed with the information sequence u to synthesize the turbo code sequence
X = (u, Xp). For example, if the code rates of the two component convolutional code
encoders in Fig. 3.39 are both 1/2, then the (u, Xp1, Xp2) sequence corresponds to
a turbo code sequence of 1/3 code rate. To obtain a turbo code with a rate of 1/2,
the even-numbered bits of the RSC1 check sequence Xp1 and the odd-numbered bits
of the RSC2 check sequence Xp2 can be deleted in sequence, and the obtained (u,
Xp) is the 1/2 code rate turbo code sequence. The basic idea of turbo code decoding
is to use the iterative decoding algorithm of soft input/soft output multiple times,
through the transfer of external information between two component code decoders,
to achieve the best decoding performance.

The LDPC code is a type of linear block error correction code with a sparse check
matrix H. The sparseness means that there are only a small number of non-zero
elements in the check matrix H and most of the elements are zero elements; that is,
it has a low-density non-zero element distribution. Any type of linear block code can
be represented with a two-way graph: the Tanner graph is a commonly used model
description method. The Tanner graph of the LDPC code is composed of two types
of node sets, variable nodes and check nodes, corresponding to n columns and n −
k rows of the check matrix H(n−k)×n, respectively. There are no connections inside
the same type of node set; only two points belonging to different sets may have a
connection, and each connection corresponds to 1 in the check matrix.

Figure 3.40a shows a 4 × 8 check matrix H of [4, 8] linear block code with row
and column weights of 4 and 2; according to the check matrix, the Tanner graph
can be drawn as shown in Fig. 3.40b. There are no connected edges in the variable
node set (x1, x2, . . . , x8) and check node set (z1, z2, z3, z4) in the graph, but there
are lines between the two types of nodes. If there is a connection between a pair of
variable nodes and a check node, it means that the variable bit participates in the
check equation constraint of the check node; that is, it indicates the position of a “1”
in a certain row of the check matrix. In the Tanner diagram of Fig. 3.40b, the four
dashed lines form a directed closed cycle, which passes from the beginning to the

Fig. 3.40 a Check matrix and b Tanner graph representation of [4, 8] linear block codes with row
and column weights of 4 and 2
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end. In a Tanner graph of an LDPC code, each node has many closed cycles; the
minimum length of the cycle is referred to as the shortest cycle of the node. Among
the cycles formed by all nodes in the Tanner graph, the cycle with the smallest length
is called the girth of the Tanner graph. For example, the girth of the Tanner graph in
Fig. 3.40b is 4. The belief-propagation (BP) decoding algorithm of LDPC codes is
based on the iterative update decision process of the symbol reliability information
between the variable node and the check node in the Tanner graph, and the short
cycle of length 4 considerably reduces the convergence performance of its decoding.
Therefore, the design principle of the LDPC codemust ensure that there are no cycles
of length 4 in the Tanner graph corresponding to the H matrix; that is, any two rows
or two columns of the H matrix have at most one position with a non-zero element
at the same time.

3.10 Summary and Prospects

There are two modulation methods in optical wireless communication, the pulse
position modulation and sinusoidal modulation. The pulse position modulation is
simple but requires a large bandwidth. After the signal passes through the channel,
the signal is distorted, and the channel capacity is limited. The sinusoidalmodulation,
a part of continuous wave modulation, occupies a narrow bandwidth, but advanced
modulation methods can be used, and the channel consumption is large. However,
nonlinear phenomena have considerable influence on continuous wave modulation.
The internal modulation rate is low, and the external modulation rate is relatively
high. The coding technique can suppress the influence of channel characteristics
such as atmospheric turbulence. New coding methods, such as space–time coding
and error correction coding, are the trend in optical wireless communication coding.

3.11 Questions

3.1 What is analog modulation? What is digital modulation?
3.2 What is the function of modulation?
3.3 What is passive modulation?
3.4 What are the types of subcarrier modulation? What is the basic principle of

modulation?
3.5 What are the pulse-like position modulations? Which pulse-like position

modulations require time synchronization? Which dose not?
3.6 Try to compare the required bandwidth between pulse like position modula-

tion and subcarrier modulation.
3.7 What are the advantages of OFDM?
3.8 What are the space–time coding schemes? What are their characteristics?
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3.9 Describe the working principle of direct drive of light source.
3.10 Compare the similarities and differences between electro-optic, acousto-optic

and magneto-optic modulations.
3.11 What is the function of cyclic prefix in OFDM?
3.12 What is channel coding? How many types of channel coding are there?
3.13 What is error detection code? What is error correcting code?
3.14 Describe the coding principle of RS code briefly.
3.15 Describe the principle of LDPC code briefly.
3.16 Please explain that QAM is a combination of ASK and PSK modulations.

3.12 Exercises

3.1 Consider a pulse laser with a repetition rate of 200 kHz, PPMwith pulsewidth
of 3 ns and protection time slot width of 5 ms. Try to design the structure
of the laser with 16-PPM and analyze the modulation rate of 16-PPM and
16-DPPM.

3.2 Try to analyze the channel capacity of PPM without background noise.
3.3 Try to analyze the detection problem of PPM under the background of white

noise, and deduce the maximum likelihood detection algorithm.
3.4 Considering only the shot noise, try to analyze the relationships between

the bit error rate of the optical wireless communication system, transmitted
optical power, radius of the transmitting antenna, radius of the receiving
aperture, and sensitivity of the detector.

3.5 For Alamouti’s coding, calculate the coding gain, paired error probability and
code word distance.

3.6 Taking the lateral modulation of a Lithium Niobate crystal for example, find
the phase difference of two beams of light emitted from the crystal.

3.7 Try to analyze the optimal working conditions of acousto-optic modulation.
3.8 Try to analyze the signal-to-noise ratio of the wireless optical subcarrier

modulation system under the conditions of amplitude, frequency and phase
modulation.

3.9 Try to compare the bit error rate of pulse position modulation and subcarrier
modulation.

3.10 Prove by calculation that, due to the addition of the cyclic prefix, a part of
each OFDM symbol is periodic, and the linear convolution of the signal and
the channel impulse response is converted into a cyclic convolution, and each
subcarrier’s orthogonality is thus maintained.

3.11 Prove that the ICI and ISI can be eliminated by adding cyclic prefix inOFDM.
3.12 Supposing a visible light communication system with M transmitters and N

receivers, calculate the bit error rate under zero-forcing detection criterion.
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3.13 Supposing a receiver with a working wavelength of 1 μm and bandwidth
of 10 MHz, what is the average detection power for signal-to-noise ratio of
50 dB?

3.14 Try to prove that the complex orthogonal design of size n only exists when
n = 2 or n = 4.

3.15 Suppose that a RF subcarrier, modulated by a baseband signal with unit power
and bandwidth of 1 MHz, modulates an optical carrier at frequency 1014 Hz.
This system is working in quantum limit state with required SNR threshold
for demodulating the subcarrier of 20 dB.

(1) How much received optical power is required for the subcarrier
modulation system to work properly?

(2) If AM/IM is used, what is the baseband SNR after subcarrier demodu-
lation?

(3) If FM/IM is used and the subcarrier frequency is offset by 10 MHz,
what is the baseband SNR after subcarrier demodulation?

(4) What is the required bandwidth of the subcarrier mentioned in (2) and
(3)?

(5) If the ratio of the background noise to the received signal power is 0.5
(no longer in quantum limit), how much optical power is required in
(1)?

3.16 Consider an optical carrier, whose intensity is modulated by signal m(t),
transmitting through a fading channel. The fading effect is the transmission
intensity multiplied by a multiplication term q(t) = q0(1 + r(t)), where q0
is a constant and the frequency spectrum of r(t) is Sr(ω). Suppose that the
frequency spectrum of q(t) is covered by Sm(ω), the frequency spectrum of
signal m(t).

(1) How to represent the fading by the frequency spectrum of the detected
shot noise?

(2) Assuming that the signalm(t) modulates the amplitude of the subcarrier
before the carrier is modulated by the intensity of the subcarrier, try to
determine the spectrums in this case.

3.17 Suppose an optical system with intensity modulation by signal m(t) with
power spectrum Sm(ω), where the Wiener filter is used after direct detection,
omitting the background noises.

(1) Assuming that Sm(ω) = S0 for |ω| ≤ 2πBm, and when S0Bm > 1 and
S0Bm ≤ 1, plot the Wiener filter amplitude function.

(2) When Sm(ω) = C
1+(ω/2πBm)2

is reset, draw a sketch of the Wiener filter
amplitude function and show the peak and half power frequency of the
filter response.
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3.18 Suppose anM-level pulse phasemodulation systemwith a time errorΔ. Prove
that, if the terminal effects are considered (i.e., all possible pulse positions in
two consecutive word intervals are considered), PWE|� is

PWE|� = (
M 2 − 2M + 2

M 2 )P[K1,K2, (M − 2)K3]

+ (
M − 1

M 2 )P[K1, 2K2, (M − 1)K3]+(
M − 1

M 2 )P[K1, 0, (M − 1)K3]

where P[K1, bK2,CK3] is the error probability of the correct interval count
K1, the b-interval count is K2, and the C-interval count is K3. Here, K1, K2,
and K3 are Poisson counts with energy [Ks(1 − ε) + Ks], (εKs + Kb) and Kb.

3.19 The responsivity of a detector is the ratio of its output voltage to its input
voltage. Noise equivalent power (NEP) is the amount of radio power per unit
bandwidth required by the detector to generate output power equal to the
noise power output by the detector. Detection degree (D) is defined as 1/NEP.
The parameter D∗ is the detection degree of 1 cm2 detector.

(1) Try to derive the relationship between NEP and the responsivity
mentioned above.

(2) Try to prove D∗ = (ArB0)
1/2/NEP, where B0 is the optical frequency

bandwidth and Ar is the receiving area.

3.20 Consider an optical systemwithworkingwavelength 0.6μm, photodetector’s
efficiency 50%, and load impedance 100 
. Keeping the system temperature
at 300 K,

(1) Try to determine the range of signal count rate required to reach the
limit of shot noise.

(2) Convert (1) into power expressed in watts.
(3) If the effective temperature of the black body background is 1000 K, try

to determine the received signal power required to reach the quantum
limit characteristics.

(4) Determine the quantum limit SNR value obtained within 1 MHz
bandwidth.

3.21 Consider the problem of estimating the intensity level of a monochrome field
when the background noise count level is nb. Calculate the MAP estimate of
θ , the following equation must be satisfied for the prior density

(1) Rayleigh distribution: p(θ) = θ
σ 2 e−θ2/2σ 2

(2) x2 square distribution: p(θ) = (2σ 2)−D

(D−1)! θD−1e−θ/2σ 2
, D ≥ 2

(3) Uniform distributed: p(θ) = 1
θ0

, 0 ≤ θ ≤ θ0
(4) In the case of the quantum limit condition nb = 0, for the above three

cases, determine the MAP estimate and the estimate variance.
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3.22 Given the light intensity n(t) = ns[1 + s(t)], |s(t)| ≤ 1, try to prove: if the
peak power of the light field is limited, for all times t, s(t) = ±1, that is
a square wave of any period, the largest pulse energy appears in the time
interval (0, T ).
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Chapter 4
Atmospheric Channel, Channel
Estimation, and Channel Equalization

Various natural phenomena in atmospheric channels, such as rain, snow, fog, haze,
gas molecules, and aerosols, may cause energy attenuation of laser beams. When a
lightwave propagates in the atmosphere, the absorption and scattering of atmospheric
gasmolecules and aerosol particles will cause attenuation of the beam energy, and the
uneven refractive index of air will cause the fluctuation of the light wave amplitude
and phase. This chapter introduces the atmospheric channel characteristics, channel
estimation, and channel equalization.

4.1 Atmospheric Attenuation

Atmospheric attenuation can be divided into atmospheric absorption attenuation
and scattering attenuation; both are primarily caused by atmospheric molecules and
aerosol particles. Both absorption and scattering weaken the intensity of the trans-
mitted light radiation. The scattering of molecules has little effect on the attenuation
of the light wave, but the absorption of molecules cannot be ignored in any light
wave band. When light is transmitted in the atmospheric channel, it is absorbed
and scattered by gas molecules (e.g., water vapor and carbon dioxide), water vapor
condensates (e.g., ice crystals, snow, and fog), and suspended particles (e.g., dust,
smoke, salt particles, and microorganisms) in the atmosphere, forming an absorption
band in which the light radiation energy is attenuated [1].

4.1.1 Atmospheric Attenuation Coefficient
and Transmittance

When a laser propagates in the atmosphere, a part of the radiation energy is absorbed
and converted into other forms of energy, and another part of the energy is scattered
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and deviates from the original propagation direction. Figure 4.1 shows a diagram of
atmospheric attenuation.

As shown in Fig. 4.1, the monochromatic light wave with light intensity of I (λ)

passes through a thin atmospheric layer of a uniform medium. The light wave causes
the charged particles in the thin layer to vibrate, and the energy provided for the
particle vibration comes from the energy consumed by the light wave. A part of the
energy of the light wave deviates from the original transmission direction due to
scattering. Therefore, the radiation energy of the light wave decreases to I ′(λ) due
to absorption and scattering after passing through the thin atmospheric layer. If the
atmospheric attenuation coefficient is defined as β (with unit km−1), the attenuation
of light intensity is d I . Then, the relative change of light intensity is

d I

I
= I ′ − I

I
= −βdl. (4.1)

The atmospheric transmittance is obtained by integratingEq. (4.1). The expression
of atmospheric transmittance τ after transmission distance L is

τ = I/I0 = exp(−βL) (4.2)

where I0 and I represent the light intensity before and after passing through the
atmosphere with width L, respectively. Equation (4.2) is Lambert’s law, which
describes the effects of attenuation and scattering on light propagation. Generally,
the attenuation coefficient of atmospheric number is expressed as

β = αm + αa + σm + σa,

where αm is the absorption coefficient of the atmospheric molecules,αa is the
absorption coefficient of the aerosol particles, σm is the scattering coefficient of
the atmospheric molecules (Rayleigh scattering coefficient), and σa is the scattering
coefficient of the aerosol particles.

Fig. 4.1 Model of
atmospheric attenuation. I(λ)
is the radiation intensity of
monochromatic light, dl is
the atmospheric thin layer
with uniform thickness, and
I’(λ) is the light radiation
intensity after passing
through the atmospheric thin
layer

( )I λ ' ( )I λ

dl
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4.1.2 Absorption and Scattering of Atmospheric Molecules

The absorption of atmospheric molecules refers to the energy converted into molec-
ular motion after a part of the light radiation energy interacts with them. The
internal motion of polar molecules is generally composed of the atomic vibra-
tion of the constituent molecules, rotation of the molecules around their mass
centers, and motion of electrons within the molecules. The natural frequency of a
molecule is determined by its internal motion. The corresponding resonance absorp-
tion frequencies correspond to the ultraviolet, visible, near-infrared, mid-infrared,
and far-infrared regions of the light wave, respectively. Therefore, the absorption
characteristics of molecules depend on the frequency of the light waves.

The atmosphere is composed of many types of gases. If the normal air composi-
tion is calculated by volume fraction, nitrogen accounts for the most, approximately
78%. Oxygen accounts for approximately 21%, and rare gases, such as helium, neon,
krypton, and xenon, and carbon dioxide account for approximately 0.03%. Other
gases and impurities, such as ozone, nitric oxide, nitrogen dioxide, and water vapor,
account for approximately 0.03%. Nitrogen and oxygen molecules account for the
largest proportion (approximately 99%) in the atmosphere, but they have almost no
absorption effect on visible (wavelength range 0.4–0.76 μm) and infrared regions.
However, a strong absorption characteristic is shown in far-infrared (wavelength
range 6–1000 μm) and near-infrared (wavelength ranged 0.75–1.5 μm). In addition
to nitrogen and oxygen, there are helium, neon, krypton, xenon, ozone, and other
rare gases in the atmosphere. Their molecules have considerable absorption spectral
lines in visible and near-infrared light, but their proportion in atmospheric molecules
is very small, so their absorption is generally not considered. Their absorption is
considered only when other attenuation factors are weak enough at high altitude.
Additionally, the absorption of atmospheric molecules is related to altitude. Due to
its pure vibration structure, water molecules have very strong absorption capacity
of visible light and near-infrared region, and the closer to the ground (several thou-
sand meters), the higher the concentration of water vapor. Therefore, water vapor
absorption ability is very strong near the ground. The main absorption spectral lines
in visible and near-infrared regions are shown in Table 4.1.

It can be seen from Table 4.1 that the absorption of light of certain wavelengths
by the atmosphere is very strong, which impedes the ability of the light wave to
pass through. According to the difference of the ability of the atmosphere to absorb
light of different wavelengths, the near-infrared region is divided into eight sections,

Table 4.1 Main absorption spectral lines in visible and near-infrared regions [1]

Absorptive molecules Central wavelength of the main absorption line (μm)

H2O 0.72, 0.82, 0.93, 0.94, 1.13, 1.38, 1.46, 1.87, 2.66, 3.15, 6.26, 11.7, 12.6,
13.5, 14.3

CO2 1.4, 1.6, 2.05, 4.3, 5.2, 9.4, 10.4

O2 4.7, 9.6
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and the band with highest transmittance is called the atmospheric window. Within
this window, atmospheric molecules show weak absorption properties. The laser
wavelengths commonly used for communication are located in these windows [2].

Moreover, the density fluctuation of atmospheric molecules leads to inhomo-
geneity of the optical properties of the atmosphere, so scattering of the light waves
passing through the large inhomogeneous gas field will occur. Scattering changes
the direction of the light wave radiation; thus, some light waves do not continue
to propagate in the original radiation direction. The scattering intensity depends on
the contrast between the radius of the atmospheric molecules and the wavelength
of the scattered light waves. When the light wavelength is much smaller than the
particle radius, Rayleigh scattering theory is used for scattering analysis, whereas
Mie scattering theory is used when the light wavelength is comparable to the particle
radius. At all altitudes below 100 km, the atmospheric molecular coefficients σm can
be approximately expressed as

σm = 4.56 × 10−22Ng

(
0.55

λ

)4

(km−1), (4.3)

where λ is the wavelength with unit μm, and Ng is the number of molecules per unit
of volume: Ng = 2.55 × 10−9 cm−3 under standard atmospheric conditions at sea
level.

4.1.3 Absorption and Scattering of Atmospheric Aerosol
Particles

There are a large number of solid and liquid particles in the atmosphere, such as
dust and Organic matter. These particles are generally in a gelatinous state in the
atmosphere, so they are also called atmospheric aerosols. The size distribution of
aerosol particles is very complex, and it is considerably affected by weather. When
the wavelength (λ) of light is less than or equal to the size of aerosol particles (r ),
Mie scattering will occur:

σa ∝ λ−2 (r ≥ λ). (4.4)

When r ≥ λ, whereas, the intensity is independent of thewavelength for scattering
occurs when r < λ. TheMie scattering depends on the size and density distribution of
the scattering particles, and the dependence on the wavelength is not as strong as that
of Rayleigh scattering. The following empirical models are often used to estimate
the attenuation coefficient of aerosol particles in engineering:

βa = 3.912

VM

(
0.55

λ

)q

, (4.5)
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where VM is the atmospheric visibility distance with km as its unit, and q =
0.585 VM/3; when VM ≤ 6 km, q = 1.3.

4.1.4 Atmospheric Window

Atmospheric window refers to the band with very low transmission loss and high
transmission rate of electromagnetic radiation in the atmosphere. In general, the
band with higher near-infrared transmittance is called atmospheric window, in which
atmospheric molecules present weak absorption characteristics. The commonly used
laser wavelengths are within these windows, as shown in Table 4.2.

Generally, the wavelength of the laser used in the atmospheric laser communi-
cation system is selected in the atmospheric window; thus, it can ignore the light
intensity attenuation caused by atmospheric absorption, and the atmospheric attenu-
ation effect is mainly composed of scattering. According to the relationship between
the laser wavelength and scattering particle linearity, scattering can be divided into
three types:

(1) When the wavelength is larger than the diameter of scattering particles,
Rayleigh scattering occurs. The influence of nitrogen and carbon dioxide on
the light wave causes primarily Rayleigh scattering.

(2) When the wavelength of the light wave is equal to the size of the scattering
particles in the atmosphere, Mie scattering occurs. The primary influence of
haze, fog, and aerosol particles on the signal light wave cause Mie scattering.

Table 4.2 Different atmospheric windows and their usage [2]

0.15–0.2 μm The ultraviolet window has not yet been utilized

0.3–1.3 μm Visible light is the main part, including some ultraviolet and infrared
bands. Currently, it is widely used

1.4–1.9 μm Near-infrared window, transmittance of 60–95%, cannot be film
sensitive, only for spectrometer and ray detector

2.05–3.0 μm The transmittance of near-infrared window is more than 80%, which
is not sensitive to film. The window of 2.08–2.35 μm is useful in
remote sensing

3.5–5.5 μm Mid-infrared window, with 60–70% transmittance, is used for remote
sensing of high-temperature targets, forest fires, volcanic eruptions,
etc.

8–14 μm When the physical temperature is 27 °C, the maximum emission
intensity can be measured

In millimeter wave band The window located in millimeter wave band has not been used or
cannot be used by remote sensing

Wavelength > 1.5 cm Microwave window, whose electromagnetic waves are not interfered
with by atmosphere; is called the transparent window, and microwave
remote sensing is all-weather
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(3) When the wavelength of the light is smaller than the diameter of the scattering
particles, geometric scattering occurs. The influence of raindrops, snow, and
fog on the signal light wave cause geometric scattering.

4.1.5 Estimation of the Attenuation Coefficient

When light waves are transmitted horizontally, the main attenuation of the bottom
atmosphere is Mie scattering. At this time, the atmospheric transmittance can be
expressed by the empirical formula related to visibility. Visibility is an indicator of
atmospheric transparency, which is defined as the maximum distance that a standard
blackbody can be identified with the normal naked eye when the observer observes
horizontally with the sky as the background. The visibility represents the degree of
atmospheric turbidity. In meteorology, visibility is generally divided into ten grades
according to meteorological conditions, as shown in Table 4.3 [2].

4.1.6 Transfer Equation

The transmission equation of wireless laser communication channel is as follows:

Preceive = P0 × γ (L , θ) × τatmosphere × τtransmit × τreceive, (4.6)

wherePreceive is the optical power received by the receiving antenna,τtransmit and τreceive
are the transmittance of the transmitting and receiving optical systems, respectively,
and P0 is the output power of the semiconductor laser; γ (L , θ) is the beam spreading
loss calculated as the ratio of the received power to the total power (Eq. 4.7), where
L is the transmission distance, θ is the divergence angle of the beam, and d is the
aperture of the receiving lens. Finally, the atmospheric transmittance τ atmosphere can
be calculated using Eq. (4.8).

Table 4.3 International visibility level [2]

Grade Weather
conditions

Visibility
(m)

Scattering
coefficient

Grade Weather
conditions

Visibility (m) Scattering
coefficient

0 Thick fog <50 >78.2 5 Haze 2000–4000 1.96–0.954

1 Moderate
fog

500–200 78.8–19.6 6 Light haze 4000–10,000 0.954–0.391

2 Mist 200–500 19.6–7.82 7 Sunny 10,000–20,000 0.391–0.196

3 Mist 500–1000 7.82–3.91 8 Very
sunny

20,000–50,000 0.196–0.078

4 Mist 1000–2000 3.91–1.96 9 Extremely
sunny

>50,000 0.0141
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γ (L , θ) = e−2[d/(Lθ)]2 − 1

e−2 − 1
(4.7)

τatmosphere = e−(αm+αa+βm+βa)L (4.8)

4.2 Atmospheric Turbulence Model

The influence of various atmospheric effects on optical wireless communication
is shown in Fig. 4.2 [1]. The atmospheric channel is a time-varying channel with
memory. The atmospheric absorption effect leads to the decrease of the received
optical power. Themultiple scatterings of the laser signal by the atmosphere cause the
laser transmission to produce multipath effect, which results in the broadening of the
laser pulse in space and time, as well as inter-symbol interference in the receiver. The
random fluctuation of the optical refractive index caused by atmospheric turbulence
causes the laser signal to produce intensity fluctuation, beam drift, beam expansion,
fluctuation of the angle of arrival, and other phenomena. Furthermore, it causes
the received optical signal to be severely distorted, the communication error rate to
increase, and even short-time communication interruption to occur. This seriously
affects the stability and reliability of atmospheric optical communication [1].

The scattering, absorption, and turbulence effects on atmospheric light lead to
the fluctuation of light intensity on the surface of photodetectors in the receiver; this
reduces the signal-to-noise ratio and spatial resolution of the detector and results
in a performance degradation of the photoelectric system in the actual atmospheric
environment.

Atmospheric 
absorption

Atmospheric 
scattering

Atmospheric 
turbulence

Power attenuation

Angle of arrival fluctuation

Light intensity fluctuation

Beam drift

Pulse broadening

Beam spreading

Average SNR 
reduction

Crosstalk

Random fluctuation 
of detected signal

Fig. 4.2 Impact of various atmospheric effects on optical wireless communication
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4.2.1 Atmospheric Turbulence

Atmospheric turbulence is caused by small random changes of atmospheric temper-
ature and atmospheric wind speed caused by solar radiation and various meteoro-
logical factors. Random changes of atmospheric temperature cause random changes
of atmospheric density; this leads to the change of atmospheric refractive index. The
cumulative effect of these changes causes the atmospheric refractive index to be
uneven. The fluctuation of the atmospheric refractive index caused by atmospheric
turbulence is characterized by random fluctuation of laser light wave parameters
(such as amplitude and phase), which eventually leads to beam scintillation, splitting,
bending, expansion, and spatial coherence reduction. These are important factors
that restrict the optical wireless communication system from reaching its maximum
effectiveness.

Kolmogorov’s theory indicates that a change of the average velocity of the turbu-
lence increases its energy. The random fluctuation of atmospheric refractive index n
(r) is primarily caused by the random microstructure of temperature spatial distribu-
tion. This microstructure change is due to the large-scale non-uniformity of tempera-
ture caused by different regions of the earth’s surface being heated differently by the
sun. This large-scale temperature inhomogeneity leads to large-scale refractive index
inhomogeneity, which is usually called turbulence vortex. Turbulence can be charac-
terized by two scales. In the atmospheric boundary layer, the largest scale vortex, also
known as the outer scale of turbulence, can be observed and analyzed. It is denoted
by L0, and L0 is usually in the range of tens to hundreds of meters. The minimum
scale, represented by l0, is also known as the inner scale of turbulence, and l0 is only
a few millimeters [1], as shown in Fig. 4.3. When the beam propagates through these

Fig. 4.3 Turbulent vortex in an atmospheric channel
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vortices of different scales, the large-scale turbulence vortex primarily refracts the
beam, whereas the small-scale vortex produces a diffraction effect on the beam.

Temperature, atmospheric refractive index, aerosol plasmid distribution, and other
factors related to the formation of atmospheric turbulence will incur turbulence
doping effect. The refractive index of light wave propagating in turbulent atmo-
sphere is related only to the position of two points in space, which can be expressed
as [1]

n(r, t) = n0 + n1(r, t), (4.9)

where the refractive index n(r, t) is related to time and position parameters, n0 is
the refractive index in free space (without turbulence), and n1(r, t) is the random
fluctuation of refractive index around the average value n0, caused by atmospheric
turbulence. The statistical characteristics of the random fluctuation of the refractive
index in a turbulent flow field are very important for the study of laser propagation
in atmospheric turbulence.

4.2.2 Atmospheric Turbulence Channel Mode

The atmospheric turbulence caused by the uneven atmospheric temperature and pres-
sure leads to the random fluctuation of light intensity in time and space on the
receiving surface; this is called “intensity scintillation effect”. The random fluctu-
ation of light intensity at the receiving end is an important manifestation of atmo-
spheric turbulence effect and a major factor affecting the performance of intensity
modulation/direct detection optical communication system.

Taylor proposed that [1] under certain conditions, turbulence can be considered
to be frozen. This means that the statistical characteristics of the temporal and spatial
variation of the beam are caused by the component of the local wind perpendicular to
the direction of the beam propagation. The coherent time of atmospheric turbulence
t0 is in milliseconds, which is very different from the typical data symbol time.
Therefore, atmospheric turbulence channel can be used as a “slow fading channel”
to describe the duration of data symbols statically [1]. In following subsections,
the probability density functions of three different light intensity fluctuations and
adaptations to different turbulence intensity link models are discussed in detail.

4.2.3 Log-Normal Turbulence Model

The Maxwell equation of light propagation in a medium is as follows:

∇2E + k2n2E = 0, (4.10)
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where k is the spatial wave number, n is the refractive index of a point r in space, E
is the electric field vector at position r in space, and ∇ is the Hamiltonian operator.
Different from the conventional wave equation, n(r) in Eq. (4.10) is a function of
position r . For atmospheric turbulence, the fluctuation of refractive index function
n(r) is a random process in time, so it must be described by statistical theory. Rytov
approximationmethod [1] can be used to solve the equation of lightwave propagation
in atmospheric turbulence.

Since the three components of the electric field vector obey the same wave
equation, the vector equation shown in Eq. (4.10) can be replaced by the scalar
equation

∇2ũ + k2n(r)2ũ = 0, (4.11)

where ũ is any field component of Ex , Ey , or Ez . Rytov transformation of Eq. (4.11)
with respect to ũ yields

ψ = ln(ũ). (4.12)

Then, Eq. (4.11) is transformed into Riccati equation:

∇2ψ(r) + [∇ψ(r)]2 + k2n2(r) = 0. (4.13)

For the earth’s atmosphere, n(r) = 1 + n1(r), so Eq. (4.13) can be transformed
into

∇2ψ + [∇ψ]2 + k2[1 + n1(r)]2 = 0. (4.14)

Let ψ = ψ0 + ψ1 + ψ2 + . . ., and ψ0 satisfies

∇2ψ0 + [∇ψ0]2 + k2 = 0. (4.15)

Ignore all items higher than ψ1, and set ψ = ψ0 + ψ1 to obtain

∇2ψ1 + ∇ψ1(2∇ψ0 + ∇ψ1)]2 + 2k2n1(r) + k2n21(r) = 0. (4.16)

For atmospheric turbulence, if n1(r)<<1 and we assume |∇ψ1|<<|∇ψ0|, then
the second-order small quantities (∇ψ1)

2 and k2n21(r) in Eq. (4.16) can be ignored.
Finally, the following equation is obtained:

∇2ψ1 + 2∇ψ1∇ψ0 + 2k2n1(r) = 0. (4.17)

Since the order of magnitude |∇ψ0| is k = 2π/λ, |∇ψ1|<<|∇ψ0| can be written
as
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λ∇ψ1 << 2π. (4.18)

Equation (4.18) indicates that the change of ψ1 is a small quantity at the distance
of wavelength λ, which can be obtained from Eq. (4.13):

ũ = exp(ψ0 + ψ1), (4.19)

ũ0 = exp(ψ0). (4.20)

According to the central limit theorem, the solution of ũ obeys Gaussian
distribution:

ũ

ũ0
= 1 + ũ1

ũ0
= exp(ψ1), (4.21)

and

ψ1 = ln

(
1 + ũ1

ũ0

)
≈ ũ1

ũ0
. (4.22)

Because |ũ1| << |ũ0|, Eq. (4.22) is approximately true. Withψ1 = exp(−ψ0)ũ1,
Eq. (4.17) becomes

∇2ũ1 + k2ũ1 + 2k2n1(r) exp(ψ0) = 0. (4.23)

According to the scalar scattering theory, the solution is

ũ1 = k2

2π

˚

V

n1(r
′)ũ0(r ′)

exp(ik|r − r ′|)
|r − r ′| dV, (4.24)

where V is the scattering volume. Since ψ1 ≈ ũ1/ũ0, we obtain

ψ1(r) = k2

2π ũ0(r ′)

˚

V

n1(r
′)
exp(ik|r − r ′|)

|r − r ′| dV . (4.25)

Let the amplitude and phase of ũ be A and S, respectively, and the amplitude and
phase of vacuum solution (undisturbed) ũ0 be A0 and S0, respectively. Then,

ũ = A exp(i S), (4.26)

ũ0 = A0 exp(i S0). (4.27)
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Therefore, we obtain

ψ1(r) = ψ(r) − ψ0(r) = ln(A/A0) + i(S − S0). (4.28)

The real and imaginary parts of record ψ1(r) are

χ = ln(A/A0), (4.29)

δ = S − S0, (4.30)

where χ is the logarithmic amplitude fluctuation of light wave obeying Gaussian
distribution, and δ represents the phase fluctuation of light wave obeying Gaussian
distribution. The probability density function of log amplitude χ can be expressed
as

P(χ) = 1√
2πσx

exp

{
− (χ − E(χ))2

2σ 2
x

}
, (4.31)

where E(χ) is the mean value of χ , and σ 2
x is the variance of logarithmic amplitude

fluctuation.
Using the power spectrum of Kolmogorov refractive index fluctuation, the

variance of logarithmic amplitude fluctuation σ 2
x of plane wave propagation in

atmospheric turbulence can be obtained [2] as follows.
For horizontal uniform path,

σ 2
x = 0.307k7/6L11/6C2

n . (4.32)

For slant path,

σ 2
x = 0.56k7/6[secϕ]11/6

∫ L

0
C2
n (x)(L − x)5/6dx, (4.33)

where ϕ is the zenith angle (ϕ < 60◦), and sec ϕ is the correction factor for the
oblique path. Similarly, the variance of logarithmic amplitude fluctuation can be
obtained by using Kolmogorov index fluctuation power spectrum.

For horizontal uniform path,

σ 2
x = 0.124k7/6L11/6C2

n . (4.34)

For slant path,

σ 2
x = 0.56k7/6[secϕ]11/6

∫ L

0
C2
n (x)(x/L)5/6(L − x)5/6dx . (4.35)
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If the amplitude of a light wave in atmospheric turbulence is known to be A, the
light intensity of the light wave can be written as I = A2. The variance of logarithmic
intensity fluctuation σ 2

l is defined as

σ 2
l = 〈

(ln I − 〈ln I 〉)2〉. (4.36)

For plane wave horizontal uniform path transmission, the variance of logarithmic
intensity fluctuation can be written as

σ 2
l = 1.23k7/6L11/6C2

n . (4.37)

Equation (4.37) is also called Rytov variance. If the light intensity in free space
(without turbulence) is I0 = A2

0, then the logarithmic light intensity is

l = ln

(
A

A0

)2

= 2χ. (4.38)

Therefore,

I = I0 exp(l). (4.39)

To obtain the probability density function of the light wave intensity, variable
substitution is used:

p(I ) = p(χ)

∣∣∣∣dχ

d I

∣∣∣∣. (4.40)

Substituting into Eq. (4.31), we obtain

P(I ) = 1√
2πσl I

exp

{
− (ln(I/I0) − E[l])2

2σ 2
l

}
I ≥ 0, (4.41)

where σ 2
l = 4σ 2

x , E[l] = 2E[χ ].
Generally, scintillation index (normalized variance of light intensity fluctuation)

σ 2
I is used to characterize the intensity of light intensity fluctuation caused by

atmospheric turbulence, and the scintillation index is defined as

σ 2
I = 〈

(I − 〈I 〉)2〉/〈I 〉2, (4.42)

where I is the light intensity. In the Rytov approximation, σ 2
I = exp(σ 2

l ) − 1.
With different σ 2

l , the log-normal distributed probability density function of the
received light intensity fluctuation is shown in Fig. 4.4, where the average light
intensity is E[I ] = 1. It can be seen that as σ 2

l increases, the log-normal distribution
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Fig. 4.4 Probability density function curve of intensity fluctuation of log-normal distribution

curve of light intensity fluctuation deviates from the average light intensity with a
longer tail, and the approximation effect with log-normal distribution is less accurate.
Simulation data and experiments show that the tail of the fluctuation distribution
deviates from the log-normal distribution, so the statistical model of log-normal
distribution is not suitable for describing the fluctuation behavior of light intensity
in moderate to strong turbulence environments [1].

4.2.4 Gamma-Gamma Turbulence Model

Based on the assumption that the received light intensity fluctuation is modulated
by small-scale turbulence fluctuation (diffraction effect) and large-scale turbulence
fluctuation (refraction effect), Andrews proposed a probability distribution model of
light intensity fluctuation [2]. In contrast to the log-normal distribution model, the
probability distribution of light intensity fluctuation is a two-parameter model, and
its parameters are closely related to the physical characteristics of the atmospheric
turbulence.

The received light intensity is usually represented by a product [1] as I = xy,
where x denotes the large-scale scattering coefficient and y represents the small-scale
scattering coefficient. Assuming that x and y are independent random processes, the
second moment of the received light intensity is

〈
I 2
〉 = 〈

x2
〉〈
y2
〉 = (

1 + σ 2
x

)(
1 + σ 2

y

)
, (4.43)
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whereσ 2
x andσ 2

y are the variances of x and y, respectively. To facilitate the calculation,
the gamma-gamma distribution is used as the average light intensity 〈I 〉 = 1. The
scintillation index is

σ 2
I = (

1 + σ 2
x

)(
1 + σ 2

y

) − 1 = σ 2
x + σ 2

y + σ 2
x σ 2

y ; (4.44)

x and y follow gamma distribution.

px (x) = α(αx)α−1

�(α)
exp(−αx), x > 0, α > 0 (4.45)

py(y) = β(αy)β−1

�(β)
exp(−βy), y > 0, β > 0 (4.46)

First, determine x and set y = I/x:

pI |x (I |x) = β(β I/x)β−1

x�(β)
exp(−β I/x), I > 0. (4.47)

According to the total probability formula,

p(I ) =
∫ +∞

0
py(I |x )px (x)dx = 2(αβ)(α+β)/2

�(α)�(β)
I (α+β)/2−1Kα_β

[
2(αβ I )1/2

]
, I > 0.

(4.48)

Equation (4.48) is the gamma-gamma probability distribution function, also
known as double gamma distribution. Here, α and β parameters represent the large-
and small-scale scattering coefficients, respectively. Kn(·) is the second kind of
modified Bessel function with order n, and �(·) is gamma function.

From the double gamma probability distribution function, we can obtain
〈
I 2
〉 =

(1+ 1/α)(1+ 1/β). The parameters of large- and small-scale scattering are defined
by Eq. (4.49):

α = 1

σ 2
x

, β = 1

σ 2
y

, (4.49)

Since 〈I 〉 = 1,

σ 2
I = 〈

I 2
〉 − 〈I 〉2, (4.50)

and the relationship between the scattering index and the above parameters can be
given by Eq. (4.42).



164 4 Atmospheric Channel, Channel Estimation, and Channel Equalization

σ 2
I = 1

α
+ 1

β
+ 1

αβ
, (4.51)

where α and β are related to the beam model. For plane waves, there is [1]

α =
⎡
⎢⎣exp

⎛
⎜⎝ 0.49σ 2

l(
1 + 0.65d2 + 1.11σ 12/5

l

)7/6
⎞
⎟⎠ − 1

⎤
⎥⎦

−1

, (4.52)

β =
⎡
⎢⎣exp

⎛
⎜⎝ 0.51σ 2

l (1 + 0.69σ 12/5
l )−5/6

(
1 + 0.9d2 + 0.62d2σ

12/5
l

)5/6
⎞
⎟⎠ − 1

⎤
⎥⎦

−1

, (4.53)

where σ 2
l = 1.23C2

nk
7/6L11/6 is Rytov variance, d = (

kD2/4L
)1/2

, k = 2π/λ

is the number of light waves, λ is the wavelength, D is the diameter of receiver
aperture, and L is the transmission distance of the laser beam. C2

n is the structure
constant of atmospheric refractive index. The light intensity scintillation index of the
gamma-gamma distribution model is σ 2

I .

σ 2
I = exp

⎛
⎜⎝ 0.49σ 2

l(
1 + 0.65d2 + 1.11σ 12/5

l

)7/6 + 0.51σ 2
l (1 + 0.69σ 12/5

l )−5/6

(
1 + 0.9d2 + 0.62d2σ

12/5
l

)5/6
⎞
⎟⎠ − 1

(4.54)

Compared with the log-normal distribution model, the Gamma-Gamma light
intensity fluctuation probability distribution has a wider application range and can
accurately describe the statistical characteristics of light intensity fluctuation inweak,
medium, and strong fluctuation areas, and the tail part of the probability distribution is
more consistent with numerical simulation and experimental results. The probability
density function of the distribution is shown in Fig. 4.5, where weak, medium, and
strong turbulence intensity is considered.

Figure 4.6 shows the curve of the variation of the scintillation index σ 2
I of

the Gamma-Gamma distribution model with the variance of Rytov according to
Eq. (4.54). Figure 4.6 shows that with the increase of Rytov variance, the scintillation
index gradually increases to the maximum value, which is greater than 1. Once the
channel fading caused by turbulence reaches saturation, the scintillation index does
not increase with the increase of Rytov variance. With the further increase of turbu-
lence intensity, the logarithmic amplitude disturbance reaches saturation, and the
turbulence disturbance caused by phase disturbance becomes themain part. The scin-
tillation index no longer changes substantially with the variance of Rytov, which is
consistent with the results of the classical atmospheric light wave scintillation theory.
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Fig. 4.5 Gamma-gamma distribution probability density function of light intensity

Fig. 4.6 Variation curve of the light intensity scintillation index with Rytov variance

The simulation of values α and β under different turbulence intensities according
to Eqs. (4.52) and (4.53) is shown in Fig. 4.7. In the simulation, the diameter of the
optical receiver is d = 0, which indicates a point receiver.

As can be seen from Fig. 4.7, in the case of very weak turbulence, α  1 and β 
1 show that the effective numbers of large-scale and small-scale scattering are large.
When the variance of the logarithmic light intensity fluctuation increases gradually
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Fig. 4.7 Sum values at different turbulence intensities

(>0.2), the values ofα andβ decrease rapidly.When the turbulence intensity exceeds
themoderate to strong turbulence area and reaches the turbulence intensity saturation
area,β → 1, it shows that the final value of effective number of small-scale scattering
is from the horizontal space. However, the effective number of large-scale scattering
increases again [3].

4.2.5 Negative Exponential Distributed Turbulence Model

As the turbulence intensity increases, the log-normal distribution model of light
intensity fluctuation considerably deviates from the experimental data. In the case of
strong turbulence, the radiation field of a light wave can be approximately Gaussian
distribution with zero mean, so the distribution of light intensity is approximate to
negative exponential distribution. Negative exponential distribution is considered as
the limit distribution of light intensity distribution and is only suitable for the satura-
tion region. In reference [4], experiments have shown that the probability distribution
of light intensity fluctuation obeys the negative exponential distribution in case of
strong turbulence.

p(I ) = 1

I0
exp

(
− I

I0

)
, I > 0, (4.55)

where I0 = E[I ] is the average light intensity. When the light intensity fluctuation
reaches saturation state, the light intensity scintillation index approaches 1. The
probability density function curve of light intensity fluctuation is shown in Fig. 4.8.
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Fig. 4.8 Probability density function of light intensity fluctuation in negative exponential distribu-
tion

Figure 4.9 shows the probability distribution curve of light intensity fluctuation
when Rytov variances are 0.2, 3.5, and 3.0 respectively, and the log-normal distri-
bution and distribution results are given. It can be seen from Fig. 4.9 that in the
weak turbulence region, the distribution is close to the log-normal distribution; in

Fig. 4.9 Probability density function curve of light intensity distribution
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the strong turbulence area, the gamma-gamma distribution gradually approaches the
negative exponential distribution, but the log-normal distribution shows a serious
deviation. Therefore, the gamma-gamma distribution is only suitable for the case
of a wide range of normal turbulence intensity. In the weak turbulence region, the
log-normal distribution model can fit the experimental data. However, in the strong
turbulence area, the log-normal distribution model shows a large deviation from the
experimental data, especially in the tail of the function curve, which directly affects
the selection of the best decision threshold and the analysis of bit error rate. The
distribution model is suitable for a wide range of turbulence intensities, whereas the
negative exponential distribution is only suitable for the case of strong turbulence.

4.2.6 Atmospheric Structure Constant

For locally homogeneous and isotropic turbulence, the intensity of turbulence is
usually expressed by the structure constant, and the atmospheric refractive index
structure constant C2

n is an important parameter to represent the intensity of
atmospheric optical turbulence [5]. Several models are described as follows.

4.2.6.1 Hufnagel-Valley Model

In Hufnagel-Valley model,

C2
n (h) = 0.00594

( v
27

)2(10−5h
)10

exp
(
− h

1000

)
+ 2.7 × 10−16 exp

(
− h

1500

)
+ A exp

(
− h

100

)
,

(4.56)

where V is the wind speed, and H is the altitude in meters. In the modified Hufnagel-
Valley model,

C2
n (h) = 8.16 × 10−54h10 exp

(
− h

1000

)
+ 3.02 × 10−17 exp

(
− h

1500

)
+ 1.90 × 10−15 exp

(
− h

100

)
.

(4.57)

4.2.6.2 Model for Laser Communication with Submarines

The following model can be used to describe the communication between a satellite
and submarine [6]:
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C2
n =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 0 ≤ h ≤ 19m
4.008 × 10−13 10 ≤ h ≤ 230m
1.300 × 10−15 230m ≤ h ≤ 850m
6.352 × 10−7h−2.966 850m ≤ h ≤ 7000m
6.209 × 10−16h−6.229 7000m ≤ h ≤ 20000m

(4.58)

4.2.6.3 CLEAR I Model

The CLEAR I model is fitted by nighttime survey data of a desert in New Mexico
(mid-latitude area, ground elevation of 1.23 km):

log 10
(
c2n
) = A + Bh + ch2, (4.59)

where

{
1.23 ≺ h ≤, 2.13 A = −10.7025, B = −4.3507, C = 0.8141
2.13 ≺ h ≤ 10.14 A = −16.2897, B0.0335, C = −0.0134

log 10
(
c2n
) = A + Bh + ch2 + D exp

({−0.5[(h − E)/F]2}) (4.60)

where 10.34 < h ≤ 30, A = -17.0577, B = -0.0449, C = -0.0005, D = 0.6181, E =
15.5617, F = 3.4666.

4.2.7 Bit Error Rate Caused by Atmospheric Turbulence

The propagation equation of laser in atmospheric turbulence is

∇2�(r, t) − n2

c2
· ∂2�(r, t)

∂t2
= 0. (4.61)

The solution is

�(r, t) = A(r) exp[iϕ(r)] exp(−iωt)

= A0(r) exp[χ + iϕ(r)] exp(−iωt), (4.62)

where A0(r) is the amplitude of the light wave when the beam is propagating in
vacuum, A(r) is the amplitude of the light wave when the beam is propagating
in atmospheric turbulence, ϕ(r) is the phase of the light wave in the presence of
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atmospheric turbulence, and ω is the angular frequency. χ is the logarithmic ampli-
tude fluctuation caused by turbulence, which has the following relationship with the
fluctuation of logarithmic light intensity:

ln
I (r, t)

I0
= ln

[
A(r)

A0(r)

]2
= 2 ln

A(r)

A0(r)
= 2χ. (4.63)

Turbulent waves change the amplitude of the atmospheric light. Considering only
the influence of atmospheric turbulence and no other noises on the bit error rate of a
communication system, the amplitude change can be approximately regarded as the
noise caused by the atmospheric turbulence. The variance expression of logarithmic
intensity fluctuation is

ln
I (r, t)

I0
= 2 ln

A(r)

A0(r)
= 2

A0(r) + Ai (r)

A0(r)
= 2 ln(1 + ε), (4.64)

where Ai (r) is the noise amplitude, and ε = Ai (r)/A0(r) is the amplitude ratio of
noise to signal. When ε is very small, χ = ln(1 + ε) ≈ ε. If the signal intensity
is I0 and the noise intensity is 〈In〉, then the signal-to-noise ratio (SNR) caused by
atmospheric turbulence can be expressed as [7]

SNR = I0
〈In〉 =

〈
A2
0(r)

A2
i (r)

〉
= 1〈

ε2
〉 = 1〈

χ2
〉 . (4.65)

Under the condition of weak turbulence, the relationship between the differ-
ence of logarithmic intensity fluctuation and the variance of logarithmic amplitude
fluctuation is

σ 2
I = 4χ2. (4.66)

Under the condition of strong turbulence, the simplified SNR can be approxi-
mately expressed as

SNR = 1〈
χ2 + χ3 + . . .

〉 ≈ 1

α
〈
χ2

〉 , 1 ≤ α ≤ 2, (4.67)

where α is the scintillation intensity factor. In a real laser communication system, the
laser emitted from the transmitter can be regarded as a planewave after collimation by
optical lens; therefore, we analyze it as a planewave. For planewaves, the logarithmic
intensity fluctuation in weak turbulence is as follows:

σ 2
I = 1.23C2

nk
7/6L11/6, (4.68)
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where C2
n is the atmospheric turbulence refractive index structure constant, k =

2π/λ is the wave number, and L is the propagation distance. For digital laser
communication system, the bit error rate of a receiver receiving optical signal is

BER = 1

2

[
erfc

(
SNR√

2

)]
. (4.69)

Combined with Eq. (4.67), the relationship between the bit error rate and variance
of log intensity fluctuation is as follows:

BER = 1

2

[
erfc

(
4√
2σ 2

I

)]
= 1

2

[
erfc

(
4√

2 × 1.23C2
nk

7/6L11/6

)]
. (4.70)

4.3 Diversity Reception

Ageneralmodel of a spatial diversity system is shown in Fig. 4.10.M transmitters and
N receivers (M, N ≥ 1) constitute the M × N sub-channels. Diversity technology
can suppress the fluctuation of light intensity caused by atmospheric turbulence by
processing two or more uncorrelated signals. At the receiving end, the multichannel
signal copies are combined by a certain combination rule, and the decision-maker
decides on the merged signal. The common merging algorithms are maximum ratio
combining, equal gain combining, and selection combining.

Suppose that the receiver receives N input signals. If the received signal of the
first branch is xi (t)(i = 1, 2, . . . N ), and wi is the weighting coefficient of the i th
receiving branch, then the output signal y(t) after merging can be expressed as

y(t) = w1x1(t) + w2x2(t) + · · · + wMxM(t) =
∑
i=1

wi xi (t). (4.71)

Fig. 4.10 Diagram of a space diversity system of an atmospheric laser communication system
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To improve SNR, multiple signals must be combined. By selecting different
weighting coefficients, different merger strategies are selected.

4.3.1 Maximum Ratio Combining

Maximum ratio combining (MRC) is the best way to combine multiple signals in the
samephase. Theweight is determined by the ratio of the signal power and noise power
corresponding to each branch signal. The output SNR of maximum ratio combining
is equal to the sum of all SNRs [8]. Therefore, even if the signal of any branch is
very poor so that no single signal can be demodulated, maximum ratio combining
can synthesize a signal that meets the SNR requirements and can be demodulated.

SNRMRC = η2

2N 2σ 2
v

N∑
n=1

I 2n =
N∑

n=1

γ n, (4.72)

where γn is the SNR of each branch, η is the photoelectric conversion efficiency, In
is the received light intensity of each branch, N is the number of diversity branches,
and σ 2

v is the variance of additive white Gaussian noise.

4.3.2 Equal Gain Combining

Equal gain combining (EGC) does not require assigning a weight to the signal,
and the signal of each branch is added with equal gain. This method simplifies the
implementation of the merging method, and its performance is similar to that of
maximum ratio merging [9]. In this case, the average SNR of the combined output is

SNREGC = η2

2N 2σ 2

(
N∑

n=1

In

)2

, (4.73)

where γn is the SNR of each branch, η is the photoelectric conversion efficiency, In
is the received light intensity of each branch, N is the number of diversity branches,
and σ 2

v is the variance of additive white Gaussian noise.
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4.3.3 Selective Combining

Selective combining (SC) detects signals of all diversity branches and selects the
branchwith the highest signal-to-noise ratio as the output of the combiner. In selection
combining, one weighting factor is 1, and the others are 0. This method is simpler
and easier to implement than the former two.

γSC = max(γ1, γ2, . . . γN ) (4.74)

Among the above three merging methods, equal gain merging is relatively simple
and achieves good performance. Selecting the branch with the worst performance
and discarding the rest results in a waste of resources, and maximum ratio merging
achieves the best performance but is relatively complex. In engineering applications,
the difficulty and performance of the implementation must be considered, and a
reasonable compromise must be made.

4.4 Channel Estimation

4.4.1 Concept of Channel Estimation

Owing to the randomness of the atmospheric channel, the amplitude, phase, and
frequency of the received signal will be distorted. Channel estimation is the process
of estimating the model parameters (e.g., channel gain and signal-to-noise ratio) of
a certain channel model from the received data. For linear channels, the impulse
response of the channel is estimated.

Channel estimation [10] is a technology to obtain the channel state by processing
the received signal according to certain criteria. There are three types of channel
estimation algorithms: an algorithm based on a training sequence, blind estimation
algorithm, and semi-blind estimation algorithm produced by the combination of the
first two methods. Channel estimation based on a training sequence uses known
information to estimate the channel. The transmitter periodically transmits a training
sequence agreed upon by the sender and receiver. The training sequence can be a
continuous block signal separated from the data information or can be evenly inserted
in the data information [10].

The channel estimation based on training sequence can be used in general wireless
communication systems. However, using the training sequence has some disadvan-
tages: it reduces the effectiveness of channel transmission, wastes bandwidth, and
reduces the spectrum efficiency. Because the entire frame signal can be extracted only
after receiving the training sequence for channel estimation, a delay is inevitable,
which limits the frame structure (e.g., the correlation time of the channel is less than
the frame length). Blind channel estimation does not require a training sequence
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Fig. 4.11 Concept of channel estimation

but uses information inherent in the transmission data to realize channel estima-
tion. Blind channel estimation can save bandwidth, but it requires a large amount
of computation and has poor flexibility. Furthermore, the algorithm is difficult to
implement. Therefore, its application in real-time systems is limited. The common
channel estimation methods include the minimum mean square error (MMSE) and
maximum likelihood (ML) [11, 12]. The process of channel estimation is shown in
Fig. 4.11.

4.4.2 Least Squares Channel Estimation Algorithm

Suppose that the signal model of the system is represented by the following equation
[13, 14]:

Y P = X P H + W P , (4.75)

where H is the channel system function, X P is the known pilot signal, Y P is the
received pilot signal, and W P is the additive white Gaussian noise vector. The least
square channel estimation algorithm estimates the parameter H in Eq. (4.68) to
minimize the sum of squares error function eP :

eP = (Y P − Ŷ P)H (Y P − Ŷ P) = (Y P − X P Ĥ)H (Y P − X P Ĥ), (4.76)

where Y P is the vector composed of the received signals, Ŷ P = X P Ĥ is the output
signal obtained after channel estimation, and Ĥ is the estimated value of the channel
response. To minimize eP , the following must be satisfied:

∂eP

∂ Ĥ
= ∂{(Y P − X P Ĥ)H (Y P − X P Ĥ)}

∂ Ĥ
= 0. (4.77)
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The channel transfer function of the least squares algorithm is estimated as

H̃P,LS = (XH
P X P)−1XH

P Y P = X−1
P Y P . (4.78)

The biggest advantage of the least square channel estimation algorithm is its
simple structure and the small amount of calculation required. The channel charac-
teristics of pilot position subcarriers can be obtained by only one division operation
on each carrier.

4.4.3 MMSE Based Channel Estimation

Let ĤMMSE (m) be the MMSE estimator of Hp(m), and according to the MMSE

estimation criterion, the value of E
∣∣∣ĤMMSE (m) − Hp(m)

∣∣∣2 is expected to be the

minimum.

ĤMMSE (m) = RHp(m)HLS(m)
R−1HLS(m)

= RHp(m)Hp(m)

(
RHp(m)Hp(m)

+ δ2n
(
X p(m)H X p(m)

)−1
)−1

ĤLS(m),

(4.79)

where δ2n is the variance of Gaussian noise, the superscript H represents conjugate
transposition, and

RHp(m)Hp(m)
= E

{
Hp(m)Hp(m)H

}
,

RHp(m) ĤLS(m)
= E

{
Hp(m)ĤLS(m)H

}
,

RHLS(m) ĤLS(m)
= E

{
HLS(m)ĤLS(m)H

}
.

The influence of noise is considered in MMSE estimation, so the mean square
error of channel estimation is small. However, the MMSE algorithm requires a large
amount of calculation, and its hardware implementation is difficult [15, 16].

4.5 Channel Equalization

Channel equalization technology aims to eliminate or suppress ISI caused by multi-
path delay in broadband communication. According to the characteristics of constant
parameter, variable parameter, and different data rate, the channel or the whole trans-
mission system characteristics are compensated [13]. There are several ways to
construct equilibrium. Generally, they can be divided into two categories: linear
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equalization and nonlinear equalization. In practice, adaptive filters are used to
achieve channel equalization.

4.5.1 ISI and Channel Equalization

In theory, the bandwidth occupied by the sharp square pulse waveform in the
frequency domain is considered to be infinite. In optical wireless communication, the
modulation of pulse system is preferable. When the pulse passes through a low-pass
filter, it widens in the time domain and causes interference between adjacent pulses.
When the channel bandwidth is much larger than the pulse bandwidth, the pulse
broadening is small; when the channel bandwidth is close to the signal bandwidth,
the broadening will exceed one symbol period, resulting in signal pulse overlap or
ISI [17–19].

Crosstalk in baseband transmission communication system is inevitable. When
the crosstalk is serious, the transfer function H (w) of the system must be corrected
so that it meets or approaches the characteristic of no ISI. If an adjustable or non-
adjustable filter is inserted into the baseband system, the amplitude frequency and
phase frequency characteristics of the entire system can be compensated to suppress
the influence of ISI. This type of equalizer is called the equalization of the system.

Equalization is divided into frequency domain equalization and time domain
equalization. Frequency domain equalization primarily considers the frequency
response and ensures that the total transfer function of the entire system, including
the equalizer, satisfies the condition of no distortion transmission. Time domain
equalization considers the time response and ensures that the impulse response of
the entire system, including the equalizer, satisfies the condition of no ISI.

Frequency domain equalization is applicable when the channel characteristics are
unchanged and low-rate data is transmitted, whereas time domain equalization can
be adjusted according to the changes of channel characteristics, effectively reducing
the ISI; thus, it is widely used in high-speed data transmission.

4.5.2 Time Domain Equalization

Equalization technology produces the characteristics opposite to the channel char-
acteristics by the equalizer at the receiving end to reduce, suppress, or eliminate the
ISI caused by the time-varying multipath propagation characteristics of the channel.

It can be seen from Fig. 4.12 that the transmission function of the system without
equalizer is

H(ω) = GT (ω)HT (ω)GR(ω). (4.80)
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Fig. 4.12 Digital communication system model with equalizer

Fig. 4.13 Structure of a transverse filter

Generally, the transmitting and receiving filters are designed to match, and the
equalizer is used to compensate for the channel distortion. After adding the equalizer,
the transmission function of the entire digital communication system is as follows:

H ′(ω) = C(ω)H(ω). (4.81)

Equalizers usually use filters to compensate for pulse distortion. The demodulated
output sample obtained by the decision-maker is the sample that has been corrected
by the equalizer or cleared of ISI. The basic structure of an equalizer is a transverse
filter structure.

As shown in Fig. 4.13, the weighting coefficient of each tap is adjustable and
set to a value that can eliminate ISI. Assuming that there are (2n + 1) taps, the
weighting coefficients are C−N ,C−N+1, · · · ,CN . If the sample value sequence of
an input waveform is {xk} and that of an output waveform is {yk}, then

yk =
N∑

i=−N

Ci xk−i (4.82)

for k = −2N , · · · , 0, · · · , 2N .

4.5.3 Linear Equalization

Time domain equalization can be divided into linear equalization and nonlinear
equalization. If the result of the decision in the receiver is adjusted by the parameters
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of the equalizer, it is a nonlinear equalizer; otherwise, it is a linear equalizer. There
are two common algorithms: the zero forcing algorithm based on the minimum peak
distortion and the least mean square algorithm based on the minimum mean square
error [20–22].

4.5.3.1 Zero Forcing Algorithm

Zero forcing algorithm was proposed by Lucky in 1965. This method ignores the
additive noise of the channel. Thus, in the presence of noise, the solution obtained
by this algorithm is not necessarily optimal, but the algorithm is easy to implement.
The peak distortion is defined as

D = 1

y0

∞∑
k=−∞
k �=0

|yk |. (4.83)

The physical meaning is that the distortion is the ratio of the sum of the absolute
values of the system impulse response at all sampling times when k �= 0 to the
impulse response value at the sampling time of k = 0. From Eq. (4.83), the input
peak error can be obtained as

D0 = 1

x0

∞∑
k=−∞
k �=0

|xk |, (4.84)

and the output peak error as

D = 1

y0

∞∑
k=−∞
k �=0

|yk |. (4.85)

When the input peak error is D0 < 1, the minimum value of the output peak

error appears in

{
y0 = 1

yk = 0, 1 ≤ |k| ≤ N
. From Eq. (4.79), we can obtain the 2 N +

1 linear equations that the tap coefficient must satisfy; that is

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

N∑
i=−N

Ci xk−i = 0, k = ±1,±2, . . . + N

N∑
i=−N

Ci x−i , k = 0

. (4.86)
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Written in matrix form,

⎡
⎢⎢⎢⎢⎢⎢⎣

x0 x−1 · · · x−2N
...

... · · · ...

xN xN−1 · · · x−N
...

... · · · ...

x2N x2N−1 · · · x0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

C−N

C−N+1
...

C0
...

CN−1

CN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
...

0
1
0
...

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4.87)

It can be seen from the Eq. (4.87) that when the input sequence {xk} is given,
adjusting or designing tap coefficient Ci according to the above equations can force
each sample value yk output by the equalizer to be zero.

4.5.3.2 Least Mean Square Algorithm

Another criterion to measure the equalization effect is the mean square distortion,
which is defined as

e2 = 1

y0

∞∑
k=−∞
k �=0

y2k . (4.88)

Here, yk is the sample value of impulse response after equalization. In adaptive
equalization, the output waveform of the equalizer is no longer a single pulse impulse
response but a data signal. Set the transmission sequence as {ak}, and the output
sample value sequence after equalization is {yk}. Then, the error signal is

ek = yk − ak . (4.89)

In this case, the mean square error is defined as

e2 = E(yk − ak)
2. (4.90)

Substituting Eq. (4.88) into Eq. (4.90) we obtain

e2 = E

(
N∑

i=−N

Ci xk−i − ak

)2

. (4.91)
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It can be seen that the mean square error e2 is a function of the gain of each tap.
When the minimum mean square distortion is taken as the criterion, the equalizer
should adjust its tap coefficients so that they meet the following requirements:

∂e2

∂Ci
= 0, i = ±1,±2, · · · ,±N . (4.92)

From Eqs. (4.84) and (4.85),

∂e2

∂Ci
= 2E

[
ekxk−i

] = 0, i = ±1,±2, · · · ,±N , (4.93)

where

ek = yk − ak =
N∑

i=−N

Ci xk−i − ak . (4.94)

From Eq. (4.94), when the cross-correlation between the error signal and the
input sample value is zero, the tap coefficient is optimal. Although the minimum
mean square algorithm can balance the ISI caused by multipath transmission and the
influence of additive noise, it cannot completely eliminate it.

4.6 Impacts of Atmospheric Turbulence on BER

For wireless optical communication systems, suppose that s(t) is the modulated
optical signal of the laser, h(t) is the atmospheric transmission channel, no(t) is the
background light model, η is the photodetector conversion coefficient, ne(t) is the
electrical noise model of the detector, and y(t) is the output signal. The mathematical
model of the system is

y(t) = [(s(t) + no(t)) ∗ h(t)] · η + ne(t) = [
(s(t) + no(t)) ∗ fβ fh fA

] · η + ne(t),
(4.95)

where * represents convolution. FromEq. (4.95), the electrical noise ne(t) introduced
by the photodetector, thermal movement of electrons in the resistance, and random
generation and recombination of carriers in the semiconductor contributes the shot
noise, resistance thermal noise, 1/f noise, and other noises in the photodetector,
which are described as additive Gaussian noises with zero means. f B is the light
intensity attenuation term, f h is the alignment error term, and f A is the light intensity
flicker termcausedby turbulence.Themultiplicative noisemodel fittedwithGaussian
function corresponds to f A in Eq. (4.95) is defined as
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f A = 1√
2π × σ

× e
[
− (I−μ)2

2×σ2

]
, (4.96)

where I is the received light intensity, μ and σ 2 are the mean and variance of the
multiplicative noise model. Figure 4.14 shows the Gaussian model of atmospheric
turbulence multiplicative noise for optical wireless communication.

Therefore, for an optical wireless communication system, the impacts of atmo-
spheric turbulence multiplicative noise f A on the outage probability Pout and the bit
error rate PBER are derived as

Pout = FA(γth) =
γth∫
0

1√
2π × σ

× e
[
− (x−μ)2

2×σ2

]
dx, (4.97)

PBER = q p

2�(p)

∞∫
0

exp(−qx)x p−1FA(x)dx . (4.98)

In Eq. (4.98), different values of parameters p and q represent differentmodulation
methods. For example, p = 1 and q = 1 represent the differential phase shift keying
(DPSK).

Measurements of the impacts of atmospheric turbulence on the light intensity scin-
tillation under different wavelengths and time periods are performed. Figure 4.15
shows the probability density distributions of light intensity scintillation after
transmission with atmospheric turbulence in different time periods.

It can be seen that the impacts of atmospheric turbulence on an optical wireless
communication system (i.e., the atmospheric turbulence multiplicative noise) are
different in different time periods, and can be modeled by a Gaussian function.

Fig. 4.14 Gaussian model
of atmospheric turbulence
multiplicative noise
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Fig. 4.15 Probability density distribution curve of light intensity scintillation transmitted by
atmospheric turbulence in different time periods

4.7 Summary and Prospects

Channel is an indispensable part of a communication system. The channel causes
beam drift and light intensity flicker in atmospheric laser communication, which has
adverse effects on optical wireless communication. The purpose of analyzing the
channel characteristics, such as atmospheric turbulence, is to suppress their influence
on optical wireless communication. The key to improving the performance of optical
wireless communication is to estimate the atmospheric channel and adopt appropriate
channel coding, information equalization, and other measures to reduce the inter-
symbol interference.

4.8 Questions

4.1 What is a coded channel? What is modulation channel? The similarities and
differences are briefly described.

4.2 What is Mie scattering? What is Rayleigh scattering? What is geometric
scattering? Try to compare the mechanism.

4.3 What is atmospheric window? What is visibility?
4.4 What is atmospheric turbulence? Three kinds of atmospheric turbulence

models are briefly introduced.
4.5 Channel estimation and its common methods are briefly described.
4.6 Channel equalization and its function are briefly described.
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4.9 Exercises

4.1 This paper analyzes the influence of atmospheric attenuation on wire-
less optical coherence detection, focusing on its influence on heterodyne
efficiency.

4.2 It is assumed that under the condition of satellite to ground wireless laser, the
influence of atmospheric turbulence on the bit error rate (BER) of the system
under different zenith angles is analyzed.

4.3 Both rain and fog attenuate the wireless laser signal, and try to construct a
calculation formula that can adapt to the coexistence of rain and fog, rainy
and foggy days, and analyze its mechanism.

4.4 The logarithmic variance of laser propagation at 635, 780 and 1550 nm in
different atmospheric turbulence is analyzed.

4.5 It is assumed that the laser transmitting power is 20MW, the laser transmitting
angle is 1mrad, the transmitting optical transmittance is 0.9, the receiving
optical transmittance is 0.6, and the receiving aperture is 120 mm. Try to
calculate the optical power that the receiving optical system can receive.

4.6 Try to calculate the laser emission power of optical wireless communication
system under different conditions: (1) atmospheric attenuation coefficient
5 dB/km, communication distance 2 km, photo-detector sensitivity 1uW.
Calculate the relationship between laser divergence angle and laser emis-
sion power; (2) beam divergence angle 0.2 mrad, communication distance
2 km, photo-detector sensitivity 1 uW. The relationship between laser emis-
sion power and atmospheric attenuation is analyzed. (3) The atmospheric
attenuation coefficient is 5 dB/km, the beam divergence angle is 0.2 mrad,
and the sensitivity of photo-detector is 1 uW. The relationship between laser
transmitting power and transmission distance is analyzed.

4.7 A wireless laser communication system adopts 1550 nm laser wavelength,
500 MW transmitting power, 1mrad beam divergence angle, 130 mm
receiving aperture and −36 dbm receiving sensitivity. The transmissivity of
both transmitting and receiving optical systems is 0.5. (1) When the visibility
is 20 km, what is the maximum communication distance of 1.25 gbps? (2)
When visibility is 2 km, what is the maximum communication distance of
1.25 gbps?

4.8 Considering that atmospheric turbulence follows Gaussian distribution, the
receiver model is shown in Fig. 4.16. Ps is the signal optical power, Pb is the
background light power, m (t) is the modulation signal, β is the modulation
coefficient, h is the Planck constant, f is the optical carrier frequency, g is
the APD gain, k is the Boltzmann constant, T is the load temperature, e is
the electronic quantity, RL is the local load, try to detect the receiver directly
under the atmospheric turbulence conditions Bit error rate.

4.9 The maximum zenith angle of satellite to ground laser downlink is not only
related to communication laser power, beam divergence angle, background
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Fig. 4.16 Receiver model

light, bit error rate and other factors, but also affected by atmospheric turbu-
lence caused by light intensity fluctuation and beam drift. The largest zenith
angle of the satellite to ground laser downlink depends on the upper limit of
bit error rate, and the influence of atmospheric turbulence on bit error rate is
mainly caused by light intensity fluctuation, and the intensity of light inten-
sity fluctuation depends on atmospheric turbulence intensity. Therefore, the
influence of atmospheric turbulence on the maximum zenith angle is mainly
caused by turbulence intensity. The relationship between BER and zenith
angle is analyzed.

4.10 Try to analyze the attenuation of the aircraft to the satellite laser communi-
cation uplink. The specific parameters are shown in the table (Table 4.4).

4.11 Suppose there are two distinguishable paths, which delay one symbol time,
we can write its transfer function

H(ω) = 1 − e− jωτ

Table 4.4 Main link and
environment parameters used
in numerical simulation

Parameter Value

Communication distance Z 4000 km

Aircraft altitude 8 km

Laser wavelength 810 nm

Extinction coefficient 0. 001

Divergence angle of laser beam 25 urad

Receiver aperture area 415.48 cm2

Zenith angle 30◦

Radius of curvature of transmitting end wave
front

∞

Beam radius of transmitter 2.15 cm

Satellite angular velocity 300 urad/s

Ground wind speed 5 m/s

Values near the ground 3 × 10−13m−2/3
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In the discrete environment, we know from DSP that ω is usually replaced
by operator 2πk/N, where k = {0,1,2,…, N−1}. Try to calculate the channel
amplitude and phase at different sampling values (k = {0,1,2,…, N−1}).

4.12 An optical wireless communication system is supposed to transmit a colli-
mated beam with a diameter of 4 cm, the wavelength is 1.55 m, and the
receiving aperture is 10 cm, C2

n = 7 × 10−14 m−2/3, try to use Kolmogorov
spectrum to calculate:

(1) The scintillation index on the receiving plane;
(2) The scintillation index on the detection plane.

4.13 The pulse broadening caused by atmospheric turbulence is analyzed. The
wavelength of laser signal is 1.5 mm, the transmission distance is 100 km,
and the zenith angle is 0.05.

4.14 Because the atmospheric refractive index is related to the laserwavelength, the
pulse broadening at the receiving endwill be different for differentwavelength
pulse signals.When thewavelength of laser signal is 0.85mm, the broadening
of pulse signal is calculated.

4.15 When the noise is very small, the BER and SNR depend on the loga-
rithmic amplitude fluctuation of atmospheric turbulence. Try to deduce the
relationship between SNR and BER in optical wireless communication.

4.16 This paper analyzes the bit error rate (BER) caused by light intensity flicker
in OOKmodulation and PPMmodulation in optical wireless communication.

4.17 This paper analyzes the maximum likelihood detection of PPM modulation
in atmospheric turbulence environment.

4.18 Considering the influence of atmospheric turbulence, the bit error rate of
multi beam transmitting and receiving system is analyzed.

4.19 The bit error rate (BER) of optical wireless communication system is
analyzed when the joint effect of atmospheric turbulence and quantum noise
is analyzed.

4.20 A minimum mean square adaptive filter is designed, and the parameters of
the filter and its working principle are analyzed.

4.21 In optical wireless communication, the BER of equal gain combining and
optimal combining is discussed when N receiving antennas are used.

4.22 An optical wireless communication systemwith horizontal transmission, link
distance of 2 km, transmitting lens diameter of 4 mm, receiving lens diam-
eter of 100 mm, and working wavelength of 1.55 μm are investigated. The
Kolmogorov spectral model is used to calculate the atmospheric structure
constant C2

n = 7 × 10−14 m−2/3.

(1) The scintillation index of the power spectrum on the receiving plane;
(2) The scintillation index of the power spectrum on the transmitting plane.
(3) Calculate the attenuation probability below the critical value of 6 dB

(assuming �-� distribution).
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4.23 Spherical wave transmission horizontal link, communication distance 1 km,
atmospheric structure constantC2

n = 7×10−14 m−2/3, Kolmogorov spectrum
and logarithmic spectrum were used to calculate the decay probability.

(1) When the noise threshold is 7 and the average signal-to-noise ratio is
25 dB, the receiving aperture diameter is 150 mm.

(2) At that time C2
n = 5× 10−13m−2/3, the calculation in (1) was repeated.

4.24 Spherical wave transmission horizontal link, communication distance 1 km,
atmospheric structure constant C2

n = 7×10−14 m−2/3, the BER is calculated
by Kolmogorov spectrum and logarithmic spectrum respectively.

(1) When the average SNR is 25 dB, the diameter of receiving aperture is
150 mm.

(2) When the average SNR is 25 dB, the diameter of receiving aperture is
300 mm.

4.25 When the probability of false alarm is 10–6, the probability of detection is
0.999. Find the corresponding shot noise (or photo noise) Limited.

4.26 When the short-term signal-to-noise ratio (or photo noise) Limited corre-
sponds to probability 1, the bit error rate of the detection system is
calculated.

4.27 When the ratio of the probability of false alarm to bandwidth is 10–11, the
direct detection system is tested.

(1) The corresponding threshold to noise ratio is calculated.
(2) When the probability of detection is 0.999, the corresponding shot noise

(or photo noise) is limited.
(3) When the ratio of probability of false alarm to bandwidth is 10–9, repeat

the above calculation.

4.28 The condition is the same as 4.22. Considering the probability density
function, the repeated calculation of 4.22 is carried out.

4.29 The laser transmission link is 3 km, other conditions are the same as 4.22.

(1) The probability of fade is calculated by probability density function.
(2) The average fading time is calculated.

4.30 The Rytov approximation is used to replace the Helmholtz equation. It is
proved that the Riccati equation is satisfied.

4.31 The transmission distance is 1 km, the diameter of Gaussian beam is 60 mm,
and the wavelength is 1.55 m. The Kolmogorov spectrum is assumed to
be the atmospheric structure constant C2

n = 10−14 m−2/3 for horizontal
transmission. We know

(1) Effective beam diameter

The Gaussian beam definition light field after the transmission distance L is
defined as
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U (r, L) = 1

p(L)
exp(ikL) exp

(
− r2

W 2
− i

kr2

2F

)

F and W are defined as plane wavefront diameter and beam diameter

p(L) = 1 − L

F0
+ i

2L

kW 2
0

= �0 + i�0

The spot size can be expressed as

W 2
LT = W 2(1 + T ) = W 2

(
1 + 1.33σ 2

R�5/6
)

The size of light spot can be divided into long-term term and short-term term.
Effective size of spot

WLT = W
√
1 + 1.33σ 2

R�5/4 = 197 mm

(2) Axial average light intensity

〈I (0.L)〉 = W 2
0

W 2
LT

= 2.32 W/m2

(3) Horizontal scintillation index

σI,l (L) = 3.86 σ 2
RRe

[
i5/61 F1

(
−5

6
,
11

6
; 17
6

; � + i�

)
− 11

16
�5/6

]
= 0.015

For collimated beams, repeat the above calculation.

4.32 The diameter of collimated beam is 40 mm, the horizontal transmission is
1 km, and the atmospheric refractive index structure constant C2

n = 0.75 ×
10−13 m−2/3 is assumed to be Kolmogorov spectrum model. The minimum
wavelength which can satisfy the scintillation index σ 2

I (0.L) ≺ 1 is obtained.
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Chapter 5
White LED Communication

Thewhite light-emitting diode (LED) has the advantages of low power consumption,
long service life, small size, easiness of driving, and environmental protection. LEDs
are regarded as the fourth generation of energy-saving and environmentally friendly
illumination products [1–3]. The white-light LED has a very high response sensi-
tivity and good modulation characteristics, which make it suitable for high-speed
wireless communication [4–9]. Therefore, white LEDs can be used as access points
for wireless communication networks while illuminating. Combining the white LED
lighting equipment with the base stations in indoor communication and connecting
them to other communication networks comprise the visible light communication
technology.

5.1 Light-Emitting Principle of LED

5.1.1 White LEDs

The wavelength range of visible light spectrum is 380–760 nm. The seven colors of
light (red, orange, yellow, green, cyan, blue, and purple) that can be perceived by the
human eye are all monochromatic. In contrast, the white light is a composite light
composed of multiple monochromatic lights. For the LED to emit white light (white
LED), its spectral characteristics must include the entire visible spectral range. The
white light that human eye can see requires a mixture of at least two types of light.
Generally, two-wavelength (blue + yellow light) or three-wavelength (blue + green
+ red) light emission mode is adopted.
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5.1.2 Light-Emitting Principle of LED

As shown in Fig. 5.1, when the diode PN junction is forward biased, a large number
of majority carrier electrons on the N-type side cross the lowered barrier and are
injected into the quasi-neutral region on the P-type side. It emits light with intensity
roughly proportional to the driving current. The reason solid-state LEDs emit light
is that a large number of minority carriers recombine and release a large number of
photons [10].

To ensure that the LED has a higher recombination rate to release more photons,
LEDs are generally made of direct band gap semiconductor materials. Direct band
gap materials are compounds of III-V elements. This type of crystal materials
primarily include GaAs, InP, InGaAsP, and AlGaAs [11, 12]. In these crystal mate-
rials, the minimum value of conduction band energy and the maximum value of
valence band energy have the same wave vector value, and the crystal momenta of
electrons and holes are almost equal, which causes most of the injected carriers to be
eliminated due to the inter-band compound. Therefore, energy is released in the form
of photons during the inter-band recombination process, and these photons become
the light emitted by the LED.

Figure 5.2 is a schematic diagramof photon emission fromadouble heterojunction
LED. Both the P and N regions of the junction are wide band gap materials, and this
structure forms an electron potential well. Excess electrons diffuse from the N region
through the depletion region when positively biased, and holes diffuse through the
depletion region in the other direction. Carriers are easily trapped and confined in the
potential well, thereby increasing the probability of recombination. Concurrently, the
photons generated by recombination are also confined in the potential well region,
which improves the photon emission rate.When the applied current density increases
(e.g., by increasing the drive current), the optical power output by the device shows
more nonlinear characteristics.

Fig. 5.1 Schematic diagram
of light-emitting diode
spontaneous emission
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Fig. 5.2 Schematic diagram of a double heterojunction structure light-emitting diode

5.1.3 Light-Emitting Principle of White LED

Figure 5.3 shows a typical single quantum well white LED structure. The N-type
GaN buffer layer is grown on a sapphire substrate. On the buffer layer between the N-
type InGaN and P-type AlGaN epitaxial layers is an undoped InGaN quantum well,
and the top layer is the P-type GaN layer. The structure must be partially etched to
expose the N-type GaN layer. Ti/Al contacts and semi-transparent Ni/Au contacts
are deposited on the N-type GaN and P-type GaN layers, respectively. Ni and Au are
used as current spreading layers to solve the problem of low conductivity of P-type
GaN materials. The wafer is usually cut into a rectangle and formed on the lead
frame. Light can be emitted from the top P-type GaN layer in an upward direction.
Other emission directions are realized by flip-chip packaging technology. The device
impedance of the LED chip is primarily determined by the N-type GaN layer. The

Fig. 5.3 Single quantum
hydrazine white
light-emitting diode structure
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typical unit area sheet resistance of this layer is 10–20�, which also limits the lateral
size of the LED device to approximately 300 μm.

There are currently three main ways to make high-brightness white LEDs [10].

(1) A blue light chip is used to excite yellow phosphor material to generate yellow
light. Themixture of the blue and yellow light yieldswhite light. Thismethod is
simple to implement, with high efficiency and low cost. At present, most white
LEDs are constructed in this way. Since this generation of white light needs to
excite phosphors, the modulation bandwidth is low, only tens of MHz, which
cannot meet the needs of high-speed visible light communication systems.

(2) An ultraviolet light chip is used to excite phosphors of three primary colors
(i.e., blue, green, and red), and the mixed light becomes white light. The light
generated in this way does not contain color cast, but the luminous efficiency
is low, and the modulation bandwidth has difficulties meeting the requirements
of high-speed visible light communication systems.

(3) A combination of red, green, and blue light-emitting chips emits light that
is white after mixing. Although this method has a high production cost, it
has higher diffractive properties, does not need to excite phosphors to emit
light, and has a high modulation response speed, making it very suitable for
high-speed visible light communication system applications.

5.1.4 Lighting Model of White LED

The LED luminous mode is used to describe the light intensity distribution of the
LED in different directions. Figure 5.4 shows a schematic diagram of photon emis-
sion from a high-power white LED. The white LED chip itself is a Lambert light
source, which spontaneously radiates photons into the surrounding space. Part of
the generated photons cannot be transmitted out of the LED due to factors such as
material absorption and total internal reflection. The rest of the photons are trans-
mitted out of the LED through a silicone resin sealing layer and lens, going through
multiple reflections and refractions. Taking the center of the chip as the origin, the
number of photons transmitted in different directions is different, making the light
intensity in the different directions also different.

Fig. 5.4 Schematic diagram
of white light-emitting diode
photon emission
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From a radiation point of view, the light-emitting area is a Lambert light source.
The light emitted by the chip passes through different materials and types of surfaces
before exiting the LED; this changes the initial light-emitting mode. The final light
emitted by the LED is primarily composed of three parts: the light directly refracted
from the sealed lens, light reflected inside the lens, and light reflected from the
reflecting cup. From the perspective of light-emitting characteristics, the light in the
LED is spontaneously radiated from the light-emitting chip, so the generated light is
discontinuous and linearly superimposed in intensity. The final light-emitting mode
depends on the geometry of the reflector cup and the sealed lens shape.

According to the path of the photon emission, the emitted light can be divided
into two parts. One is the light refracted directly from the sealing layer and lens,
and the other is the light refracted after multiple reflections on the surface of the
sealing layer, lens, or reflecting cup. The final emission pattern is affected by the
materials and geometric characteristics of the reflector cup, sealing layer, and lens.
The light emission pattern of the diffusely reflected light from the rough surface of
the reflecting cup and the diffusely refracted light passing through the sealing layer
and the lens can be considered as a linear superposition of a cosine function or a
Gaussian function [11–13]. The parameters that determine the final light-emitting
mode are primarily the parameters of the light-emitting chip, reflector cup, sealing
layer, and lens.

Considering all the above mentioned phenomena, the final light-emitting mode
of the LED can be obtained by linear superposition of these three light-emitting
modes. The surface of the LED chip is usually rough, and its light-emitting mode
is generally Lambert mode. The radiation pattern of the diffusely reflected light
from the rough surface of the reflector cup and the diffusely refracted light passing
through the sealing layer and the lens can be considered a linear superposition of
Gaussian power functions. From the point of view of light propagation, each light ray
propagates through diffuse reflection or refraction and follows the Gaussian power
function distribution. Therefore, the final radiation pattern is a linear superposition
of several types of functions, with an angular offset along with the incident angle of
each traced ray.

5.2 Background Noise Model for Internet of Vehicle

Since Guglielmo Marconi invented radio communication, atmospheric turbulence
models based on Kolmogorov spectra have been widely known and intensively
studied [14, 15]. Visible light communication belongs to one of the optical wire-
less communications [16, 17]. Indoor visible light communication is primarily used
for wireless broadband networking and indoor positioning [18], with low back-
ground light noise interference, small communication range and low implemen-
tation complexity [19, 20]. Outdoor visible light communication is used to realize
vehicle-to-road-based equipment and vehicle-to-vehicle traffic information sharing.
Complex optical noises such as sunlight, high-brightness electronic billboards, and
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a large number of artificial light sources at night make the photodetector prone to
anomalies, such as saturation and nonlinear output [21].

Most of the current studies on outdoor optical channel properties are based on
atmospheric turbulence theory, and they are commonly modeled using Log-normal
distribution for weak and moderately turbulent channels [22]. From moderately to
strongly turbulent states, the K distribution, Negative Exponential distribution, and
Gamma distribution are used for modeling [23]. TheMalaga atmospheric turbulence
channel model describes a variety of general models of turbulence distributions, and
setting the corresponding parameters for theMalaga distribution is extended to obtain
the Log-normal model, the gamma-gammamodel and the K-distribution model [24].

The visible light communication near the ground is significantly influenced by the
underlying atmosphere andbackground light.Under this circumstance, the traditional
Kolmogorov spectrum or Non-Kolmogorov spectrum is inapplicable to model the
vehicular visible light communication system. In this section, a double Gaussian
noise model in vehicular visible light communication is introduced through practical
measurements on the background light noise of outdoor visible light communication
in different cities at night, which provides a theoretical basis for system modeling as
well as noise removal.

For the vehicular visible light communication system, we denote s(t) the modu-
lated light signal of LED, h(t) the atmospheric transmission channel model, no(t) the
background noise, η is the photodetector conversion coefficient, ne(t) be the detector
electrical noise, and y(t) the output signal. The mathematical model of the system
is expressed as Eq. (5.1), where * denotes the convolution [25].

y(t) = [s(t) ∗ h(t) + no(t)] · η + ne(t). (5.1)

The thermal motion of electrons in the resistor and the random generation and
compound of the carriers in the semiconductor cause a series of noises in the photode-
tector, such as shot noise, resistance thermal noise, and 1/ f noise. The electrical noise
ne(t) introduced by the photodetector is described as additive Gaussian noise with
zero mean [24, 25]. The impact of the background noise no(t) on the system is the
photogenerated radiation current induced by various stray optical radiation in the
background, i.e.,

Vout (t) =
[
η ·

∫
s
[E(t)]2ds

]2

R. (5.2)

In Eq. (5.2), E(t) is the cumulative optical field of the stray background light, s
is the effective detector area, and R is the output impedance. Vout (t) is the noise at
the detector output. Since the output signal of the optical field square law detector
has a mean value greater than 0, the Gaussian white noise with zero mean does not
accurately characterize the channel in optical wireless communications.
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In the context of vehicular visible light communication, Xizheng Ke proposes a
noise model (Ke’s Model) fitted by a double Gaussian function. Corresponding to
no(t) in Eq. (5.1), the probability distribution is

p(I ) = A1 × 1√
2π × σ1

× e

[
− (I−μ1)

2

2×σ21

]
+A2 × 1√

2π × σ2

× e

[
− (I−μ2)

2

2×σ22

]
, (5.3)

where μ1 and σ1 are the mean and variance values of light intensity flicker of the
current street light in the vehicle’s location, respectively. μ2 and σ2 are the mean and
variance values of light intensity flicker of other light sources, respectively. A1 and A2

are normalized correction coefficients, ranging from 0 to 1, such that
∫ +∞
0 p(I ) = 1.

Figure 5.5 shows the double Gaussian distribution model (Ke’s Model) for the
vehicular visible light communication. Gaussian curve 1 indicates that the back-
ground noise mainly contains the background light component of the street light
where the vehicle is currently located. Its light intensity is weak and less fluctuated
with small variance, which causes a sharp peak. Gaussian curve 2 indicates that
the outdoor visible light background noises are primarily induced by the head- and
rear-lights, high brightness billboards, and traffic lights with high intensity and large
variance.

As shown in Fig. 5.6, the light intensity acquisitions were carried out in different
regions and under different weather conditions in Chinese cities, such as Xi’an,
Beijing,Harbin,Changchun andShijiazhuang, to verify themodel compliance,where
the detector model is OPHIR-PD300-UV with a sampling frequency of 15 Hz.

Figure 5.7 shows the background noise probability density distribution of visible
light communication at night (a) in different cities, (b) in different locations in Xi’an,
(c) in rainy days, and (d) in Qinling Terminal Mountain road tunnel. Table 5.1

Fig. 5.5 Dual Gaussian
distribution model for
vehicular visible light
communication
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Fig. 5.6 Schematic diagram of visible light communication noise acquisition

Fig. 5.7 Probability density distribution of background noise in vehicular visible light communi-
cation in a different cities, b different locations of Xi’an, c rainy days, and d tunnel
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Table 5.1 Model parameters of background noise in vehicular visible light communication in
different cities

Area/Weather μ1 σ 1 μ2 σ 2 P(μ1)

Xi’an/Sunny 0.3 0.68 1.8 3.7 0.43

Xi’an/Rainy 0.24 0.49 1.7 3.7 0.43

Beijing/Sunny 0.7 0.68 1.9 3.9 0.31

Harbin/Sunny 0.4 0.5 1.8 3.7 0.42

Changchun/Sunny 0.8 0.69 2.4 4.8 0.15

Shijiazhuang/Rainy 0.3 0.68 1.8 3.7 0.65

Tunnel/Sunny 0.3 0.68 2.4 2.5 0.26

shows the parameters of the background noise model for vehicular visible light
communication in different cities.

Several conclusions can be drawn as follows. (1) The background noise for vehic-
ular visible light communication can be represented by a superposition of two Gaus-
sian functions. (2) The probability density distribution in rainy days is similar as that
in sunny days. (3) The light intensity fluctuation of the current streetlight is smaller
than that generated by other light sources.

5.3 Multiplicative Noise Model

Multiplicative noise is also called convolutional noise. It refers to the process in
which the signal’s own amplitude changes randomly due to the physical properties
of some media in the propagation process, and the information contained in the
signal is lost. The characteristics of multiplicative noise indicate that it appears with
the appearance of useful signals. When the signal disappears, the multiplicative
noise will also disappear. Suppose that s(t) is the modulated light signal of the light-
emitting diode, n0(t) is the background light model, η is the photodetector conversion
coefficient, ne(t) is the detector electrical noise model, and y(t) is the output signal.
The mathematical model of the system is shown in Eq. (5.4)

y(t) = [(s(t) + no(t)) ∗ h(t)] · η + ne(t) = [
(s(t) + no(t)) ∗ fβ fh fA

] · η + ne(t),
(5.4)

where * is convolution operation, f h is the light intensity attenuation term, f h is
the aiming error term, and f A is the light intensity flicker term caused by atmo-
spheric turbulence. The multiplicative noise model fitted with Gaussian function,
corresponding to f A in Eq. (5.4), is defined as

f A = 1√
2π × σ

× e
[
− (I−μ)2

2×σ2

]
, (5.5)
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where I is the received light intensity, and μ and σ are the mean and variance of the
multiplicative noise model, respectively. The Gaussian model of multiplicative noise
for visible light communication is shown in Fig. 5.8.

Similarly, the impacts of multiplicative noise f A on the system outage probability
Pout and bit error rate PBER are described as

Pout = FA(γth) =
∫ γth

0

1√
2π × σ

× e
[
− (x−μ)2

2×σ2

]
dx, (5.6)

PBER = q p

2�(p)

∫ ∞

0
exp(−qx)x p−1FA(x)dx . (5.7)

The rainfall hinders the optical transmission of the transmitter and receiver of
the outdoor visible light communication system, and causes a loss of optical carrier
power in the transmission process. In meteorology, the rainfall intensity is usually
divided by the amount of precipitation in a period of time. According to the standard
specified by Chinese department of meteorological, the rainfall can be divided into
six levels: light rain, moderate rain, heavy rain I, heavy rain II, heavy rain III, and
extremely heavy rain, as shown in Table 5.2.

Fig. 5.8 Gaussian model of
multiplicative noise for
visible light communication

Table 5.2 Rainfall intensity
standard by Chinese
department of meteorological

Rainfall intensity level Amount of precipitation in 12 h (mm)

Light rain <5

Moderate rain 5–10

Heavy rain I 10–30

Heavy rain II 3–70

Heavy rain III 7–140

Extremely heavy rain >140



5.3 Multiplicative Noise Model 199

According to the test, the attenuation coefficient of light beam transmission in
rainy weather has a close relationship with rainfall intensity (i.e., the amount of
precipitation). Since raindrops are spheres, and theirmolecular diameter is equivalent
to the wavelength of visible light, so the attenuation of rain is suitable to be character-
ized byMie theory. If raindrops conform to theMarshall-Palmer distribution, the rain
attenuation predictionmodel widely used in existing optical wireless communication
systems is an exponential function of the rainfall intensity. The channel attenuation
coefficient γR in this model is

γR = κ(κh, κv, τ1, τ2)R
α(κ,κh ,κv,αh ,αvτ1,τ2), (5.8)

where R is the rainfall intensity, τ 1 and τ 2 are the path inclination angle and polariza-
tion angle of the rainy channel, respectively. κ and α are the regression coefficients
of the rainy channel of the communication system.

Figure 5.9 shows the probability density distribution of Gaussian multiplicative
noise in visible light communication. The Gaussian curve represents the multiplica-
tive noise model under different rainfall intensities. The mean and variance of the
Gaussian model are different under different rainfall intensities. It can be seen that,
in the case of sunny, moderate rain and heavy rain, the mean and variance of the
Gaussian function are similar. In light rain, the mean is slightly shifted to the left
with a relatively large variance, which indicates significant changes on light inten-
sity. That is, compared with other weather conditions, the light rain causes severer
attenuation to the communication link and has a greater impact on changes in light
intensity.

It can be seen from Fig. 5.9 and Table 5.3 that the Gaussian multiplicative noise
model is quite consistent with the actual situation, and the following conclusions can
be drawn: (1) The multiplicative noise model of visible light communication can be
represented by a Gaussian function; (2) The probability density function distribution
of rainy days is consistent with the actual situation. There is no obvious difference
in the probability density distribution of sunny days; (3) The mean and variance of
the probability density under light rain change slightly compared with other weather
conditions, the mean shifts to the left, and the variance becomes larger.

Fig. 5.9 Measurement of multiplicative noise under different rainfall intensities
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Table 5.3 Multiplicative
noise model parameters under
different rainfall

Weather condition μ σ

Sunny 0.99 0.15

Light rain 0.97 0.19

Moderate rain 0.99 0.15

Heavy rain 0.99 0.15

5.4 Optimal Layout of Light Source

Since the sizes of rooms and indoor facilities are not the same, to optimize the
communication effect in an indoor visible light communication system, it is necessary
to minimize the change in the optical power distributed on the same level in a room.
To achieve this goal, the layout of LED lights must be reasonably arranged according
to different rooms [26].

Consider a room with a size of L×W × ZH , suppose that the terminal equipment
is placed on a plane with a height of h, and a coordinate system as shown in Fig. 5.10
is established. Suppose a total of four LED lights are symmetrically distributed on
the ceiling. Analysis of the received power distribution on the plane z = h is as
follows. When the received power distribution changes the least, it can be concluded
that the LED lights have the best layout. Suppose the received power of any point
(x, y, h) on the plane z = h is.

Pr =
N∑
i=1

Pti Hi (0), (5.9)

whereN is the number of LED lights. Suppose the coordinates of the four LED lights
are (X1,Y1, ZH ), (X2,Y2, ZH ), (X3,Y3, ZH ), and (X4,Y4, ZH ). Then,

Hi (0) = m + 1

2π
· (ZH − h)2[

(ZH − h)2 + (x − Xi )2 + (y − Yi )2
] m+3

2

. (5.10)

Fig. 5.10 Schematic
diagram of a light source
layout
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Since the LED lights are symmetrically distributed, the coordinate relationships
satisfy the following: X1 = X3, X2 = X4, Y1 = Y2, Y3 = Y4, X2 = L − X1, and
Y3 = W − Y1.

f (ui , vi ; x, y) =Hi (0)

= m + 1

2π
· (ZH − h)2[

(ZH − h)2 + (x − |ui − X1|)2 + (y − |vi − Y1|)2
](m+3)/2

, (5.11)

where ui ∈ {0, L} and vi ∈ {0,W }. Suppose the emission power of each LED lamp
is the same, Pti = Pt, then Eq. (5.11) becomes

Pr(x, y) =Pt

N=4∑
i=1

f (ui , vi ; x, y)

= f (0, 0; x, y) + f (0, 5; x, y) + f (5, 0; x, y) + f (5, 5; x, y).
(5.12)

The average power of each point on the indoor plane z = h is

P r = 1

S

¨

L

Pr(x, y)dxdy = Pt
S

N=4∑
i=1

¨

L

f (ui , vi ; x, y)dxdy, (5.13)

where S is the area of the plane z = h in the room, and L represents this area.
We use the variance D of the received power to represent the “average deviation”

of the power of each point on the plane z = h. Then,

D = 1

S

¨

L

(Pr(x, y) − P r)
2dxdy = 1

S

N=4∑
i=1

¨

L

( f (ui , vi ; x, y) − P r)
2
dxdy.

(5.14)

We calculate the partial derivatives of X1 and Y1 for Eq. (5.14). When ∂D
∂X1

=
∂D
∂Y1

= 0, we obtain the best X∗
1 and Y

∗
1 , and the best LED layout can be determined.

5.5 Indoor Visible Light Channel

In an indoor optical wireless communication system, the link configuration of the
transmitter and receiver can be of three types: direct link configuration, diffuse
reflection link configuration, and semi-diffuse reflection link configuration [27, 28].
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Direct link configuration means that there is a direct, unobstructed optical link
between the transmitter and receiver, so the transmitter and receiver must be aligned
with each other. In the direct link configuration system, a detector with a smaller
field of view can be used, so it is less affected by the background light, and a higher
communication rate and lower link loss can be obtained. The communication rate can
reach several Gbit/s. A disadvantage is that the transmitter and receiver need to be
aligned, and once the direct link is blocked, the communication will be interrupted;
moreover, the flexibility of this configuration is poor.

In a system with a diffuse reflection link configuration, both the transmitter and
receiver have a larger transmitting angle and receiving field of view angle, and their
alignment is not required. The optical signal emitted by the transmitter reaches the
receiver after multiple diffuse reflections from the reflector in the room. Commu-
nication will not be interrupted by an obstruction, and the flexibility is high. The
disadvantage is that the link loss is serious and themultipath signal formed by diffuse
reflection considerably reduces the bandwidth of the system; the communication rate
is generally in tens of Mbit/s.

The semi-diffuse reflection link configuration inherits the advantages of both the
direct and diffuse reflection links and effectively increases the bandwidth of the
system without losing flexibility. In a system with a semi-diffuse reflection link
configuration, the transmitter has a larger launch angle, and there are multiple direct
andmultiple diffuse reflectionpaths between the transmitter and receiver; this reduces
the impact of shielding on communication. In addition, the direct path plays a leading
role in the system. Compared with the diffuse reflection link configuration system,
the system bandwidth is considerably improved, and the communication rate can
reach several hundred Mbit/s.

In an indoor visible light communication system, the semi-diffuse reflection link
configuration is adopted. Figure 5.11 shows a schematic diagram of the indoor visible

LOS link Diffuse link

LOS link

Mobile station(MS)

Base station(BS)

Mobile station(MS)

Base station(BS)

Fig. 5.11 Schematic diagram of indoor visible light communication link configuration
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light communication link configuration. The transmitter (i.e., the modulated white
LED array light source) is installed on the ceiling or wall with a large divergence
angle. Multiple array light sources can cover all corners of the room with direct light
signals, effectively reducing the impact of shadows and occlusion. The receiver (i.e.,
a photodetector located on a desktop or working platform) receives the optical signal
from the transmitter. In the indoor visible light communication system, considering
the needs of lighting, the direct link dominates the channel, but there is also a part
of the diffuse reflection link.

In indoor visible light communication intensity modulation/direct detection
(IM/DD) system, the data signal is modulated and loaded on the optical carrier of the
LED, and the receiver, that is, the photodetector, outputs a current signal proportional
to the power of the received optical signal. The input signal x(t) of the channel is
the instantaneous optical signal output by the white LED array lamp. The output
signal y(t) of the channel is the instantaneous current output by the photodetector.
The magnitude of the current is proportional to the total power of the light signal
received on the surface of the photodetector. There are multipath signals between the
transmitter and receiver, resulting in frequency selective fading and spatial selective
fading, so the amplitude of the received signal depends on the spatial position of
the transmitting and receiving antennas. The channel characteristic can be expressed
as a baseband linear system between the input signal x(t), output signal y(t), and
channel impulse response h(t). The background light, detector, and circuit noise can
be considered additive white Gaussian noise n(t) independent of x(t), as shown in
Fig. 5.12. The final baseband channel model can be expressed as

y(t) = η
x(t)

d2
∗ h(t) + n(t), (5.15)

where ∗ means convolution, η is the photodetector response sensitivity with a unit
of A ·m2/w, and d is the distance between the transmitter and receiver. Without loss
of generality, the factor 1/d2 can be incorporated into h(t) to obtain

y(t) = ηx(t) ∗ h(t) + n(t). (5.16)

The indoor visible light communication system is a comprehensive system inte-
grating lighting and communication. First, to achieve better lighting effects, multiple

Fig. 5.12 Indoor visible light communication wireless optical channel model
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white-light sources are usually installed indoors, and the layout of multiple light
sources is closely related to the transmission model of the channel. It is necessary
to study the multi-light source channel model and its relationship with the light
source layout. Second, unlike the diffuse reflection configuration of infrared wire-
less communication, the line-of-sight link is dominant in the visible light commu-
nication system. At the same time, necessary measures must be taken to reduce or
eliminate the impact of diffuse reflection light signals on the system bandwidth. h(t)
can generally be expressed as

h(t) = f (x) =
{

2t0
t3 sin2(FOV)

, t0 ≤ t0
cos(FOV)

0, else
, (5.17)

where t0 represents the minimum delay time. Considering the safety of human eyes,
the maximum power is expressed as

Dmax = lim
T→∞

1

2T

∫ T

−T
x(t)dt . (5.18)

Unlike radio frequency communication, the signal-to-noise ratio of optical
wireless communication is proportional to the square of the received signal.

SNR = R2H 2(0)P2
r

RbN0
(5.19)

The channel DC gain is expressed as

H(0) =
∫ ∞

−∞
h(t)dt . (5.20)

The radiation intensity of the system can be expressed as

R0(φ) =
{ m1+1

2π cosm1(φ), −π
2 ≤ φ ≤ π

2
0, φ ≥ π

2 ,
(5.21)

wherem1 is the Lambertian order of beamdirectionality, and the radiation is strongest
when φ = 0. The Lambertian order has the following relationship with the LED half
power angle:

m1 = − ln 2

ln(cosφ1/2)
. (5.22)
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The DC gain of the direct channel can be expressed as

Hlos =
{ Ar (m1+1)

2πd2 cosm1(φ)Ts(ψ)g(ψ) cosψ, 0 ≤ ψ ≤ ψc

0, else.
(5.23)

5.6 Receiver and Detection Technology

In indoor visible light communication systems, amajor factor affecting systemperfor-
mance is the interference of background light. Background light primarily comes
from sunlight passing through windows and artificial light sources, such as incan-
descent and fluorescent lamps. Since the visible light communication system uses
white LEDs for lighting as the communication light source, only the influence of
sunlight should be considered. In the optical link, the receiver converts signal light
and background light into electrical signals for judgment, and the background light
in the conversion process will cause the photodetector to produce some shot noise,
which affects the signal-to-noise ratio of the receiver. Another factor affecting system
performance is ISI caused by multipath dispersion. The light signal emitted by the
light source undergoesmultiple reflections from ceilings, walls, furniture, etc., which
will cause the signal reaching the receiver to expand to varying degrees in the time
domain and cause ISI.

The influence of these two should be fully considered in the design of the receiver
to minimize the disruption caused. The composition diagram of the optical receiver
in the application of IM/DD system is shown in Fig. 5.13. The receiver consists
of a receiver front end, linear filter, and decision recovery circuit. The front end of
the receiver is composed of a photodetector and amplifier to realize the conversion
and amplification of the photoelectric signals. The linear filter performs filtering
processing on the received electrical signal to initially reduce the impact of ISI. The
decision recovery circuit makes a decision on the sampled electrical signal to recover
the sent data.

5.6.1 Receiver Front End

The front end of the receiver is composed of a photodetector and amplifying circuit,
which can realize photoelectric conversion and amplification of photocurrent signals.

Signal light
Background light

Receiver front end Linear filter
Decision recovery

circuit Recovery data stream

Fig. 5.13 Diagram of the receiver structure
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Figure 5.14 shows a typical transconductance amplifier circuit of a positive-intrinsic-
negative (PIN) photodetector. The signal light and background light are irradiated on
the photodetector, and the generated photocurrent is output through the amplifying
circuit and then sent to the judgment circuit for judgment.

Under the influence of photons, the photodetector absorbs the photons of the
incident light to generate photocarriers, and electron–hole pairs are generated inside
the detector. Under the influence of the electric field, the electron–hole pair forms
a photocurrent proportional to the incident light power. For an ideal PIN photode-
tector, the photoelectric conversion process is a Poisson process [29–31]. The average
number of photons output during time T with and without optical signal can be
expressed as [32]

μon = ξ PsT

h f
h(t − T ) + ξ PbT

h f
, (5.24)

μon = ξ PbT

h f
, (5.25)

where ξ is the quantum efficiency of the photo detector, Ps is the optical power of
the received signal, Pb is the optical power of the background light, h is the Planck
constant, and f is the frequency of the optical carrier.

In an indoor visible light communication system, the background light is primarily
the sunlight transmitted through windows. In particular, when the receiver is close
to a window, the influence is very large. Therefore, the extent of the influence of
the background light on the system is related to the orientation of the windows,
the time of day, and the location of the receiver in the room. For a window facing
west, the average irradiance of sunlight is 57 W/m2 [33]. In other optical wireless
communication systems, optical filters are usually used to reduce the influence of the
background light. However, in the visible light communication system, the overlap
area of the wavelengths of the source white LED and the sunlight is considerable,
so the effect of the optical filter in the visible light communication system is not
notable.

iphoto
A

Cpd

Vout

Rf

Fig. 5.14 Positive-intrinsic-negative (PIN)photodetector transconductance amplifier circuit



5.6 Receiver and Detection Technology 207

In the receiving circuit, thermal and shot noise from the photodetector and
amplifier circuit affect the output of the receiver front end. Figure 5.12 shows the
equivalent circuit diagram of the receiver front end. In Fig. 5.15, I is the average
photocurrent, which is equal to the number of photoelectrons multiplied by the
electron charge q [34]:

Ion =
[
ξ PsT

h f
h(t − T ) + ξ PbT

h f

]
q, (5.26)

Ioff =
(

ξ PbT

h f

)
q, (5.27)

where is(t) and it (t) represent the shot and thermal noise in the receiving circuit,
respectively. The circuit thermal noise is primarily caused by the electronic compo-
nents of the receiver and is inevitable in all communication systems. It is primarily
caused by the drift of the impedance components and active devices in the amplifier
circuit. The shot noise caused by the photocurrent of the photodetector is also the
main noise source of the wireless optical link. Shot noise is primarily caused by the
discontinuity of the energy and charge of the photodiode. Generally, thermal noise
and shot noise can be considered additive white Gaussian noise [35].

The voltage across the transimpedance is equal to the product of impedance and
current. Since shot noise and thermal noise are zero mean, the mean value of the
integrator output is [36]

μon = E[Yon] =
[
ξ PsT

h f
h(t − T ) + ξ PbT

h f

]
R f q, (5.28)

μoff = E[Yoff] =
(

ξ PbT

h f

)
R f q. (5.29)

The shot noise is determined by the current passing through the photodetector.
Therefore, after passing through the integrator, the output variance caused by the
shot noise is [37]

Fig. 5.15 Front-end equivalent circuit in receiver
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Var[Yon]s =
[
ξ PsT

h f
h(t − T ) + ξ PbT

h f

]
R2

f q
2 + IbgR

2
f q, (5.30)

Var[Yoff]s =
(

ξ PbT

h f

)
R2

f q
2 + IbgR

2
f q, (5.31)

where Ibg is the dark current of the photodetector.
The output variance caused by thermal noise is [38]

Var[Y ]t = 2kTK Inbf
T R f

, (5.32)

where k is Boltzmann’s constant, TK is the thermodynamic temperature, and Inbf is
the noise bandwidth factor.

Since shot noise and thermal noise are independent of each other and can be
linearly superimposed, the variance of the total output of the integrator is [39]

σ 2
on = Var[Yon] =

[
ξ PsT

h f
h(t − T ) + ξ PbT

h f

]
R2

f q
2 + IbgR

2
f q + 2kTK Inbf

T R f
,

(5.33)

σ 2
off = Var[Yoff] =

(
ξ PbT

h f

)
R2

f q
2 + IbgR

2
f q + 2kTK Inbf

T R f
. (5.34)

In the visible light communication system using IM/DD technology, the white
LED emits light to indicate that there is a signal and does not emit light to indicate
that there is no signal. The receiver photodetector converts the received optical signal
into an electrical signal and sends it to a demodulator for demodulation. The received
signal-to-noise ratio describes the ratio of the power of the useful signal to the noise
signal and determines the performance of the system.

5.6.2 Receiving Array Design

The receiving array adopts a hexagonal planar array design, as shown in Fig. 5.16.
The side length of the hexagon is d, the photodetector is located at the center of each
hexagon, and the distance between adjacent photodetectors, which are numbered
in sequence, is

√
3d. To increase the diversity gain as much as possible so that

the channels obtained by each detector are independent of each other, the distance
between the detectors should meet certain conditions. Moreover, the selection of the
detector spacing is related to the field of view (FOV) of the detector, as shown in
Fig. 5.17.
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Fig. 5.16 Schematic
diagram of a receiving array
design
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Fig. 5.17 Photodetector
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5.7 Uplink of Visible Light Communication

The lack of uplink is the biggest shortcoming in visible light communication.
Generally, there are the following schemes for choosing an uplink.

5.7.1 Radio Frequency Uplink

At present, the radio frequency communication technology is quite mature, and the
IEEE 802.11 protocol suite, that is, Wi-Fi, is the de facto standard widely used in
indoor wireless communication. The use of visible light broadcast channel as the
downlink and Wi-Fi technology as the uplink [40] not only takes advantage of the
characteristics of high-speed data transmission of visible light but also uses Wi-Fi to
cover a large range and is not restricted by line-of-sight transmission. This eliminates
the shortcomings of visible light blocking, which causes signal interruption.

However, the integration of radio frequency technology into visible light commu-
nication loses the advantages of visible light communication: high confidentiality
and immunity to electromagnetic interference.
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5.7.2 Infrared Uplink

A typical visible light communication scheme that uses infrared light for uplink
data transmission [41] uses the blue light in the RGB three-color LED as the signal
source of the system downlink and the infrared LED with a central wavelength of
850 nm as the uplink. The uplink and downlink are modulated by discrete multitone
mode to form a wavelength division duplex system. The receiver uses an avalanche
photodiode detector with 473 nm (bandpass 10 nm) and 805 nm long-pass filters
placed on the front end. They are used to eliminate the interference between the
uplink and downlink and can also suppress background noise.

Because of the low cost and simple structure of the transmitter drive circuit,
infrared LEDs have long been used for communication. Infrared Data Associa-
tion (IrDA) is a worldwide organization that formulates and improves the infrared
communication standards.

However, the infrared band of 780–950 nm is close to the red band of visible light,
and the human eye is very sensitive to it. Therefore, due to safety considerations,
the transmit power is often not very high. This limits the coverage of the uplink and
communication quality of the transmission link.

5.7.3 Laser Uplink

A typical visible light communication scheme that uses lasers for uplink data trans-
mission [42] uses LED as the signal source of the system downlink and 1550 nm
laser beam as the signal carrier of the data uplink. The two work together to form one
full-duplex wavelength-division multiplexing (WDM) communication system. The
receiving end also uses a narrow-band filter on the front of an avalanche photodiode
detector to filter out background noise and improve the signal-to-noise ratio.

Although the 1550 nm wavelength is beyond the visible range of human vision,
the corresponding safety standards must be followed when transmitting wirelessly,
which further limits the transmission distance and link quality.

5.7.4 Visible Light Uplink

There are two schemes for using visible light for uplink and downlink data trans-
mission. The first one uses time division duplex mode and through accurate timing
determines the respective working hours of the uplink and downlink for information
transmission. For example, forty LEDs are used to form an array as the signal emis-
sion source of the downlink, and one LED is used for the uplink transmission [43].
Another way of using wavelength division duplexing is to use different visible light
bands to construct uplink and downlink. For example, in the RGB three-color LED,
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the red (R) and green (G) channels are respectivelymodulated by 32QAM-OFDMfor
the downlink transmission of the system, and the blue (B) channel is simultaneously
modulated with 32QAM-OFDM signal [43] for use as the system uplink.

Visible light communication primarily considers communication while illumina-
tion.When using visible light for uplink communication, both solutions emit a certain
intensity of light beams in space, and these light beams are not necessary for illumi-
nation. They will cause a certain visual disturbance to people, which considerably
limits its use scenarios.

5.7.5 Isomorphic Uplink

As shown in Fig. 5.18, the indoor visible light single-source full-duplex communi-
cation system consists of two parts: the active end and the reverse end. The downlink
is the visible light communication link from the active to reverse end, and the uplink
is the reply communication link from the reverse to active end. In this system, the
active end is typically fixed to the ceiling of a room, and is transmitting information
while illuminating the room. The reverse end, located on various information termi-
nals, receives information from the downlink and sends data back to the active end.
The light source for modulation for the entire system is provided by the active end.
Relying on the downlink modulated optical signal as the carrier, the uplink modu-
lates the downlink optical signal for the second time using an inverse modulator. The
uplink data is modulated onto the reflected optical signal and reflected back to the
active end. At the active end, the modulated optical signal is processed to extract the
uplink signal. Then, a full-duplex communication with unidirectional light source is
realized.

5.7.5.1 Active End Structure

The active end is composed of an Ethernet card, FPGA main controller, analog to
digital converter (ADC) circuit, digital to analog converter circuit (DAC), LED drive
circuit, photoelectric receiving circuit and signal processing circuit. Here, the FPGA
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Fig. 5.18 Full-duplex communication system with a single light source
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main controller implements the Ethernet card driver, downstream signal modula-
tion, upstream signal demodulation, and ADC/DAC chip driver. In the active end,
the downlink source data is input to the FPGA main controller through the Ethernet
card for modulation. Then, the modulated digital signal is sent to the DAC circuit
to be converted to an analog modulated signal, and sent to the LED drive circuit to
control theLED to generate downlinkmodulated optical signal. The uplink secondary
modulated optical signal is received by the photoelectric receiving module and
converted into an electrical signal. The signal processing module is used to process
the secondary modulated signal to extract the uplink signal. Then, the uplink signal
is converted to a digital signal by the DAC circuit and demodulated by the FPGA.
Finally, the demodulated uplink data is sent to the uplink sink via the Ethernet card.

5.7.5.2 Uplink System

The uplink is accomplished by the reverse end, which includes a defocusing cat’s
eye reversemodulator and its drive circuit, photoelectric receiving circuit, ADC/DAC
circuit, FPGA main controller and Ethernet card. Here, the FPGA main controller
implements the Ethernet card driver, downlink signal demodulation, uplink signal
modulation, and ADC/DAC chip driver. The data transmission process at the reverse
end is described as follows. The downlink optical signal is converted to an electrical
signal by the photoelectric receiving circuit and then sent to the ADC circuit for
sampling. The quantized digital signal is read into FPGA for demodulation. After
that, the demodulated data is sent to the downlink sink through the Ethernet card.
The uplink data source is input to the FPGA through the Ethernet card. Then, the
modulated signal from FPGA is converted into an analog modulated signal by DAC.
After that, the modulated signal is input into the inverse modulator drive circuit to
perform a modulation for the second time on the downlink optical signal. Finally the
secondary modulated optical signal is reflect back to the active end.

5.8 Visible Light Communication Positioning

With the rise and development of mobile Internet and Internet-of-Things tech-
nology, location-based services have shown huge commercial and military applica-
tion prospects. As the premise and key to the realization of location-based services,
location technology has attracted more attention. In fact, the satellite positioning
technology represented by the Global Positioning System (GPS) can provide high-
precision positioning services outdoors through the built-in GPS signal receiving
module in the mobile terminal, and the civilian-level positioning accuracy is less
than 10 m. However, owing to factors such as building occlusion, electromagnetic
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shielding, and multipath fading, traditional satellite positioning systems completely
“fail” in large shopping malls, hospitals, indoor locations, tunnels, underground
parking lots, and other specific places. This has led to the use of indoor wireless
positioning technologies, such as infrared and ultrasonic waves, Bluetooth, ultra-
wideband, radio frequency identification, Wi-Fi, and visible light communication,
have developed rapidly.

5.8.1 Received Optical Signal Strength Positioning

In a visible light communication system, a photodetector is used in the receiving
device to detect the intensity of the visible light signal. Naturally, the received signal
strength indicator (RSSI) method in traditional radio positioning can be used for
visible light communication positioning.

In a visible light communication positioning system that only considers the down-
link, the signal propagation path includes a direct path and reflection path. Since the
direct visible light reaches the optical receiver, the power accounts for 95% of the
total power [44], so the channel parametermeasurement of the direct path is primarily
studied. The typical downlink channel model is the Lambertianmodel. Based on this,
the distance between each point light source and the photodetector can be calculated,
and then the basic trilateral positioning method can be used to locate the receiver.
With indoor multi-light sources, there are often more than three point light source
signals received by the receiving end. Based on this, an overdetermined equation set
is established, and the maximum likelihood estimation method is used to estimate
the position of the receiver to further improve the positioning accuracy [44].

5.8.2 Fingerprint Identification Positioning

The fingerprint recognition positioning method [45] is consistent with the principle
of the non-parametric method in traditional received signal strength indicator (RSSI)
positioning. First, through offline surveys, the received signal strength (RSS), time of
arrival (TOA), or time difference of arrival (TDOA) associatedwith the location of the
mobile device is obtained to establish a fingerprint database. Then through online
positioning, the real-time measured user signal is matched with the characteristic
information in the database to obtain the location information of the target.
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5.8.3 LED Identity Positioning

The LED identity positioning method [46] loads the position-related ID data on the
corresponding LED light modulator. The LED sends out a light signal carrying the
ID data controlled by the modulator. The receiving terminal analyzes the detected
LED light signal and obtains corresponding location information from the acquired
ID data to achieve passive positioning. The theoretical positioning accuracy of this
method is half of the distance between adjacent LED signal sources.

5.8.4 Visible Light Imaging Positioning

Visible light imaging positioning technology [47] has received considerable research
attention in recent years. This method uses the LED lighting array as the visible
light communication transmitting part. The three-dimensional coordinates emitted
from at least four LEDs in the array are received through two optical lenses. Then,
the information is demodulated by two image sensors, and the LEDs received in
the image sensor are used with the distance geometric relationship of the image to
calculate the position of the target. Using this method in a 1.8 × 1.8 × 3.5 m test
space, using two six-million-pixel image sensors, the positioning error can be less
than 0.15 m.

5.9 Summary and Prospects

It is generally believed that visible light communication is a short-range communi-
cation, which can be applied to indoor environments (e.g., hospitals and cabins), as
well as vehicle-to-road and vehicle-to-vehicle communication. Visible light commu-
nication is used for short-distance access, and long-distance transmission relies on
other communication means. There are also reports on the application of visible
light communication to satellite-to-ground communication. Visible light communi-
cation needs to overcome two technical bottlenecks in the future. (1) Visible light
communication is currently suitable for one-way broadcast communication; thus,
research on the uplink equivalent to visible light is the direction of future efforts.
(2) Background light impacts visible light communication; thus, background light
suppression technology must be developed.
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5.10 Questions

5.1 Briefly describe the composition of the visible light communication system.
5.2 Briefly describe the three channels of indoor visible light communication.
5.3 What are the main applications of visible light communication?

5.11 Exercises

5.1 In indoor visible light communication, the multipath effect will inevitably
exist, and the multipath effect is mainly caused by the following two factors,
one is the distance difference between the light source and the receiver path,
and the other is caused by multiple reflections of light through the indoor wall.
As shown in Fig. 5.19, consider the pulse delay width caused when two LEDs
are not equal to the receiver.

5.2 The visible light communication system is shown in Fig. 5.20. Find the channel
impulse response of the system.

5.3 As shown in Fig. 5.21, the distance between the LED and the receiving point
is d, and ψ is the field of view of the receiver. Find the optical power received
by the receiving point.

5.4 For a visible light system, considering non-direct viewing reception, only one
reflection is considered, and the light receiving power of one reflection at a
certain point in the room is calculated.

5.5 Calculate the channel impulse response of a light source, and give the least
square estimation and minimum mean square error estimation of the channel.

5.6 Try to analyze the signal-to-noise ratio distribution of signals received by the
visible light communication system at different locations as shown in Fig. 5.22.
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Fig. 5.19 Model of indoor visible light communication
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5.7 Try to find an optimization problem description that satisfies a certain signal-
to-noise ratio under the conditions of Exercise 5.6.

5.8 Try to analyze the signal-to-noise ratio of the visible light MIMO system.
5.9 Try to find the signal-to-noise ratio of the visible light communication system

as shown in Fig. 5.23.
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Parameter Value
Receiver field of view 50°

Transmit half angle 60°
PD effective detection area 1 cm2

Transmit power 1 W
Wall reflection coefficient 0.8

Fig. 5.22 Visible light communication system at different locations and the parameters

Fig. 5.23 Model of visible
light communication system
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Chapter 6
Underwater Laser Communication

Sea water is a good conductor. Therefore, the skin effect of an electromagnetic
wave (i.e., a shear wave), affects its transmission in seawater so that radio waves
can hardly be transmitted underwater. The penetration depth of an electromagnetic
wave is directly related to its wavelength: the penetration depth of a short wave
is small, and the penetration depth of a long wave is larger. Even in an ultra-long
wave communication system, the penetration depth of seawater is extremely limited
(the maximum depth is only 80 m). Thus, laser provides a new way for underwater
communication.

6.1 Overview of Underwater Laser Communication

Sea water is not only a natural barrier to conceal underwater navigation but also
an obstacle to the propagation of radio waves. The early communication means of
submarines was via long waves. Long wave communication usually requires laying
large-scale long wave transmitting antenna on the land, and the submarine receives
the information from the land command in a safe depth underwater. Although the
ability of a long wave to penetrate seawater is strong, the ground-based antenna must
be huge, and the communication rate is low.

It has been found that the attenuation of blue-green light in the water is notably
less than that of other wavelengths. Thus, the submarine can use blue-green light
communication in cruise depth or deeper sea water, which not only ensures the
concealment of underwater navigation but also does not affect its normal activities.
Furthermore, the laser communication has the advantages of high communication
rate, good directivity, and strong anti-interference and anti-interception abilities [1].

In 1963, Dimtley et al. found that there is a blue-green light transmission window
at 450–550 nm in seawater and that its attenuation is much smaller than that of other
light bands.
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Since 1980, the US Navy has performed six large-scale blue-green light commu-
nication experiments at sea. It has been shown that the blue-green laser communi-
cation can work normally under severe conditions, such as heavy rain and sea water
turbidity. At the end of 1983, the former Soviet Union also conducted a laser commu-
nication experiment near Sevastopol, the main base of the Black Sea fleet, sending
blue laser beams to space orbit mirrors and then transmitting them to underwater
ballistic submarines [2].

The blue (460 nm), cyan (490 nm), and green (520 nm) of LuxeonIII LED were
selected by Australian National University. The SLD-70BG2A photodiode with high
sensitivity to blue and green lightwas used in the receiver circuit. The communication
speed reached 57.6 kbit/s [2].

The Woods Hole Institute of Oceanography of the United States has developed a
low-power deep-sea underwater optical communication prototype based on a LED.
The communication rate of 10 Mbps was realized by using keying modulation
technology (e.g. OOK).

The research group of KeioUniversity of Japan conducted research on underwater
optical wireless communication based on visible light LED. Their simulation results
show that the transmission characteristics of underwater optical channel are related
to wavelength and seawater turbidity [3].

A research group from the US naval aviation system command discussed the
influence of seawater scattering on the communication rate of 10–100 Mbps in PSK
modulated underwater optical wireless communication. The experimental results
show that the sea water turbidity has an important impact on the channel modulation
bandwidth and phase [3].

In 1983, the United States developed three submarine laser communication
systems: space-based laser-to-submarine, satellite laser, and satellite mirror. In the
satellite borne laser scheme, the laser transmitter is placed on a satellite. In the satel-
lite mirror scheme, the laser is placed on the ground, and the optical signal is reflected
through a mirror on a satellite. In 1986, a P-3C aircraft equipped with blue-green
laser successfully sent signals to a submarine under ice by using the blue-green
laser communication technology. In 1988, the United States completed the concep-
tual verification of the blue light communication system. In 1989, the United States
began to study and improve the performance of laser communication between aircraft
or satellite platforms and underwater submarines [4].

From 1989 to 1992, the US also implemented a submarine laser communication
satellite program, aiming to realize satellite-to-submarine laser communication in
geosynchronous orbit [4].

The influence mechanism of seawater scattering on coded modulation technology
in real environment is still not comprehensively understood.
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6.2 Underwater Laser Communication System

The underwater laser communication system comprises three parts: transmitting
system, underwater channel, and receiving system.

6.2.1 Principle of Underwater Laser Communication

The mechanism of underwater optical wireless communication is as follows. The
information to be transmitted is loaded onto themodulator after being encoded by the
encoder and transformed into current changingwith the signal to drive the light source
(converting the electrical signal into optical signal). Then, the beam is transmitted
in the channel as a parallel beam through the lens; the parallel beam transmitted
by the lens is merged in the form of a point light source at the receiving end for
light detection. On the device, the optical signal is converted into electrical signal
by the optical detection device, and then the signal is adjusted. Finally, the original
information is demodulated by the decoder. An underwater laser system is shown in
Fig. 6.1.

6.2.2 Underwater Channel

Seawater contains dissolved substances, suspended solids, and various active organ-
isms. Owing to the inhomogeneity of the matter and its suspension in seawater, light
attenuation in the underwater propagation process is caused by absorption and scat-
tering. The attenuation characteristics of seawater varywith the sea area, water depth,
and season [5].

According to the various functions and protection objectives of seawater quality,
it is divided into four categories:
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Fig. 6.1 Underwater laser system
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The first category is suitable formarine fisherywaters, marine nature reserves, and
rare and endangered marine life reserves. The second category applies to aquaculture
areas, sea baths, and marine sports or recreation areas, where the human body is in
direct contact with the seawater. This category also includes industrial water use
areas directly related to human consumption. The third category is applicable to the
general industrial water use area and coastal scenic tourist areas. The fourth category
is applicable to marine port waters and development and operation areas.

The optical properties of seawater are related to water medium, dissolved matter,
and suspended matter. There are many types of dissolved and suspended substances,
including inorganic salts, dissolved organic compounds, active marine zooplankton,
bacteria, debris, and mineral particles. The transmission of light beam in seawater
is much more complicated than that in the atmosphere; therefore, it is difficult
to describe it with a single mathematical model. The influence of light wave
transmission under water can be summarized into the following three aspects.

(1) Attenuation: the attenuation of light in seawater comes primarily from the
influence of absorption and scattering, which is usually represented by the
absorption coefficients of seawater molecules, phytoplankton, and suspended
particles and the scattering coefficients of molecules and suspended particles.

(2) Beam diffusion: the light beam emitted from the light source will expand
horizontally in the vertical direction during transmission, and its diffusion
diameter is related to water quality, wavelength, transmission distance, and
underwater divergence angle.

(3) Multipath scattering: when light propagates in seawater, it is scattered by
scattered particles and deviates from the optical axis, forming multiple
scattering.

6.2.3 Characteristics of Underwater Laser Communication

Optical communication technology can overcome the shortcomings of underwater
acoustic communication, such as narrow bandwidth, high environmental impact, low
applicable carrier frequency, and long transmission delay [5], as follows.

(1) Owing to the high frequency of a light wave and its strong information carrying
capacity, large capacity wireless communication links can be established.

(2) The transmission rate of a light wave in the water medium can reach a gigabyte,
which enables fast underwater transmission of a large amount of data.

(3) Optical communication has strong anti-electromagnetic interference ability
and is not affected by seawater temperature and salinity.

(4) The communication beam has good directionality. To intercept it, another
receiver aimed at the transmitter within the line of sight is required; this
will cause a communication link interruption. Such communication link
interruption accident can be discovered rapidly.
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(5) With the continuous breakthrough of key technologies of semiconductor light
source, the visible spectrum optoelectronic devices with small size, low price,
and high efficiency are abundant. Moreover, owing to the length of the light
wave, the size of the transceiver antenna is small, and its weight can be
significantly reduced.

6.3 Submarine Laser Communication

6.3.1 Forms of Submarine Laser Communication

Submarine laser communication system can be divided into three schemes: land-
based, space-based, and air-based [6].

(1) Land-based system. A strong pulse laser beam is sent out by the land base
station and is reflected to the target sea area by a mirror on a satellite to realize
the communication with a submarine. In this way, the satellite borne mirror
can be used to expand the beam into a wide beam to achieve a wide range of
communication; it can also be controlled into a narrow beam to communicate
in scanning mode.

(2) Space-based system. A high-power laser is placed on a satellite to complete
the abovementioned communication functions. The ground can control and
contact the equipment on the satellite through an electric communication
system. Moreover, the satellite with the best position can communicate with
the submarine owing to communication between satellites.

(3) Air-based systems. A high-power laser is placed on an aircraft. When the plane
flies over the predetermined sea area, the laser beam sweeps the target sea area
with a beam of a certain shape to complete the broadcast communication to
the underwater submarine.

6.3.2 Transmission of Each Dielectric Layer

6.3.2.1 Cloud Transmittance

The occurrence probability and coverage rate of stratus, stratocumulus, altocumulus,
and cirrus clouds above the ocean are above 80%. The stratus and stratocumulus
clouds are water clouds with an average height of 0.4–2 km and an average thickness
of 300–500 m. The liquid water content of a water cloud is concentrated in the range
of 0.1–0.5 g/m3. The diameter of liquid water particles in a water cloud is 10–50mm.
High level clouds and altocumulus clouds belong to ice–water mixed clouds. Their
average height ranges from several hundred to several thousand meters, and their
thickness is mostly concentrated in 200–500 m. The liquid water content therein is
generally between 0.03–0.1 g/m3. Cirrus is the main component of an ice cloud. In
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Table 6.1 Cloud extinction
coefficient βc

Cloud type βc/m−1

Nimbus 0.128

Altostratus 0.108

Stratus II 0.100

Dense Cumulus 0.069

Stratus I 0.067

Cumulonimbus 0.044

Stratocumulus 0.045

Clear day cumulus 0.021

middle and high latitudes, cirri generally appear at the altitude of 5–8 km. In low
latitude areas, the average height of cirrus clouds is 10–14 km. The thickness of
cirrus clouds ranges from several hundred to several thousand meters [6].

In the 450–550 nm visible light band, the atmospheric attenuation is primarily
caused by the Mie scattering, whereas the Rayleigh scattering of molecules is negli-
gible. Extinction coefficient is a physical quantity that characterizes the attenuation
degree of an electromagnetic wave caused by the medium. It is equal to the relative
value of attenuation of electromagnetic wave intensity due to absorption and scat-
tering when electromagnetic wave propagates a unit of distance in the medium. The
extinction coefficients of various clouds are shown in Table 6.1. Using the Van de
Hulst formula to calculate the spectral transmittance Lc of cloud, we obtain

Lc = F × 1.69

τ(1 − 〈cos θ〉) + 1.42
(τ ≥ 10), (6.1)

where Lc is the ratio of sea surface illumination with and without clouds, τ is the
cloud optical thickness, and the relationship between τ and cloud physical thickness
D is τ = βcD. Moreover, 〈cos θ〉 is the average cosine value of the scattering angle:
for visible light, θ = 34◦; therefore, 〈cos θ〉 ≈ 0.83. F is a function related to the
incident angle of the light above the cloud. When τ < 10,

Lc = F(1 − 0.046τ). (6.2)

6.3.2.2 Influence of Interface

When the light enters the sea from air, the transmittance of the interface is Law =
Law1Law2 , where Law1 is the interface transmittance determined by the discontinuity
of refractive index, and Law2 is the interface transmittance determined by sea foam
and stripe. When τ ≥ 10, the incident light at the interface is diffuse light, and when
the sea surface wind speed is v < 8m/s, Law ≈ 0.83.
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6.3.2.3 Sea Water Transmittance

Owing to the scattering of seawater and the scattering caused by suspended particles
in seawater, the size distribution of suspendedparticles varies considerablywithwater
quality. The scattering of particles in seawater is two to three orders of magnitude
stronger than that in the atmosphere [6].

(1) Transmittance of downward irradiance

In the case of a cloudy sky, the diffuse light of clouds is incident to the sea
water. For diffuse light, the attenuation of seawater obeys the exponential law,
that is, the transmittance of downward spectral irradiance is

Lw = exp(−Kd Z), (6.3)

where Kd is the downward diffusion attenuation coefficient (with a unit of
m−1), and its value depends on the water quality and is related to the depth.
Refer to Table 6.2 for values, where Z is the depth. The values of Kd in Table
6.2 is derived from depth. In general, the value of Kd decreases as the depth
increases. If the depth is divided into j layers, Eq. (6.3) can be rewritten as

Lw = exp

(
−

j∑
i=1

Kdi Zi

)
. (6.4)

(2) Underwater emissivity distribution

The emissivity N pointing to any point in the water is a function of zenith angle
φ, azimuth angle θ , and depth Z : N (φ, θ, Z). When calculating the received
light power or energy, a factor f (φr ) related to the emissivity distribution and
field of view angle must be multiplied:

f (φr ) =
∫ 2π
0 dθ

∫ φ

0 N (φ, θ)cosφ sinφ dφ∫ 2π
0 dθ

∫ π

0 N (φ, θ)cosφ sinφ dφ
, (6.5)

where φr is the field angle. When φr > 90◦, the numerical value of f (φr )

does not increase much, so the field angle does not need to be very large.
When atomic filter is used, the field angle can be considered 90◦, and f (φr ) is
approximately 0.85.

Table 6.2 Downward diffuse
attenuation coefficient (unit:
m−1), wavelength λ =
459 nm

Sea water
Class I

Sea water
Class II

Sea water
Class III

0.032 0.063 0.120
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6.3.2.4 Background Light Power of Detector

In addition to receiving the transmitter signal, the receiver receives the natural light
from the sky and the background light radiation interference produced by marine
organisms. This interference reduces the signal-to-noise ratio of the system and
increases the bit error rate of the system. In the daytime, the main background radia-
tion sources are the sun and sky light. At night, it is moonlight, starlight, biolumines-
cence, and zodiacal light. If the sun and moon are in the field of view of the receiver,
they can be treated as point sources, whereas skylight and clouds can be regarded as
extended sources filling in the field of view. Since the irradiation of natural light is
incoherent after multiple scattering by clouds, the background light incident to the
sea surface is diffuse light, which is absorbed and scattered by seawater and reaches
the receiver. At this time, the light field distribution of the background light is the
same as that of the signal [7].

The background light power is denoted by

Pb = Hλ�λAT LcLwLaw f (φr ), (6.6)

where A is the receiving antenna area with a unit of m2, T is the total transmittance
of the receiving optical system and filter, and �λ is the bandwidth of the filter with
a unit of nm. The unit of Pb is W.

6.3.3 Time Spreading

The propagation of light beam in amediumwill produce themultipath effect, causing
signal spreading in space and time, because of the different optical paths of photon
transmission caused by multiple scattering. Therefore, the received signal is not the
original standard pulse waveform, but a complex signal after time spreading, energy
attenuation, and drowning in strong noise.

Due to the multiple scattering of clouds, when τ < 10, the scattered light will
dominate. Then, the output signal waveform at the bottom of the cloud changes and
is notably extended in time. L. B. Stotts’s equation can be used to calculate the time
spreading [8].

Denoting �tc to represent the time width of the half power point of the output
pulse, we obtain [9]

�tc = D

c
=

{
0.3/ω0τθ2

c

[(
1 + 2.25ω0τθ2

c

)1.5 − 1
]

− 1
}
, (6.7)

where ω0 is the ratio of the scattering coefficient to extinction coefficient. For visible
light, ω0 ≈ 1, and θc is the average scattering angle of a cloud with typical value
θc = 0.66 rad. D is the cloud thickness, and c is the speed of light.
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It can be seen from Eq. (6.7) that �tc primarily depends on the optical thickness
and extinction coefficient. For stratocumulus and cumulonimbus, the extinction coef-
ficient can be set to βc = 0.04m−1. When τ < 10, the direct light plays a dominant
role. It can be approximated that �tc = 0, and the time spreading caused by other
factors, such as water scattering and optical path difference, is much smaller than
�tc and can usually be ignored. Therefore, the total time spreading of the channel is
�t = �tc.

The scattering of laser in cloud changes the time characteristics of the signal.
The peak value is significantly reduced, the rise time of pulse is delayed, and the
total time spreading effect is produced. The time spreading is from tens to thousands
of nanoseconds, and such a large dynamic range creates difficulties to the signal
detection of the receiver and considerably reduces the signal-to-noise ratio of the
communication system.

6.3.4 Energy Equation

The single pulse energy of the signal received by the detector is expressed as [10]

Er = EP(A/S)LcLwLawT f (φr ), (6.8)

where EP is the unit pulse energy output by the transmitter optical system (with
a unit of J), S is the underwater spot area at the receiving point

(
m2

)
, and Law is

the atmospheric molecular scattering transmittance; La = e−βa H , where H is the
aircraft flying height, and βa is the atmospheric scattering coefficient that can be
set as βa = 4 × 10−5 m−1 in an approximate calculation. If the energy attenuation
caused by various factors is expressed in dB, Eq. (6.8) becomes

10 lg(Er/EP) = 10 lg(A/S) + 10 lg La + 10 lg Lc

+ 10 lg Law + 10 lg Lw + 10 lg T + 10 lg f (ϕr ) (6.9)

When designing an underwater laser communication system, the attenuation of the
signal must be considered and the transmission energy must be budgeted reasonably.

6.3.5 Trends of Submarine Laser Communication

Underwater laser communication is still in development, and the general devel-
opment trend is shown in the following aspects. (1) The communication rate is
constantly increasing. The problems of laser propagation in seawater and cloud with
blue and green wavelengths under various weather conditions and ocean condi-
tions have been solved. With breakthroughs in key technologies and experimental
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success, the research focus of submarine laser communication has turned to improve
the communication performance of the system, especially the communication rate.
(2) Development of satellite-based communication. Compared with land- and space-
based communication, satellite communication has irreplaceable advantages, such as
large coverage, considerable distance from the ground battlefield, invulnerability to
attack, and strong survivability, and thus can provide real-time and reliable commu-
nication support for submarines. (3) From theoretical research and experimental
stage to practical direction: the key challenges of laser-to-submarine communica-
tion have been solved, which laid a foundation for the practical application of laser
communication technology in submarines.

6.4 Summary and Prospects

Underwater laser communication has a strong application background and has been
successfully implemented in Western developed countries. The attenuation of laser
signal by water and suspended solids in water is an obstacle that must be overcome in
underwater laser communication. The suppression of the attenuation and scattering
of a laser signal by the underwater channel is a problem that should be addressed in
the future.

6.5 Questions

6.1 What are the main forms of laser to submarine communication.
6.2 Describe the main attenuations of laser in underwater transmission.
6.3 What is the difference between the multipath effect of underwater laser

communication and that of atmospheric laser communication?
6.4 Briefly describe the development trends of underwater laser communication.

6.6 Exercises

6.1 For submarine laser communication, calculate (1) the mean square value of
beam scattering angle, (2) the multipath time delay and (3) the average energy
distribution time of receiving laser pulse signal.

6.2 Figure 6.2e is the layout of an LED lamp. Calculate the relative luminance
distribution of light intensity on the receiving surface.

6.3 Analyze the relationships between blue-green laser power and communication
distance.

6.4 For OOK laser modulationmode, whether there are “1” and “0” corresponding
to the transmission information in each time unit width since only one bit is
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Fig. 6.2 Layout of an LED
lamp

sent per time unit, the bit rate is equal to the transmission bandwidth. Try to
analyze the decision threshold of underwater optical channel transmission.

6.5 When the underwater platform communicates with satellite, the laser pulse
with modulation information is transmitted vertically. The laser pulse with
divergence angle of 0°extends through the communication channel space and
covers a certain area vertically above the underwater platform.When the satel-
lite passes through this area, the received signal strength and signal-to-noise
ratio are large enough within the limited range from the laser pulse center, so
that the satellite can receive the laser pulse successfully after demodulation,
the communication information can be obtained. Try to analyze the influence
of chlorophyll, air sea interface and cloud on communication performance.

6.6 Calculate the mean square value of scattering angle of underwater laser
communication.

6.7 Analyze the influence of sea surface fluctuation on underwater laser commu-
nication.

6.8 Considering the geometric loss caused by the size of the receiver, space position
and receiving plane angle, calculate the received optical power.
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Chapter 7
Ultraviolet Communication

Ultraviolet (UV) communication can work in the non-line-of-sight (NLOS) mode;
thus, a UV communication system can easily adapt to complex terrain environment
and overcome the limitation of wireless laser communication: requiring line-of-
sight (LOS) mode. Additionally, compared with radio frequency communication,
UV communication has the advantages of low eavesdropping, low discrimination,
omnidirectionality, and strong anti-interference ability.

7.1 UV Light and Its Channel Characteristics

7.1.1 UV Light

UV light is a type of electromagnetic radiation with wavelength range of 10–400 nm.
It is usually divided into near UV (315–400 nm), middle UV (280–315 nm), far
UV (200–280 nm), and vacuum UV (10–200 nm) and has different characteristics
depending on its wavelength. Specifically, O3 in the upper atmosphere has a strong
absorption effect on the spectrum with wavelength lower than 200 nm. Therefore,
the UV transmission of this spectrum section is considerably limited, and it cannot
be transmitted in the atmosphere, so it is called vacuum UV. Moreover, ozone in the
atmosphere has strong absorption effect on the UV spectrum near the wavelength
of 250 nm, so the UV radiation in this spectrum band hardly exists in the near-
Earth atmosphere. The solar background is less than 10–13 w/m2, which is often
called “solar-blind area”, with spectral range of 200–280 nm. The solar background
radiation of the spectrum segment with wavelength of more than 280 nm is very
strong, and the background light interferes with a working communication system.
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7.1.2 Characteristics of UV Light

Owing to the existence of a large number of particles in the atmosphere, there is a
large scattering phenomenon in the transmission process of UV radiation. This scat-
tering characteristic enables the UV communication system to transmit signals in
the NLOS mode, thus overcoming the weakness of other free space optical commu-
nication systems: the requirement of the LOS mode. Compared with traditional
communication methods, UV communication has the following advantages:

(1) Low eavesdropping rate: in the process of transmission, due to the absorption
and scattering of atmospheric molecules and suspended particles, UV energy
decays rapidly, so it is used for wireless communication with a limited range.
Outside the communication range, eavesdropping is impossible even with a
high-sensitivity UV detector.

(2) Low resolution: because UV light is invisible, it is difficult for the naked eye to
find the direction of the signal source. Furthermore, it is difficult to determine
the location of the signal source from these scattering signals because the UV
light primarily emits signals in the form of scattering.

(3) Strong anti-interference ability: due to the absorption of ozone and oxygen
in the atmosphere, the interference with UV light near the ground is very
small. Furthermore, due to the scattering effect, UV light near the ground is
evenly distributed, and the background signal can be removed by filtering at
the receiving end. Finally, the optical signal is not affected by radio waves, and
it is difficult to implement long-distance UV interference.

(4) Omnidirectionality: there are large numbers of molecules and aerosol particles
in the atmosphere, and they have a strong scattering effect on UV light. After
multiple scatterings, UV photons can diffuse to all directions of local space.
Therefore, the information can be received within the effective coverage range;
it will not have the strong directionality of a laser.

(5) NLOS communication: because of the strong scattering effect of UV light, it
can bypass obstacles and realize NLOS communication naturally.

(6) It works all day: the band range of ultraviolet communication is generally
selected in the solar-blind area (200–280 nm). The near-earth radiation of the
sun is weak even in the daytime, so there will not be a strong interference
signal. Although the transmittance of UV light varies with season, altitude,
climate, visibility, etc., the influence of these factors is the same as that of
solar radiation. In a specific place and at a specific time, it can be regarded as
a low-frequency background signal, which can be easily removed by a filter.
Therefore, in general, in the face of complex and changeable environment,
whether in cloudy, sunny, rainy, or foggy weather, or in smoky and dusty
environment, UV communication can be executed smoothly.
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7.1.3 UV Atmospheric Channel

7.1.3.1 UV Atmospheric Absorption and Scattering Characteristics

The UV transmission characteristics are primarily determined by the absorption and
scattering of molecules in the atmosphere. Absorption of light radiation or light
energy is a general property of matter. When light passes through a material, the
electric vector of the light wave causes the charged particles in the material structure
to vibrate under force, and part of the energy of the light is used to supply the energy
needed for the forced vibration. Then, if thematerial particles collidewith other atoms
ormolecules, the vibration energymay be converted into translational kinetic energy,
which will increase the energy of the thermal motion of molecules, resulting in the
heating of objects. Thus, part of the light energy is diminishing and converted into
heat, and in the process of transmission, atmospheric molecules consume the energy
of the UV light. Various components in the atmosphere can absorb light of different
wavelengths in varying degrees, and O3 has the strongest UV light absorption ability.
The higher the concentration of O3, the more energy the atmosphere absorbs and the
greater the transmission loss. Because of the absorption by O3, UV communication
can only be used as short distance communication.

In amediumwith uniform optical properties or an interface between two homoge-
neous media with different refractive indexes, the light is limited to certain directions
regardless ofwhether it is refracted or reflected. In the other directions, the light inten-
sity is equal to zero, and no light can be seen on the side of the beam. However, when
light passes through a material with inhomogeneous optical properties, the scattering
of the light on the side can be seen. The more obvious the optical inhomogeneity of
the medium, the stronger the scattering. The scattering characteristic of UV radia-
tion is the basis of UV communication. The scattering particles in the atmosphere
are primarily atmospheric molecules and suspended particles. Their concentration,
size, uniformity and other characteristics affect the transmission characteristics of
UV light. Atmospheric light scattering can be divided into Rayleigh scattering and
Mie scattering.

7.1.3.2 Transmission Characteristics of UV Communication

According to the working mode, the solar-blind UV communication system can be
divided into LOS, quasi-LOS, and NLOS. NLOS has three working modes: NLOS
(A), NLOS (B), and NLOS (C), as shown in Fig. 7.1.

The LOS communication refers to the communication in which the transmitter is
in the field of view of the receiver and the optical path of the communication is free
of any obstacles; this is similar to typical laser communication. NLOSmeans that the
two points of view that need to communicate are blocked and cannot see each other,
and more than 50% of the Fresnel area (the circular area around the line of sight)
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Fig. 7.1 Typical configurations of non-line-of-sight (NLOS) communication

is blocked. Due to the characteristics of solar-blind UV light intensity scattering, a
non-direct viewing transmission path can be formed if the field angles of transmitter
and receiver overlap.

According to the angle φT and φR between the horizontal plane and the optical
axes of the transmitter and receiver, respectively, NLOS can be divided into Classes
A, B, and C. In class B, φT and φR cannot be 90° at the same time, as shown in
Fig. 7.1. According to the requirements of the UV communication system, it is easy
to change φT and φR among the three working modes. The performance comparison
of UV communication system in various working modes is shown in Table 7.1.

7.1.4 Characteristics of UV Atmospheric Channel

When the UV light of a carrier signal passes through atmospheric space, it is
inevitably affected by various components of atmosphere, weather, and climate
conditions; these are closely related to the quality of the communication and
performance of the communication system [3].

7.1.4.1 Solar-Blind UV Light

More than 99% of the solar radiation spectrum is between 150 and 4000 nm. In this
band, about 50% of the solar radiation energy is in the visible spectrum (wavelength
400–760 nm), 7% in the ultraviolet spectrum (wavelength <400 nm), and 43% in the

Table 7.1 Performance comparison of different ultraviolet working modes

Operation Mode φT φR Omni-direction Distance/km Overlapping
space

Bandwidth

LOS / / None 2~10 Limited Widest

QLOS / / None <LOS Limited Wide

NLOS(A) =90° =90° Good 0~1 Infinite Narrowest

NLOS(B) ≤90° =90° Fair 1.5~2 Limited Wide

NLOS(C) <90° <90° Poor 2~5 Limited Wide
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infrared spectrum (wavelength >760 nm) and the maximum energy is concentrated
at the wavelength of 475 nm.

Figure 7.2 shows the specific division of UV spectra according to three different
classification methods. The strong absorption of 20–280 nm UV light by the ozone
layer (10–50 km) in the upper troposphere makes the solar background in the tropo-
sphere (especially near earth) lower than 10–13 w/m2; that is, there is almost no
UV in the sunlight on the earth surface. This band is called the “solar-blind zone”.
The horizontal and vertical transmittance of atmospheric environment is shown in
Fig. 7.3. In the figure, we can see that the UV light attenuation at about 250 nm is very
large, and there is a slight difference between the horizontal and vertical directions.

Ultraviolet Visible light

UVC UVB UVA

Vacuum UV Medium UV Near UV 

Deep UV

Ultra UV Sun blind
light

Far UV 

10 100 200 300 400280
Wavelength(nm)

Fig. 7.2 Spectrum distribution of the ultraviolet band

Fig. 7.3 Transmittance of
ultraviolet light
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7.1.4.2 Main Factors Affecting UV Communication

NLOS UV communication uses the atmosphere as the transmission medium. When
the UV light carrying signal is transmitted in space, the communication quality,
communication system performance, and transmission range are inevitably affected
by the concentration of O3 in the atmosphere, and by the concentration, size,
uniformity and working wavelength of scattering particles.

(1) Atmospheric absorption

When UV light passes through the atmosphere, various components in the
atmosphere absorb it in different degrees. In theultraviolet region (0.2–0.4µm),
there is a strong absorption band of ozone between 0.2 and 0.264 µm and
weak absorption band between 0.3 and 0.36 µm. Sulfur dioxide and ozone
have a strong UV light absorption ability. Although the content of ozone in the
atmosphere only accounts for 0.01–0.1%of the total atmosphere, its absorption
of solar radiation energy is significant.

(2) Atmospheric scattering

The main scatterers in the atmosphere are atmospheric molecules and aerosol
particles. Due to their size differences, they have different scattering character-
istics. The closer the atmospheric particles are to the UV light, the stronger the
scattering. The molecular size is much smaller than the UVwavelength, which
leads to Rayleigh scattering, whereas aerosol particles are larger than the UV
light wave, which leads to Mie scattering. The results show that Rayleigh scat-
tering plays a dominant role in the clear sky atmosphere. Therefore, in a theoret-
ical calculation, only Rayleigh scattering is considered in sunny weather, while
the scattering effect of suspended particles is ignored, which can be consid-
ered a reasonable approximation. The radii and concentrations of several main
scattering particles in the atmosphere are listed in Table 7.2.

(3) Atmospheric turbulence

When a beam passes through vortices with different refractive indices, atmo-
spheric turbulence effects, such as beam bending, drift, and propagation
distortion, occur and cause the received light intensity to flicker and jitter.

Table 7.2 Radii and
concentrations of atmospheric
scattering particles

Type Radius/µm Concentration/cm−3

Atmospheric molecule 10–4 1019

Aitken core 10–3–10–2 10–4–102

Haze particle 10–2–1 10–103

Fog drop 1–10 10–102

Cloud drop 1–10 10–3–102

Raindrop 102–104 10–5–10–2
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7.2 Characteristics of NLOS UV Transmission

7.2.1 Ellipsoid Coordinate System

The analysis of UV single scattering link model is based on the ellipsoid coor-
dinate system, as shown in Fig. 7.4. The surface of the ellipsoid is obtained by
rotating the ellipse around its principal axis. The coordinates of any point on the
ellipsoid are uniquely determined by radial coordinates ξ , angular coordinates η,
and azimuth coordinates φ. The parameter definition of transformation from the
rectangular coordinate system X–Y–Z to ellipsoid coordinate system is shown in
Fig. 7.4.

For homogeneous scattering and absorbing media, the received scattering signal
power is

h(t) = Qt ArTof cks exp(−kect)

2π�t r2
×

∫ η2( s
r )

η1( s
r )

2G
[
�

(
ct
r , η

)
p(θs)

]
(
ct
r

)2 − η2
dη, (7.1)

where h(t) is the impulse response of the scattering channel, θs is the scattering angle;
�t is the transmitting angle (solid angle), Ar is the receiving area, and p(·) is the
scattering phase function. ke, ks and ka are the extinction, scattering, and absorption
coefficients of the medium, satisfying ke = ks + ka . Finally, c is the speed of light,
and Tof is the light transmission coefficient.

7.2.2 UV Scattering Communication

The UV single scattering link model based on the ellipsoidal coordinate system is
shown in Fig. 7.5. When t = 0, the UV light with total energy E is transmitted at
divergence angle ϕt (the transmit energy per unit solid angle is Et

�
with a unit of

joules/cubic radian), solid angle � = 4π sin2(θt/2)
)
), and reaches the scatterers in

a distance of r1 after travelling time t = r1/c along a transmission angle θt . Finally,

Fig. 7.4 Ellipsoidal
coordinate system
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Fig. 7.5 Ultraviolet single scattering communication link model

the energy density is Et
�

e−kr1

r21
, where k is the extinction coefficient, and e−kr1 is the

ratio of UV light energy after transmission in atmosphere in a distance r1 to that in
vacuum.

The volume differential dv of the scatter can be regarded as a second-order point
light source, which is generated by the interaction between the UV light andmedium.

The energy density of the secondary point light source is
[
Et
�

e−k1

r21

]
ks
4π p(cos θs)dv

(unit: Joule/cubic radian), where ks is the atmospheric scattering coefficient, and
p(cos θs) is the single scattering phase function.

Part of the energy of the secondary light source will be transmitted along the
direction that can reach the receiving end. At t = (r1 + r2)/c moment, the total
energy density received by the receiving end from the secondary point light source
is shown in Eq. (7.2).

δEr =
[
Et

�

e−kr1

r21

][
ks
4π

p(cos θs)dv

]
e−kr2

r22
(7.2)

According to ξ, η, φ, and focal length r in the ellipsoidal coordinate system, the
expression of the volume differential of scatterers can be obtained as

dv = (r/2)2
(
ξ 2 − η2

)
dξdηdφ. (7.3)

Since r1 = r
2 (ξ + η), and r2 = r

2 (ξ − η), the total volume differential energy
density of the receiver is shown in Eq. (7.4).

δEr = Etks
4π�

e−krξ p(cos θs)

(r/2)
(
ξ 2 − η2

)dξdηdφ. (7.4)

Because ξ = (r1 + r2)/r is ξ = ct/r, dξ = cdt/r is dξ

dt = c
r , and the

instantaneous differential volume received power density at the receiver is shown in
Eq. (7.5).
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δPr = cEtks
2π�r2

e−krξ(
ξ 2 − η2

) p(cos θs)dηdφ (7.5)

.
The total receiving power of the receiver is as follows:

Pr (ξ) =

⎧⎪⎨
⎪⎩
0, ξ < ξmin∫ η2(ξ)

η1(ξ)

∫ φ2

φ1

cEt ks
2π�r2

e−krξ

(ξ 2+η2)
p(cos θs)dηdφ, ξmin < ξ < ξmax

0, ξ > ξmax

(7.6)

UV scattering communication is divided into two processes: transmission from
the transmitter to scatterer and transmission from the scatterer to receiver.

7.2.3 NLOS Scattering Characteristics

The bit error rate of non-direct viewing UV transmission system depends onmodula-
tion mode, detector type, transmitter power, path loss, scintillation index, and noise.
When OOK modulation is used, the bit error rate of the system can be expressed as
[4]

BERe−OOK = 1

2
erfc

⎡
⎢⎣ 1√

2

RGPr[(
qG2FR

(
Pr + Pbg

)
Rb + q Idc Rb + 2KbT0Fi Rb

RL

)] 1
2

+
[
q
(
G2FRbg + Idc

)
Rb + 2KbT0Fi Rb

RL

] 1
2

]
, (7.7)

where erfc(·) is the error function, Kb is the Boltzmann constant, T0 is the absolute
temperature, Fi is the noise figure, RL is the load impedance, q is the electronic
charge, Idc is the dark current of the detector, the bit rate is Rb = 1

Tb
, Tb is the bit time

width, Pr is the photocurrent,G is the gain, F is the noise figure of the photodetector,
and Pbg is the background radiation intensity received.

The bit error rate of PPM modulation can be expressed as [4]

BERe−PPM = L

4
erfc

⎡
⎢⎢⎣

√
log2 L

2L

RGPr
[(

qG2FR
(
Pr + Pbg

)
Rb + 2q Idc Rb + 4KbT0Fi Rb

RL

)] 1
2

⎤
⎥⎥⎦,

(7.8)

where L is the number of time slots modulated by PPM. The average SNR can be
expressed as
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〈SNRT−NLOS〉 = SNR0,NLOS√(
Pr0
〈Pr 〉

)
+ σ 2

y SNR0,NLOS

, (7.9)

where Pr0 is the received power without turbulence, 〈Pr 〉 is the average power
received, and SNR0,NLOS is the SNR without turbulence. If Pr0 ≈ 〈Pr 〉, then

SNR0,NLOS =
√

y0
2Rhc

λ

, (7.10)

where y0 is the signal power received without turbulence, R is the data rate, h is the
Planck constant, c is the speed of light, and λ is the wavelength. The bit error rate
under atmospheric turbulence can be expressed as [5]

SNRT,NLOS = 1

2

∫ ∞

0
fy(y)erfc

( 〈SNRT−NLOS〉y
2
√
2

)
dy. (7.11)

7.3 Solar-Blind UV NLOS Communication Network

Wireless solar-blind UV communication combines the characteristics of optical and
wireless communication. It uses UV light as information carrier and free atmo-
sphere as communication medium. The entire process does not require any wired
channel. It can be widely used in exhibitions, short-term rented buildings, temporary
outdoor workplaces, or during earthquakes and other emergencies. However, due
to the serious absorption of ultraviolet light in the atmosphere, the communication
distance of ultraviolet light is limited, so it can only work in a short distance commu-
nication mode. Therefore, a new direction is to combine UV communication with a
wireless mesh network to expand the communication range.

7.3.1 Wireless Mesh Communication Network

In a wireless mesh network, mesh topology, which can also be considered a
multipoint-to-multipoint network topology, is adopted. In this type of mesh network
structure, each network node is connected by wireless multi-hop mode through
other adjacent network nodes. According to the node function division, wireless
mesh network can be divided into three types of network structures: peer-to-peer,
hierarchical, and hybrid network structures.
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7.3.1.1 Peer-to-Peer Wireless Mesh Networks

Peer-to-peer wireless mesh network, also known as terminal device mesh network,
is the simplest network structure of a wireless mesh network. As shown in Fig. 7.6,
all nodes in the graph are peer-to-peer individuals with identical characteristics,
including the same MAC layer, routing, security, and management protocols. All
nodes in the network have the function of a mesh router and are enhanced end-user
equipment. Peer-to-peer wireless mesh network is a mobile ad hoc network. It is
suitable for a situation with a small number of nodes, which does not require access
to the core network. It provides a new communication condition for a situation in
which there is no or inconvenient use of the existing infrastructure.

7.3.1.2 Hierarchical Wireless Mesh Network

Hierarchical wireless mesh network is also called infrastructure/backbone mesh
network. As shown in Fig. 7.7, it can be divided into upper and lower parts. A
mesh structure with self-configuration and self-healing function is formed between
the upper layers of mesh routers. It comprises basic network facilities, which can
be used for the connection of the lower layer of mesh clients. Moreover, the mesh
router with the gateway function can be connected to the Internet.

7.3.1.3 Hybrid Wireless Mesh Network

The hybrid network structure is shown in Fig. 7.8. It is a hybrid structure of terminal
device and infrastructure/backbone mesh network structures. In this architecture, the
terminal node can support not only the commondevices ofwireless local area network
but also mesh devices with routing functions. The devices can be interconnected in

Laptop

Laptop

Mesh Client

Mesh Client

Fig. 7.6 Peer-to-peer wireless mesh network architecture
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Fig. 7.7 Hierarchical wireless mesh structure

an ad hoc mode. In terms of the functions of the network, the terminal equipment
can not only connect with other networks to realize wireless broadband access but
also directly communicate with other users in this layer. Additionally, it can forward
data as a router and send it to the destination node.

7.3.2 Wireless UV Mesh Communication Network

ThewirelessUVmesh communication network discussed in this chapter is composed
of wireless UV communication and peer-to-peer wireless mesh network. Since the
peer-to-peer mesh network is the simplest of the three network forms and can well
reflect the multipoint-to-multipoint lattice network structure, it was chosen as the
mesh network. As shown in Fig. 7.9, in the wireless UV communication network,
if node A wants to send information to node D, it has multiple multi-hop paths to
choose from, and an interruption of a certain link will not disrupt it. The network can
be used in areas where infrastructure is not in place, communication cables cannot
be installed, or temporary communication is required.
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Fig. 7.8 Hybrid wireless mesh network structure

Fig. 7.9 Peer-to-peer wireless ultraviolet mesh communication network
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The wireless UV mesh communication network is based on the multipoint-to-
multipoint UV communication link. Therefore, the working mode of configuring
communication for each node in the network must be based on the function of each
node in the network.When the nodes in the network are in the state of group sendingor
searching, it canwork in theNLOS (A)mode, because at this time, the nodes have the
best omnidirectionality and can directly interact with many nodes in the surrounding
coverage. When the network node wants to perform multi-node communication in
a certain direction, it can work in the NLOS (B) mode, because the communication
node has a certain omni-directionality under the premise of guaranteeing a certain
bandwidth. When the network node needs to perform point-to-point NLOS broad-
band communication at a long distance in a certain direction, it can work in NLOS
(C) mode, because the communication distance between communication nodes is
the longest with the largest bandwidth.

Wireless UVmesh communication network can ensure smooth communication in
a complex terrain environment, can be deployed quickly, is easy to install, and meets
the modern communication requirements of strong security and mobile flexibility.
Therefore, wireless UV communication network has a wide range of application
prospects.

7.4 Summary and Prospects

UV communication generally refers to solar-blind UV communication. Due to the
scattering effect of the atmosphere and suspended solids in the atmosphere, UV
light can be transmitted in NLOS scenarios, and its attenuation is very large. The
development direction of UV ad hoc network is to use the characteristics of NLOS
transmission of UV light and expand the communication range by using the charac-
teristics of an ad hoc network. The problems of unidirectional nodes and “deaf” nodes
must be overcome in the networking of UV ad hoc networks. Finally, an important
problem for UV communication to overcome is the suppression of the atmospheric
channel distortion through channel equalization.

7.5 Questions

7.1 What wavelength range is used by solar-blind ultraviolet? Why is called solar-
blind ultraviolet?

7.2 What are the main factors affecting UV communication?
7.3 Please briefly describe three modes of UV communication.
7.4 Please briefly describe the advantages of UV communication.
7.5 Please briefly describe the idea of UV communication networking.
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7.6 Exercises

7.1 Try to analyze the bandwidth of UV NLOS communication according to the
channel impulse response of UV channel [1].

7.2 Try to determine the integral limit in Eq. (7.1).
7.3 Try to determine the impulse response of the wireless UV communication

system [1].
7.4 Please analyze the channel capacity of wireless ultraviolet communication

system [1].
7.5 Try to analyze the phase function in UV NLOS communication [2].
7.6 Considering the single scattering and wavelength at 260 nm, try to calculate

the energy and path loss received by the receiver under ellipsoid coordinate
system [3].
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Chapter 8
Acquisition, Aiming, and Tracking
Technology

Microwave antenna does not need precise antenna alignment owing to its high trans-
mitting power and large divergence angle. In contrast, wireless laser communica-
tion requires good beam convergence; therefore, acquisition, pointing, and tracking
become key problems.

8.1 Acquisition, Pointing, and Tracking System

8.1.1 Concepts

Acquisition, pointing, and tracking (APT) system is the basis of wireless laser
communication and its most challenging component.

(1) Acquisition is the determination and identification of a target in an uncertain
area. The uncertain area is scanned until a beacon optical signal is received
in the acquisition field of view; this lays the foundation for the subsequent
alignment and tracking.

(2) Pointing ensures that the communication transmitting end and receiving end
antenna axes of view maintain precise coaxiality during the communication
process. However, in a long-distance laser communication system, when the
transmitter and receiver move relatively fast in the tangential direction, it is
necessary to aim ahead at the transmitter.

Consider a model shown in Fig. 8.1, where a signal is transmitted by a
moving station at r1 and received by a ground station. When the signal is
received, the moving carrier has arrived at the point r2. In the uplink transmis-
sion, the motion of r1 and r2 and the additional motion of r3 must be consid-
ered. When the receiver on the moving carrier receives the signal, the carrier
is already at the point r3. The angle between the receiving and transmitting
vectors from the ground station is called the lead angle.
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Ground station

DownlinkUplink

L

r1r2

r3

Lead angle

Fig. 8.1 Schematic diagram of advanced aiming

(3) Tracking: the alignment error caused by the relative movement between the
transmitter and receiver, the spot flicker and drift caused by atmospheric turbu-
lence, and the influence of platform vibration is controlled within the allowable
range through tracking after the acquisition and pointing are completed.

8.1.2 Operating Principle

The APT system of wireless laser communication is divided into two stages, as
shown in Fig. 8.2. When the beacon light has not been captured by the receiver, an
open-loop scanning is performed within the uncertain area, whose information is
imported from the guidance information, that is, the position coordinate information
of the receiver and transmitter. As the guidance information is received by the main
control computer, the relative position of the receiver and transmitter is calculated
and fed to the turntable to point to the target. Here, the speed measurement unit
and angle control unit are the feedback units of the system and constitute a double
closed-loop control system. The image processing unit as the spot position detection
mechanismprovides the spot position information for the system.Due to thedeviation
of guidance information and the error of the actuator, there will be errors after the
turntable points, which, in general, cannot aim accurately at the target.

Controller
computer 

D/A

Image processing
Position 

magnification
Position 

compensator
Motor drive 

system Motor Tracking 
frame

Speed 
measurement

Angle control unit

Target axis

Guidance 
information

Beam pointing
CCD imaging unit

Fig. 8.2 Typical acquisition, pointing, and tracking system of a wireless laser communication
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Due to the error of the turntable, the beam position may be distributed in an area
centered by the target position; this is called the uncertainty region. Since the angle
of the uncertain area is greater than the divergence angle of the beacon beam, the
uncertain area is scanned until the beacon light spot appears in the field of view
of the receiver to complete the beacon light acquisition. Once the beacon light is
successfully captured, the system will detect the deviation between the central axis
of the receiving antenna field of view and the beacon beam center axis by the coarse
tracking imaging unit. Then, the motor is continuously driven to correct the angles
of the receiver and transmitter to achieve accurate alignment.

To achieve high precision and wide bandwidth of alignment and tracking,
composite axis control system is widely used, as shown in Fig. 8.3. The composite
axis tracking system adds a sub-axis to the original single axis system (i.e., only the
motor turntable is used as the pointing control unit). The sub-axis is the fine tracking
galvanometer, and the fine tracking galvanometer and motor turntable constitute
the composite axis system. In a large range, low precision alignment is conducted
through the main axis. In the stage of error suppression, the high-precision and wide-
band sub-axis tracking system is used to realize the high-precision tracking of the
system without affecting the stability of the system.

Fine tracking 
mirror

Advanced aiming 
mirror

Beacon Laser

Communication Laser

Communication detector

Coarse tracking 
camera

Fine tracking 
camera

Beam splitter 

Cassegrain 
system

Turntable system

Fig. 8.3 Optical wireless communication system [1]
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As the communication beams of transmitter and receiver are successfully
captured, the respective beacon lights are kept in the field of view to achieve stable
coarse tracking. Owing to the dynamic lag error caused by the relative motion and
platformvibration, the coarse tracking servowith limited bandwidth is unable tomeet
the communication requirements. Therefore, it is necessary to proceed with the fine
tracking unit to further suppress the coarse tracking residual. The axis centers of the
coarse and fine tracking loops coincide, and the field of view of fine tracking should
be greater than the maximum error of coarse tracking. Using the high resolution and
bandwidth capability of fine tracking, the dynamic lag error and platform residual
error can be effectively suppressed. The coarse tracking mechanism is generally a
turntable system controlled by a servo motor, and the fine tracking mechanism is
a piezoelectric ceramic galvanometer. Fine and coarse tracking cameras can detect
the spot position with two types of accuracy to meet the different requirements of
capture and tracking. The communication detector receives the signal beam from the
opposite antenna collected by a Cassegrain system. The communication laser emits
low-power and narrow signal beam, and the beacon light laser emits high-power and
wide beacon beam. In the integrated transceiver, the optical splitter is used to achieve
the isolation of receiving and transmitting, to prevent the mutual interference of the
beam emitted by the local laser and the beam received by the antenna. Otherwise,
the communication detector would have difficulty distinguishing the source of the
received signal. A diagram of an APT system is shown in Fig. 8.3.

8.2 Automatic Acquisition

Space acquisition requires pointing the antenna in the direction of the field of arrival
and adjusting the axis of view of the receiving antenna to be consistent with the angle
of arrival of the beam. The angle of arrival is the angle between the elevation and
azimuth of the incident beam. The angle between the angle of arrival and the normal
vector can be within a specified solid angle. This allowable angle is also called search
resolution angle and is denoted by �r . The minimum resolution angle is also the
diffraction limit angle; �r is the diffraction limit angle: sin�r = 1.22λ/D, where λ

is the wavelength, and D is the aperture diameter. In a practical design, a relatively
large resolution is required.

As shown in Fig. 8.4, the transmitter points to the receiver, and if the beam of
the transmitter is aimed without error, the beam illuminates the receiving point. The
receiver detects that the transmitter is within a certain uncertainty solid angle �r ,
which is defined from the position of the receiver. The antenna of the receiver is
aimed at the vertical direction of the receiving antenna within a predetermined field
of view, and the antenna is aimed at a vertical direction of view of the receiver.
Generally, �r � �u .
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Normal vector

Transmitter Receiver

One way capture

(a)

Station 1

Bidirectional capture

Station 2

(b)

Fig. 8.4 Schematic diagram of space capture: a one-way acquisition and b two-way acquisition
[2]

8.2.1 Open-Loop Acquisition Mode

To achieve acquisition with high probability, it is necessary for the divergence angle
of the laser beam of the transmitter and the field-of-view angle of the receiver to
cover the uncertain area by staring or scanning. Based on the different application of
wireless laser communication system, two-way acquisition can be divided into the
following three working modes.

(1) Gaze–gaze capture mode

For gaze acquisition mode, the divergence angle of beacon light should be greater
than the uncertainty area of the open-loop acquisition, and the field of viewof receiver
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should be larger than the uncertainty area of the open-loop acquisition. When the
receiver maintains a static attitude and only receives the optical signal, it is called
gaze.

(2) Gaze-scan capture mode

According to the difference of beam divergence angle, field-of-view angle, and open-
loop uncertainty region, this method can be divided into two subtypes:

➀ When the background light from the sky is strong, the receiving field-of-view
angle is shrunk to reduce the influence of background light. Then, the acquisition
field of view of the receiver is scanned. The transmitting power of the beacon
light is increased towork in staringmode. Thismode is suitable for ground-to-air
or satellite-to-ground laser communication.

➁ When the background light from the sky is weak, the receiving field-of-view
angle is increased, and the capture field of view of the receiver is staring at the
uncertain area. Then, the uncertain area is scanned for the beacon light. This
mode is suitable for interstellar laser communication [1].

The approximate expression of the capture time is [1]

Tacq ≈ 1

(1 + K )2

[(
�u

�r

)2

+ 1

2

(
�u

�r

)]
Td Nt , (8.1)

where�u is the open-loop capture uncertainty area,�r is the beam divergence angle,
Td is the dwell time, Nt is the number of scans, and K is the overlap coefficient of
scanning. Due to the influence of the platform vibration, spot flicker, and spot drift,
it is necessary for two near scanning fields to overlap to prevent a missed scan. A
missed scanmeans that there is a scanning gap between the upper and lower scanning
paths when the scanning line breaks. If the target position is in the scanning gap,
a missed scanning occurs. As K increases, the capture time increases accordingly.
Therefore, the value of K is generally set to 10–15%. Td is the dwell time of the spot
on the detector during the acquisition, and Td = TS + TF , where TS is the stepping
time of the servo turntable, and TF is the working frame period of the camera. In
Eq. (8.1) the first term in the brackets (�u/�r )

2 is the number of steps required to
scan the entire uncertain area, and the second term (�u/�r )/2 is the number of scans
back to the center of the determined capture area after the scan. When the number
of scanning steps is large, the second term can be ignored. Then, Eq. (8.1) can be
written as [1]

Tacq ≈ 1

(1 + K )2

(
�u

�r

)2

Td Nt . (8.2)

3. Skip-scan capture mode

Owing to the limitations of beacon power, the divergence angle of laser beam cannot
cover the entire area, and the capture field of view cannot be sufficiently large to
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cover the entire uncertain area due to the influence of the background light from the
sky. Therefore, it is necessary to capture the beam by skip-scan. Its working process
is described as follows. The master optical transceiver works in a skip mode, and the
slave optical transceiver works in a scan mode. In a working cycle, the main optical
view axis of the transceiver is kept unchanged, and a complete scanning process by
the optical transceiver is performed. When the beacon light is not captured in this
working cycle, the master optical transceiver skips once and enters the next working
cycle. That is, the view axis of the main optical transceiver jumps a certain distance,
so that the scanning range of the next working cycle of the slave optical transceiver
does not coincide with the scanning range of the previous working cycle. The number
of steps of the main optical transceiver depends on the ratio of the captured uncertain
area to the divergence angle of the beacon beam; the number of scans from the
secondary optical transceiver depends on the ratio of the captured uncertain area to
the captured field of view. Therefore, its approximate expression is [1]

Tacq ≈ 1

(1 − K )2

(
�u

�r1

)2 1

(1 − K )2

(
�u

�r2

)2

Td Nt , (8.3)

where �r1 and �r2 are the divergence angle of the beacon beam and the acquisition
field-of-view angle, respectively.

8.2.2 Scanning Modes

Because the field-of-view angle and beacon beam divergence angle of the optical
transceiver are far smaller than the captured uncertainty area, it is necessary to
perform open-loop scanning in the uncertain area. There are four common scan-
ning methods: antenna scanning, focal plane scanning, focal plane array scanning,
and step-by-step searching. In most laser systems, the optical telescope is adopted as
the antenna with integrated transceiver. It is a high coaxial type, so antenna scanning
is used at present, whereas focal plane scanning and focal plane array scanning are
rarely used due to the limitation of volume.

8.2.2.1 Antenna Scanning

The receiving lens and optical detection system with a fixed field of view �r are
considered. The receiving system scans the entire uncertainty angle �u , as shown
in Fig. 8.5. In general, we only consider the scanning in azimuth. During scanning,
the output of the photodetector is detected until it is confirmed that the beam has
been received. This can be realized by setting a threshold value in the photode-
tector. Antenna scanning includes spiral scanning, raster scanning, and raster spiral
composite scanning. Amonochromatic point source beacon is considered to transmit
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Fig. 8.5 Antenna scanning
method Azimuth scanning 

direction

beacon light continuously, and the average count rate on the photo detector of the
receiver is ns = αPr , where Pr is the optical power signal of the receiver. We assume
a multimodal counting model with background additive noise count rate of nb. If the
transmitting field is in the receiving field within T seconds, the average signal count
ks = nsT is generated. Thus, we can obtain the capture probability [2]:

PAC = �(KT , Ks + Kb)

�(kT ,∞)
, (8.4)

where Kb = nbT , Kt is the threshold, and �(a, b) is a gamma function:

�(a, b) =
b∫

0

e−t t a−1dt . (8.5)

The error acquisition probability threshold is

PFC = �(KT , Kb)

�(KT ,∞)
. (8.6)

The signal and noise counts are given as

Ks = nsT, (8.7)

Kb = nbT = nb0DsrT, (8.8)

where nb0 is the noise count rate of each spatial mode, and Dsr is the spatial modulus
in the resolution field of view �r. The time of the transmitter in the field of view is
T, and the azimuth rotation rate is SL (rad/s), which are connected by Eq. (8.9).
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Fig. 8.6 Spiral scanning

T = √
(�r/�L). (8.9)

Theoretically,�r should bewide enough to cover a single spacemodule. To obtain
the required Ks, �r must be reduced. Therefore, the scanning will be slower and the
acquisition will take longer.

(1) Spiral scanning

The spiral scanning method is shown in Fig. 8.6. This type of scanning starts from
the central point, which has the highest probability in position, and gradually scans
to the peripheral low probability area, forming a radial scanning mode. Owing to the
constant angular velocity of the original scanning mode, the linear velocity is small
when it is located near the center point. However, with the increase of scanning
radius, the linear velocity gradually increases, which increases the circle spacing,
which, in turn, increases the probability of a missed scanning. However, when the
distance between the receiver and the transmitter is known, uniform and equidistant
scanning lines can be formed in the plane of the receiving end by compensating the
diagonal velocity, as shown in Fig. 8.6. The acquisition time of spiral scanning is less
than that of rectangular scanning, but the driving current control is more complex.

(2) Raster scanning

There are two types of rectangular scanning, as shown in Fig. 8.7. If the detector has
no travel limit and can scan the entire search range, the first method is adopted. If the
detector has a travel limit and can only scan in a small range, it requires a slow scanner
that can cover the entire search range to drive it. The function of the slow scanner can
be performed by a telescope or tracking frame. Although the first method is simpler
than the second method, the second method is often used in practical systems due to
the limitation to detector travel.
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Fig. 8.7 Raster scanning [2]

Fig. 8.8 Spiral grating
scanning [2]

x

y
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(3) Spiral grating scanning

The combination of grating scanning and spiral scanning is called spiral grating
scanning, as shown in Fig. 8.8. This scanning mode combines the advantages of
grating scanning with the advantages of scanning from high to low probability areas,
similar to spiral scanning.

8.2.2.2 Focal Plane Scanning

The results of focal plane scanning and antenna scanning are the same, but there is
a difference in the scanning mechanism. As shown in Fig. 8.9, a fixed optical lens
transforms the uncertain field of view to the focal plane, scanning the focal plane
with a single detector. In the focal plane scanning method, the receiving structure
can be fixed, and a mechanically movable part is not required.

The acquisition probability of focal plane array scanning is [2]

PAC1=
∞∑

k1=0

Pos(k1, Ks + Kb)

[
k1−1∑
k1=0

Pos(k2, Kb)

]
, (8.10)
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Fig. 8.9 Schematic diagram of a focal plane scanning mode with �u the search work for the angle
of the uncertain area

where Ks and Kb are given by Eqs. (8.7) and (8.8). Without losing generality, we
use Dsu/Q instead of Dsr; Dsr is the spatial modulus, and �r is the resolution field
of view. The entire uncertain region can be divided into Q nonoverlapping corner �r

sub-regions; nbu is defined as the noise count rate within the total solid angle �u .
Therefore,

Ks = nsT, (8.11)

Kb = nbuT

Q
. (8.12)

The total focal plane search time is represented by Tt , and

Tt = QT, (8.13)

where T is the time at each resolution position. When Q and the power level of
the transmitter and background are given, the acquisition probability PCA1 is related
to the total search time T1 and observation time T. If T is not sufficiently long, the
acquisition probability suddenly decreases.

8.2.2.3 Focal Plane Array Scanning

A fixed detector array is used to cover the focal plane. It enables the use of a parallel
processing method, which can shorten the acquisition time. Each detector in the
detector array processes a specific part of the uncertainty domain, as shown in
Fig. 8.10. After the observation time is determined, the output of each detector can be
collected to calculate and compare the transmitter positions. Because each detector
works independently, the complexity of the receiver increases, but the acquisition
time is shortened.

Considering an array with S detectors, the uncertainty angle can be divided into
�u/S resolution areas, and the focal plane is decomposed into S small areas:
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Fig. 8.10 Schematic diagram of a focal plane array scanning

�r = �u

S
, (8.14)

Tt = T . (8.15)

To obtain a higher resolution, a larger array must be chosen, which will increase
the complexity of the receiver. In engineering, a reasonable choice between the
resolution and the search time must be made.

8.2.2.4 Sequential Scanning

If the number of detectors is large, parallel processing becomes very difficult. Sequen-
tial scanning can be used to find the maximum output at each time. Then, the acqui-
sition time is slightly increased, but the receiver is considerably simplified. For a
given observation time of T seconds, the array has S detectors. It takes ST seconds
to complete a single scan and r iterations to complete all scans [2].

Tt = r ST =
(

S

lg S

)
T lg

(
�u

�r

)
(8.16)

For a square matrix, S must be the square of an integer to achieve the shortest
search time. It can be proved that S = 4 is the optimal array for the shortest search
time.

8.2.3 Performance of Acquisition

For the fast high-probability acquisition unit in space laser communication, the
performance of each link is analyzed as follows:
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(1) Pointing error of initial LOS axis

As shown in Fig. 8.2, the controller computer drives the coarse tracking turntable to
point to the uncertain region according to the guidance information. The LOS axis
of the communication transmitter is the initial LOS axis. The pointing error of the
initial LOS axis is the uncertainty region of acquisition, which can be determined by
[1]:

σ =
√

σ 2
A + σ 2

P + σ 2
R + σ 2

C + σ 2
G + σ 2

E , (8.17)

whereσA is the platform attitude error,σA =
√

σ 2
ap + σ 2

ay + σ 2
ah , andσap,σay , andσah

are the azimuth, pitch, and yaw attitude measurement errors, respectively. Moreover,

σP is the positioning error, σP =
√

σ 2
px + σ 2

py + σ 2
pz , and σPx , σpy , and σpz are the

latitude, longitude, and elevation measurement errors, respectively. Finally, σR is the
antenna installation error, σC is the computer calculation error, σG is the mechanical
motion error of the servo turntable, and σE are other small errors.

(2) Relationship between the pointing error of initial LOS axis and uncertainty
region of acquisition

The pointing error of initial LOS axis can be regarded as a random variable of Gaus-
sian distribution with zero means in pitch and azimuth. Considering the distribution
of the initial error at both positive and negative directions, the uncertainty region of
acquisition should satisfy the following conditions:

FOU

2
≥ 3σ. (8.18)

If σv = σh = σ , then the probability of the target appearing in the uncertain
region is

Pcov =
¨

FOU

1√
2πσ

exp

(
− θ2

v

2σ 2

)
· 1√

2πσ
exp

(
− θ2

h

2σ 2

)
dθvdθh, (8.19)

where θv and θh are the pitch and azimuth deviation angle, respectively. Equa-
tion (8.19) can be simplified as Rayleigh distribution of amplitude and uniform
distribution of polar angle (1/2):

PU =
FOU
2∫

0

θ

σ 2
exp

(
− θ

2σ 2

)
dθ = 1 − exp

(
−FOU2

8σ 2

)
, (8.20)

where θ =
√

θ2
v + θ2

h is the angular deviation amplitude of the uncertain angle.
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8.3 Automatic Tracking

8.3.1 Tracking System

Once the beacon light from the other side is detected in the acquisition field of view,
both sides form a light tracking closed loop, and enter the coarse tracking stage. The
presence of the spot is detected by the acquisition sensor, and the miss distance can
be calculated. After servo compensation, the servo turntable is driven to move. As
shown in Fig. 8.11, the implementation structure of coarse tracking is that the two-
axis servo turntable drives the entire movement of the telescope unit. Owing to the
limitations of the motor power, mechanical resonance frequency, and other factors,
the coarse tracking servo bandwidth is limited, and the coarse tracking accuracy is
not high. Therefore, the purpose of coarse tracking is to reliably enter the field of
view of the precise tracking.

Let (θz, θe) be the visual vector line to the transmitter. As shown in Fig. 8.12,
if (φz, φe) is the normal vector angle of the corresponding receiver plane, then the
instantaneous angle error from the aiming receiver to the transmitter is [2]

ψz(t) = θz − φz, (8.21)

ψe(t) = θe − φe. (8.22)

εz(t) and εe(t) are the error voltage generated by the optical sensor, control azimuth
angle and pitch angle, respectively, used to correct the aiming angle, (θz, θe). Thus,

φz = εz(t), (8.23)

φe = εe(t). (8.24)

Fig. 8.11 Structure of a
tracking system in space [2] Receiving lens and            

Photoelectric sensor Error sensor

Azimuth loop 
controller

Pitch loop 
controller

2ε

1ε
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Transmitter Normal vector
(ϕz,ϕe)

Projection point

ϕz ϕe

Transmitter 
plane Receiver

plane

Fig. 8.12 Azimuth and pitch angle aiming [2]

The horizontal lines in Eqs. (8.23) and (8.24) represent the filtering effect of the
control loop. By combining the formulas, we obtain the following results.

{ dψz

dt = dθz
dt − d

dt

[
εz(t)

]
dψe

dt = dθe
dt − d

dt [εe(t)]
(8.25)

8.3.2 Compound-Axis Control System

It is very difficult for an optical antenna to track quickly, accurately, and directly.
Adopt a rotating frame structure, large aperture telescopes has a limited field of view
of the rotating mirror. If the rotating frame and mirror are combined, a compound-
axis system is formed. The compound-axis system comprises a mirror, which can
move in pitch and azimuth, on the frame of large inertia to control the direction of
transmitting and receiving optical axis. This mirror is called fast steering mirror, the
axis of the mirror is called the sub-axis, and the axis of the main tracking frame is
called the principal axis. The principal and sub-axis can be controlled separately to
form the main and sub-system, respectively. The main system is working with a large
range, but narrow bandwidth and low accuracy. The sub-system is working with a
small range, but wide bandwidth, fast responsibility, and high precision. By adding
the functions of the two systems, a fast and high-precision tracking in a wide range
can be realized. Its structure is shown in Fig. 8.13.
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Laser

Fast steering 
mirror

Fine tracking 
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Universal joint
bracket

Coarse tracking 
detector

Fig. 8.13 Structure of compound-axis control system [3]

8.3.3 Accuracy of a Coarse Tracking Unit

The tracking accuracy of a coarse tracking unit is not only dependent on the char-
acteristics of the system itself but also related to the characteristics of external exci-
tation and noise sources. At the same time, the coarse tracking error is determined
according to the tracking field of view, and it can be divided as follows. (1) Dynamic
lag error: due to the relative motion between the two optical terminals, the angular
velocity and angular acceleration of the line of sight will cause dynamic lag error for
the position servo unit in the tracking process. (2) Platform vibration residual error:
the satellite platform has strong random vibrations, which act on the LOS through
the two-axis constant frame servo turntable. This will cause the random jitter of
LOS, which is the main noise source affecting the tracking accuracy. (3) CCD spot
centroid detection error: due to the difference of spot size, spot power spatial distri-
bution, image signal-to-noise ratio, and spot detection algorithm, there will be errors
in spot centroid detection. (4) Various torque interference errors: these include line
disturbance torque, imbalance torque, and friction torque errors. The characteristics
of these interference torque errors are different, and in engineering, they are treated
approximately as Gaussian distribution. Overall, the total error of the coarse tracking
servo unit is [1]
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δCT = δ1 +
√

δ22 + δ23 + δ24 . (8.26)

The error of CCD spot detection is randomly distributed, and the control error
caused by it is expressed as [1]

σ 2
3 =

∞∫
−∞

∣∣∣∣ G( jω)

1 + G( jω)

∣∣∣∣φccd(ω) dω. (8.27)

8.3.4 Fine Tracking Unit

The working principle of a galvanometer is that the actuator produces angular or
linear displacement, and the mirror attached to the actuator is driven to realize the
two-dimensional angular deflection. There are two common drives [4, 5]:

(1) Electromagnetic galvanometer: four drivers are usually integrated into the elec-
tromagnetic galvanometer to form a two-dimensional push–pull operation. The
driver is a voice coil motor: a type of DC motor, which converts electrical
signal into linear displacement. Its working principle is that an electrified coil
(conductor) placed in amagnetic field produces a force, themagnitude ofwhich
is proportional to the current. It has the characteristics of small volume, simple
structure, high speed, high acceleration, and corresponding speed. According
to the configuration of the driver, feedback, controller, and control algorithm,
voice coil motor can reach 500–1000 Hz motion frequency, or even higher.
The control accuracy can reach tens of nanometers.

(2) Piezoelectric ceramic galvanometer: piezoelectric/electrostrictive micro
displacement actuator is a type of energy exchange element that directly
converts electrical energy intomechanical energy and producesmicro displace-
ment by using the inverse piezoelectric or electrostrictive effect of dielectric
in an electric field. Currently, it is an ideal driving element in micro displace-
ment technology. At present, PZT galvanometer is used in most space laser
communication systems.

8.4 Fast Alignment Using Two-Dimensional Mirror

8.4.1 Introduction

Optical wireless communication has the advantages of high speed, good confiden-
tiality and strong anti-interference ability [6]. It has gradually become the best way of
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massive data transmission [7, 8]. Thepremise of establishingopticalwireless commu-
nication is to maintain accurate alignment and real-time tracking of the transceiver
visual axis of the optical transceiver on both sides of the communication [9]. Due
to the characteristics of narrow laser beam and strong directivity, the signal beam
requires extremely accurate pointing. When the laser signal is transmitted in the
atmospheric channel, the atmospheric refractive index fluctuation caused by atmo-
spheric turbulence leads to the beam expansion, beam drift, wavefront distortion,
fluctuation of angle of arrival, and other phenomena, which have adverse impacts
on the reception of optical signal, and even interrupt the communication link [10].
In optical wireless communication systems, three acquisition methods, gaze-gaze,
gaze-scan, and skip-scan, are used to achieve coaxial alignment of the beam between
the transmitting and receiving antennas [11]. This acquisition process causes signif-
icantly system delay in communication. In practice, a fast acquisition, pointing and
tracking mechanism is required to establish a communication link [12, 13].

The compound-axis APT system scans the beam in a rectangular or spiral shape
[14], where the receiver returns the data [15] through satellite positioning system
and collects the image by the imaging device [16], so as to acquire the beam. A
combination of a low bandwidth coarse tracking unit with a large field of view
and high bandwidth fine tracking unit with a small range is used. Here, the coarse
tracking unit makes the beacon spot reliably enter the fine tracking field of view [17],
and the fine tracking unit further suppresses the residual error [18]. Using position
sensitive sensor, four-quadrant detector [19, 20], charge coupled device [21–23] and
other position feedback devices, Bao et al. proposed a flat field model and correction
method based on the pixel response spot scale area of image sensor [24]. Zhang et al.
proposed a point position detection method using four-quadrant detector combined
with piecewise low-order polynomial least square fitting andKalmanfilter [25]. Chen
Gang et al. adopted the position sensitive detector to track and control the beam and
applied them in laser communication system [26]. Nielson et al. adopts a double
charge coupled device detection scheme with separated coarse and fine detection in
design of the APT system in the terminal of optical wireless satellite communication
system [27, 28].

As the actuator in the tracking system, the two-dimensional mirror is first used
in adaptive optics system to compensate the wavefront tilt distortion [29], and then
applied to the fields of beam scanning, beam positioning and target tracking. Two-
dimensional mirror driven by piezoelectric ceramics has the characteristics of small
scanning angle andhigh resonant frequency, but inherent defects of the delay compen-
sation and creeping [30]. The two-dimensional mirror driven by voice coil motor
has the characteristics of large scanning angle and resonant frequency [31]. Zuo
et al. adopted the piezoelectric two-dimensional mirror to realize the fine tracking
of 2.3 km beam by self-tuning control [32]. Toyoda et al. applied the composite-
axis control technology with a nested coarse tracking and fine tracking units to the
APT system of laser communication equipment, where the coarse tracking adopted a
two-dimensional turntable structure, and the fine tracking adopted the piezoelectric
two-dimensional mirror [33]. Mike et al. realized an accurate and stable LOS align-
ment of 50 km between the laser transmitter and optical detector, where a position
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sensitive sensor and piezoelectric two-dimensional mirror were used to complete the
tracking with a wide field of view [34]. To realize the beam tracking, Suite et al.
installed a two-dimensional mirror laser communication test equipment controlled
by the position sensitive sensor on the receiver [35].

To overcome the long alignment time of traditional APT system, this section
introduces a method to realize fast beam alignment by using image calibration at
the transmitter and two-dimensional mirror at the receiver. The beam scanning is
realized by changing the pitch and azimuth of the two-dimensional steering mirror,
and beam tracking is realized by feedback of the position information of the focal
plane spot. Field experiments of 1.3 km and 10.3 km are performed respectively
based on the IM/DD system.

8.4.2 Theoretical Model

The coaxial alignment of the optical wireless communication system is shown in
Fig. 8.14a, which requires that the optical axes of the transmitting and receiving
antenna completely coincide in space. Due to the beam drift caused by atmospheric

Fig. 8.14 Beam alignment diagram of optical wireless communication a coaxial alignment b two-
dimensional mirror assisted alignment
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turbulence, the transmit antenna should be adjusted according to the feedback from
the detector to keep the beam in stable coarse alignment for a long time, as well as
the fine alignment after that. Since the long-range feedback and position adjustment
are affected by atmospheric turbulence, the traditional long-axis beam alignment
process remains significant uncertainty.

Figure 8.14b shows an optical wireless communication system using two-
dimensional mirror assisted alignment. The system consists of a coarse tracking
from the transmitting antenna to the two-dimensional mirror and a fine tracking from
the two-dimensional mirror to the receiving antenna. The calibration coarse align-
ment directly performs positioning and calibration using the calibration camera at
the transmitter, and adjusts the transmitting antenna according to the captured image
as the feedback. The fine alignment of the minor axis adjusts the two-dimensional
mirror according to the feedback information from the detector at the back end of
the receiving antenna. Since the calibration coarse alignment and minor axis fine
alignment can be operated at a single end, and the calibration alignment at the trans-
mitter does not require data feedback, this alignment method is convenient and less
affected by the environment.

To investigate the scanning track of light on the surface after the two-dimensional
mirror, a spatial coordinate system is established as shown in Fig. 8.15 [36].
Supposing that the vector of the incident light is A, the angle between the outgoing
light and normal of the two-dimensional mirror is α, a spatial coordinate system(
x ′, y′, z′) of the incident light is established with the vector direction of the inci-
dent light as the x ′ axis. Denoting A′ the vector of the outgoing light, a spatial
coordinate system (x, y, z) is established by taking the direction of the outgoing
light as the z axis. Assume that the normal vector of the mirror is N, the deflection
angles of the two-dimensional reflector in the transverse and longitudinal directions
are θ1 and θ2, respectively.

Taking (x, y, z) as the principal coordinate system, the vector expressions for A
and N are

Fig. 8.15 Geometrical optical model of two-dimensional mirror
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A =
⎡
⎣ Ax

Ay

Az

⎤
⎦ =

⎡
⎣− sin(2α)

0
− cos(2α)

⎤
⎦, (8.28)

N =
⎡
⎣ Nx

Ny

Nz

⎤
⎦ =

⎡
⎣ sin(α + θ1) · cos θ2

sin θ2

cos(α + θ1) · cos θ2

⎤
⎦. (8.29)

According to the reflection law, the angles between A, A′, and N are equal, and

A′ = A − 2(A · N) · N = MA, (8.30)

N(θ) = N · cos θ + C(C · N) · (1 − cos θ) + (C × N) · sin θ. (8.31)

where C is the unit direction vector corresponding to any rotation axis. Using
Eqs. (8.28), (8.29) and (8.31) in Eq. (8.30), thematrix representation of M is obtained
as

M =
⎡
⎣ 1 − 2N 2

x −2Nx Ny −2Nx Nz

−2Nx Ny 1 − 2N 2
y −2NyNz

−2Nx Nz −2NyNz 1 − 2N 2
z

⎤
⎦. (8.32)

Using Eqs. (8.28) and (8.29) in Eq. (8.32), the matrix form of incident light can
be obtained as

A′ =
⎡
⎢⎣ A′

x

A′
y

A′
z

⎤
⎥⎦

=
⎡
⎣ sin(2α) · (2 · cos2 θ2 · sin2(α + θ1) − 1

)+ cos(2α) · cos2 θ2 · sin(2α + 2θ1)
cos(2α) · cos(α + θ1) · sin(2θ2) + sin(2α) · sin(α + θ1) · sin(2θ2)

cos(2α) · (2 · cos2 θ2 · cos2(α + θ1) − 1
)+ sin(2α) · cos2 θ2 · sin(2α + 2θ1)

⎤
⎦.

(8.33)

The coordinates of the scanning spot in xoy plane are

x = L
A′
x

A′
z

= L
sin(2α) · (2 · cos2 θ2 · sin2(α + θ1) − 1

)+ cos(2α) · cos2 θ2 · sin(2α + 2θ1)

cos(2α) · (2 · cos2 θ2 · cos2(α + θ1) − 1
)+ sin(2α) · cos2 θ2 · sin(2α + 2θ1)

,

(8.34)
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Fig. 8.16 Laser tracking algorithm block diagram using two-dimensional mirror

y = L
A′
x

A′
z

= L
cos(2α) · cos(α + θ1) · sin(2θ2) + sin(2α) · sin(α + θ1) · sin(2θ2)

cos(2α) · (2 · cos2 θ2 · cos2(α + θ1) − 1
)+ sin(2α) · cos2 θ2 · sin(2α + 2θ1)

.

(8.35)

where L is the linear distance from the point of reflection of the beam to xoy plane.
Figure 8.16 is a schematic diagram of the laser tracking algorithm using a two-

dimensional mirror. The infrared camera obtains the position of the light spot,
converts the position into the adjustment angle of the two-dimensional mirror
through calculation, and realizes the beam tracking and control by adjusting the two-
dimensional mirror. Supposing that the position of the center point of the detector
is (MC , NC), and the imaging spot position of the infrared camera is (m(k), n(k)),
the angles of pitch θ1 and azimuth θ2 applied to the two-dimensional mirror at (k +
1)-th time are

[
θ1(k + 1)
θ2(k + 1)

]
=
[
m(k) − mc

n(k) − nc

]
· T · Ki +

[
θ1(k)
θ2(k)

]
, (8.36)

where T is the unit conversion coefficient from motor angle to pixel displacement
and Ki is the integral constant.

After the beam tracking is completed, the intensity modulated optical signal with
information is coupled into the photodetector through focusing lens. Denoting Vπ

the half-wave voltage of the intensity modulator, the intensity modulation and direct
detection of the optical signal can be realized by adjusting the DC bias voltage of
the intensity modulator Vbias,

Vout (t) =
[
η ·
∫
s

[
Ein(t) cos

[
π

2Vπ

(Vm(t) − Vbias)

]
e j πVbias

2Vπ

]2
ds

]2

R, (8.37)
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where Vm(t) is the source signal loaded into the modulator, Ein(t) is the input optical
signal of the modulator, s is the effective area of the detector, η is the responsibility
of the detector, R is output impedance, and Vout(t) is the output voltage signal of the
detector.

8.4.3 Experiments

8.4.3.1 System Structure

Based on the theoretical model, an optical wireless communication IM/DD system
using two-dimensional mirror is established to realize fast alignment, as shown in
Fig. 8.17.At the transmitter, the source information is loaded to the lightwave through
external intensity modulation, amplified by optical fiber amplifier, and transmitted
through the optical antenna after collimation. At the receiver, the initial calibra-
tion of the two-dimensional mirror is performed by the alignment platform and the
calibration camera at the transmitter. This ensures the two-dimensional mirror is
completely covered by the beam, and the coaxial alignment of the reflected beam
with the receiving antenna is achieved by adjusting the two-dimensional mirror. The
parallel light emitted from the receiving antenna passes through the optical prism and
is divided into two beams. One beam is converged by the focusing lens and coupled
into the photosensitive surface of the photodetector for system communication. The
other beam is focused and used by the infrared camera to detect the spot position in
real time to complete the beam tracking. Table 8.1 shows the experimental equipment
and parameters.

Fig. 8.17 Optical wireless communication IM/DD system with fast alignment of two-dimensional
mirror
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Table 8.1 Experimental equipment and parameters

Experimental equipment Main parameter

Modulator X-cut crystal
Radio frequency drive voltage: Vm = 4.5 V
Half-wave voltage: V = 5.5 V

Antenna Transmitting antenna: Cassegrain, Diameter = 105 mm
Receiving antenna: Cassegrain, Diameter = 220 mm

Calibrate camera Digital zoom up to × 128

Two-dimensional mirror Diameter = 280 mm
Resonant frequency: 20 Hz
Resolution: 2.73 μrad

Infrared camera Detector type: InGaAs
Wavelength range: 0.9 mm ~ 1.7 mm
Pixel resolution: 320 × 240
Pixel size: 1 pixel = 20 mm

Photo detector Detector type: InGaAs
Cut-off frequency: 30 kHz–1.5 GHz
Effective area diameter: 400 mm

8.4.3.2 Field Experiments for a 1.3 km Communication Link

The IM/DD-based optical wireless communication fast alignment at a distance of
1.3 km field experiment is shown in Fig. 8.18, where the transmitter and receiver

Fig. 8.18 Experiment of optical wireless communication at a distance of 1.3 km: a link diagram
b far field spot
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Fig. 8.19 Beam fast calibration: a structure diagram b calibrate camera interface

are located at Kaisen Fujingjiayuan on the South Second Ring Rd. of Xi’an and the
Building #6 of Xi’an University of Technology, respectively.

Figure 8.19a is a structural diagram of fast calibration and tracking using a cali-
bration camera. The calibration camera and transmitting antenna at the transmit-
ting end are parallel coaxial optical systems during installation and adjustment. By
adjusting the pitch and azimuth angles of the servo motor and the zoom system of
the calibration camera, gradually find the reference coordinate position of the two-
dimensional mirror at the receiving end. When the camera center coincides with the
reference coordinate position of the two-dimensional mirror, according to the prin-
ciple of optical path reversibility, that is, the beam is considered to have completed
the coarse alignment of the long axis. Figure 8.19b is the upper computer inter-
face where the imaging position center of the calibrated camera coincides with the
reference coordinate position of the receiving end after adjustment.

After coarse alignment, the beam is roughly tracked according to the relative
deviation between the calibration point and the imaging coordinate position of the
two-dimensional mirror. Figure 8.20 shows the beam coarse tracking curve of the
position coordinate of the two-dimensional mirror with the 1.3 km experimental
link, in which the pitch angle is adjusted twice in 4 h and the azimuth angle is
adjusted once in 4 h, The beamdrift caused by atmospheric turbulence and the gravity
subsidence and mechanical vibration of the optical mechanical structure make the
coarse alignment unnecessary to be adjusted frequently in a short time.
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Fig. 8.21 Trajectory of outgoing spot under different incident angle and scanning angle a α = 10°
θ1 = -–1°–1° θ2 = -5°–5° b α = 30° θ1 = –1°–1° θ2 = -5°–5° c α = 10° θ1 = -–1°–1° θ2 =
-–10°–10° d α = 10° θ1 = -–2°–2° θ2 = -–5°–5°

Based on Eq. (8.34), the distance L from the center of the calibrated two-
dimensional reflector to the detector surface is set to 1, and the trajectories depicted
by the beam at the receiving surface are calculated for different incidence angles and
different scanning angles θ1 and θ2 after adjustment, respectively. Figure 8.21 shows
the scanning trajectory of the reflected beam under different parameters, and the
scanning trajectory curve presents a cross-sectional diagram based on an arc shape,
where the incident angle determines the arc of the scanning trajectory and the scan-
ning angles θ1 and θ2 determine the scanning area of the scanning plane. Based on
the incident angle and the distance L from the center of the two-dimensional reflector
to the detector surface, a suitable range of scanning angle θ1 and θ2 scanning step
can be selected to achieve fast spot capture in a short time.

When the spot is located at the center of the infrared camera, the mean variance
and power spectral density (PSD) estimates of the change of the spot center in the
X direction and Y direction are calculated respectively. The mean drift of the spot
center in X direction is 161.7439 pixel, the variance is 12.5734 pixel, and the mean
drift of the spot center in Y direction is 121.3437 pixel, the variance is 18.8653
pixel. Figure 8.22 shows the power spectral density estimation of the drift of the spot
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Fig. 8.22 Power spectral density estimation of spot center drift at a distance of 1.3 km a X position
b Y position

center in X and Y directions. The power spectral component is mainly low-frequency
component, indicating that the drift of the spot center is slow.
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Fig. 8.23 Tracking waveforms for 1.3 km link a tracking curve b track curve in X and Y positions
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Fig. 8.24 Signal waveform for 1.3 km communication link a transmitting signal b receiving signal

For the 1.3 km link, Fig. 8.23 shows the tracks of beam tracking, the corresponding
waveform in time domain and power spectral density estimation. The step angle of
the two-dimensional mirror is adjusted to 10.92 μrad. According to Eq. (8.36), with
the increase of the number of iterations, the shape center of the spot is gradually
adjusted from the first quadrant of the detection surface to the center position. After
beam tracking, the variances of the spot centroid at the center of the camera in X
and Y direction are 2.2770 pixel2 and 1.3697 pixel2, respectively. The time elapsed
from one spot acquisition to the final motor adjustment is 0.05 s, which is enough to
compensate for the drift rate of the spot.

After the beam tracking is completed, the beam located in the detector branch
is coupled into the photosensitive surface of the detector through the focusing lens.
Figure 8.24b shows the output waveforms of the detector after tracking processing.
When the transmission power is 15 mW, the output amplitude of the detector is
92.4 mV.

8.4.3.3 Field Experiments for a 10.3 km Communication Link

On the basis of the experiment for 1.3 km communication link, another field
experiment of rapid alignment was performed for 10.3 km communication link.
Figure 8.25a shows the experimental link diagram for a 10.3 km communication
link. The transmitter and receiver are located at Xiaozhai Village, Bai Lu Yuan,
Xi’an and the Building #6 in Xi’an University of Technology, respectively.

Figure 8.26 shows the coordinate tracking curve of the imaging position of the
two-dimensional mirror after coarse alignment under the 10.3 km link. Within 6 h,
the pitch angle was adjusted four times and the azimuth angle was adjusted twice.
The beam drift caused by strong turbulence makes the coarse tracking frequency of
the beam drift range at 10.3 km higher than 1.3 km.

Figure 8.27 shows the bidirectional alignment experiment of 10.3 km link optical
wireless communication. After the beam emitted by laser a reaches the receiving end
through atmospheric turbulence, adjust the two-dimensional mirror at the receiver to
reflect the beam to the receiving Maksutov antenna. After converging by Maksutov
antenna and focusing lens, detector a at the receiving end can detect the source
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Fig. 8.25 Experiment of optical wireless communication for 10.3 km a link diagram b far field
spot
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Fig. 8.26 Calibrate camera tracking curve at 10.3 km a pitch adjustment b azimuth adjustment

Fig. 8.27 14 Bidirectional alignment experiment (10.3 km): a system schematic diagram b
transmitting end c receiving end

information from the transmitter; Laser B emits the light beam at the focus position
of the receiving antenna,which is reflectedby the two-dimensionalmirror and reaches
the transmitting end through atmospheric turbulence. TheMaksutov antenna and the
focusing lens at the transmitting end converge the light beam, and detector B can
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detect the source information transmitted by the receiving end, so as to realize the
two-way alignment of the light beam. By adjusting the two-dimensional mirror at
the receiving end, because the optical path is reversible, the beam alignment from
the receiving end to the transmitting end can be completed while completing the
complete alignment from the transmitting end to the receiving end. Figure 8.28
shows the waveform output by the downlink detector and the spot detected by the
uplink after bidirectional alignment.

As shown in Fig. 8.29, the mean variance and power spectral density estimation of
the change of spot centroid in X and Y direction under the communication distance
of 10.3 km are calculated respectively. The mean drift of spot centroid in X direction
is 156.4072 pixel, the variance is 18.8653 pixel2, the mean drift of spot centroid in Y
direction is 118.0435 pixel, the variance is 10.5290 pixel2, and the drift degree of spot
in X direction is greater than that in Y direction. With the increase of communication
distance, the low-frequency component in the power spectral density curve decreases
compared with 1.3 km, and the enhancement of atmospheric turbulence significantly
aggravates the spot drift rate.

Fig. 8.28 Experimental results of bidirectional alignment (10.3 km): a downlink transmission
signal waveform b uplink detection spot
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Fig. 8.30 Tracking waveform at 10.3 km a tracking curve b track curve in X and Y directions c X
position power spectral density estimation d Y position power spectral density estimation

Figure 8.30 shows the centroid trajectory curve of beam tracking spot and the
corresponding time domain waveform and power spectral density estimation at
10.3 km. The adjustment step angle of two-dimensional mirror is 10.92 μrad. The
variances of the spot centroid located in the center of the camera in the X direction
and Y direction are 14.4970 pixel2 and 8.0287 pixel2 respectively. The adjustment
range of the spot centroid should be greater than 1.3 km, and the proportion of low-
frequency components in the power spectral density curve of the adjustment track
should also be less than 1.3 km, which is due to the increase of the drift of the spot
centroid caused by the increase of turbulence. The two-dimensional mirror needs to
adjust a larger angle to adapt to the changes of the external environment.

Figure 8.31 is the waveform detected by the detector after tracking processing,
in which the laser power output from the transmitter is 200 mW and the output
amplitude of the detector is 74.4 mV.
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Fig. 8.31 Signal waveform at 10.3 km communication link a transmitting signal b receiving signal

8.5 Alignment Error

8.5.1 Attenuation Model of Optical Power

Consider a fundamental Gaussian beam propagating along z axis. The transmitter is
located at z = 0, and its light field is expressed as Gaussian distribution, that is

U0(r, 0) = A0 exp

(
− r2

W 2
0

− i
kr2

2F0

)
. (8.38)

Assume that the receiver is located at z = L, the light field is

U0(r, L) = A0

1 + ia0L
exp

[
−ikL − 1

2

(
a0kr2

1 + ia0L

)]
, (8.39)

where

a0 = 2

kW 2
0

+ i
1

F0
. (8.40)

The intensity distribution of a Gaussian beam is

I (r, L) = I0 · W
2
0

W 2
L

· exp
(

−2
r2

W 2
L

)
, (8.41)

where WL is the spot radius at z = L

WL = W0

√
1 +

(
λL

πW 2
0

)2

. (8.42)
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The divergence angle is usually used to indicate the degree of divergence of the
beam. Define the change rate of the spot radius of the Gaussian beam with the
propagation distance as its divergence angle, denoted by θB

θB = 2
dWL

dz
= 2 λL

πW0√(
πW 2

0
λ

)2 + L2

. (8.43)

As L approaches infinity (L → ∞),

θ = lim
z→∞

2WL

L
= 2λ

πW0
. (8.44)

8.5.1.1 Geometric Attenuation Model of Plane Wave

Regardless of the influence of turbulence, the received optical power model of the
optical wireless communication system can be written as

PR = PT · Lgeo · Latm, (8.45)

where PT and PR are the transmitted and received optical power, respectively, Lgeo

is geometric attenuation, Latm = e−μ·L is the absorption and scattering attenuation
caused by atmospheric, L are the communication distance, and μ is the atmospheric
attenuation coefficient.

Assuming that the emitted light is a uniform plane wave, that is, the light inten-
sity is uniformly distributed in a plane perpendicular to the transmission path, the
geometric attenuation is

Lgeo,pl =
(

DR

DT + θ · L
)2

. (8.46)

8.5.1.2 Geometric Attenuation Model of Gaussian Beam

For Gaussian beams, the geometric attenuation of the received optical power Lgeo,gau

is

Lgeo,gau = PR

PT
=
∫ DR/2
0 I (r, L) · 2πrdr

PT
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=
π I0W 2

0
2 ·

[
1 − exp

(
− D2

R

2W 2
L

)]
PT

. (8.47)

Regarding the transmitter as a whole, the transmitted optical power is the output
power of the optical antenna:

PT =
DT /2∫
0

I (r, 0) · 2πrdr = π I0W 2
0

2
·
[
1 − exp

(
− D2

T

2W 2
0

)]
. (8.48)

Therefore, the geometric attenuation model of Gaussian beam without alignment
error is

Lgeo,gau = PR

PT
=

1 − exp
(
− D2

R

2W 2
L

)
1 − exp

(
− D2

T

2W 2
0

) . (8.49)

8.5.2 Geometric Attenuation Model of Gaussian Beam
with Alignment Error

(1) Alignment error model

Assuming that the displacements in X and Y axis caused by alignment error are
independently and identically distributed random variables, which obey Gaussian
distribution, the displacement at receiver is described by the Rayleigh distribution as

fρ(ρ) = ρ

σ 2
ρ

exp

(
− ρ2

2σ 2
ρ

)
. (8.50)

(2) Geometric attenuation model with alignment error

Establishing a coordinate system with the center of the receiving aperture as the
origin, In the case of pointing errors, the intensity distribution model of the Gaussian
beam with alignment errors can be expressed as

I (r − ρ, L) = I0 · W
2
0

W 2
L

· exp
(

−2
(r − ρ)2

W 2
L

)
, (8.51)

Lerr (ρ) = PR(ρ)

PT
=
∫
A I (r − ρ, L)

PT
. (8.52)

Under the assumption of rectangular aperture, an approximation is derived as
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Lerr1(ρ) ≈ A0 exp

(
− 2ρ2

W 2
Leq

)
, (8.53)

A0 = [er f (v)]2, v = (√
πDR/2

)
/
(√

2WL

)
, W 2

Leq = W 2
L

√
πer f (v)

2v exp
(−v2

) . (8.54)

Since the receiving aperture is circular in practice, after integral in polar
coordinates, we obtain

L ′
err (ρ) = Lerr (ρ)

[
1 − exp

(
− D2

T

2W 2
0

)]
, (8.55)

L ′
err (ρ) =

2π∫
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2(DR/2−ρ)/WL∫
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exp
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)WL√
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, (8.56)

where x = √
2(r − ρ)/WL .

According to the value of DR/2−ρ in the Eq. (8.56), the integral term is discussed
in three cases:

A. When DR/2 − ρ > 0, that is, the center of the deviated spot is within the
receiving aperture, then

ρ ·
√
2(DR/2−ρ)/WL∫
−√

2ρ/WL

exp(−x2) · WL√
2
dx

= WLρ
√

π

2
√
2

·
[
er f

(√
2ρ/WL

)
+ er f

(√
2(DR/2 − ρ)/WL

)] . (8.57)

B. When DR/2 − ρ < 0, that is, the center of the deviated spot is drifted out of
the receiving aperture, then

ρ ·
√
2(DR/2−ρ)/WL∫
−√

2ρ/WL

exp(−x2) · WL√
2
dx

= WLρ
√

π

2
√
2

·
[
er f

(√
2ρ/WL

)
− er f

(√
2(ρ − DR/2)/WL

)] . (8.58)

C. When DR/2 − ρ = 0, that is, the center of the deviated spot is at the edge of
the receiving aperture, then
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ρ ·
√
2(DR/2−ρ)/WL∫
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2ρ/WL

exp(−x2) · WL√
2
dx

= WLρ√
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}
= WLρ

√
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· er f
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) . (8.59)

In Eqs. (8.57)–(8.59), er f (x) = (
2/

√
π
) ∫ x

0 e−u2du is the error function.
Let u = √

2ρ/WL and v = √
2(DR/2−ρ)/WL , then the accurate and analytical

model of the geometric attenuation of Gaussian beams with alignment error is

Lerr (ρ) =

⎧⎪⎪⎨
⎪⎪⎩

exp(−u2)−exp(−v2)+√
π ·u·[er f (u)+er f (|v|)][
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π ·u·[er f (u)−er f (|v|)][

1−exp

(
− D2

T
2W2

0

)] , DR/2 ≤ ρ.
(8.60)

8.5.3 Average Geometric Attenuation Model with Alignment
Error

The received optical power of optical wireless communication with alignment error
is expressed as

PR = PT 〈Lerr 〉Latm, (8.61)

where

〈Lerr 〉 =
∞∫
0

Lerr (ρ) · fρ(ρ)dρ, (8.62)

and fρ(ρ) is the alignment error in Eq. (8.50).
Using Eq. (8.50) into Eq. (8.60), after simplification, we obtain

〈Lerr 〉 =
∞∫
0
Lerr2(ρ) · fρ(ρ)dρ
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2σ 2
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(8.63)
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where A = 2σ 2
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8.6 Summary and Prospects

APTsystem is needed for point-to-point long-distance communication,whereas strict
alignment is not required for visible and ultraviolet communication. APT system is a
mature technology, but many technologies remain to be explored in laser communi-
cation. At present, most of the APT systems are aided by navigation and positioning
system, and the development of a laser communication APT system without assis-
tance is necessary. The time required for APT to complete alignment is generally
seconds. Simple, reliable, and well-performing dynamic APT system remains to be
developed in the future.

8.7 Questions

8.1 Briefly describe the concept of advanced aiming.
8.2 How many scanning methods are there? Try to describe their principles.
8.3 Briefly describe the working principle of APT.
8.4 Briefly describe the principle of compound-axis control system.
8.5 Draw the principle diagram of the space tracking system and briefly describe

the principle of automatic tracking.
8.6 How many ways are there for antenna scanning? Briefly describe its working

principle.

8.8 Exercises

8.1 Consider an orbiting satellite at an altitude of approximately 1000miles, which
orbits the earth every two hours.

(1) Suppose that the total pointing error of satellite earth trunk line is 50μrad,
and the height uncertainty is±10miles. Try to determine the appropriate
leading angle and the beam width required for communication.

(2) Assuming that both stations are in parallel motion to each other, and
each station has its own independent aiming and velocity errors, derive
the equation of the upper and lower leading angles.
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8.2 Consider an optical point source transmitter working at frequency of 1014 Hz,
and located within a field of view of 1◦ × 1◦. The receiving area is 3 × 3 cm2.

(1) Calculate the diffraction limited spatial modulus must be searched.
(2) If the resolution is 50′ × 50′, find the Q value in Q = �u

�r
.

8.3 Consider a deviation circle with a radius of r0, which falls into a symmetrically
positioned quarter detector. Derive following equation according to the area
of the deviation circle:

E[ξ2(t)] = aGdeIS(πr
2
0 )

⎧⎨
⎩1 − 2

π
cos−1

(
ψz fc
r0

)
+ 2ψz fc

πr0

[
1 −

(
ψz fc
r0

)2
] 1

2

⎫⎬
⎭

8.4 Try to analyze the system error rate change caused by the spot drift in laser
communication [37].

8.5 In a satellite communication system, the distance between two adjacent satel-
lites is 4000 km. If 1550 nm laser is used, what is the path loss in free space
[4]?
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Chapter 9
Partially Coherent Optical Transmission

In a wireless laser communication system, when the beam is transmitted through
the atmospheric channel, there will be light intensity flicker, beam expansion, spot
drift, and angle of arrival fluctuation. Such turbulence effects reduce the energy
coupling efficiency on the photodetector surface, increase the bit error rate of the laser
communication system, and deteriorate the performance of the system. The partially
coherent light transmission can reduce beam expansion, light intensity flicker, and
spot drift and suppress the impacts of atmospheric turbulence.

9.1 Basic Parameters of a Light Beam

9.1.1 Emission Beam

A light beam transmission link with a beam expander at the transmitter is shown in
Fig. 9.1. Assuming that a collimated Gaussian beam is emitted, the beam parameters
are expressed as

�0 = 1,�0 = 2L

kW 2
0

, (9.1)

where k is the light wave number, W0 is the beam radius (i.e., the point when the
amplitude drops to 1

/
e), and L is the transmission distance from the transmitter to the

pupil plane of the receiving system. Denoting W1 the radius of the beam incident to
the receiving lens and F1 the curvature radius of the wavefront, the beam parameters
are

�1 = �0

�2
0+�2

0
= 1 + L

F1
, �1 = 1 − �1 ,

�1 = �0

�2
0+�2

0
= 2L

kW 2
1
,

(9.2)

© Science Press 2022
X. Ke and K. Dong, Optical Wireless Communication, Optical Wireless Communication
Theory and Technology, https://doi.org/10.1007/978-981-19-0382-3_9

289

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0382-3_9&domain=pdf
https://doi.org/10.1007/978-981-19-0382-3_9


290 9 Partially Coherent Optical Transmission

Laser

Input plane

Diffuser
Turbulence element

Receiving lens

Optical 
receiver

Output plane

L Lf

Q0,L0 Q2,L2

Q1,L1

Fig. 9.1 Beam parameters and transmission geometry of collimated beam passing through a beam
expander

Through a receiving lens with aperture WG and focal length FG , the beam
parameters on the detector plane can be expressed as

�2 = L
Ff

[
L
F f

− L
FG

+�1

(
L
F f

− L
FG

+�1

)2+(�1+�G )2

]

= 0,

�2 = L
Ff

[
�1+�G(

L
F f

− L
FG

+�1

)2+(�1+�G )2

]

= L
Ff (�1+�G )

,

(9.3)

where �G = 2L
/
kW 2

G is the dimensionless parameter, which represents the
receiving lens with a finite size. The relationship between the beam radius W2 and
the image plane �2 is

�2 = 2L f

kW 2
2

. (9.4)

9.1.2 Mutual Interference Function

The beam in Fig. 9.1 can be described by a Gaussian Schell model (GSM) or a phase
screen of a Gaussian spectral model.
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9.1.2.1 Gaussian Schell Model

If the beam expander is placed on the aperture of the coherent laser transmitter, the
beam after expanding is expressed as

Ũ0(s, 0) = U0(s, 0) exp[iϕ(s)], (9.5)

whereU0(s, 0) is the field incident to the beam expander, s is the vector on its cross-
section, and ϕ(s) is the random phase of zero mean. Assuming that the correlation
function of GSM beam is related to the exp[iϕ(s)] random phase factor of the beam
expander, it can be described by a Gaussian function:

B(s1, s2, 0) = 〈Ũ0(s1, 0)Ũ ∗
0 (s2, 0)

〉

= U0(s1, 0)U ∗
0 (s2, 0)〈exp{i[ϕ(s1) − ϕ(s2)]}〉

= U0(s1, 0)U ∗
0 (s2, 0) exp

(
−|s1 − s2|2

2σ 2
c

)
, (9.6)

where σ 2
c represents the estimated correlation width of the beam expander, which

describes the partial coherence characteristics of the effective source. If σ 2
c �� 1, the

source field is completely coherent light. If σ 2
c is much smaller than the wavelength

of the source field, the effective emission source is incoherent light. The coherence
of the source can be expressed by the coherence parameters of the source:

ζs = 1 + W 2
0

σ 2
c

, (9.7)

which is used to describe the number of “speckle units” on the beam expander. For
σ 2
c �� W 2

0 , that is, the weak beam expansion, the number of speckle elements is one
(i.e., coherent light). In the case of strong beam expansion, many speckle patterns
appear, and each speckle unit is regarded as an independent source.

9.1.2.2 Analysis of Free Space on Pupil Plane

Based on the generalized Huygens–Fresnel principle, the autocorrelation correlation
function (MCF) of a single collimated Gaussian light source transmitted to the pupil
plane of the receiver is defined as
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�pp,diff(r1, r2, L) = k2

4π2L2

∫ ∞∫

−∞
d2s1

∫ ∞∫

−∞
d2s2

〈
Ũ0(s1, 0)Ũ ∗

0 (s2, 0)
〉

× exp

[
ik

2L
|s1 − r1|2 − ik

2L
|s2 − r2|2

]
.

(9.8)

By substituting the correlation function in Eq. (9.6) into Eq. (9.8), we obtain

�pp,diff(r1, r2, L) = k2

4π2L2

∫ ∞∫

−∞
d2s1

∫ ∞∫

−∞
d2s2 exp

(

− s21 + s22
W 2

0

)

exp

(

−|s1 − s2|2
l2c

)

× exp

[
ik

2L
|s1 − r1|2 − ik

2L
|s2 − r2|2

]
(9.9)

where lc = √
2σc is the correlation radius, and the transmitted light in Eq. (9.9) is a

collimated beam of a unit amplitude. By integrating Eq. (9.9), we obtain

�pp,diff(r1, r2, L) = W 2
0

W 2
1 (1 + 4�1qc)

exp

[
ik

L

(
1 − �1 + 4�1qc

1 + 4�1qc

)
r · p

]

× exp

[
2r2 + ρ2

/
2

W 2
1 (1 + 4�1qc)

]

exp

[
−
(

�2
1 + �2

1

1 + 4�1qc

)(
ρ2

l2c

)]
,

(9.10)

where p = r1 − r2, ρ = |p|, r = (
1
/
2
)
(r1 + r2), W1 is the spot radius of the fully

correlated beamon the pupil plane, and qc are the dimensionless coherent parameters:

qc = L

kl2c
. (9.11)

All the second-order statistics can be obtained using Eq. (9.10). For example, if
r1 = r2 = r, the average irradiance on the pupil surface is

〈I (r, L)〉pp,diff = W 2
0

W 2
1 (1 + 4�1qc)

exp

[
2r2

W 2
1 (1 + 4�1qc)

]
. (9.12)

The spot radius of partially coherent light can be expressed as

Wpp,diff = W1

√
1 + 4�1qc. (9.13)

Considering the standard MCF, the complex coherence coefficient DOC can be
obtained similarly as
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DOCpp,diff(ρ, L) =
∣
∣�pp,diff(r1, r2, L)

∣
∣

√
�pp,diff(r1, r1, L)�pp,diff(r2, r2, L)

= exp

[

−
(

�2
1 + �2

1

1 + 4�1qc

)(
ρ2

l2c

)]

.

(9.14)

Therefore, the average speckle radius is

ρpp,speckle =
√
l2c (1 + 4�1qc)

�2
1 + �2

1

= lc
W0

Wpp,diff. (9.15)

This means that the ratio of the number of speckles on the input and output planes
at the source is a constant:

W 2
0

l2c
= W 2

pp,diff

ρ2
pp,speckle

. (9.16)

Therefore, under the limitation of strong diffusion (lc → 0), the average speckle
radius is

ρpp,speckle = 2
√
2L

kW0
=

√
2λL

πW0
. (9.17)

9.1.2.3 Random Phase Screen Model

Thebeamexpander canbedescribedby a thin randomphase screen.The spatial power
spectrum of the beam is used to describe the random phase screen. We assume that
the Gaussian spectral function is used:

�S(κ) =
〈
n21
〉
l3c

8π
√

π
exp

(
− l2cκ

2

4

)
, (9.18)

where lc is the transverse correlation radius, with σ 2
c directly related to the parameters

of the GSM beam, that is, l2c = 2σ 2
c . The parameter

〈
n21
〉
represents the fluctuation

index of the phase screen, and the parameter lc represents the correlation radius of
the beam expander.

9.1.2.4 Analysis of Random Medium on Pupil Plane

If the light wave at the transmitter is an amplitude free collimated beam, and the light
wave parameters are expressed in Eq. (9.1), then the field on the pupil plane of the
receiver can be expressed as
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U (r, L) = U0(r, L) exp[�S(r, L)], (9.19)

where �S(r, L) is the complex phase fluctuation caused by the beam expander. Let
d3 = 1; the MCF of the beam can be obtained as follows:

�pp,diff(r1, r2, L) = �0(r1, r2, L) exp
{−4π2k2�z

∫ ∞

0
κ�S(κ)

×
[
1 − e−�1Lκ2

/
k J0(κ|�1p − 2i�1r|)

]
dκ
}
, (9.20)

where �z is the thickness of the phase screen, and �0(r1, r2, L) is the MCF without
diffusion

�0(r1, r2, L) = W 2
0

W 2
1

exp

(
−2r2

W 2
1

− ρ2

2W 2
1

− i
k

F1
p · r

)
, (9.21)

�pp,diff(r1, r2, L) = �0(r1, r2, L) exp
[
σ 2
r,diff(r1, L) + σ 2

r,diff(r2, L)
]

× exp[−Tdiff(L)] exp

[
−1

2
�diff(r1, r2, L)

]
,

(9.22)

where σ 2
r,diff(r, L) represents the change of average illuminance, Tdiff(L)

describes the average illuminance along the longitudinal or axial direction, and
Re[�diff(r1, r2, L)] = Ddiff(r1, r2, L) is the wave structure constant (WSF). Based
on the Gaussian spectrum of Eq. (9.18), each part of Eq. (9.22) can be expressed as

σ 2
r,diff(r, L) = 2π2k2�z

∫ ∞

0
κ�S(κ)e−�1Lκ2

/
k[I0(2�1rk) − 1]dκ
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√
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〉
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2(1 + 4�1qc)

{
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[
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(1 + 4�1qc)l2c

]
− 1

}
.

(9.23)

After normalization, we obtain

√
π
〈
n21
〉
κ2lc�z

1 + 4�1qc
= 1. (9.24)

Using Rytov approximation, we obtain the following results:

σ 2
r,diff(r, L) = 4�2

1r
2

(1 + 4�1qc)l2c
= 4�1qc

1 + 4�1qc

(
r2

W 2
1

)
. (9.25)

Similarly, the expression in Eq. (9.22), Tdiff(L), can be expressed as
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Tdiff(L)= 4π2k2�z
∫ ∞

0
κ�S(κ)

(
1 − e−�1Lκ2

/
k
)
dκ = 4�1qc. (9.26)

Other quantities in Eq. (9.22) can be provided directly. If r1 = r − p
/
2, and

r2 = r + p
/
2, we obtain

�2
diff(r1, r2, L) = 4π2k2�z

∫ ∞

0
κ�S(κ)e−�1Lκ2

/
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)
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− 4i�1p · r

(1 + 4�1qc)l2c
.

(9.27)

Finally, combining Eqs. (9.25)–(9.27), we can obtain the following results:

�pp,diff(r1, r2, L) = W 2
0

W 2
1 (1 + 4�1qc)

exp

[
ik

L

(
1 − �1 + 4�1qc

1 + 4�1qc

)
r · p

]

× exp

[
2r2 + ρ2

/
2

W 2
1 (1 + 4�1qc)

]

exp

[
−
(

�2
1 + �2

1

1 + 4�1qc

)(
ρ2

l2c

)] (9.28)

Using the approximation of exp[−Tdiff(L)] ∼= 1
/[1 + Tdiff(L)], both the spot

radius and speckle radius can be obtained from the phase screen model.

9.1.3 Beam Spreading, Drift, and Intensity Fluctuation

9.1.3.1 Beam Spreading

As shown in Fig. 9.2, when the laser beam propagates in atmospheric turbulence, the
beam will expand due to the influence of atmospheric refractive index fluctuation.
Atmospheric turbulence results a part of the beam cannot reach the surface of the
photodetector through the coupling lens, which increases the spot radius and lower
the beam energy.

Fig. 9.2 Influence of beam spreading on atmospheric laser communication system
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Fig. 9.3 Influence of spot drift on optical wireless communication system

9.1.3.2 Beam Drift

Thewireless laser communication system is shown in Fig. 9.3. In the process of prop-
agation, the beam drifts due to the influence of atmospheric turbulence; it causes the
beam to move randomly in the direction perpendicular to the optical axis and deviate
from the receiving surface. With further aggravation of turbulence, the transmitting
beam may drift out of the receiving surface of the receiving antenna, causing the
communication link to be interrupted.

9.1.3.3 Intensity Flicker

When the laser beam propagates in atmospheric turbulence, and the beam diameter
is much larger than the turbulence scale, the beam cross-section contains several
turbulence vortices. Each vortex independently scatters and diffracts the light beam
on it, causing continuous changes of optical density on the detector plane in space
and time, as shown in Fig. 9.4. This type of light intensity is called flicker intensity.

Fig. 9.4 Light intensity scintillation in an atmospheric laser communication system



9.2 Partially Coherent Light Model 297

Fig. 9.5 Local angle of
arrival: 1-uniform phase
front normal; and 2-equal
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9.1.3.4 Fluctuation of Angle of Arrival

When a laser propagates in turbulent atmosphere, the fluctuation of atmospheric
refractive index in different parts of the beam cross-section leads to different phase
changes in different parts of the beam front. These changes lead to isophase surface
with random fluctuation shape, as shown in Fig. 9.5. This phase deformation leads
to the continuous change of the arrival angle of the beam wavefront, which is called
the angle of arrival fluctuation effect.

9.2 Partially Coherent Light Model

Full coherence of light is not a necessary condition to produce good directivity.
A partially spatially coherent light source can also produce far-field light intensity
distribution, similar to laser. The type of beam with good directivity but only partial
spatial coherence is called the partially coherent beam.

9.2.1 Description of Partially Coherent Light

9.2.1.1 Partially Coherent Light

The coherence of a beam includes its spatial and temporal coherence. In general, a
partially coherent light source can be obtained by superimposing a random amplitude
and phase distribution with time on a fully coherent field. It is assumed that the
field distribution of the initial fully coherent light source is U0(x, y, 0), and the
time-dependent amplitude and phase distributions are tA(x, y; t) = exp[iξ(x, y; t)].
Therefore, the light field distribution of partially coherent light at the emission site
can be expressed as [1]

U ′(x, y, 0; t) = U0(x, y, 0)tA(x, y; t)
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= U0(x, y, 0) exp[iξ(x, y; t)], (9.29)

where the partial coherence of the light field of the light source is expressed by
ξ(x, y; t).

9.2.1.2 Space–Time Domain

Suppose that ρ = (x, y, z) represents the spatial position vector, and z is the beam
propagation distance and a constant. �ρ1 and �ρ2 are any two points in the light field.
V ( �ρ1, t + τ) and V ∗( �ρ2, t) represent the complex amplitudes of space points �ρ1

and �ρ2 of partially coherent light at time t and t + τ , respectively. In the space–
time domain, the two light field points can be described by the mutual interference
function �( �ρ1, �ρ2, τ ). The definition of mutual interference function is [2]

�( �ρ1, �ρ2, τ ) = 〈V ( �ρ1, t + τ)V ∗( �ρ2, t)
〉
, (9.30)

where 〈 · 〉 is the ensemble average. Assuming that the radiation field satisfies ergod-
icity, the ensemble average of the beam field can be obtained by averaging the
calculation time:

〈
V ( �ρ1, t + τ)V ∗( �ρ2, t)

〉 = lim
T→∞

1

2T

T∫

−T

V ( �ρ1, t + τ)V ∗( �ρ2, t)dt, (9.31)

where T is the measurement time. For �ρ1 = �ρ2 = ρ and τ = 0, the average light
intensity at the space point �ρ = (x, y, z) is

I ( �ρ) = 〈V ( �ρ, t)V ∗( �ρ, t)
〉 = �( �ρ, �ρ, 0). (9.32)

The spatial coherence of the light field can be described by the complex coherence
degree γ ( �ρ1, �ρ2, τ ), which is called normalized mutual coherence function.

γ ( �ρ1, �ρ2, τ ) = �( �ρ1, �ρ2, τ )
√

�( �ρ1, �ρ1, 0)�( �ρ2, �ρ2, 0)
= �( �ρ1, �ρ2, τ )
√
I ( �ρ1)I ( �ρ2)

(9.33)

The light field can be divided into three categories according to the value of
|γ ( �ρ1, �ρ2, τ )|:

⎧
⎪⎨

⎪⎩

|γ ( �ρ1, �ρ2, τ )| = 0 Completely incoherent light

0 < |γ ( �ρ1, �ρ2, τ )| < 1 Partially coherent light

|γ ( �ρ1, �ρ2, τ )| = 1 Completely coherent light
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It can be seen that the mode value of the normalized cross-correlation function,
|γ ( �ρ1, �ρ2, τ )|, is between 0 and 1. The larger the value is, the higher the visibility
of the interference fringes is and the stronger the coherence of the light field is. The
temporal coherence of the light field is represented by γ ( �ρ, �ρ, τ), which is called
the auto-coherence function:

�(τ) = �( �ρ, �ρ, τ) = 〈V ( �ρ1, t + τ)V ∗( �ρ2, t)
〉
. (9.34)

The average intensity I ( �ρ) can also be expressed by the autocorrelation function:

I ( �ρ) = 〈V ( �ρ, t)V ∗( �ρ, t)
〉 = �( �ρ, �ρ, 0) = �(0) (9.35)

The normalized autocorrelation function (complex autocorrelation degree) can be
expressed as

γ (τ) = �(τ)

�(0)
(9.36)

and γ (0) = 1, 0 ≤ γ (τ) ≤ 1.

9.2.1.3 Space–Frequency Domain

In the space–frequency domain, the cross-spectral density is used to describe the
coherence of a light field.

W ( �ρ1, �ρ2, ω) =
〈
V̂ ( �ρ1, ω)V̂ ∗( �ρ2, ω)

〉
, (9.37)

where V ( �ρ1, ω) and V̂ ( �ρ1, ω) are the field functions and their Fourier transforms.

V̂
( �ρ j , ω

) =
∫

V
( �ρ j , t

)
exp(iωt)dt, j = 1, 2 (9.38)

where ω is the frequency of the light field. Therefore, the relationship between
the cross-spectral density function W ( �ρ, �ρ, ω) and cross-correlation function
�( �ρ1, �ρ2, τ ) is

W ( �ρ, �ρ, ω) =
∫

�( �ρ1, �ρ2, τ ) exp(iωt)dτ (9.39)

�( �ρ1, �ρ2, τ ) = 1

2π

∫
W ( �ρ, �ρ, ω) exp(−iωt)dω (9.40)
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Let �ρ1 = �ρ2 = ρ; at a space point �ρ, the average light intensity of frequency ω is

I ( �ρ, ω) = W ( �ρ, �ρ, ω). (9.41)

In the space–frequency domain, the temporal coherence is represented by the
spectral density function S(ω), which is defined as

S(ω) = W ( �ρ, �ρ, ω). (9.42)

Even if the partially coherent light propagates in free space, the spectral density
function S(ω) changes; this is called the Wolf effect [1]. The Complex degree of
spatial coherence, also known as the spectral degree of coherence, can be obtained
by normalizing the cross-spectral density.

μ( �ρ1, �ρ2, ω) = W ( �ρ1, �ρ2, ω)
√
W ( �ρ1, �ρ1, ω)W ( �ρ2, �ρ2, ω)

= W ( �ρ1, �ρ2, ω)
√
S( �ρ1, ω)S( �ρ2, ω)

(9.43)

where the range of spectral degree of coherence is 0 ≤ μ( �ρ1, �ρ2, ω) ≤ 1.

9.2.2 Partially Coherent Beam

9.2.2.1 Generalized Huygens–Fresnel Principle

The geometric schematic diagram of Huygens–Fresnel principle is shown in Fig. 9.6.
In the light source plane z = 0, the light field E0(x0, y0) at any point A(x0, y0, 0)
can be regarded as a source of a spherical wave. The intensity of this wave source
is proportional to the light field E0(x0, y0), and the amplitude in each direction can
be represented by K (θ) = (1 + cos θ)/(2iλ). The field distribution E(x, y, z) at
any point B(x, y, z) on the receiving surface is formed by superposition of all the
spherical wave sources on the light source O [3]:

Fig. 9.6 The geometry of
the Huygens–Fresnel
principle

x
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( )0 0, ,0A x y
( ), ,B x y z
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E(x, y, z) = 1

iλ

¨
E0(x0, y0, 0)

eikr

r

(1 + cos θ)

2
dx0dy0. (9.44)

When the light wave propagates in vacuum, the paraxial approximation is used.

E(x, y, z) = eikr

iλz

¨
E0(x0, y0, 0)

exp

{
ik

2z

[
(x − x0)

2 + (y − y0)
2]
}
dx0dy0

(9.45)

When the beam propagates in turbulent atmosphere, the field change can be repre-
sented by a negative phase factor. When the light in the source plane propagates from
(x0, y0, 0) to (x, y, z), the field change can be represented by a negative phase factor.

F1 = exp(χ + i S1) = exp
[
ψ
(
ρ′, r

)]
, (9.46)

where χ and S1 represent the weak fluctuation of amplitude and phase, respectively.
At this time, Eq. (9.45) can be written as

E(x, y, z) = eikr

iλz

¨
E0(x0, y0, 0) exp

{
ik

2z

[
(x − x0)

2 + (y − y0)
2
]}

×exp
[
ψ
(
ρ ′, r

)]
dx0dy0

(9.47)

9.2.2.2 Cross-Spectral Density Function

The two-point cross-spectral density function of partially coherent light is [4]

W0(ρ1, ρ2) =
〈
U

′∗(ρ1)U
′
(ρ2)

〉
, (9.48)

where ρ1, ρ2 represents the two-dimensional vector at the light source plane. The
cross-spectral density of partially coherent Schell beams is

W0(ρ1, ρ2) = √I0(ρ1) ×√I0(ρ2)μ0(ρ2 − ρ1) (9.49)

where I0(ρ) is the average intensity, and μ0(ρ2 − ρ1) is the degree of coherence at
z = 0.

When I0(ρ) = A exp
(
−|ρ|2

2σ 2
s

)
and μ0(ρ) = exp

(
−|ρ1−ρ2|2

2σ2g

)
, it is a partially

coherent Gaussian Schell beam, and the cross-spectral density at z = 0 is
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W (0)(ρs1, ρs2, 0) = A exp

(

−
∣∣ρs1

∣∣2 + ∣∣ρs2

∣∣2

4σ 2
s

)

× exp

(

−
∣∣ρs1 − ρs2

∣∣2

2σ 2
g

)

(9.50)

where ρs1, ρs2 is the coordinate vector of two points in the source plane; parameters
A, σs , and σg represent the light intensity, beam waist width, and coherence length
of the light source, respectively.

9.3 Beam Propagation in Atmospheric Turbulence

9.3.1 Beam Spread and Beam Drift

9.3.1.1 Beam Spread

As shown in Fig. 9.7, L is the beam transmission distance, and ζ is the zenith angle
during the beam transmission. When the vertex angle is ζ = 90°, the beam is trans-
mitted horizontally. When the vertex angle is 0°≤ ζ <90°, the beam propagates
obliquely. Slant path transmission can be divided into uplink and downlink trans-
mission. When the beam is transmitted in the uplink, h0 represents the height of the
transmitter from the ground, and H represents the height of the receiver from the
ground. When the beam is in downlink transmission, h0 represents the height of the
receiver from the ground, and H represents the height of the transmitter from the
ground.

The atmospheric structure constant along the slant path varies with the height, and
is affected by wind speed, temperature, humidity, and air pressure. For horizontal
transmission, the typical value of the atmospheric structure constant is generally
considered, but the study of slant propagation is more complex.

Fig. 9.7 Beam propagation
model in the atmosphere
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The cross-spectral density of partially coherent GSM beams at z = 0 is

W (0)(ρs1, ρs2, 0) = A exp

(

−
∣∣ρs1

∣∣2 + ∣∣ρs2

∣∣2

4σ 2
s

)

× exp

(

−
∣∣ρs1 − ρs2

∣∣2

2σ 2
g

)

, (9.51)

whereρs1, ρs2 are the coordinate vectors of twopoints in the source plane. Parameters
A, σs , and σg represent the light intensity, beam waist width, and coherence length of
the light source, respectively. Based on the generalized Huygens–Fresnel principle,
the cross-spectral density of a GSM beam at z is as follows [5]:

W (ρ1, ρ2, z) =
(

k

2π z

)2 ¨
d2ρs1

¨
d2ρs2W

(0)(ρs1, ρs2, 0)

× exp

{
− ik

2z

[
(ρ1 − ρs1)

2 − (ρ2 − ρs2)
2
]}

×〈exp[φ ∗ (ρ1, ρs1) + φ(ρ2, ρs2)
]〉
,

(9.52)

where ρ1, ρ2 are the coordinate vectors of two points in the Z plane, and 〈·〉 is the
operation of ensemble average.

〈
exp
[
φ ∗ (ρ1, ρs1) + φ(ρ2, ρs2)

]〉 = exp

[
−1

2
Dφ(ρs1 − ρs2, ρ1 − ρ2)

]
(9.53)

where Dφ(ρs1 − ρs2, ρ1 − ρ2) is the wave structure function and can be expressed
as Eq. (9.54) for oblique transmission [6, 7].

Dφ( p,Q, z) = 8π2k2 sec ζ

∫ H

h0

∫ ∞

0
κφn(κ, h)

{
1 − J0

[|(1 − ξ) p + ξQ|κ]}dκdh,

(9.54)

where ζ represents the zenith angle of the beam emission, which is the angle between
the transmission path and the vertical direction; and J0 is the first kind of zero order
Bessel function, which can be expanded as

J0(x) = 1 −
( x
2

)2 + 1

(2!)2
( x
2

)4 − ... , |x | < ∞ (9.55)

Let p = ρ1 − ρ2, Q = ρ s1 − ρ s2, and φn(κ, h) = φn(κ)C2
n (h), where φn(κ)

represents the refractive index power spectrum, andC2
n (h) represents the atmospheric

structure constant model. When the beam propagates upward, ξ = 1 − h−h0
H−h0

; when

the beampropagates downward, ξ = h−h0
H−h0

. Under the condition of strong turbulence,
Bessel function from Eq. (9.55) can be approximated by the first two terms [8]:
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J0
[|(1 − ξ) p + ξ Q|κ] = 1 − 1

4
× [(1 − ξ) p + ξ Q

]2
κ2. (9.56)

By substitutingEq. (9.56) intoEq. (9.54), the following can be obtained by product
differentiation and simplification:

Dφ( p, Q, z) = B0
(
B1 p2 + B2 p · Q + B3Q2), (9.57)

where

B0 = 2π2k2 sec ζ

∞∫

0

0.033κ3(−κ2/κ2
m)(κ2 + κ2

0 )
−11/6dκ, (9.58a)

B1 =
H∫

h0

C2
n (h)(1 − ξ)2dh, (9.58b)

B2 = 2

H∫

h0

C2
n (h)(1 − ξ)ξdh, (9.58c)

B3 =
H∫

h0

C2
n (h)ξ 2dh. (9.58d)

By substituting Eqs. (9.56) and (9.57) into Eq. (9.52)

W (ρ1, ρ2, z) =
(

k

2π z

)2 ¨
d2ρs1

¨
d2ρs2A exp

(

−
∣∣ρs1

∣∣2 + ∣∣ρs2

∣∣2

4σ 2
s

)

× exp

(

−
∣∣ρs1 − ρs2

∣∣2

2σ 2
g

)

× exp

{
− ik

2z

[
(ρ1 − ρs1)

2 − (ρ2 − ρs2)
2]
}

× exp

[
−1

2
B0(B1 p2 + B2 p · Q + B3Q2)

]
.

(9.59)

Let ρ1 = ρ2 = ρ in Eq. (9.59). Then the intensity distribution of a GSM beam in
slant path transmission is as follows.

I (ρ, z) = W (ρ, ρ, z) = A

�2(z)
exp

(
− |ρ|2
2σ 2

s �2(z)

)
, (9.60)
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where

�2(z) = 1 +
(

z

kσsδ

)2

+ 2Mz2

k2σ 2
s

, (9.61a)

1

δ2
= 1

4σ 2
s

+ 1

σ 2
g

, (9.61b)

M = 1

2
B0B3. (9.61c)

When the atmospheric refractive index structure constantC2
n (h) is constant, M =

1
3π

2k2z
∫∞
0 κ3φn(κ)dκ . When propagating in free space, M = 0.

It can be seen that when the beam propagates from the plane z = 0 to z, the
axial intensity of the beam decreases from A to A/�2(z). The intensity of the beam
is related to the refractive index structure constant, coherent length, and waist width
of the beam. For the turbulence power spectrum model [9] in turbulence termM, the
modified von Kármán spectrum taking both internal and external scales into account
is adopted:

φn(κ, h) = 0.033C2
n (h) exp(−κ2/κ2

m) × (κ2 + κ2
0 )

−11/6, (9.62)

where κm = 5.92/ l0, κ0 ≈ 2π/L0, l0 and L0 represent the internal and external
scales of turbulence, respectively, and C2

n (h) represents the atmospheric refractive
index structure model. Here, the height dependent model proposed by ITU-R in 2001
is used as the following expression:

C2
n (h) = 8.148 × 10−56v2RMSh

10e−h/1000 + 2.7 × 10−16e−h/1500 + C0e
−h/100,

(9.63)

where v2RMS =
√
v2g + 30.69vg + 348.91 is the vertical path wind speed, vg is the

near-surface wind speed, and C0 is the near-surface atmospheric refractive index
structure constant. C0 is ranged 10–17–10–13 m−2/3 at medium turbulence. It is
assumed that the refractive index structure constant of the near-surface atmosphere
is C0 = 1.7 × 10−14 m−2/3, and the intensity and propagation of the beam are
discussed. For horizontal transmission, h in Eq. (9.63) becomes transmitter height.
The normalized intensity of the beam is defined as [10]

I N (ρ, z) = Its(ρ, z)

I f s(ρ, z)
∣
∣
ρ=0,σg→∞,M=0

, (9.64)

where Its(ρ, z) is the intensity distribution of the beam propagating obliquely in
atmospheric turbulence, and I f s(ρ, z)

∣
∣
ρ=0,σg→∞,M=0 is the axial intensity of the
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fully coherent beam propagating obliquely in free space. The normalized intensity
of the beam is [11]

I N (ρ, z) = 1 + (z/2kσ 2
s

)2

�2(z)
exp

[
− ρ2

2σ 2
s �2(z)

]
. (9.65)

The expression of partially coherent light propagation in free space is as follows.

IN (ρ, z) =
1 +

(
z

2kσ3s

)2

1 +
(

z
kσ2s δ

)2 exp

⎧
⎪⎪⎨

⎪⎪⎩
− ρ2

2σ2
s

[
1 +

(
z

kσ2s δ

)2]

⎫
⎪⎪⎬

⎪⎪⎭
(9.66)

The expression of partially coherent light propagation in atmospheric turbulence
is

IN (ρ, z) =
1 +

(
z

2kσ3s

)2

1 +
(

z
kσ2s δ

)2 + 2M3z2

k2σ2s

exp

⎧
⎪⎪⎨

⎪⎪⎩
− ρ2

2σ2
s

[
1 +

(
z

kσ2s δ

)2 + 2M3z2

k2σ2s

]

⎫
⎪⎪⎬

⎪⎪⎭
.

(9.67)

The expression of fully coherent light propagation in free space is

IN (ρ, z) = exp

⎧
⎪⎪⎨

⎪⎪⎩
− ρ2

2σ2
s

[
1 +

(
z

2kσ3s

)2]

⎫
⎪⎪⎬

⎪⎪⎭
. (9.68)

The expression of fully coherent light propagation in atmospheric turbulence is

IN (ρ, L) =
1 +

(
z

2kσ3s

)2

1 +
(

z
2kσ3s

)2 + 2M3z2

k2σ2s

exp

⎧
⎪⎪⎨

⎪⎪⎩
− ρ2

2σ2
s

[
1 +

(
z

2kσ3s

)2 + 2M3z2

k2σ2s

]

⎫
⎪⎪⎬

⎪⎪⎭
. (9.69)

According to the definition of the root mean square beam width of the beam
spread [12]:

ω(z) =
√∫

I (ρ, z)|ρ|2d2ρ
∫
I (ρ, z)d2ρ

. (9.70)
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Substituting Eq. (9.61) into Eq. (9.70), we obtain [13]

ω(z) = [2σ 2
s �2(z)

] 1
2 =

[
2σ 2

s + 2

k2δ2
z2 + 4M

k2
z2
] 1

2

. (9.71)

The first two terms represent the beam spread caused by free space diffraction,
and the third term represents the beam propagation caused by turbulence. It can be
seen that the beam width ω(z) increases from

√
2σ 2

s to
√
2σ 2

s �(z) when the beam
propagates from z = 0 plane to z. To intuitively analyze the influence of turbulence
on beam propagation, the relative beam width is defined as the ratio of beam width
in turbulence to beam width in free space, and the expression is [14]

ωr (z) =
(

1 +
4M
k2 z

2

2σ 2
s + 2

k2δ2 z
2

) 1
2

. (9.72)

At the same time, the angular spread of the beam can be calculated according to
the definition of angular spread [15]:

θ = lim
z→∞

ω(z)

z
=
(

2

k2δ2
+ 4M

k2

) 1
2

(9.73)

The first term of Eq. (9.73) represents the angular spread induced in free space,
which is related to the beam parameter term δ, and the second term represents the
angular spread caused by turbulence, which is related to the turbulence termM. The
expression of the relative angular spread of the beam can be obtained as [16]

θr = θturb

θfree
= (1 + 2Mδ2)1/2 (9.74)

where θturb represents the angular spread of the beam in turbulence, and θfree
represents the angular spread of the beam in free space.

9.3.1.2 Beam Drift

Beam drift is primarily due to the refraction of large-scale turbulent vortices. When
the diameter of the beam is much smaller than the turbulence scale, the main effect
of the turbulence is that the beam deflects randomly and deviates from the original
propagation direction. At this time, the propagation direction of the beam or the
projection position on the receiving surface is random; that is, the beam drift occurs
as shown in Fig. 9.8. The drift of partially coherent GSM beams in atmospheric
turbulence is analyzed as follows [17].
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Atmospheric turbulence
Receiving aperture

Laser

Screen

Fig. 9.8 Diagram of beam drift [17]

Beam drift is usually described by the change of the centroid position of the spot.
The centroid of the spot is defined as [18]

ρ =
˜

ρI (ρ)dρ˜
I (ρ)dρ

. (9.75)

Namely,

xc =
˜

x I (x, y)dxdy˜
I (x, y)dxdy

, yc =
˜

y I (x, y)dxdy˜
I (x, y)dxdy

. (9.76)

Then, the drift variance of the centroid is

σ 2
ρ = 〈ρ2

c

〉 =
˜ ˜

(ρ1 · ρ2)I
(
ρ1

)
I
(
ρ2

)
d2ρ1d

2ρ2
[˜

I (ρ)dρ
]2 . (9.77)

9.3.2 Drift and Spread of a Horizontally Propagating Beam

9.3.2.1 Drift of a Horizontally Propagating Beam

Andrews uses Rytov approximation to obtain the average intensity distribution on
the axis [19]:

〈I (0, L)〉 = w2
0

W 2
LT

= w2
0

W 2(1 + T )
, (9.78)
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where 〈·〉 represents ensemble average, WLT represents long-term beam spread, and
W 2

LT is written as [19]

W 2
LT = W 2

diffrac
+ W 2Tss

sm - scale
spread

+ W 2TLS
large - scale
beam wander

. (9.79)

Here, we decompose T in Eq. (9.78) into T = TSS + TLS: TSS and TLS are the
beam spread caused by small scale and beam drift caused by large scale, respectively.
Therefore, the last term of Eq. (9.79) can be interpreted as beam drift ρc, and the
sum of the first and second terms is the short-term beam spread.

Andrews and Philips used Rytov approximation to process the last term in
Eq. (9.79) to obtain a classical drift variance model [19]:

〈
ρ2
c

〉 = W 2TLS = 4π2k2w2(L)

∫ L

0

∫ ∞

0
κ�n(κ)HLS(κ, z)

×
[
1 − e−�p Lκ2(1−z/L)2/k

]
dκdz

(9.80)

where �P is the beam output parameter, �P = 2L
/
kw2(L), and w(L) is the beam

radius at the receiving end in free space. Since themain factor causing the beamdrift is
the large-scale turbulence, a large-scale filtering function is introduced. The function
only contributes to the beam spreading when the size of the random nonuniform
turbulence vortex is equal to or greater than the beam size:

HLS(κ, z) = exp[−κ2w2(z)]. (9.81)

To emphasize the natural characteristics of beam drift, the last term in Eq. (9.80)
is approximated by geometrical optics.

1 − e−�p Lκ2(1−z/L)
2
/k ∼= �pLκ2(1 − z

/
L)

2

k
, Lκ2/k << 1. (9.82)

Using Eqs. (9.81) and (9.82) to simplify Eq. (9.80), we obtain

〈
ρ2
c

〉 = 8π2L2
∫ L

0

∫ ∞

0
κ3�n(κ) exp

[−k2w2(z)
]× (1 − z

L
)2dκdz. (9.83)

Since the beam drift is primarily caused by the scale of the turbulence, the large-
scale exponential spectrum is considered:

�n(κ) = 0.033C2
nκ

−11/3[1 − exp(−κ2/κ2
0 )
]
. (9.84)
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where κ0 is the spatial wave number corresponding to the outer scale L0 and κ0 =
1/L0. C2

n is the refractive index structure constants, which represents the strength of
the turbulence and is constants in horizontal transmission.

Equations (9.81)–(9.84) are substituted into Eq. (9.83), and after the integral
calculation, we obtain

〈
ρ2
c

〉 = 7.25C2
n L

2
∫ L

0
(1 − z

L
)2w−1/3(z)

[
1 −

(
κ2
0w

2(z)

1 + κ2
0w

2(z)

)]1/6
dz, (9.85)

where w(z) is the spreading radius of partially coherent GSM beams in atmospheric
turbulence.

9.3.2.2 Beam Spreading Radius

At z = 0, the complex amplitude distribution of a Gaussian beam in free space is [21]

U (r, 0) = exp

[
−
(

1

w2
0

+ jk

2F0

)
r2
]
. (9.86)

where r = |r| = (x2 + y2)1/2 represents a two-dimensional radial vector perpen-
dicular to the transmission direction, w0 and F0 are the initial beam radius and the
curvature radius of the phase front, respectively, and k = 2π

/
λ is the number of

light waves in the free space.
According to the generalized Huygens–Fresnel principle [22], the cross-spectral

density function of partially coherent GSM beams propagating in atmospheric
turbulence is obtained as [23]

W (ρ1,ρ2; L) = 〈U (ρ1, L)U ∗(ρ2, L)
〉

= 1

(λL)2

¨
d2r1d2r2W (r1, r2, 0) × 〈exp[ψ(r1,ρ1) + ψ∗(r2,ρ2)

]〉

× exp

{
ik

2L
[(ρ1 − r1)2 − (ρ2 − r2)2]

}
,

(9.87)

where W (r1, r2, 0) is the cross-spectral density function of the transmitter. Consid-
ering the phase diffusion at the emission aperture, the emission field can be expressed
as

Ũ (r, 0) = U (r, 0) exp[iϕd(r)], (9.88)

where exp[iϕd(r)] describes the random disturbance caused by phase diffusion.
Assuming that the spatial random phase is independent and that it is a Gaussian
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function, the cross-spectral density function of the GSM beam at the transmitter can
be expressed as

W0(r1, r2, 0) =〈Ũ (r1, 0)Ũ ∗(r2, 0)
〉

= U (r1, 0)U ∗(r2, 0)
× 〈exp[iψd1(r1)] exp[iψd2(r2)]〉

= U (r1, 0)U ∗(r2, 0) exp
[−(r1 − r2)2

/
2σ 2

g

]
, (9.89)

where σ 2
g is the Gaussian variance of the ensemble average describing the random

phase, which represents the spatial coherence of the emission source. Let

rc = (r1 + r2)
/
2 , rd = r1 − r2,

ρc = (ρ1 + ρ2

)/
2 , ρd = ρ1 − ρ2, (9.90)

and use Eqs. (9.88) and (9.90) into Eq. (9.90), we obtain

W0(rc, rd , 0) = exp

{

− 1

w2
0

[
1

2

(
r2d + 4r2c

)]− ik

2F0
(2rd · rc) − r2d

2σ 2
g

}

. (9.91)

According to Eq. (9.90), we can also write Eq. (9.91) as

exp

{
jk

2L

[(
ρ1 − r1

)2 − (ρ2 − r2
)2]
}

= exp

{
jk

L

[(
rc − ρc

) · (rd − ρd

)2]
}
.

(9.92)

The complex phase cross-correlation function of spherical wave can be expressed
as [22]

〈
exp
(
ψ
(
r1,ρ1

)+ ψ∗(r2,ρ2

))〉 = exp
[−Dψ

/
2
]
, (9.93)

where Dψ is the phase structure function, which can be expressed as

Dψ

(
rc,ρc

) ∼= 8π2k2L
∫ 1

0

∫ ∞

0
κ�n(κ) × [1 − J0

(∣∣(1 − ξ)rd + ξρd

∣∣κ
)]
dκdξ,

(9.94)

where �n(κ) is the power spectrum model of refractive index fluctuation. By
substituting Kolmogorov spectrum into Eq. (9.94),
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Dψ

(
rd ,ρd

) ∼= 2.92k2L
∫ 1

0
dtC2

n

∣∣rd t + (1 − t)ρd

∣∣5/3

∼= 2
{[
r2d + rd · ρd + ρ2

d

]/
ρ2
0

}
.

(9.95)

From Eqs. (9.93) and (9.95), the following can be obtained:

〈
exp
(
ψ
(
r1,ρ1

)+ ψ∗(r2,ρ2

))〉 = exp

[−1

ρ2
0

(
r2d + rd · ρd + ρ2

d

)]
, (9.96)

where ρ0 = (0.55C2
nk

2z)−3/5 is the coherent length of a spherical wave in atmo-
spheric turbulence, and C2

n is the structure constant of the atmospheric refractive
index. When the transmission distance z = L, the cross-spectral density function at
the receiver can be written as

W (ρ1,ρ2; L) = 1

(λL)2

¨
d2rd

¨
d2rcW0(r1, r2; 0)

exp
〈
exp
[
ψ
(
r1,ρ1

)+ ψ∗(r2,ρ2

)]〉

× exp

{
ik

2L

[(
ρ1 − r1

)2 − (ρ2 − r2
)2]
}
.

(9.97)

Using Eqs. (9.92)–(9.96) into Eq. (9.97), we obtain

W (ρc,ρd; L) = 1

(λL)2

¨
d2rd

¨
d2rc exp

(−2r2c
w2
0

)

× exp

[−ikrc · rd
F0

+ ikrc · (rd − ρd)

L

]

× exp

[

− r2d
2w2

0

− r2d
2σ 2

g

− r2d + rd · ρd + ρ2
d

ρ2
0

− ikρc · (rd − ρd)

L

]

.

(9.98)

By integrating Eq. (9.98):

W (ρc,ρd , L) = 〈I (ρc,ρd , L)
〉

= w2
0

w2
ζ (L)

exp

{
−ρ2

d

(
1

ρ2
0

+ 1

2w2
0�

2
0

)
+ 2 jρc · ρd

w2
0�0

}
exp

[
−2ρ2

c

w2
ζ (L)

]

× exp

[
−( jφ)2ρ2

d

2w2
ζ (L)

]

exp

[
−2 jφρc · ρd

w2
ζ (L)

]

,

(9.99)

where φ ≡ �0
�0

− �0
w2
0

ρ2
0
, wζ (z) is the effective radius of the beam in atmospheric

turbulence, that is, the spreading radius, and Fζ (z) is the radius of curvature in the
wavefront. These can be expressed as
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wζ (L) = w0(�
2
0 + ζ�2

0)
1/2, ζ = ζs + 2w2

0

ρ2
0

, (9.100)

Fζ (L) = L
(
�2

0+ζ�2
0

)

φ�0 − ζ�2
0 − �2

0

, φ = �0

�0
− �0

w2
0

ρ2
0

. (9.101)

In Eqs. (9.100) and (9.101), �0 = (F0 − L)/F0,�0 = 2L
/
kw2

0 is the effective
beam parameter, ζ is the global coherence parameter, and ζs = 1 + w2

0

/
σ 2
g is the

coherence parameter of the light source, where 2σ 2
g = l2c [23].When the transmission

distance z = L, Eq. (9.101) is the expression of w(z).

9.3.3 Drift and Spread of a Slant Propagating Beam

The oblique propagation diagram of beam in atmospheric turbulence is shown in
Fig. 9.9. According to the geometric relationship in the figure, it can be seen that [17]

cos θ = H
/
L = h

/
z, (h ≤ H, z ≤ L), (9.102)

where θ is the zenith angle, H is the vertical height of the receiver from the ground,
h0 is the vertical height from the transmitter to the ground, L is the distance between
the transmitter and the receiver, z is the transmission distance with a size of 0 to L ,
and h is the vertical height of transmission with a size of 0 to H .

Transmitter

Turbulence element
Receiver 

h H
L

0h

z

Fig. 9.9 Schematic diagram of ramp transmission [17]
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9.3.3.1 Drift of a Slant Propagating Beam

In the slant propagation, the classical drift variance model in horizontal propagation
continues to be used [9]:

〈
ρ2
c

〉 = W 2TLS =4π2k2w2(L)

∫ L

0

∫ ∞

0
κφn(κ)HLS(κ, z)

×
[
1 − e−�p Lκ2ξ 2/k

]
dκdz. (9.103)

The atmospheric structure constant C2
n (h) and refractive index fluctuation power

spectral density function φn(κ, h) vary with altitude. Introducing a normalized
variable ξ = h

/
H = z

/
L , the beam drift in slant propagation is written as

〈
ρ2
c

〉 = 8π2L2
∫ L

0

∫ ∞

0
κ3φn(κ, z) exp

[−k2w2(z)
]× (1 − z

L
)2dκdz. (9.104)

Equation (9.104) is the classical drift variance model of slant propagation, which
is consistent with horizontal propagation. As long as the atmospheric refractive
index fluctuation power spectrum and the beam propagation radius are known, the
beam drift characteristics can be studied. A large-scale exponential spectrum [20] is
selected

�n(κ) = 0.033C2
n (z)κ

−11/3[1 − exp(−κ2/κ2
0 )], (9.105)

where C2
n (z) is used to describe the structure constant of atmospheric refractive

index in turbulent atmosphere. Here, the atmospheric structure constant model H-V
with altitude change published by ITU-R is adopted. According to the distance
normalization variable ξ = h

/
H = z

/
L , it can be written as

C2
n (z) = C2

n (ξL) = C2
n (ξH

/
cos θ)

= 8.148 × 10−56v2RMS

(
ξH
/
cos θ

10
)

× exp(−ξH
/
cos θ/1000) + 2.7 × 10−16

× exp(−ξH
/
cos θ/1500) + C2

n0 exp(−ξH
/
cos θ/100),

(9.106)

where v2RMS =
√
v2g + 30.69vg + 348.91 is the vertical pathwind speed, vg is the near-

surface wind speed (generally vg = 21m/s), and C2
n0 is the atmospheric structure

constant near the ground (generally taken as C2
n0 = 1.7 × 10−14 ). By introducing

Eq. (9.106) into Eq. (9.105),
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〈
ρ2
c

〉 = 7.25L3
∫ 1

0
C2
n (ξL)(1 − ξ)2w−1/3(ξL)

[
1 − (

κ2
0w

2(z)

1 + κ2
0w

2(z)
)1/6
]
dξ.

(9.107)

9.3.3.2 Spread of a Slant Propagating Beam

In slant propagation, the phase structure function Dψ in Eq. (9.93) changes to

Dψ

(
ρc,ρd

) ∼= 8π2k2L
∫ 1

0

∫ ∞

0
κ�n(κ, z) × [1 − J0

(∣∣(1 − ξ)rd + ξρd

∣
∣κ
)]
dκdξ.

(9.108)

By substituting Kolmogorov spectrum into Eq. (9.108),

Dψ

(
rd ,ρd

) ∼= 2.92k2L
∫ 1

0
dtC2

n (ξL)
∣∣rd t + (1 − t)ρd

∣∣5/3

∼= 2
{[
r2d + rd · ρd + ρ2

d

]/
ρ2
0

}
.

(9.109)

Similarly, from Eqs. (9.107) and (9.109)

〈
exp
(
ψ
(
r1,ρ1

)+ ψ∗(r2,ρ2

))〉 = exp

[−1

ρ2
0

(
r2d + rd · ρd + ρ2

d

)]
. (9.110)

The coherent length of a spherical wave in atmospheric turbulence during the
slant propagation is as follows:

ρ ′
0 = [1.46k2

∫ L

0
C2
n (z)(1 − z/L)5/3dz]−3/5, (9.111)

where C2
n (z) is the atmospheric refractive index structure constant describing

turbulence intensity. Equations (9.109)–(9.111) are integrated into Eq. (9.98):

W (ρc,ρd , L) = 〈I (ρc,ρd , L)
〉

= w2
0

w2
ζ (L)

exp

{
−ρ2

d

(
1

ρ
′2
0

+ 1

2w2
0�

2
0

)
+ 2 jρc · ρd

w2
0�0

}
exp

[
−2ρ2

c

w2
ζ (L)

]

× exp

[
−( jφ)2ρ2

d

2w2
ζ (L)

]

exp

[
−2 jφρc · ρd

w2
ζ (L)

]

,

(9.112)
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where φ ≡ �0
�0

− �0
w2
0

ρ
′2
0
, and wζ (z) and Fζ (z) are the beam propagation radius and

phase front curvature radius in oblique atmospheric turbulence, respectively, which
are expressed as

wζ (L) = w0(�
2
0 + ζ�2

0)
1/2, ζ = ζs + 2w2

0

ρ
′2
0

, (9.113)

Fζ (L) = L
(
�2

0+ζ�2
0

)

φ�0 − ζ�2
0 − �2

0

, φ = �0

�0
− �0

w2
0

ρ
′2
0

. (9.114)

Equation (9.113) is consistent with horizontal propagation, and �0 = (F0 −
L)/F0. �0 = 2L

/
kw2

0 is the effective beam parameter; ζ is the global coherence
parameter, ζs = 1+w2

0

/
σ 2
g is the source coherence parameter [22], where 2σ 2

g = l2c .
When the transmission distance z = L, Eq. (9.113) can be simplified as

w(z) = w0

[(
1 − z

F0

)2

+
(

ςs + 2w2
0

ρ
′2
0

)(
2z

kw2
0

)2
]1/2

= w0

[(
1 − z

F0

)2

+ ςs

(
2z

kw2
0

)2

+ 2w2
0

ρ
′2
0

(
2z

kw2
0

)2
]1/2

.

(9.115)

Equation (9.115) is the beam spreading radius of a partially coherent GSM beam
in atmospheric turbulence in slant propagation. In the formula, the first two terms are
the free space diffraction spreading, and the last term is the spreading of turbulence
effect. F0 is the phase curvature of wavefront, z is the transmission distance variable,
and ςs is the coherent parameter of the light source, which always satisfies ςs ≥ 1
(the beam at ςs = 1 is fully coherent, ςs > 1 is partially coherent, ςs → ∞ is
completely incoherent); lc is the spatial coherence length: the smaller lc is, the worse
the coherence is. When lc → ∞, the light is completely coherent, and when lc → 0,
the light is completely incoherent.

9.3.4 Fluctuation of Angle of Arrival

For the quasi-monochromatic field U (�r) with frequency ω propagating from plane
z = 0 tohalf space z > 0 in turbulent atmosphere, a randomfunctionof the positionof
refractive index n(�r) in half space is assumed, where n(�r) = 1+n1(�r) and n1 << 1.
Then the field can be described by the following scalar wave equation [24]:

{∇2 + k2
[
1 + 2n1(�r)

]}
U (�r) = 0 (9.116)

Assuming that the incident field U (�r , 0) is close to the z axis, the solution of
Eq. (9.116) is expressed as
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U ( �ρ, 0) =
¨

U (�r , 0)G0(�r , �r , z)d2�r , (9.117)

whereG0(�r , �ρ, z) = −ik
2π z exp

[
ikz + ik

2z | �ρ − �r |2 + ψ(�r , �ρ)
]
is Green’s function term,

and ψ(�r , �ρ) is the random perturbation of a complex phase of a spherical wave in
turbulent atmosphere, which depends on medium characteristics. Then Eq. (9.116)
is expressed as

U ( �ρ, z) = −ik

2π z
exp(ikz)

¨
d2rU (�r , 0) exp

[
ik

2z
| �ρ − �r |2 + ψ(�r , �ρ)

]
. (9.118)

According to Huygens–Fresnel principle, spherical waves can be generated at
every point of the wavefront, and the envelope of these spherical waves constitutes a
new wavefront. Equation (9.118) reflects the influence of atmospheric turbulence
on the transmission through ψ(�r , �ρ), which is called the generalized Huygens–
Fresnel principle expression and is suitable forweak and strong turbulencefluctuation
regions.

The propagation characteristics of light waves in turbulent atmosphere
are reflected in the complex cross-correlation function �( �ρ1, �ρ2; τ) =
〈E( �ρ1; τ)E∗( �ρ2; t + τ)〉, where 〈.〉 represents the overall average, and E is the
optical frequency electric field. The cross-spectral density function W ( �ρ1, �ρ2;ω) =
〈U ( �ρ1;ω)U ∗( �ρ2;ω)〉 can be used to study the propagation of partially coherent
fields in turbulent atmosphere [25]; this is the time Fourier transform of�( �ρ1, �ρ2; τ),
and ω is the frequency of light wave. The cross-spectral density function obeys the
Helmholtz equation and is a measure of the correlation between the fluctuations of
twofield components at the same frequency [26]. If thefield is strictlymonochromatic
or the band is sufficiently narrow, then

| �ρ2 − �ρ1|
c

<<
1

�ω
. (9.119)

Then, the two characteristic quantities obtain the same result. In the laser commu-
nication system, if the typical value | �ρ2 − �ρ1| is of the order of 10 cm, �ω < 1 GHz
is required.

Here, we consider the change of W ( �ρ1, �ρ2;ω = ω0), and ω0 is the center
frequency of themonochromaticGaussian beam.Based on the generalizedHuygens–
Fresnel principle, the cross-spectral density function [27, 28] is as follows:

W ( �ρ1, �ρ2; z) = 〈U ( �ρ1; z)U ∗( �ρ2; z)
〉

= 1

(λz)2

˚ ∫
d2�r1d2�r2W (�r1, �r2)

〈
exp
[
ψ(�r1, �ρ1) + ψ∗(�r2, �ρ2)

]〉×

exp

{
ik

2z

[
( �ρ1 − �r1)2 − ( �ρ2 − �r2)2

]}
,

(9.120)
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whereW0(�r1, �r2) is the cross-spectral density function at the transmitter. For partially
coherent beams, a phase scatterer is placed at the aperture of the laser transmitter:

Ũ (�r , 0) = U (�r , 0) exp[iϕd(�r)
]
, (9.121)

where U (�r , 0) = exp
[
−
(

1
w2
0
+ ik

2F0

)
r2
]
, and exp

[
iϕd(�r)

]
are small random pertur-

bation terms caused by phase diffusion.
Assuming that the global mean value of a part of the independent random phases

caused by diffusion is Gaussian and only depends on the propagation distance of the
beam rather than the actual diffusion path, the cross-spectral density function of the
transmitter can be expressed as

W0(�r1, �r2) =
〈
Ũ (�r1; z)Ũ ∗(�r2; z)

〉

= U (�r1, 0)U ∗(�r2, 0) × 〈exp[iϕd1(�r1)
]
exp
[
iϕd2(�r2)

]〉

= U (�r1, 0)U ∗(�r2, 0) exp
[
−(�r1 − �r2)2/2l2c

]
, · · · (9.122)

where lc is the partial coherence length, which describes the partial coherence char-
acteristics of the transmitter. The cross-spectral density functionW ( �ρ1, �ρ2; z) on the
receiving plane is expressed as follows:

W ( �ρ1, �ρ2; z) = 1

(λz)2

˚ ∫
d2�r1d2�r2W0(�r1, �r2)

〈
exp
[
ψ(�r1, �ρ1) + ψ∗(�r2, �ρ2)

]〉×
exp

{
ik

2z

[
( �ρ1 − �r1)2 − ( �ρ2 − �r2)2

]}
.

(9.123)

The cross-correlation function of the complex phase of a spherical wave is
expressed as

〈
exp
[
ψ(�r1, �ρ1) + ψ∗(�r2, �ρ2)

]〉 = exp
[−Dψ/2

]
, (9.124)

where Dψ is the phase structure function, which represents themean square deviation
of the phase between two points [4]. The expression is

Dψ(�rd , �ρd) ∼= 8π2k2L
∫ 1

0

∫ ∞

0
κ�n(κ, L0, l0)

×{[1 − J0(|(1 − ξ)(�r1 − �r2) + ξ( �ρ1 − �ρ2)|κ)
]
dκdξ ,

(9.125)

where �n(κ, L0, l0) is the refractive index turbulence spectrum model. Under the
Kolmogorov refractive index spectrum model, the structure constant is
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Dψ = 2.92k2z
∫ 1

0
dtC2

n (t z)|(�r1 − �r2)t + (1 − t)( �ρ1 − �ρ2)|5/3

∼= 2
{[

(�r1 − �r2)2 + (�r1 − �r2)( �ρ1 − �ρ2) + ( �ρ1 − �ρ2)
2
]
/ρ2

T

}
.

(9.126)

According to Eqs. (9.124) and (9.126)

exp
[
ψ(�r1, �ρ1)

〉〈+ψ∗(�r2, �ρ2)
]

∼= exp
{
−
[
(�r1 − �r2)2 + (�r1 − �r2)( �ρ1 − �ρ2) + ( �ρ1 − �ρ2)

2
]
/ρ2

T

}
,

(9.127)

where ρ2
T =

[
1.46k2z

∫ 1
0 C2

n (ξ z)(1 − ξ)5/3dξ
]−3/5

is the coherent length of

spherical wave in oblique turbulent atmosphere. Equation (9.127) can be written
as

W ( �ρ1, �ρ2; z) = 1

(λz)2

˚ ∫
d2�r1d2�r2W0(�r1, �r2)

exp

{
ik

2z

[
( �ρ1 − �r1)2 − ( �ρ2 − �r2)2

]}

× exp
{
−
[
(�r1 − �r2)2 + (�r1 − �r2)( �ρ1 − �ρ2) + ( �ρ1 − �ρ2)

2
]
/ρ2

T

}
.

(9.128)

Equation (9.128) is the cross-spectral density function of partially coherent beams
propagating in slant path turbulent atmosphere. For different types of partially
coherent beams at the receiving plane, the cross-spectral density function depends
on W0(�r1, �r2).

For narrow-band light source, the cross-correlation function can be approximately
replaced by cross-spectral density W ( �ρ1, �ρ2, z) [28]:

�( �ρ1, �ρ2; z) = 〈U ( �ρ1, z)U
∗( �ρ2, z)

〉 ≈ W ( �ρ1, �ρ2, z). (9.129)

Then, the relationship between the wave structure function and the cross-
correlation function is [29, 30]

exp

[
−1

2
D( �ρ1, �ρ2, z)

]
= |�( �ρ1, �ρ2, z)|
[
�( �ρ1, �ρ1, z)�( �ρ2, �ρ2, z)

]1/2 . (9.130)

The cross-correlation function of partially coherent GSM beams arriving at the
receiving surface in turbulent atmosphere is expressed as [2]

W ( �ρc, �ρd; z) = 〈I ( �ρc, �ρd; z)〉

= w2
0

W 2
ζ (z)

exp

{

−ρ2
d

(
1

ρ2
T

+ 1

2w2
0�

2
0

)
− 4 �ρ2

c − ϕ2 �ρd

2W 2
ζ (z)

− ik �ρc · �ρd

F2
ζ (z)

}

,
(9.131)
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where ϕ = �0/�0 − �0w2
0/ρ

2
T · Wζ (z) and Fζ (z) are the effective beam radius and

phasewavefront curvature radius ofGSMbeam in turbulent atmosphere, respectively.

Wζ (z) = w0
(
�2

0 + ζ�2
0

)1/2
, ζ = ζs + 2w2

0

ρ2
T

, (9.132)

Fζ (z) = z
(
�2

0 + ζ�2
0

)

ϕ�0 − ζ�2
0 − �2

0

,�0 = 2z/kw2
0, (9.133)

where the effective parameters of Gaussian beam at �0 and �0 transmitters are
as follows: when �0 = 1, the beam is collimated. When �0 < 1, the beam is
convergent, and when �0 > 1, the beam is divergent [2]. ζ is the global coherence
parameter, and ζs = 1+w2

0/ l
2
c is the source coherence parameter of the beam at the

transmitter. If ζs = 1, the beam is completely coherent, and if ζs > 1, the beam is
partially coherent.

When propagating horizontally, the structure constant C2
n of atmospheric refrac-

tive index does not change with altitude and remains constant, and ρT degenerates
to ρ0 = [

0.545C2
nk

2L
]−3/5

. The phase configuration function of partially coherent
GSM beam in horizontal path turbulent atmosphere can be obtained by synthesizing
Eqs. (9.110) and (9.111).

D( �ρ1, �ρ2, z) = 2ρ2

{(
1

ρ2
0

+ 1

2w2
0�

2
0

)
− �2

0

2W 2
ζ (z)�2

0

+ �0w2
0

W 2
ζ (z)ρ2

0

− �2
0w

4
0

2W 2
ζ (z)ρ4

0

}

(9.134)

The phase structure function represents the mean square deviation of the phase
between two points. The phase fluctuation of partially coherent GSM beams can
be measured by Eq. (9.114). The wave structure function D = Dχ + Ds can be
approximately processed as D ≈ Ds because the phase structure function DS plays
a leading role; therefore, the influence of the logarithmic amplitude structure function
Dχ can be ignored [2]. From Eq. (9.134), the variance of the flucuation of the angle
of arrival for a Gaussian and Schell beam that is horizontally propagating through
atmospheric turbulance can be obtained:

〈
α2
〉 = D( �ρ1, �ρ2, L)

(kρ)2
= 2

k2

{(
1

ρ2
0

+ 1

2w2
0�

2
0

)
− ϕ2

2W 2
ζ

}

. (9.135)
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9.3.5 Influence of Beam Drift and Spread
on a Communication System

The equation of laser propagation in atmospheric turbulence is as follows.

∇2ψ(r, t) − n2

c2
· ∂2ψ(r, t)

∂t2
= 0 (9.136)

The solution is

ψ(r, t) = A0(r) exp[χ + iϕ(r)] exp(−iωt), (9.137)

where A0(r) is the amplitude of light wave, ϕ(r) is the phase of light wave, ω is the
circular frequency, and χ = ln[A(r)/A0(r)] is the logarithmic amplitude fluctuation
caused by the atmospheric turbulence. The logarithmic amplitude fluctuation can be
expressed as intensity.

ln
I (r, t)

I0
= ln

[
A(r)

A0(r)

]2
= 2 ln

A(r)

A0(r)
= 2χ. (9.138)

When only considering the influence of atmospheric turbulence on the bit error
rate, the amplitude change can be approximately regarded as the noise caused by the
atmospheric turbulence. It can be obtained from Eq. (9.138).

ln
I (r, t)

I0
= 2 ln

A0(r) + Ai (r)

A0(r)
= 2 ln(1 + ε), (9.139)

where Ai (r) is the amplitude of noise, and ε = Ai (r)
A0(r)

is the ratio of noise to signal
amplitude. When the signal strength is I0, and the noise intensity is 〈In〉, the SNR
caused by the atmospheric turbulence is

SNR = I0
〈In〉 =

〈
A2
0(r)

A2
i (r)

〉
= 1
〈
ε2
〉 = 1

〈
χ2
〉 . (9.140)

In the case of strong turbulence, the SNR can be approximately expressed by
Taylor series:

SNR = 1
〈
χ2 + χ3 + ...

〉 ≈ 1

α
〈
χ2
〉 = 4

ασ 2
ln

, (9.141)

whereα is the scintillation intensity factor, and 1 ≤ α ≤ 2 and σ 2
ln are the scintillation

indices. When the beam spreading effect is considered, the effective signal-to-noise
ratio SN Ref f is obtained as follows:
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SNReff = SNR
[
1 + 1.33σ 2

ln I

(
2L
kw2

L

)5/6]+ F · σ 2
ln I · SNR

(9.142)

where wL is the beam width of the propagation plane at the receiving point,
wL = w0(�

2
0 + �2

0)
1/2, and is the beam width at the transmission point. �0 =

1 − L/F0,�0 = 2L/(kw2
0) are transmission distance, F = σ 2

ln I (D)/σ 2
ln I (D = 0).

If the surface area of the optical receiver is sufficiently large, f is very small and
negligible. Then, the effective signal-to-noise ratio SN Ref f can be simplified as

SNReff = SNR
[
1 + 1.33σ 2

ln I

(
2L
kw2

L

)5/6] . (9.143)

For plane waves, the scintillation index is

σ 2
ln I = 1.23C2

nk
7/6L11/6. (9.144)

When the optical receiver receives the optical signal in a digital laser communci-
ation system, the bit error rate is

BER = 1

2

[
erfc

(
SNR√

2

)]
. (9.145)

The bit error rate can be expressed as

BER = 1

2

[
erfc

(
SNR√

2

)]
= 1

2

[

erfc

(
4√
2ασ 2

ln

)]

. (9.146)

When the beam spreading effect is considered, the bit error rate can be expressed
as

BER = 1

2

[
erfc

(
SNReff√

2

)]
, (9.147)

where the effective signal-to-noise ratio is

SNReff = SNR
[
1 + 1.33σ 2

ln I

(
2L
kw2

L

)5/6] = SNR
[
1 + 1.33 × 1.23C2

nk
7/6L11/6

(
2L
kw2

L

)5/6] .

(9.148)
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9.4 Summary and Prospects

Atmospheric turbulence is an unavoidable problem in atmospheric laser commu-
nication, and its suppression must be achieved. Partially coherent light has a good
ability to suppress atmospheric turbulence and provides an effective way to address
atmospheric turbulence. Effective generation of partially coherent beams is one of
the future directions in atmospheric laser communication.

9.5 Questions

9.1. What is the fully coherent light? What is the partially coherent light?
9.2. Briefly describe the Huygens Fresnel principle.
9.3. Briefly describe the phenomenon of beam drift and intensity flicker.
9.4. Briefly describe the beam spreading phenomenon.
9.5. How does beam spreading affect the bit error rate of a communication system?
9.6. What are the impacts of angle of arrival fluctuation on a communication

system?

9.6 Exercises

9.1. Using the generalized Huygens Fresnel principle, prove that the integral of

�pp,di f f (r1, r2, L) = k2

4π2

∫ ∫ ∞

−∞
d2s1

∫ ∫ ∞

−∞
d2s2

exp

(
− s21 + s22

w2
0

)
exp

(
−|s1 − s2|2

l2c

)

× exp

(
ik

2L
|s1 − r1|2 − ik

2L
|s2 − r2|2

)

is

�pp,diff(r1, r2, L) = W 2
0

W 2
1 (1 + 4�1qc)

exp

[
ik

L

(
1 − �1 + 4�1qc

1 + 4�1qc

)
r · p

]

× exp

[
2r2 + ρ2

/
2

W 2
1 (1 + 4�1qc)

]

exp

[
−
(

�2
1 + �2

1

1 + 4�1qc

)(
ρ2

l2c

)]

where p = r1 − r2, ρ = |p| and dimensionless coherent parameter
qc = L

/
kl2c , and lc = √

2σc is the correlation length.
9.2. How to get the complex coherence coefficient from Eq. (9.13) as follow:
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DOCpp,diff(ρ, L) =
∣∣�pp,diff(r1, r2, L)

∣∣
√

�pp,diff(r1, r1, L)�pp,diff(r2, r2, L)

= exp

[
−
(

�2
1 + �2

1

1 + 4�1qc

)(
ρ2

l2c

)]

9.3. For partially coherent light, prove that the ratio of the number of speckles on
the input plane and the output plane is a constant, that is

W 2
0

l2c
= W 2

pp,di f

ρ2
pp,di f

,

where Wpp,di f f = W1
√
1 + 4�1qc is the size of the partially coherent spot

and W0 is the spot diameter.
9.4. Under a strong diffusion, prove that the average speckle radius can be

expressed as:

ρpp,speckle = lim
lc→0

√
l2c (1 + 4�1qc)

�2
1 + �2

1

=
√
2λL

πW0

9.5. Consider a Gaussian spectrum model

�S(κ) =
〈
n21
〉
l3c

8π
√

π
exp

(
− l2cκ

2

4

)

with normalization

√
π
〈
n21
〉
κ2lc�z

1 + 4�1qc
= 1

Explain how to solve the following equations:

(1)

σ 2
r,diff(r, L)= 2π2k2�z

∫ ∞

0
κ�S(κ)e−�1Lκ2

/
k[I0(2�1rk) − 1]dκ

= exp

[
4�2

1r
2

(1 + 4�1qc)l2c

]
− 1

(2) Tdiff(L)= 4π2k2�z
∫∞
0 κ�S(κ)

(
1 − e−�1Lκ2

/
k
)
dκ = 4�1qc

(3)

�2
diff(r1, r2, L) = 4π2k2�z

∫ ∞

0
κ�S(κ)e−�1Lκ2

/
k

×[I0(2�1r1k) + I0(2�1r2k) − 2J0(κ|�1p - 2i�1r|)
]
dκ

= 2

(
�1 + �2

1

1 + 4�1qc

)
ρ2

l2c
− 4i�1p · r

(1 + 4�1qc)l2c
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9.6. Consider the ratio of spot radius between image plane and pupil surface

ρip,speckle

ρpp,speckle
=
(
W1

WG

)(
Wip,diff

Wpp,diff

)
,

Explain that under the strong diffusion limit, the average speckle radius
is reduced to

ρip,speckle

ρpp,speckle
= W2

WG

)
�2

1 + �1�G

�1(�1 + �G)

9.7. Supposed that the collimated beamdiameter is 50mm, the laserwavelength is
1550 nm, the correlation length is 20 mm, the atmospheric structure constant
is C2

n = 2 × 10−14 m−2/3, and the beam propagation distance is 1 km.
Calculate the beam radius after propagation in atmospheric turbulence.

9.8. Given the beam parameters are as follows:

�ed = �1

1 + 4�1qc
, �ed = �1NS

1 + 4�1qc
,

Prove that the above beam parameters can also be defined by the
propagation parameters and the number of speckles as follows:

�ed = �0

�2
0 + �2

0NS
, �ed = �0NS

�2
0 + �2

0NS
.

9.9. Consider a collimated beam with wavelength λ = 10.6 μm and diameter
3 cm at the transmitter, calculate the scintillation index at the point on the
axis in distance of 3 km away from the transmitter after beam expansion with
correlation length of lc = 1 cm. Suppose C2

n = 3× 10−13 m−2/3 and ignore
the influence of internal and external scales, what is the scintillation index
in the case of strong diffusion (lc → 0)?

9.10. Assuming that the beam and atmosphere characteristics are the same as
above. When the source coherence time (τs) and the detector (τD) response
time meet the following conditions, calculate the longitudinal component of
the scintillation index:

(1) τS/τD = 1;
(2) τS/τD = 10;
(3) τS/τD = 0.1.

9.11. What is the scintillation index of off-axis position r
/
W1 = 0.8 when

considering question 9.9 and correlation length lc = 1 cm and lc → 0
respectively?
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Consider a Gaussian spectral function �s(k) = 〈n21〉l3c
8π

√
π
exp
(
− l2c k

2

4

)
, where lc

is transverse correlation radius
(
lc = √

2σc

)
, and the normalization function

is
2
√

π〈n21〉k2lc�z
1+4�1qc

= 1, and
〈
n21
〉
is the index fluctuation of refractive index.

9.12. Prove that

σ 2
r,diff(0, L)= 8π2k2�z

∫ ∞

0
κ�S(κ)e−�1Lκ2

/
k

[
1 − cos

(
�1Lκ2

k

)]
dκ

= 1 − 1 + 4�1qc
(1 + 4�1qc)

2 + 16�2
1q

2
c

.

9.13. Consider a collimated beam with wavelength λ = 10.6 μm and diameter
3 cm at the transmitter, which is reflected by a smooth target with size of
4 cm at 1 km from the transmitter. Calculate the free space spot radius of
W2 when the reflected wave arrives at the receiving plane. If the target is a
rough surface of lc = 1 cm, what is the free space spot radius W2,diff?

9.14. Consider a collimated beam with wavelength λ = 10.6 μm and diameter
3 cm at the transmitter, which is reflected by a target of size 7 cm and
lc = 1 cm at 800 m from the transmitter. Calculate the spatial coherence
radius of the echo beam assuming that, on the transmitting plane, ρ0 =
2
/(

0.55C2
nk

2L
)3/5 and C2

n = 2.6 × 10−14 m−2/3. In addition, calculate the

average number of speckles when the receiving lens size is 4 cm.
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Chapter 10
Optical Communication in the Future

With the increasing scarcity of radio spectrum and the unprecedented activity
of human space activities, optical communication will be the primary means of
human space communication in the future. This chapter introduces X-ray space
communication, terahertz wave communication, quantum communication, neutrino
communication, and gravitational wave communication.

10.1 X-ray Space Optical Communication

Compared with other communication methods such as microwave and laser, X-
ray space optical communication has the advantages of low power consumption,
good directivity, strong security, long transmission distance, strong anti-interference
ability, and wide communication frequency band.

10.1.1 Backgrounds

In the 1950s, human beings began to explore the outer space using space technology.
Since the beginningof the twenty-first century,Courage andOpportunityMars probes
have successfully landed, and Cassini spacecraft arrived on Saturn, successfully
released Huygens probe, and landed on Titan, the largest satellite of Saturn. Deep
space exploration has increasingly become the focus of attention. At present, the
electromagnetic wave band used in deep space communication is primarily focused
on microwave.
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Thewavelength of X-rays is approximately (20–0.06)× 10–8 cm. This type of ray,
with short wavelength and high penetrability, can make fluorescence of many invis-
ible solid materials visible. Therefore, X-ray is widely used in medical fluoroscopy
and nondestructive testing. Furthermore, X-ray can be used as an information carrier
in communication.

In 2007, an astrophysicist at NASA Goddard Space Flight Center proposed the
concept of usingX-rays as the transmissionmedium to realize space communication.
Additionally, ZhaoBaosheng, a researcher atXi’an Institute ofOptics andMechanics
of Chinese Academy of Sciences independently proposed the framework of X-ray
communication.

When the photon energy of X-ray is greater than 10 keV (λ < 0.1 nm) and the
atmospheric pressure is lower than 10–1 Pa, the transmission rate of X-rays is almost
100%, which means that the transmission of X-rays in space environment has almost
no attenuation. The refractive index of an X-ray in any medium is approximately 1,
so there is almost no dispersion problem. X-ray communication has the following
potential advantages. (1) X-ray photon energy is large, propagation attenuation in
vacuum is very small, and dispersion is colorless. Therefore, it is expected that X-
ray can realize long-distance space transmission. (2) The frequency of X-rays is
very high (up to 1018 Hz). If X-ray modulation technology can be proposed and
developed, the very large transmission bandwidth of X-ray communication can be
utilized; this solves the problem of extremely low data transmission rate in deep
space communication. (3) Space X-ray communication technology can be used in
some special circumstances in which microwave and laser cannot penetrate.

10.1.2 X-ray Communication System

10.1.2.1 System Structure

As shown in Fig. 10.1 [1], the X-ray communication system is primarily composed of
a signal source module, modulation circuit module, X-ray grating controlled modu-
lation source, X-ray detector, demodulation circuit module, and sink module. The
source output is a digital signal, and the sink is used to receive the digital signal

Communication 
interface

Data format 
converter

Code 
modulation

X-ray tube 
power drive

Gate controlled X-
ray source

X-ray 
collimator

X - ray communication transmitter

X-ray 
detector Preamplifier Threshold 

identifying
Decoding 

demodulation
Communication 

interface
X-ray poly 
collimator

X - ray communication receiver

Fig. 10.1 System block diagram of X-ray space communication [1]
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output by the demodulation circuit. The main function of the modulation circuit is
to convert the complex metal oxide semiconductor level of the digital signal into
–10– + 2 V level and add it to the gate-controlled electrode to control the X-ray
emission. The demodulation circuit restores the output signal of the detector into a
digital signal. The working principle of X-ray communication system is similar to
that of laser communication, but because the band of loading signal is X-ray, the
specific implementation scheme and device selection are different from traditional
optical communication.

10.1.2.2 X-ray Transmitter

Themain function ofX-ray transmitter is to transmit anX-ray signalwith the commu-
nication signal. There aremanyways to generate X-rays, includingX-ray tube, X-ray
free-electron laser, and synchrotron radiation.

(1) X-ray tube [2]

X-ray tube is produced by the impact of high-speed electrons on a metal target. It
can be divided into two types: inflatable tube and vacuum tube. In 1895, Röntgen
discovered X-ray by using crux tube, which is the earliest gas filled X-ray tube.
When the tube is connected with high-voltage power supply, the gas in the tube is
ionized. Under the bombardment of positive ions, electrons escape from the cathode
and impact on the target surface to generate X-rays. Gas filled X-ray tube is difficult
to control and has a low power and short life, so it is rarely used. In 1913, W. D.
Coolidge invented the vacuum X-ray tube, in which the vacuum degree was not
less than 10–4 Pa. The cathode of the X-ray tube is a directly heated spiral tungsten
wire, and the anode is a metal target embedded in the copper block end face. The
working principle of the X-ray tube is to apply high voltage (Va) on the anode to
accelerate the electron beam (Ia) emitted from the cathode and to accelerate the
electrons to bombard the anode target with eVa energy to generate X-rays. In 2002,
a new method of X-ray generation was developed [3, 4]. This method uses carbon
nanotubes to make “field emission cathode-ray tube” to emit high-energy electrons.
X-rays can be produced without using high-energy electron beams generated at high
temperature. At room temperature, a thin layer of carbon nanotubes can generate
high-energy electron beams, which can emit X-rays when the power is turned on.
Figure 10.2 shows the schematic diagram of the X-ray tube producing X-rays.

(2) X-ray free-electron laser

A free-electron laser (FEL) works bymoving a relativistic beam of high-quality elec-
trons through a vibrator. Under the action of a magnetic field, transverse acceleration
motion is produced, and the velocity component consistent with the transverse field
strength component of the electromagnetic field is obtained. The transverse velocity
component generated by the magnetic field is coupled with the radiation field of the
electron. The energy extracted from the electron beam is finally converted into light
field radiation. The FEL is designed based on this basic idea.
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Fig. 10.2 Structure of an
X-ray tube [2]

Filament

Shell

Anode target

X-ray

IaIa Ia

High pressure

An X-ray FEL can produce femtosecond coherent light with adjustable wave-
length and high intensity. The FEL has the advantages of wide wavelength coverage,
easy adjustment of wavelength, high brightness, narrow pulse, and good coherence.

(3) Synchrotron radiation

The electromagnetic radiation emitted by relativistic charged particles moving along
an arc in amagnetic field is called synchrotron radiation. High-energy physicists have
always regarded that synchrotron radiation consumes the energy of the accelerator
and hinders the improvement of the particle energy as a disadvantage of synchrotron.
With the deepening of scientific research, it has been found that synchrotron radiation
can be used in high-performance light sources ranging from infrared to hard X-
ray wavelengths. Generally, X-rays produced by synchrotron radiation can only be
produced by high-speed electron cyclotron. This type of equipment is too large to be
used in a spacecraft, so it is not suitable for space communication applications.

10.1.2.3 Cathode of an X-ray Source

As the electron emission source of vacuum electronic devices, the material selec-
tion of a cathode, which is called the “heart” of vacuum electronic devices, plays an
important role in the performance of an X-ray source. The essence of electron emis-
sion from a hot electron cathode is to heat the cathode material to high temperature.
Then, the electron overcomes the surface barrier of the cathode material to activate
a free electron.
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10.1.2.4 X-ray Grid-Controlled Modulation Source

Figure 10.3 shows the schematic diagram of the X-ray grid-controlled modulation
source. Based on the traditional X-ray tube, the modulation grid and the electron
focusing electrode are added. The advantages of the X-ray source are small volume,
easy modulation, and simple structure. The principle of modulation is as follows.
When the digital signal input from the grid is high level 1, the electrons generated by
the filament cathode will move towards the grid under the action of the electric field,
bombard the anode target, and generate X-rays after passing through the grid. When
the digital signal input by the grid is low-level 0, the voltage between the loaded
filament and the grid will hinder the electron from moving towards the anode; thus,
no X-rays can be generated. The electron focusing electrode controls the size of
the electron beam spot between the grid and anode target to realize the function of
electron focusing. In addition, the time dispersion of electrons is reduced, and the
time resolution is improved.

Figure 10.4 shows the relationship between the grid-controlled voltage of the
tube and the X-ray photon counting rate measured by the detector. It can be seen
that when the grid voltage is 0 V, the energy of the X-ray is the maximum; that is,
at this time, the number of X-ray pulses emitted by the bulb tube is the largest, and
the corresponding input digital signal is high level 1. When the grid voltage is−7 V,
the number of X-ray photons received by the detector is basically 0, which indicates
that the electrons in the X-ray source are completely intercepted by the grid, and
the corresponding input digital signal is low-level 0. The function of the modulation
circuit is to convert the complex metal oxide semiconductor level of digital signal
into−10–+ 2 V level and add it to the gate-controlled electrode to control the X-ray
emission.
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electron source
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Fig. 10.4 Relationship between photon count rate measured by detector and grid voltage VG [5,
6]

10.1.2.5 X-ray Detector

The main function of an X-ray detector is to convert the received X-ray signal into
electrical signal. In an optical communication system, the X-ray detector plays the
role of an antenna, which has large receiving area and high gain, conversion rate,
and sensitivity. This is conducive to reduction of the bit error rate and improvement
of the quality of communication. The wavelength of X-rays is primarily between
0.01 nm and 10 nm. To improve the receiving efficiency of the detector, the detector
must have a higher response in this band [5, 6].

Figure 10.5 shows the structure of an X-ray photoelectric detector based on the
external photoelectric effect. It is primarily composed of a high quantum efficiency

CsI cathode
MCP

Anode

Fig. 10.5 Structure of an X-ray detector [5, 6]
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Fig. 10.6 X-ray communication ground simulator [5, 6]

photocathode, input window, high gain electron multiplier, and impedance matching
charge collection anode. The gain of microchannel plates (MCP) can reach 103 dB,
which is primarily used to realize the avalanchemultiplication of electrons. Polyimide
is one of the organic polymer materials with the best comprehensive properties. It
can withstand temperatures of above 400 °C, has no obvious melting point, and has
high insulation performance. It can be used as the material of the input window.
The main function of the photocathode is to convert the light signal into electrical
signal. As the alkali halide compound CsI is sensitive to X-rays, it can be used as the
material of the photocathode. The main function of the impedance matching charge
collection anode is to collect and output electronic charge. Figure 10.6 is a schematic
diagram of an X-ray communication ground simulator.

10.1.3 Development Directions and Prospects

The refractive index of an X-ray in any medium is 1, and there is no dispersion
problem. Therefore, the X-ray is expected to realize long-distance space transmis-
sion with small volume, weight, and power consumption and to solve the challenge
of transmission distance in deep space communication. The key points of X-ray deep
space wireless communication include four aspects: (1) transmission theory of space
communication (including studying the temporal characteristics of an X-ray passing
through interstellar space and medium, pulse broadening, channel delay, and the
influence of solar and celestial gravity on X-ray propagation); (2) high power, broad-
bandX-ray pulsemodulation emission technology, focused on solving the theoretical
and technical bottlenecks of high-power X-ray emitters, the quantitative relationship
between output power density and structure parameters, and the relationship between
electron beam time dispersion and structure and modulation parameters; (3) research
of extremely weak X-ray detection technology focused on solving the problem of
high quantum efficiency photoelectric detection, which primarily involves X-ray
detectors and large area array integration technology, electronic readout system with
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ultrafast time response, and signal extraction and demodulation method in single
photon state; and (4) deep space channel model, channel capacity, and influencing
factors.

10.2 Orbital Angular Momentum Multiplexing
Communication

10.2.1 Vortex Beam

A vortex is one of the most common phenomena in nature. It is not only found
in classical macroscopic systems, such as water, clouds and cyclones, but also
in quantum microscopic systems, such as superfluids, superconductors and Bose–
Einstein condensation. The vortex is considered as an intrinsicmorphological feature
of wave [7].

When tidal motion is studied, a type of special point in the vortex of the tide is
found. The tidal peak disappears when the tide is in contact with the isotropic line.
From this phenomenon, it can be seen that there is a singular point in the tidal wave,
namely, the optical vortex [8]. Richards and Boivin et al. [9, 10] found that a singular
ring is formed at the focal plane of an achromatic lens, and experimentally found an
optical vortex at the focal plane due to line rotation. This confirms the existence of
optical vertices in the optical wave field. In 1973, Carter et al. [11] used a computer
to simulate the characteristics of the singular ring and found that the singular ring
can be created or disappeared when the beam is slightly perturbed. In 1974, Nye
et al. [12] found the existence of phase singularities in seawater acoustic waves in
the study of scattered fields, and extended the concept of singularities to the field of
electromagnetic waves for the first time. In 1981, Baranova et al. [13, 14] discovered
the existence of randomly distributed optical vortices on a laser spot, and experimen-
tally found that the probability of generating optical vortices in a scattered optical
field can be determined under certain conditions, but no optical vortex field of high
order topological charge is generated. In 1992, through theoretical and experimental
studies, Swartzlander et al. [15] discovered the existence of optical vortex solitons
in self-focusing media, and found that the optical vortex solitons interact with the
nonlinear media during transportation. This finding is a great contribution to the
propagation of optical vortices. In 1998, Voitsekhovich et al. [16] investigated the
properties of the phase singularity number density in detail under certain fluctua-
tion conditions, and the results showed that the phase singularity number density is
not a specific value but obeys certain statistical distribution, which is related to the
probability distribution of the spatial derivatives of the amplitudes.

In the twenty-first century, as the further expansion of the research fields of optical
vertex, the understanding of optical vortex has reached a new height. As a form of
wave, the vortex light has not only spin angular momentum, but also orbital angular
momentum (OAM) caused by the phase structure of the spiral. The beamswith OAM
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Fig. 10.7 Optical vortex field: a spiral wave front b light intensity distribution c phase distribution

are called “optical vortices”. Figure 10.7 shows the spiral wavefront, light intensity
and phase distribution of the optical vortex field. Sub-contact and non-damaging
manipulation of microscopic particles can be achieved through the transfer of photon
OAM in the optical vortex field to atoms, molecules, colloidal particles, and other
substances. In addition, the vortex beam also has important potential applications in
the fields of radio frequency as well as the quantum secure communication due to
its topological charge [17].

10.2.2 Generation of a Vortex Beam

In order to realize OAMmultiplexing communication, the first problem is to generate
a vortex beam with OAM. The methods for generating a vortex beam can be divided
into two categories: the spatial generation method and the fiber generation method.

10.2.2.1 Spatial Generation Method

The methods for generating a vortex beam using spatial structures include: direct
generation method, mode conversion method, spiral phase plate method, and
computational holography method.

(1) Direct generation method

A vortex beam is generated directly by a laser resonant cavity [18]. This method has
strict requirements on the axisymmetric of the resonant cavity in the experiment, and
it is difficult to obtain a stable beam output.

(2) Mode conversion method

A Hermite-Gaussian (HG) beam without OAM can be converted into a Laguerre-
Gaussian (LG) beam by a mode converter composed of two cylindrical lenses in
a non-axisymmetric optical system, as shown in Fig. 10.8. This method was first
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Fig. 10.8 Mode conversion of HG (HG01 and HG10) beams to LG01 beams [20]

proposed by Allen et al. in 1993, and it is also applicable for converting a LG beam
to a HG beam [19]. A HG beam can be transformed into a vortex beam with OAM
by simply adding a phase factor exp(ilθ) that varies with azimuthal angle to the HG
beam [20].

The conversion efficiency of themode conversionmethod is high, but the structure
of the optical system in the conversion process is complex. In addition, the key optical
devices used in the system are difficult to process and prepare, and it is not easy
to control the type and parameters of the resulting vortex beam. These drawbacks
remarkably limit the application of this method.

(3) Spiral phase plate method

A spiral phase plate [21] is a transparent plate whose thickness is proportional to the
azimuth of rotation with respect to the center of the plate, and the surface structure is
similar to a rotating table. When a light beam passes through the spiral phase plate,
the spiral surface of the phase plate causes a different change in the light’s optical
path, which results in a different change in the light’s phase. Subsequently, a phase
factor with spiral characteristics is produced, as shown in Fig. 10.9.

The spiral phase plate method generates a vortex beam with high conversion
efficiency, but the topological charge of the generated optical vortex is not unique.
For a phase plate, using the laser in a specific mode only generates a specific output
beam. Flexible control of the type and parameters of the vortex beam is not supported,
and the preparation of high-quality phase plates is difficult.

(4) Computer-generated hologram method

In 1991, Hackenberg proposed the computer-generated holograms (CGH) method
to generate the required diffraction grating pattern for vortex beam generation [22].
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Fig. 10.9 Spiral phase plate method to generate a beam with spiral phase [21]

This method is based on the principle of interference and diffraction of light, and uses
a computer program to generate the interference pattern of the target and reference
light to generate a vortex beam. The computer-generated hologram is a fast and
flexible method with a wide range of applications, and can either be implemented by
a computer-generated hologram or spatial light modulator. To generate a vertex beam
using a computer-generated hologram, the negative of a forked grating is calculated,
then a Gaussian plane wave is guided to directly pass through the forked grating, as
shown in Fig. 10.10a.

The spatial light modulator (SLM) method is to load the forked grating onto the
SLM and let the Gaussian plane wave be directly incident on the SLM, as shown
in Fig. 10.10b. Bo Bin et al. [23] used a reflective SLM to generate a beam, which
was experimentally investigated by interfering with a plane wave light. The results
verified that a vortex beam with different topological charges was generated, and the
energy conversion efficiency generated by the vortex beam was high.

Using the SLMmethod, the position, size, and topological charge of the generated
optical vortex can be controlled by controlling the hologram displayed on the SLM
through computer. In addition, the position of the optical vortex can be dynamically
adjusted in real time.

Fig. 10.10 Vortex beam generation using the computer-generated hologram method: a Computer-
generated hologram b spatial light modulator
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10.2.2.2 Fiber Optics Method

To meet the development and application requirements of OAM optical communi-
cation systems, several methods have been proposed to generate vortex beams using
optical fibers, which primarily include: (a) fiber coupler conversion method [24],
(b) photonic crystal fiber conversion method [26], and (c) optical waveguide device
conversion method [27].

In 2011, Yan et al. [25] generated an OAM beam by mode superposition through
an Hermite-Gaussian beam with four microfiber inputs. Later, this research group
improved the microfiber by replacing it with a core of square fibers placed inside the
ringfiber. This improvedOAMgeneration coupler reduces the processing complexity
since is requires only one input fiber in structure. With a simpler structure compared
with the traditional OAM generation method, this method is of great significance for
the promotion of the transmission technology of OAM information in optical fiber in
future. However, its shortcomings are the large waveguide dispersion, low purity of
the generated OAMmodes, and instability and high sensitive to wavelength changes
for higher-order OAM modes.

In 2012, Willner designed a new set of converters for OAM generation using
a photonic crystal fiber (PCF) [26]. The basic principle is that an input Hermite-
Gaussian beam is mode converted to generate a series of vortex eigenmodes, and the
desired OAM modes can be generated by simply selecting an appropriate combi-
nation of the vortex eigenmodes. In the same year, Wong et al. [31] reported in
SCIENCE a spiral PCF mode converter, which generates more OAM modes. When
a laser feeds a linearly polarized super continuous light into the PCF, this converter
azimuthally modulates the input light and changes the phase of the input light. Then,
a vortex light with OAM is generated. In addition, the spiral PCF has the advan-
tage that the generated OAM topological charge varies regularly with the structural
parameters of the fiber, which is of a great significance for generating more OAM
modes.

In 2012, Cai X L et al. reported in SCIENCE that a silicon-integrated OAM
vortex beam transmitter has been implemented, where a Hermite-Gaussian beam
was transmitted in a silicon waveguide, and then coupled into a ring waveguide. An
echo wall mode was thus generated [27]. Due to the periodic sawtooth protrusions
on the inner wall of the waveguide, the Hermite-Gaussian beam produced a phase
difference when transmitted in the ring waveguide, which caused the optical wave
vector to change. Finally, the vortex light with different OAM modes was generated
above the ring waveguide. This converter is not only small in size, but also generate
a vortex beamwith low phase sensitivity and stable OAM patterns. In addition, it can
be integrated on a large scale to generate multiple topological charge controllable
OAM beams simultaneously.
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10.2.2.3 Comparison of Vortex Beam Generation Methods

The unique phase structure and the unique OAM characteristics of the vortex beam
make it valuable for applications in quantum information transmission, particle
manipulation, and molecular optics. However, these applications rely on the gener-
ation of a high quality vortex beam. The generation methods mentioned above have
their own advantages and disadvantages. Table 10.1 shows a comparative analysis of
these methods for generating a vortex beam. Therefore, based on the existing condi-
tions and technologies, searching for the effective methods to generate high quality
vortex beams is an urgent problem in this field.

10.2.3 OAM Multiplexing Communication System

Compared with the traditional optical communication, the beam with OAM has new
degrees of freedom, which makes the OAM multiplexing technology has unique
advantages in improving the channel capacity and spectrum utilization of the system.

Table 10.1 Comparison of different vortex beam generation methods

Methods Advantages Disadvantages

Direct generation Generated directly in the laser
resonant cavity

Difficulty in obtaining a stable
vortex beam
Difficult to achieve high-order
vortex beam generation

Mode conversion High conversion efficiency Relatively complex optical
structure and difficult device
preparation
Not easy to control the type
and parameters of the vortex
beam

Spiral phase plate High conversion efficiency Not easy to control the type
and parameters of the vortex
beam
Difficulty in preparation of
high quality phase plates

Computer-generated hologram Control over the position, size
and parameters of the vortex
beam

The optical path is strictly
required because it needs to be
incident to the center of the
hologram

Fiber optics Facilitating the diffusion in
optical communication
systems
The generated vortex beam is
more stable

Experimentally, only low-order
vortex beams are currently
possible, and high-order is
currently difficult to achieve
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10.2.3.1 Backgrounds

Optical wireless communication, or free-space optical (FSO) communication, is a
technology that can transmit information such as data, voice and images using laser
as a carrier. Due to the absorption and scattering of the light signal by the atmosphere,
the beam transmitted in space is attenuated. The atmospheric turbulence effect causes
drift, flicker and expansion of the laser spot, resulting in large bit error rate and even
communication interruption [28]. Although the conventional channel coding method
can suppress turbulence, the traditional communication method does not meet the
demand of multiplexed communication in the case of strong turbulence, dense fog,
etc. A new technique is needed to improve the channel capacity and spectrum utiliza-
tion. In the existing multiplexing technology, the utilization of frequency, time, code,
space and other dimensions have been maximized. Restricted by the information
modulation format of wave in free space and optical fiber, the information is not
interoperable between free space and multimode optical fiber networks. Therefore,
the network capacity and communication security are is difficult to be fully satis-
fied. To increase the communication capacity, improve the spectrum efficiency, and
establish a highly reliable and secure communication network, OAM multiplexing
technology is widely concerned.

OAM multiplexing communication has the following advantages [29].

(1) Security. Due to the uncertainty relationship between the topological charge
l and azimuth angle θ of the OAM, only when the OAM beam is received
orthogonally and completely, the OAM state can be detected accurately. The
angular tilt and partial reception cause the power of the transmitting mode to
spread to other modes, and the probability of correct detection of the trans-
mitting OAM state is reduced. Therefore, OAM optical communication can be
effectively anti-eavesdropping.

(2) Orthogonality. The vortex beams of different OAM modes have inherent
orthogonality, which provides the possibility of modulating information on
different vortex beams, and the information transmitted on different OAM
channels does not interfere with each other, which improves the reliability of
information transmission.

(3) Multi-dimensionality. With the infinite number of OAM vortex beam eigen-
states, it is possible to realize multiple information transmission on the same
spatial path, thus improving the dimensionality ofmultiplexed communication.

(4) High spectrum utilization. The spectrum utilization of vortex beam multi-
plexing communication is much higher than that of LTE (Long Term Evolu-
tion), 802.11n and DVB-T (Digital Video Broadcasting—Terrestrial) because
OAM is used for multiplexing information transmission. Terrestrial).

(5) High transmission rate. The transmission rate of OAMmultiplexed communi-
cation is higher than LTE, 802.11n and DVB-T, and experimental studies show
that it can reach Tbit order of magnitude.
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With the continuous research on OAM, the vortex beam multiplexing technology
with OAM, as a new multiplexing dimension, has attracted wide attentions in the
field of information transmission. In order to improve the information transmission
rate and guarantee the security, the multiplexing technology with OAM vortex beam
is a viable option. This multiplexing technology adopts the infinity of OAMquantum
number (or mode number) to transmit information in multiple channels, and adopts
the orthogonality between different OAM modes to realize the modulation of infor-
mation, and finally loads the information into two or more vortex beams with orbital
momentum to realize a multiplexing transmission of information.

The development ofOAMopticalwireless communication is rapid in recent years.
In 2012, Wang Jian et al. [30] proposed and demonstrated a new high-speed commu-
nication model using spatial optical modulator to realize OAM multiplexing, which
achieved a free-space optical communication system capacity of 1369.6 Gbit/s. The
breakthrough of Wang Jian et al. lies in using the spatial state of photons to increase
the spectral efficiency of transmission, which greatly improves the transmission rate
of the system. In the same year, Tamburini et al. [31] conducted a 442 m transmis-
sion experiment using wireless optical link OAM mode multiplexing in the city of
Venice. In 2014, Krenn [32] achieved a 3 km optical wireless communication link
using OAM beam in the city center of Vienna with a strong air interference envi-
ronment. In the same year, Xu et al. [33] adopted a MIMO adaptive equalization
to reduce the crosstalk between signals of OAM multiplexing system due to atmo-
spheric turbulence. Huang et al. [34] implemented a free-space 4-way OAM mode
multiplexing technique using 4 × 4 MIMO technique and outlier detection, where
each OAM beam carries information at a rate of 20 Gbit/s, which effectively reduced
the BER of the system. In 2016, Ren et al. [35] experimentally investigated the
application of MIMO techniques in OAM multiplexing systems and found that the
effect of atmospheric turbulence on OAM optical communication can be effectively
mitigated using spatial diversity andMIMO equalization. In 2017, Xiang Zhang [36]
proposed an acoustic OAM communication technique based on an active transducer
array. The principle is to generate an acoustic vortex field containing 8 topological
charges by a phased array consisting of 64 acoustic sources radiating signals encoded
with composite vortex states, and to receive and demodulate them at the receiving
end with another acoustic phased array.

10.2.3.2 Principle of OAMMultiplexing

The existing multiplexing techniques include: frequency division multiplexing, time
division multiplexing, code division multiplexing and space division multiplexing.
These multiplexing technologies have made breakthroughs in their research fields:
Thefirst generation (1G) technology is inseparable from the frequencydivisionmulti-
plexing. In the second generation (2G) technology, the time divisionmultiplexing and
code division multiplexing technology are introduced, which opens the era of digital
communication. The third generation (3G) technology applies to the space division
multiplexing technology, which enables the same carrier frequency to be reused in
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Table 10.2 Comparison of transmission rate and spectrum utilization

Communication
system

OAM LTE 802.11n DVB-T

Spectrum
utilization

95.5 bits−1 Hz−1 16.32 bits−1 Hz−1 2.4 bits−1 Hz−1 0.55 bits−1 Hz−1

Transmission
rate

2.56 Tbits−1 326.4 Mbits−1 144.4 Mbits−1 31.668 Mbits−1

different directions. The fourth generation (4G) combines the OFDM and MIMO
technologies, which have greatly improved the capacity and spectrum utilization of
communication systems.

The OAM multiplexing technology uses the orthogonal characteristics of OAM
beams to load multiple signals to be transmitted on OAM beams with different
number of topological charge for data transmission. This multiplexing method
achieves multiple independent OAM beam channels on the same carrier frequency
at the same time by using the different topological charge numbers to distinguish
different transmission channels at the receiver side. It has been found that, since the
vortex beam with OAM can be tensed into an infinite-dimensional Hilbert space,
the OAM multiplexing at the same carrier frequency results in a better transmission
performance [37]. This feature provides a new degree of freedom for the efficient
use of the spectrum.

Table 10.2 represents the transmission rates and spectrum utilization for commu-
nication system of LTE, 802.11, DVB-T and OAM multiplexing. From Table 10.2,
the spectrum utilization and system transmission rate of OAMmultiplexing is signifi-
cantly better than the other three communication systems. This is because, compared
to the conventional multiplexing techniques, OAM multiplexing is performed by
using the OAM mode carried by the carrier as a modulation parameter in the
multiplexing process.

10.2.3.3 System Model

The model of OAM multiplexing communication system in atmospheric turbulence
is shown in Fig. 10.11. Taking four-channel multiplexing for example, the QPSK
modulation is applied to the input bit stream, and the modulated signal is loaded
on a Gaussian beam generated by the solid-state laser by optical modulation. Then,
the electrical signal is converted into an optical signal. The Gaussian beam with the
modulated information is then converted into OAM beams with different topological
charge corresponding to the spatial phase masks. The generated OAM multiplexed
state is transmitted through atmospheric turbulence after multiplexing the four vortex
beams with different topological charge. At the receiver, the OAM beam in multi-
plexed state is de-multiplexed to obtain four OAM beams. Each beam is then de-
multiplexed and converted into a Gaussian beam. Finally, the QPSK signal loaded on
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Fig. 10.11 OAM multiplexing communication system model

the Gaussian beam is extracted for demodulation to recover the original bit stream,
that is, the optical signal is converted to the original electrical signal.

10.3 Neutrino Communication

Neutrino is a type of neutral elementary particle with minimal mass and no charge. It
can travel near the speed of light and penetrate any substance with little energy loss
[38, 39]. Neutrino communication is a communication method that uses neutrinos
to deliver information.

10.3.1 Neutrino

Neutrino is one of the basic particles that make up an atom. It is very light (even less
than one thousandth of an electron) and neutral. The interaction between a neutrino
and other basic particles of matter is very weak, so the energy loss of the neutrino is
very small. It is estimated that the energy loss is only one over 10 billion even when
crossing the earth along its diameter.

There are three types of neutrinos: electron neutrino, μ-neutrino and τ-neutrino.
The sun produces only the electron neutrino, and only this type of neutrino can be
detected. Electron neutrinos release electrons,μ-neutrinos releaseμ, and τ-neutrinos
release τ.

Electron neutrinos interact with atoms to release energy and illuminate a nearly
spherical region. Unlike electrons, μ neutrinos are not good at interacting with each
other. Theymust travel through at least 1 kmof ice to produce a light cone. τ-neutrinos
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decay rapidly, and their appearance and disappearance produces two photospheres,
which are called “double explosions”.

10.3.2 Neutrino Communication

Neutrino communication is a communicationmethod that uses neutrino beam to carry
information. All wireless communication (including electronic and optical commu-
nication) must extend the transmission distance through various relay equipment
(e.g., communication satellite and ground station). Because neutrinos hardly interact
with any matter, the distance of neutrino communication is further than people can
imagine.

Neutrinos travel in a straight line near the speed of light and can penetrate steel,
sea water, and even the entire earth. They are attractive and ideal information carriers.
Since neutrinos hardly interact with any substance, neutrino communication does not
pose any harm to human beings.

10.3.3 Neutrino Communication System

Neutrino communication includes a transmitter and receiver. The function of the
transmitter is divided into three parts:

(1) Generator of neutrino streams as information carriers;
(2) Modulator that loads information onto the neutrino stream for transmission;
(3) Transmitter of the neutrino stream for transmitting the modulated neutrino

stream to the transmission channel.

The functions of the receiver is also divided into three parts:

(1) The front-end receiving device that receives the modulated neutrino stream
from the neutrino communication channel;

(2) Demodulator that demodulates the signal loaded on the neutrino stream;
(3) Signal recovery device that reshapes and amplifies the demodulated signal to

recovers the transmitted original signal.

The concept of neutrino communication is shown in Fig. 10.12.

10.3.4 Key Technologies of Neutrino Communication

A neutrino communication system includes the generation method and device of the
neutrino beam,modulation and demodulation of the neutrino beam, and the receiving
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Fig. 10.12 Concept of neutrino communication

method and device. The key technologies involved in neutrino communication are
as follows [40–43]:

(1) Generation of a neutrino source

Nuclear fusion reaction can produce neutrino beams, but this type of equipment is
bulky and not easy to move. Moreover, it is necessary to prevent nuclear leakage due
to damage, and the equipment is expensive. When the energy reaches 5 × 1011 eV,
the speed of neutrino beam reaches the speed of light. By controlling the energy flow
density of the neutrino beam to load up the information (e.g., video, audio, and data
signals), the communication between locations at any distance can be realized.

(2) Modulation in neutrino communication

Similar to optical communication, in the transmitter, the modulator modulates the
neutrino beam with the data information and then, through a magnetic field, controls
the information bearing neutrino beam to transmit towards the desired target. In
the receiver, the signal carried by the neutrino beam is demodulated to recover the
original signal.

(3) Reception of a neutrino beam

The demodulation of neutrino communication is based on the Cherenkov effect. No
matter how far away the neutrino beam propagates, as long as it passes through
water with depth of 400 m above the receiving end, it will react with the neutrons
of the water atoms to produce high-energy negative μ. In water, the negative μ can
propagates at a speed close to the speed of light. When it travels a distance of 60–
70 m, the “Cherenkov effect” (i.e., 0.4–0.7 μm Cherenkov light) is produced with
an angle of 41° between the direction of the light and negative μ. By direct detection
of visible light using a photomultiplier tube in water, the transmitted signals can be
demodulated.

The functions of the neutrino communication receiver can be divided into three
parts [40–43]: (1) Preamplifier that removes the interference and fading in the trans-
mission and recovers the modulated neutrino stream sent by the transmitter to the
channel. (2) Demodulator that demodulates useful information from the received
neutrino signal. (3) Baseband signal recovery device that further reshapes and
amplifies the demodulated signal to recover the baseband signal.
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10.3.5 Characteristics of Neutrino Communication

Neutrino communication is generally considered to be the most suitable means for
deep space communication. The main advantages are as follows.

(1) Neutrino communication has awide frequencyband and large channel capacity.
It can propagate in a straight line at nearly the speed of light. It can easily
penetrate steel, sea water, and even the whole earth with little energy loss.

(2) It has strong anti-interference ability and is not impeded by other communi-
cation modes. Because the neutrino beam propagates in a straight line using a
different mechanism, it will not interfere with other communication modes.

(3) It is safe, reliable, and secure.
(4) It is suitable for deep space communication. Because neutrinos are electrically

neutral, the neutrino beam is not affected by the ionosphere, sunspots, and other
external factors. Thus, when the neutrino beam is used for communication in
outer space, it can reach the information destination at the speed of light.
Therefore, neutrino communication will be a powerful way of communication
in universe.

10.4 Gravitational Wave Communication

The movement of electric charge produces an electromagnetic wave, and the move-
ment of matter produces a gravitational wave. Gravitational wave can be compared
with electromagnetic wave in some respects. Gravitation, like electromagnetic force,
is a force that can work long distance. According to the modern theory of gravity, the
universal gravitation between any two objects is transmitted by the gravitational field.
When the object is accelerated, it will cause a change of the gravitational field. This
change has the nature of a wave, which propagates at a limited speed. This wave is
called the gravitational wave. Since light waves are transmitted by photons, Einstein
assumed that gravitational waves are transmitted by gravitons. Gravitational wave
communication refers to the use of gravitational waves to transmit signals. Gravita-
tional wave is produced by the vibration of matter and is a shear wave propagating
at the speed of light. It has a strong penetrating force, and no matter can stop the
propagation of the gravitational wave [44–47].

10.4.1 Detection of Gravitational Waves

Gravity described by Einstein’s general relativity theory is a phenomenon produced
by the curvature of space–time, and mass can cause this curvature. As matter moves
through space and time, the curvature of the neighborhood changes. The curvature
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change of a mass object will propagate outward at the speed of light like a wave. This
propagation phenomenon is the gravitational wave. Any object with mass or violent
acceleration will produce gravitational waves.

A gravitational wave is a shear wave that travels at the speed of light. Because
of its high nonlinearity, it does not have the reflection, interference, and diffraction
properties of electromagnetic and mechanical waves and does not meet the superpo-
sition principle. Its action cross-section is very small, and its penetrating ability is
very strong. It can travel through time and space and penetrate the earth.

10.4.1.1 Resonant Rod Gravitational Wave Detector

The pioneering work of gravitational wave detection is attributed to an American
physicist JosephWeber, whose original gravitational wave detector was an aluminum
alloy cylinder with a high Q value. When the gravitational wave comes, the space–
time changes, and the distance between the two ends of the cylinder rod in the
space–time also changes slightly. Generally, the strength of the gravitational wave
is expressed by a dimensionless amplitude h = �l / l. If the frequency of the grav-
itational wave is consistent with the intrinsic frequency of the aluminum rod, the
aluminum rod will oscillate under the excitation of the gravitational wave, and the
signal of the gravitational wave will be amplifiedQ times. This type of metal cylinder
gravitational wave detector is often called a resonant rod detector or resonant mass
detector and is shown in Fig. 10.13.
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Fig. 10.13 Weber resonant rod detector [48, 49]
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10.4.1.2 Laser Interference Gravitational Wave Detector

The influence of a gravitational wave on the relative position change of an object is
very weak, and the length change caused by a gravitational wave of typical intensity
is only one billionth.

As shown in Fig. 10.14, the interferometer consists of a light source (far left side
of the above figure), a beam splitter (center), twomirrors (upper and rightmost), and a
photo detector (lower side). The light from the light source is divided into two beams
after passing through the beam splitter. One beam of the light penetrates directly
and still propagates in the original direction, whereas the other beam is reflected in
a direction perpendicular to the original propagation. It is called the two arms of the
interferometer. When the two beams meet the total mirror in their respective light
paths, they return to the spectroscope in the original light path.

When the two beams return to the beam splitter, the beam directly passing through
the returning beam and the beam returning from the vertical reflection are again split
into two by the splitter, and one beam is generated on the left and the other at the
bottom. At this time, a part of the light is directly passing through and part of the light
is reflected by the beam splitter in the two light paths on the left and below. These
two parts of the light are superimposed together, and the two light paths interfere
with each other due to the fluctuation of the light. If the wave crest of one wave
coincides with that of the other, the interference will be long, and the peak height
will be higher after superposition. In contrast, if the crest of one wave overlaps with
the trough of the other, interference cancellation occurs. In general, the shape of the
superposition wave formed by the two waves depends on the relative position of the
wave crests.

This interference occurs when the light reflected from the two arms meets in the
spectroscope. The position between the two reflected light peaks depends on the
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Fig. 10.14 Concept map of laser interference gravitational wave detection [49, 50]
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length of the two arms. When the arm lengths are different, the position between
the wave peaks is different, and the intensity of the superimposed light changes. It
is the intensity change of the superimposed light that is used to detect the change
of arm length caused by gravitational waves. Since the wavelength of the light used
in interferometers is very short (approximately several thousand nanometers), this
interference method can be used to measure very small arm length changes.

10.4.1.3 Electromagnetic Coupling Detection

After the 1970s, the electromagnetic coupling detection scheme was proposed [51,
52]. Through the interaction between an electromagnetic field and a gravitational
wave, the change of electromagnetic field can be observed, and the existence of the
gravitational wave can be found. Typical experimental facilities are the spherical
resonator scheme in Italy and the circular waveguide scheme in Britain. In Italy, two
spherical cavities are connected by a disc. The natural frequency of the cavity can be
adjusted. The middle disc-shaped unit implements the function of frequency modu-
lation. Electromagnetic fields of two resonant modes are stored in the cavity. The
interaction of a gravitational wave and the superconducting cavitywall will produce a
movement, and the electromagnetic field in the cavitywill register thismovement and
generate energy conversion.When the frequency of the gravitational wave is equal to
the difference frequencyof the twomodes of electromagnetic field, the energy conver-
sion rate is the highest. The probability of detecting high-frequency gravitational
waves can be increased by forming an array of such differential frequency double
spherical resonators. The British circular waveguide scheme utilizes the interaction
between a high-frequency gravitational wave and electromagnetic wave polariza-
tion vector in which the polarization vector rotates around the propagation direction
of the electromagnetic wave. When the resonance condition of the electromagnetic
wave is established, that is, the phases of the electromagnetic wave and the high-
frequency gravitational wave are always the same, the effect will accumulate and
can be improved linearly by increasing the number of waveguides [51, 52].

It has been claimed that gravitational waves have been detected in the laboratory,
but this has not been supported. From an experimental point of view, considerable
achievements have been made in the detection of gravitational waves. Researchers
predict that direct detection of gravitational waves may be realized in the near future.

10.4.2 Generation of Gravitational Waves

Gravitational wave is a gravitational field which propagates in the form of a wave
with a finite velocity. According to general relativity, the acceleration of the mass
will produce gravitational waves. The main properties of a gravitational wave are
as follows: it is a shear wave and plane wave at far source, it has two independent
polarization states, it carries energy, and it propagates at the speed of light in vacuum.
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Gravitational waves carry energy and should be detectable. But the intensity of the
gravitational wave is very weak, and the efficiency of matter of gravitational wave
absorption is very low, so it is very difficult to detect gravitational waves directly.

Theoretically, a spring oscillator can produce gravitational waves. A certain mass
object is connected at both ends of a spring. If it is vibrated, gravitational waves will
be generated; thus, the device is also called the “gravitational oscillator”. Moreover,
a heavy rod that rotates about its central vertical axis generates gravitational waves.

If a steel bar weighing 500 t and measuring 20 m rotates at a speed of 5 rad/s
(which is the maximum rotation speed within its strength limit), the gravitational
wave energy generated is only 10–29 W. A 10 cm long spring with a weight of 1 kg
at both ends oscillates at a frequency of 100 Hz and an amplitude of 1 cm. To turn its
gravitational energy into electric energy to light a 50Wbulb, it needsmore oscillators
than all the basic particles that make up the earth.

10.4.3 Difficulties in Gravitational Wave Detection

(1) Since the intensity of natural gravitational wave is very small and weak, it is
not sufficient to produce enough gravitational wave for an experiment.

(2) There are limitations of natural and technical conditions: space noise, testing
equipment, thermalmotion noise, signal conversion loss, ground vibration, etc.

(3) The interaction cross-section of gravitational wave with mass is very small and
decays with the square of distance.

10.5 Terahertz Wave Communication

10.5.1 Terahertz Wave and Its Advantages

Terahertz wave refers to the electromagnetic wave whose wavelength is between
3 mm and 3 μm (100 GHz–10 THz). This band is located between microwave and
infrared radiation, which is the edge of the electromagnetic and optical research. The
early research on terahertz radiation can be traced back to the 1980s. Due to the lack
of effective methods to generate and detect terahertz electromagnetic waves, scien-
tists have limited understanding of the electromagnetic radiation properties in this
band. In the past ten years, the rapid development of ultrafast optoelectronic tech-
nology has provided a stable excitation source for terahertz pulse generation. With
the generation of terahertz radiation, its application has also been rapidly devel-
oped. Compared with microwave and optical communication, terahertz wave has the
following characteristics.
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10.5.1.1 Comparison with Microwave Communication

(1) The transmission capacity of terahertz communication is higher than that of
microwave communication by 1–4 orders of magnitude. The wireless trans-
mission rate can be as high as 10 Gbps, hundreds or even thousands of times
faster than the current ultra-wideband technology;

(2) Terahertz wave beam is narrower, has better directionality, can detect smaller
targets, and locate more accurately;

(3) Terahertz wave has higher security and stronger anti-interference ability;
(4) Terahertz wavelength is shorter than microwave wavelength; thus, a smaller

terahertz antenna can realize the same function.

10.5.1.2 Comparison with Optical Communication

(1) The energy of terahertz wave is low in the order of meV, which is only 1/40 of
photon energy;

(2) Terahertz wave communication is working in harsh environment of plasma,
dust, and smoke. There is a strong demand for terahertz wave communication
in plasma in aerospace and military fields.

10.5.1.3 Characteristics of a Terahertz Wave

(1) High transmittance: Terahertz wave has good penetrability in many dielectric
materials and nonpolar materials and can be used for perspective imaging
of opaque objects. It is an effective complementary of X-ray and ultrasonic
imaging technologies and can be used for nondestructive testing in the process
of security or quality inspection.

(2) Low energy: Terahertz photon energy is 4.1 meV. Terahertz radiation does
not cause photoionization and does not destroy the tested material, so it is
very suitable for in examination of human body or other biological samples to
extract their refractive index and absorption coefficient conveniently.

(3) Water absorption: Water is strongly absorbent of terahertz radiation; because
the water content in tumor tissue is significantly different from that in normal
tissue, the location of tumor can be determined by analyzing the water content
in the tissue.

(4) Transient: The typical pulse width of a terahertz pulse is in the order of picosec-
onds. It is convenient to study the time-resolved spectroscopy of various mate-
rials including liquid, gas, semiconductor, high-temperature superconductor,
ferromagnetic, etc., and the interference of background radiation noise can be
effectively suppressed by sampling measurement technology.

(5) Coherence. The coherence of terahertz comes from its coherence genera-
tion mechanism. Terahertz coherent measurement technology can directly
measure the amplitude and phase of the electric field to conveniently extract
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optical parameters, such as refractive index, absorption coefficient, extinction
coefficient, and dielectric constant.

(6) Fingerprint spectrum: Terahertz band contains abundant physical and chemical
information. Most of the polar molecules and biological macromolecules are
in the terahertz band. According to these fingerprint spectra, terahertz spectral
imaging technology can distinguish the shape of an object, analyze its physical
and chemical properties, and provide the theoretical basis and detection tech-
nology for antidrug and anti-terrorism systems, disposal of explosives, and so
on.

Terahertz wave communication can achieve a transmission rate of 10 Gbps. If
the influence of water vapor is not considered for satellite communication, terahertz
communication can perform high security satellite communication with extremely
high bandwidth.

10.5.2 Terahertz Wave Transmitting Antenna

10.5.2.1 Generation of a Terahertz Wave

(1) The method of generating broadband pulse radiation in terahertz by photo-
conductivity: the metal electrode with bias voltage and photoelectric semicon-
ductormaterial are formed into antenna, and the electron–hole pair is generated
in the photoconductive material by an ultrafast laser beam. The free carrier is
accelerated in the bias electric field, and the photocurrent will radiate THz
wave.

(2) The method of generating broadband pulse radiation in terahertz by optical
rectification: the low-frequency electrode field is generated by the interaction
of a laser pulse (pulse width in sub-picosecond order) and nonlinear medium
(e.g., LiNbO3, LiTaO3 and ZeTe), which radiates a terahertz wave.

(3) Narrow band continuous terahertz pulse generation technology: a narrow band
light source is characterized by a single bulge at the center frequency of the
spectrum, and its bandwidth is very narrow. At present, research primarily
focuses on two directions: one is to extend low-frequency microwave to high-
frequencybymeans of electronics; this is characterized byhigh efficiency, and a
high-power terahertz wave can be generated, but the frequency of the generated
terahertz wave is low. The other direction is to extend optics, especially laser
technology to low frequencies; this can produce terahertz wave with good
directivity and coherence. The output power is small.

As a type of terahertz source, GaAs photoconductive antenna can generate broad-
band terahertz wave. The basic structure of GaAs photoconductive antenna is to
preparemetal electrode on semiconductor surface. Its structure is shown inFig. 10.15.
Semiconductor substrate materials are usually low-temperature GaAs (LT- GaAs),
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Fig. 10.15 Terahertz wave generated by photoconductive antenna [53]

or semi-insulating GaAs (Si- GaAs) and InP, which have ultrafast carrier characteris-
tics. Themodels to analyze the terahertz radiationmechanism of the photoconductive
antenna are the Drude–Lorentz model and large aperture photoconductive antenna
model (current instantaneous model) [53].

10.5.2.2 Drude–Lorentz Model

The Drude–Lorentz model regards photo-generated carriers as electron gas and
ignores Einstein’s diffusion effect in photoconductive antenna materials. When the
concentration of the photo-generated carriers is approximately 1016–1018 cm, the
photo-generated carriers can be well maintained in the thermal equilibrium state
under the effect of scattering mechanism. The radiation effect of charged particles
caused by the acceleration of the charged particles in the electric field can be analyzed.
Starting from Maxwell equation, the electromagnetic quantities related to the radia-
tion field can be solved by introducing vector potential A and scalar potentialΦ [49].

10.5.2.3 Current Impulse Model

The current impulsemodel is constructed as follows.A large aperture semi-insulating
GaAsphotoconductive antennawith a bias electric field is used as a terahertz radiation
source. The GaAs photoconductive antenna is in high resistance state when there
is no light. When the antenna is irradiated by femtosecond laser, a large number
of electron–hole pairs are generated in the photoconductive material between the
two electrodes. When the electrodes move in two different directions, the electric
field changes, and the electron–hole pair movement in the photoconductor generates
transient current, which can generate terahertz band electromagnetic wave. Because
themobility of the hole ismuch smaller than that of the electron, the current generated
by the entire motion is very small and can be ignored.
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10.5.3 Terahertz Detector

There are two methods for terahertz wave detection: photoconductive sampling and
electro-optic sampling, as shown in Figs. 10.16 and 10.17, respectively. Figure 10.16
is the device diagram of photoconductive sampling detecting a terahertz pulse. The
device of the photoconductive sampling detecting a terahertz pulse is very similar to
that of the photoconductive antenna generating a terahertz wave. The difference is
that there is no bias voltage on the photoconductive antenna in the detection device,
and the pump and detection pulses have adjustable time delay through the time delay
line. When the probe pulse irradiates the photoconductive antenna, a free carrier is
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generated in the photoconductive conductor. The terahertz pulse irradiates the photo-
conductive antenna as a bias electric field to accelerate the carrier to generate current.
Therefore, only when the probe pulse and terahertz pulse act on the photoconductive
antenna at the same time, can current be generated. Since the pulse width of the
detection light pulse is far less than that of the terahertz pulse, the measured current
reflects the terahertz electric field at the moment of the arrival of the detection light
pulse. The entire information of terahertz wave electric field can be obtained by
adjusting the current measured by the delay line.

Figure 10.17 shows the structure of an electro-optic sampling and detecting device
for terahertz pulse. When the terahertz pulse and the detection pulse pass through
the electro-optic crystal at the same time, because the terahertz pulse will change the
refractive index of the electro-optic crystal and cause transient birefringence., which
will affect the propagation of the detection light pulse in the crystal the linear polar-
ization detection light pulse can be changed into the elliptical polarization optical
pulse. When the detection pulse propagates in the crystal, the degree of polarization
changes. The information of the terahertz wave electric field can be obtained by
measuring the change in the polarization degree. Similarly, changing the time delay
of the terahertz and detection pulses can obtain the entire time domain waveform of
the terahertz pulse.

10.5.4 Terahertz Wave Modulator

Encoding the information into the terahertz carrier is the primary problem faced by
terahertz communication technology. The modulation of a terahertz wave is similar
to that of an optical signal. According to the relationship between the terahertz wave
and terahertz source, themodulation of the terahertz wave can be divided into internal
and external modulation.

Internal modulation refers to the loading of modulation information during the
formation of the terahertz wave; this means changing the parameters of the laser
oscillation according to the law of the modulation signal to change the output char-
acteristics of the terahertz wave. Examples include the voltage modulation scheme
based on the photoconductive antenna and the high-speed phase modulation scheme
based on the terahertz optical mixer.

External modulation means that after the formation of the terahertz wave, its
parameters, such as frequency, intensity, andphase, are changed through thenonlinear
effect of terahertz wave propagation in nonlinear materials. At present, the reported
terahertz nonlinear materials for terahertz wave modulation include semiconductor
materials, photonic crystals,meta-materials, ferroelectricmaterials, and liquid crystal
materials. For the terahertz wave in wireless transmission, the internal modulation
scheme has more advantages in the application of terahertz modulation.

Figure 10.18 shows a terahertz wave modulator model; LD1 and LD2 are two
single-mode lasers, and twoMZ isolators are used to prevent the influence of reflected
waves on the system to ensure its stable operation. A half-wave plate and polarizer
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Fig. 10.18 Terahertz wave modulator model [54, 55]

are used to modulate the light intensity of two beams and make them equal. After
passing through the polarizer, the light of two wavelengths is focused to the active
region of the terahertz optical mixing device by focusing lens. The bias voltage
of the modulator is the half-wave voltage of each wavelength of the two optical
channels, and Vbias is a voltage pulse signal with a voltage amplitude equal to the
half-wave voltage with a frequency of � (� = 20 GHz), which is used to control the
MZ modulator. When a pseudo-random binary sequence is 1, two beams of light are
modulated into optical pulse signal byMZmodulator at frequency� respectively and
mix in the active region of the optical mixer. At this time, the radiated terahertz carrier
contains information sideband. Therefore, we can detect the information sideband
with bolometer detection, indicating that the information code is 1.When the pseudo-
random binary sequence is 0, the clock voltage signal is turned off, and the MZ
modulator is no longermodulated; the intensity of the two beams remains unchanged,
and a common terahertz wave mixing occurs. The terahertz wave radiated does not
contain modulation information. Therefore, the detector bolometer can detect the
information sideband, indicating that the information code is 0 [54, 55].

10.5.5 Transmission of Terahertz Waves in the Atmosphere

The absorption effect of the atmosphere causes the refractive index of the atmosphere
to become a complex number. Its value depends on the pressure, temperature, and
humidity in the atmosphere. It is a function of space–time and frequency. Because the
resonance frequencies of oxygen and water vapor molecules in the atmosphere are
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in the range of 0.01–1 THz, the complex refractive index characteristics of the atmo-
sphere are complicated. Since the 1940s, many scientists have carried out theoretical
and experimental studies on this issue. Van Vleck first deduced that there are many
absorption lines near 60 GHz, with isolated oxygen absorption line at 112 GHz [56].
He also discovered the pressure broadening effect in atmospheric absorption. Liebe
provided the parameters and empirical formulas of absorption spectra of oxygen and
water vapor [57]. After that, Gibbins proposed a simplified formula for atmospheric
absorption at sea level [58].

Terahertz wireless communication technology is one of the most promising appli-
cation fields of terahertz, with a very high application value, especially suitable
for interstellar communication, short-range atmospheric communication, and indoor
broadband wireless communication [59–61]. In the atmosphere, terahertz communi-
cation technology can communicate and telemeter reentry vehicles such as missiles,
satellites, and spaceships. Due to its ability to penetrate plasma, terahertz wave is
expected to become the only effective communication tool to overcome the “black-
out” phenomenon. In ground short-range wireless communication, THz can achieve
wireless transmission rate of above 10 Gbps, which is significantly better than the
current ultra-wideband technology, and can meet the needs of wireless communica-
tion technology in the next 10–20 years. The new generation communication system
based on terahertz wave has the advantages of large capacity, high transmission rate,
low eavesdropping rate, high anti-interference, and all-weather functionality.

10.6 Summary and Prospects

With the rapid development of wireless communication, new technologies and stan-
dards emerge constantly for digitalization, integration, broadband, and standards.
Modern communication technology characterized by humanization and personal-
ization will develop rapidly. In the next few years, the X-ray space communication,
terahertz wave communication, quantum communication, neutrino communication,
and gravitational wave communication will be developed in a large span.

10.7 Questions

10.1 What are the characteristics of X-ray communication?
10.2 What is a vortex? What are some examples of vortices in reality?
10.3 What is a vortex beam? What are the main characteristics?
10.4 What are the methods for generating a vortex beam?
10.5 Using the spatial light modulator to generate a vortex beam, what is the

pattern loaded on the spatial light modulator? Explain theworking principle.
10.6 What is the basis to realize the OAM multiplexing system? What is the

system model?
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10.7 What is gravitational wave? What are the difficulties in gravitational wave
detection?

10.8 How many types are the neutrinos? What is the principle of neutrino
communication?

10.9 What is quantum communication? What is entanglement?
10.10 Describe the characteristics of a terahertz wave.
10.11 Is the refractive index of a terahertz wave in the atmosphere a real number?

Why?
10.12 Describe the principles of the internal and external modulation of terahertz

wave modulator.
10.13 Please describe how a terahertz wave is generated.
10.14 Briefly describe the characteristics of the terahertz wave communication.
10.15 Briefly describe the teleportation of quantum.

10.8 Exercises

10.1 Consider a steel bar with weight m = 4.9 × 108 g, radius 1 m, length 20 m,
and ultimate strength 3 × 109 dyne / cm2. How big is the gravitational wave
radiated if the steel bar rotates around its centroid until it breaks?

10.2 If the incident wavelength is 0.1–1 THz and the refractive index of dust is
1.53–0.008i. Try to discuss the scattering of terahertz waves if the diameter
of the sand is 0.01, 0.05 and 0. 1 mm.
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