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Preface

Machine-type communications are expected to account for the dominant share of the
traffic in future wireless networks. While in traditional wireless networks, designed
for human-type communications, the focus is on support of large packet sizes in
downlink, machine-type communication systems deal with heavy uplink traffic.
This is due to the nature of the tasks performed by machine-type communication
devices, which is mainly reporting measured data or a detected event. Furthermore,
in these networks, using the virtualization framework, the network infrastructure
can be shared between different applications for which providing isolation is of
high importance. To support these unique characteristics of machine-type commu-
nications, proper access schemes need to be developed, which is the focus of this
book.

Leveraging traffic characteristics of the devices can improve the performance of
resource utilization of machine-type networks. Therefore, first, we present a traffic-
aware carrier sense multiple access (CSMA) scheme with deterministic backoff
values, in which the access point assigns backoff values to devices by modeling
the problem as a Markov decision process. Furthermore, aiming to improve the
performance of the networks, consisting of heterogeneous devices in terms of
packet arrival probabilities (i.e., including both frequent and sporadic), we propose
a reconfigurable access scheme. In the proposed scheme, time is divided into
frames, and each frame is split into two segments: an assignment-based segment
and a random access segment. At each frame, the proposed scheme dynamically
switches from the assignment-based segment to the random access segment taking
into account the traffic parameters of the devices. The assignment-based segment is
suitable for devices with high packet arrival probabilities, and the random access
segment is more efficient for devices with infrequent packet arrivals. To assign
devices to the proper segment, the problem is formulated as a complementary
geometric programming problem, where the solution can be obtained by applying a
computationally affordable algorithm.

In addition, reinforcement learning algorithms are used for scenarios of unknown
traffic parameters. More specifically, for these scenarios, Thompson sampling-based
algorithms are proposed and regret analysis is conducted for performance evalua-
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tion. Furthermore, the performance of the proposed reconfigurable access scheme
is investigated in a scenario in which devices use different wireless technologies to
access the channel. In particular, we consider the case that all devices transmit over
the same unlicensed channel, where some of them are connected to the long-term
evolution (LTE) network while others use WiFi technologies to access the channel.
Moreover, to further boost the performance of the proposed reconfigurable access
scheme and accommodate connectivity of a large number of devices, the proposed
reconfigurable access scheme is enhanced with non-orthogonal multiple access
(NOMA) technology. In particular, using optimization techniques, the proposed
reconfigurable access scheme, at each frame, chooses which devices to transmit
their packets using NOMA, which to transmit in the orthogonal assignment-based
segment, and what access parameters to be used for the rest of devices competing
in the random access segment. Finally, to reduce the signaling overhead, a self-
organized TDMA scheme is proposed in which devices reserve time-slots without
the need of a central entity.

This book addresses the main challenges that exist in MTC systems, in particular
focusing on the problems related to the design of proper multiple access schemes
for these systems.

This work was partially supported by the Natural Sciences and Engineering
Research Council (NSERC) and the Huawei Technologies Canada.

Montréal, QC, Canada Tho Le-Ngoc
Montréal, QC, Canada Atoosa Dalili Shoaei
May 2020
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Chapter 1
Introduction

1.1 Machine-type Communications

With the rapid growth of telecommunication technologies, new use cases and
applications are emerging in areas such as remote and mobile health care, elderly
assistance, public safety, intelligent energy management and smart grids, smart
agriculture, intelligent transportation systems, and so on. Many of these applications
involve fully-automated communication between devices, where little or no human
intervention is required. This type of communications is generally known as
machine-type communications (MTC) [1].

The architecture of MTC systems functions as the basis for supporting machine-
to-machine (M2M) applications. A typical MTC architecture consists of three
domains: device domain, network domain, and application domain as shown in
Fig. 1.1. The device domain is constituted of heterogeneous MTC devices including
sensors, actuators, meters, radio frequency identification (RFID) tags, cameras, and
others, where each group of devices is serving different purposes, such as measuring
the temperature or humidity of the environment, detecting a movement, etc. The
MTC devices are connected to the base station (BS)/access point (AP) directly or
in a multi-hop manner through MTC gateways. In fact, an MTC gateway operates
as a proxy between MTC devices and the network domain. As an example, an
MTC gateway can run an application that combines MTC traffic and forwards the
aggregated traffic to the BS/AP. The application domain consists of MTC servers
with which devices exchange information through the connectivity provided by the
network domain [2].
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Fig. 1.1 MTC architecture

1.2 Machine-type Applications

Machine-type applications cover a wide variety of domains from industrial automa-
tion and control to environmental monitoring towards building an information
ambient society [3, 4]. These applications can be categorized as follows.

1.2.1 Industrial Automation and Control

The automation in industrial plants can be enhanced by exchanging and gathering
information among sensors, actuators, and RFID tags in M2M communications
associated with the products. For example, vibrations in industrial machineries can
be monitored by MTC devices and if they exceed a specific threshold, a warning can
be issued or the whole production can be made to stop. Upon the occurrence of such
an event, the MTC devices transmit the relevant information to the MTC server via
the network. Consequently, depending on the event, the MTC controller server will
react to the situation [5].

Other scenarios for this category of machine-type applications include pro-
duction on demand, optimization of packaging, logistics and supply chain, and
inventory tracking.

1.2.2 Intelligent Transportation

Another area that MTC can play an important role is transportation. Different types
of vehicles including cars, trains, trucks, buses, motor-bikes, and container lorries
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can be equipped with sensors, actuators, and processing power to become an entity
in MTC systems. In addition, roads and transported goods can be equipped with
sensors and tags to send information to MTC control servers and transportation
companies. This information can be used for traffic routing, monitoring the trans-
ported goods status, and tracking the fleets locations. More applications in the
transportation domain are discussed below.

1.2.2.1 M2M-Assisted Driving

An example of these types of applications is a driving behavior monitoring system
which helps the driver not to fall asleep by generating alerts and warnings.
Furthermore, the MTC systems can also automatically call for help if they detect
an accident. In addition, using the information of these systems, the road traffic
patterns can be obtained for route planning purposes.

1.2.2.2 Fleet Management

MTC technology also brings benefits for fleet management systems in many ways.
They enable vehicle tracking to gather the data on locations, fuel consumption,
humidity and temperature to increase fleet safety, reduce the accident rates, and
increase the productivity of a fleet company. This information helps a fleet business
to do a better resource management and more precise control leading to the cost
reduction and enabling the business to maintain its competitiveness.

1.2.2.3 e-Ticketing and Passenger Services

In traditional public transportation systems, ticketing is done mainly manually
and in some cases semi-automatically. Usually, these systems require labors to do
tedious, time-consuming, and stressful tasks. A better option is to use an e-ticketing
model. To realize the e-ticketing, the near field communication (NFC) technology
can be used in which a mobile phone with NFC capability is scanned to obtain the
passenger’s identity at the entrance/exit of the station. Each station is identified by
a code number. At the station, after scanning the mobile phone, the code number
of the station is sent to the server of the transportation service provider through
a wireless network. The server computes the fare based on the distance traveled
and other relevant metrics and sends the fare to the mobile M2M service provider
which deducts the fare amount from the passenger’s account. Using such a system
can enhance the effectiveness of ticketing, save the costs for transportation service
providers, and increase convenience of passenger.
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1.2.2.4 Smart Parking

Although car is the most ubiquitous means for humans transportation, it has
significantly negatively impacted living conditions. This is due to the long time spent
for searching parking spaces which causes air pollution, financial loss and much
more. Smart parking is a proven, robust and cost-effective solution to let road users
know about the location of unoccupied car parking spaces. In these systems, M2M
sensors are employed in parking spaces to detect the cars that are parking over them.
More specifically, once a car is detected, the M2M sensor sends that information
to the M2M database server via the connected network and the occupancy of the
parking space is updated in the corresponding application.

These applications not only make easier to locate the parking spot but also allow
drivers to save fuel and associated costs. Furthermore, the city council can use
these applications to monitor and manage the parking spaces and obtain real time
information.

1.2.3 Smart Grid

Recently, smart grid has been receiving a lot of attention due to its capability
to manage electric power consumption. The main feature of smart grid is to use
M2M communications to satisfy the needs for enhancing the efficiency of power
generation, distribution, and consumption sectors. Furthermore, another goal of
using smart grid is to reduce energy wastage to minimize CO2 emission. To achieve
this goal, the energy usage information from various sectors of the smart grid
systems should be collected and analyzed in real time to configure the operating
parameters to achieve this goal.

1.2.4 Smart Environment

The quality of human life can significantly be improved by implementing automa-
tion in every aspect of the daily life. To this end, the M2M communications can be
used to collect the information generated at various places including homes, offices,
and different corners of cities. This real-time information can help people to make
better decisions leading to reduced living costs, and more efficient utilization of
natural resources. Some of the scenarios realizing smart environment are discussed
below.
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1.2.4.1 Smart Homes, Offices, and Shops

Our living environment is surrounded by various electronic appliances including
lights, air conditioners, heaters, refrigerators, microwave ovens, and cookers. These
appliances are equipped with sensors and actuators to make more efficient utilization
of energy and also to make our life more convenient. For example, heating and
cooling can be adapted according to the weather conditions to maintain a desirable
temperature. Furthermore, the lighting in rooms can be adjusted based on the time
of a day and to the number of occupants inside the rooms. In addition, incidents
such as fire, a fall of elderly people, or burglary can be detected with monitoring an
alarm system associated with the MTC devices in place. The electrical devices that
are not in use can be turned off aromatically to save the energy. Moreover, to reduce
the power consumption costs, electronic devices can be used at the time of the day
that the energy price is lower.

Smart city is another concept, which has attracted a lot of attention recently. For
example, in a smart city, advertisements can be delivered to a customer according
to his/her preference or hobby. A customer would be notified about the store in the
nearby area that is selling his/her wanted product.

Furthermore, the MTC technology can help to optimize inventory, handle
payment services and provide automatic updates on maintenance needs, leading to
reduced costs while meeting the customers’ needs.

1.2.4.2 Smart Lighting

Smart lighting systems can be used for homes, offices, and streets to improve the
energy saving. As the urban population grows rapidly, highly efficient lighting
systems can lead to reduction in carbon emission. For example, MTC technologies
enable remote street light control allowing the M2M user applications such as the
city lighting control managers to monitor and control street lights by smart phones,
turning them on or off automatically depending on local illumination levels and
traffic intensity.

1.2.5 Security and Public Safety

MTC technology is a perfect choice to provide security for private residential,
commercial and public locations. In particular, it can provide cost-effective, rapid,
and flexible deployment for remote surveillance, remote burglar alarms, personal
tracking, and public infrastructure protection. These applications are described
below.
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1.2.5.1 Remote Surveillance

Remote surveillance is used to monitor open areas, valuable assets, people or pets
for appropriate protection, where M2M sensors are deployed in video cameras to
transmit signals either continuously or periodically. More specifically, the M2M
application can help to detect possible risky situations, trigger proper actions, alert
authorities, and keep an eye open to all suspicious activities and incidents. Examples
are to inform the user if a specific object has been moved to/from a restricted area,
report to an unauthorized entity, and provide the exact locations of the incidental
events. In this scenario, the event has to be notified immediately to the owner,
authorities, and/or to the security companies.

1.2.5.2 Personal Tracking

In these applications, persons are equipped with MTC devices, and optionally a GPS
function to transmit the information regarding the location of persons automatically
or on demand to a server application which monitors the positioning status of the
intended person. Typical use of these applications are for health care, elderly or
child monitoring.

1.2.5.3 Public Infrastructure Protection

Another application of MTC technology is in public infrastructure protection which
is about monitoring and protection of various infrastructures including roads,
bridges, tunnels, buildings, cables, and pipes. These applications help the govern-
ment to reduce the infrastructure maintenance cost and enhance the operational
efficiencies. By equipping the infrastructures with sensors and RFID tags, the
monitoring and maintenance can be done easily.

1.2.6 e-Health

In this application area, various scenarios exist such as tracking or monitoring a
patient or a segment of an organ in a patient, identification and authentication
of patients, diagnosing patient conditions and providing real-time information on
patients health related data to the remote monitoring center. One of the applications
of MTC technology in health care systems is identification and authentication which
are used in a variety of forms. For example, they are used to reduce the risk of wrong
treatments to patients, provide real-time-based electronic medical record and also
privacy protection against possible medical data leakage. In addition, they are used
to grant security access to restricted areas and containers.
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1.3 Machine-type Communication Characteristics

Machine-type communications have different traffic characteristics than the tradi-
tional networks dedicated to human-to-human (H2H) communications, in which
a higher demand is on the downlink. In contrast to H2H communications, in
MTC, since there are many applications for data gathering and reporting purposes,
the uplink traffic originated from devices to the AP is heavier. Furthermore, as
devices may transmit packets sporadically, the assumption of saturated scenarios,
i.e., devices always have data for transmission, is no longer valid in these networks.
For instance, in a smart metering application, the device only transmits a packet if
a power outage happens or in a thermal monitoring application devices measure the
temperature periodically but only transmit a new packet if a variation has occurred
between the last two measurements.

Furthermore, in these networks, heterogeneity is inevitable as devices might
belong to different applications and report different events or measurements. This
characteristic necessitates a wireless network infrastructure with ability to support
multiple concurrent applications. Otherwise using the domain-specific approach for
networks results in redundant deployments and underutilization of resources. To
realize such an infrastructure, a virtualization framework needs to be used, allow-
ing multiple services and applications to access deployed network infrastructure
and share radio resources. Such framework helps to reduce network deployment
expenses and improve resource utilization by partitioning the existent physical
network resources in an efficient manner [6].

These characteristics of machine-type communications have impacts on all the
layers of the network including the medium access control (MAC) layer, which is
primarily responsible to provide multiple access schemes for sharing the medium
among devices in a network. In the following, we first categorize multiple access
schemes and then we discuss the characteristics that they need to possess for
machine-type communications.

1.4 Multiple Access Schemes and their Requirements in
MTC

Multiple access schemes can be broadly classified as scheduling-based and random
access schemes. In scheduling-based schemes which can be further divided into
request-based and non-request-based schemes, radio resources are allocated to the
devices by a central entity. More specifically, in request-based schemes, devices
need to transmit a request to the central entity, while in non-request-based schemes,
resources are assigned to devices without receiving any request from devices.
Different from scheduling-based schemes, in random access schemes devices
compete with each other to access the channel.
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In MTC systems, one of the main requirements expected from the access schemes
is high throughput. In fact, as wireless resources are scarce, it is desirable to
maximize their efficiency. Using non-request-based scheduling schemes can lead to
underutilization for an unsaturated network, where devices may not have any packet
to transmit in their assigned time-slots. On the other hand, request-based scheduling
schemes suffer from signaling overhead. Specifically, in MTC, where the size of the
data packets can be small, the signaling overhead can have considerable negative
impact on the throughput performance. Furthermore, in random access schemes,
collision is unavoidable which affects the throughput performance.

Another key consideration for access schemes in MTC is scalability or massive
connectivity. As in these networks a large number of devices may coexist in a
single cell, it is important that the access scheme can support massive connectivity.
Furthermore, the network conditions may vary over time, thus, the access scheme
should be able to adjust its configuration in such dynamic environment without
requiring significant control information exchange. Random access schemes like
CSMA do not require information exchange; however, with increasing number
of devices, their performance degrades due to collisions. On the other hand,
request-based scheduling schemes require significant resources for the handshake
procedure. Therefore, in scenarios with a large number of devices, their performance
might be low [7].

Furthermore, for some applications, the latency is a critical factor that should
be catered. For instance, intelligent transportation systems with autonomous driv-
ing, industrial process automation systems, and e-health applications, have strict
demands on both reliability and timing. It is clear that random access schemes
cannot guarantee the requirement of these applications, as the device with an urgent
packet to transmit has to compete with others to access the channel. In addition,
the transmitted packet may fail due to collision. On the other hand, request-based
scheduling schemes also require exchange of messages between the device and the
AP before the transmission happens, which might cause a noticeable delay. Thus,
the MTC access scheme should be able to support these types of applications as
well.

Moreover, using a virtualized wireless network brings its own challenges. In
these networks, a single physical infrastructure and radio resources are partitioned
among different applications or so-called slices. In this partitioning, which is also
known as resource slicing, it is important to ensure that different slices are well
isolated so that any change in one slice, such as variation in the number of devices
or fluctuation of channel status, does not affect the resource allocation for other
slices [8]. Another aim of using a virtualized framework is to gain high utilization
of resources. The problem is that these two requirements of wireless virtualization,
i.e., efficient resource utilization and isolation, are conflicting specifically in uplink
transmission as traffic is generated at devices, while resources are allocated by the
AP. For instance, in order to provide strict isolation among slices, an exclusive
time-share can be reserved for each slice based on its requirement. However, such
allocation could lead to underutilization for an unsaturated network, where devices
may not have any packet to transmit in their assigned time-slots.
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Last but not least, as the licensed bands are getting crowded, a substantial fraction
of the machine-type networks is expected to operate in the unlicensed bands. In
these scenarios, problems such as interference and unfair sharing of the bandwidth
between the coexisting networks over the unlicensed bands may arise which should
be addressed in the MAC layer [7].

1.5 Book Organization

The primary objective of this work is to discuss effective access schemes to meet
the requirements of machine-type communications. In particular, we concentrate on
achieving high spectral efficiency, satisfying quality-of-service (QoS) requirements
of network slices, supporting massive connectivity, and enabling coexistence of
different wireless technologies in these environments. In the following, the orga-
nization of this book is provided.

In Chap. 2, we review relevant multiple access schemes in machine-type com-
munications that are useful for the development of MAC schemes in the subsequent
chapters.

Considering the dynamic environment of machine-type communications, in
order to improve the channel utilization, the traffic statistics information could be
leveraged to efficiently configure a MAC scheme adapting to varying conditions.
Thus, in Chap. 3, we propose a traffic-aware CSMA with deterministic backoff.
In this scheme, with the aid of deterministic backoff values, collision is avoided.
Moreover, since backoff values are assigned by the AP to the devices, QoS per slice
can be considered.

The above approach performs very well for small to medium-sized networks
for almost saturated devices, however its performance decreases for networks with
large number of devices. Moreover, it may lead to starvation for devices with low
probability of packet transmission. Thus, adopting a fixed MAC scheme cannot meet
optimal characteristics along multiple dimensions. Furthermore, in practice there
might not be any prior knowledge of traffic statistics or the statistical parameters
might change over time. Therefore, employing an appropriate learning algorithm
is crucial to acquire the traffic statistics such that the expected total throughput is
maximized. In other words, such learning algorithm targets at mitigating the regret
defined as the difference between the throughput obtained by the optimal solution
for unknown traffic statistics and the achievable throughput with a priori knowledge.

To address the aforementioned issues, in Chap. 4, we present a reconfigurable
access scheme which switches from contention-free to contention-based access
regime, adaptive to the updated traffic statistics. The logic behind this scheme is
assigning devices with high probability of packet transmission to the contention-free
regime and allowing the rest of devices to compete in the contention-based regime.
In particular, we propose the optimal scheduler that determines the partition between
the two regimes. We also propose a scalable solution for a large number of devices
as in M2M networks with considerably less computational complexity. In particular,
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to overcome the computational burden caused by a large number of devices,
the optimization problem is transformed using approximations for random access
throughput and airtime. Subsequently, we propose an efficient iterative algorithm to
solve the approximated optimization problem, where each iteration is decomposed
into two sub-problems: one belongs to the linear-programming category, and the
other is of the difference of convex (DC)-programming type.

In addition, in Chap. 5 we develop a reinforcement learning algorithm based on
Thompson sampling (TS) for scenarios of unknown packet arrival probabilities. We
analytically prove that the proposed Thompson sampling-based learning algorithm
can efficiently balance the trade-off between exploration and exploitation and
achieves the optimal regret bound.

In Chap. 6, we assume a scenario that devices belong to two different access
networks, i.e., one network uses a contention-free approach while the other one
employs the contention-based scheme. An example for this scenario is LTE-WiFi
coexistence over unlicensed band, where schedule-based and random channel
access are employed by the LTE and WiFi, respectively. To maximize the network
throughput, we propose a coordinated structure for coexistence of these two
networks over the unlicensed spectrum. In such a coordinated model, the control
of spectrum access between the two systems are governed by a virtualized network
entity. This entity manages the channel access between these two systems such
that the overall spectrum efficiency is improved, while the WiFi performance
does not fall below a certain level. The corresponding optimization problem is
formulated and an iterative algorithm is developed to find the optimal solution using
complementary geometric programming (CGP) and monomial approximations.
Furthermore, aiming to address QoS assurance for LTE devices, we obtain an
upper bound for average delay of these devices. This analysis could be a basis for
admission control of LTE devices in unlicensed bands.

Moreover, aiming to further increase the network throughput, in Chap. 7, we
propose a non-orthogonal multiple access scheme in which multiple devices can
successfully transmit over the same time-slot. In particular, in the proposed scheme,
devices with high probability of having non-empty queue and sufficient channel
gain differences are paired and assigned a single time-slot, while the rest are
considered for the random access regime. An efficient device-pairing scheme for
uplink scenarios is proposed, where by applying successive interference cancelation
schemes, the AP is able to decode the signals received from each of the devices.

In Chap. 8, to minimize the signaling overhead, a distributed learning-based
access scheme is developed in which each device independently adapts its trans-
mission length to the optimal values over time by learning the number of active
devices based on locally available information.

Finally, Chap. 9 concludes this book.
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Chapter 2
Multiple Access Schemes for
Machine-Type Communications: A
Literature Review

2.1 Multiple Access Schemes for MTC

In this section, we review the existing access schemes in the literature for MTC,
categorized into scheduling-based, random access, and hybrid schemes, which
combine both scheduling-based and random access schemes.

2.1.1 Scheduling-Based Schemes in LTE

First, we introduce the LTE frame structure and then we present some existing
scheduling-based access schemes proposed for MTC in LTE.

2.1.1.1 LTE Frame Structure

In LTE, downlink and uplink transmissions are organized into frames that are 10
milliseconds (ms) long. Each frame is split into ten 1 ms sub-frames and each sub-
frame consists of two 0.5 ms slots, where each slot is composed of multiple symbols.
In the frequency domain, the total bandwidth is split into units of subcarriers, where
a unit of 12 subcarriers for a duration of one slot is denoted as a resource block
(RB).

Different parts of LTE frames are assigned for different purposes known as
physical channels and signals. In the uplink frames, there are three physical
channels: physical uplink shared channel (PUSCH), physical random access channel
(PRACH), and physical uplink control channel (PUCCH). PUSCH is used to carry
uplink data while PRACH is used by devices to send resource access requests.
Finally, PUCCH is used by devices to send uplink control information to the BS
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Fig. 2.1 Physical uplink channels in an LTE sub-frame [2]

such as scheduling request and buffer status report (BSR) [1, 2]. The position of
these channels in an uplink sub-frame are shown in Fig. 2.1.

2.1.1.2 Existing Scheduling-Based Access Schemes for MTC Over LTE

In LTE, the uplink scheduling is done at the BS, and the allocation decisions are
passed to the devices over appropriate control channels. In particular, in the uplink
LTE, if a device wants to transmit some data, it needs to send a request to the BS. The
process to send the request is called scheduling request (SR) procedure, in which a
resource in the PUCCH channel is periodically allocated to the device by the BS.
The device with some data to transmit, sends its request in the allocated resource
and the requested resource will be allocated to the device [3].

In the literature, different priority metrics and approaches are used for scheduling
MTC devices. One of the widely used scheduling metrics is data transmission
deadline. For example, in [4], a scheduler is designed aiming at maximizing the
percentage of uplink packets that their delay requirements are met. To realize this
goal, a new element to the data packets is added which allows devices to inform the
BS of the age of their oldest packet in their queues. The BS uses this information to
calculate the emergency metric for each scheduling request which depends on the
time remaining to the deadline of the packet as well as the amount of pending data
in the device queue. To perform the scheduling, the BS ranks the requests according
to the emergency metric and assigns radio resources to devices having the highest
values of the emergency score.
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The study in [1] also employs the metric-based approach for scheduling MTC
devices. Targeting scenarios devices report their collected data to the BS in a
periodic manner, higher priorities are assigned to devices where their data packets
contain dissimilar information with respect to the previously sent data. More
specifically, the aim of this scheme is to use radio resources for transmitting
important information rather than redundant data. Each device with a packet for
transmission computes its statistical priority score and sends the score in the
scheduling request. In the scheduling process, the scores are taken into account such
that requests with higher scores are given higher priorities.

In an another approach, to schedule MTC devices, grouping schemes are used
where devices are clustered into QoS classes and radio resources are allocated
accordingly. This approach is applied in [5], where the BS keeps a separate queue for
each QoS group to store their corresponding scheduling requests. For each group,
the number of packets served in a unit time, is dynamically adjusted such that the
overflow probability of the queue, i.e., the probability that the queue length becomes
larger than a certain value is kept lower than a given threshold.

The grouping approach is also used in hybrid M2M/H2H networks where
scheduling techniques should efficiently accommodate both traditional H2H traffic
and the MTC device traffic with different QoS requirements [6, 7]. In [6], first,
resources are split between H2H users and MTC devices, then the share of MTC
devices is further divided such that a balance between throughput maximization and
meeting the delay requirements of MTC devices is provided. In other words, the
authors use both throughput and delay as a metric to schedule MTC devices. On the
other hand, in [7] the aim of the MTC scheduler is to ensure fairness in allocation
of resources to devices. To that end, the BS assigns higher priorities to the devices
that were allocated fewer resources over time and that have shortest remaining time
to exceed the maximum tolerable delay.

In general, the proposed scheduling-based schemes work well for a low number
of users/devices. However, as LTE assigns each user/device one PUCCH, in the
presence of a large number of devices, a shortage of PUCCH resources is possible.
Moreover, these schemes are not proper for scenarios devices generate small-size
packets in a sporadic manner, as the amount of resources used for the request-grant
procedure compared to the transmitted data is large.

2.1.2 Random Access Schemes in LTE

In addition to scheduling-based schemes, LTE also provides a random access (RA)
procedure for uplink transmissions. In the following, first, the RA procedure is
described. Then, the reasons that RA procedure may fail are provided along with
its drawbacks in MTC systems. After that, some proposed enhancements to the RA
procedure are discussed.
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2.1.2.1 Random Access Procedure in LTE

The RA procedure (Fig. 2.2) consists of four steps: (1) RA preamble transmission
from the device to the BS (Message 1), (2) RA response (RAR) from the BS to
the device (Message 2), (3) connection request message from the device to the
BS (Message 3), and (4) connection resolution message from the BS to the device
(Message 4).

In the first step, a device wanting to initiate an RA attempt, randomly chooses one
RA preamble. RA preambles are orthogonal bit sequences generated by cyclically
shifting a root sequence. After generating the preamble, the device sends it to the
BS in the first available RA slot. In the frequency division duplex (FDD) operation,
an RA slot consists of 6 units in the frequency domain, while it can occupy 1, 2, or 3

Fig. 2.2 Contention-based random access in LTE
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sub-frame(s) in the time domain depending on the preamble format. At this step, the
device just transmits the selected preambles and not the device ID. If the preamble
is only chosen by one device, the BS is able to decode it. However, if multiple
devices choose the same preamble, the BS may be able to detect the collision, if
the devices are at the different distances from the BS. In the case of successful
decoding of the preamble, in the second step of the RA procedure, the BS transmits
the random access response (RAR) which includes the uplink resource allocation
for transmitting the third message of the procedure. In the third step, the actual RA
message (i.e., radio resource request, scheduling request) is transmitted to the BS.
This implies that if multiple devices chose the same preamble and collision was not
detected by the BS, they transmit the scheduling request over the same resource
which causes collision. Finally, in the last step, if the BS receives the scheduling
request, it sends a contention resolution message as a reply to the third message
[8–10].

2.1.3 Failure of RA Procedure and Its Inefficiency in MTC
Systems

In the aforementioned RA procedure, after sending the preamble in the RA request
(Message 1), the device sets an RAR window and waits for the BS’s response
with an uplink grant (Message 2) in the RAR message. If the device successfully
receives its Message 2 within the defined RAR window, the device sends the radio
resource control (RRC) connection request (Message 3) to the BS. At this stage, the
device starts the Message 4 timer and waits to receive its own RRC connection setup
message (Message 4) from the BS [11].

The RA procedure may fail due to the following reasons.

• Preamble transmission failure: As mentioned above, a transmitted preamble may
be ignored by the BS due to the RACH preamble collision (two or more devices
transmit the same preamble at the same time). In addition, preamble transmission
failure may occur if the preamble transmission power is insufficient.

• Message 2 reception failure: If there is no sufficient downlink radio resources
(PDCCH), the BS fails to transmit the RAR (Message 2).

• Message 3 transmission failure: To transmit Message 3 to the BS, a device applies
hybrid automatic repeat request (HARQ). If the device fails to send Message 3
to the BS by this method, it fails in Message 3 transmission.

• Message 4 reception failure: The HARQ method is also used by the BS to send
Message 4 to the device. Failure in Message 4 reception happens, if the device
does not receive Message 4 before Message 4 timer expiration either due to
insufficient PDCCH resources or an imperfect channel condition.

A RACH trial indicates the action to perform the four-step RACH procedure
once, and a RACH trial is considered a failure if any of the aforementioned failures
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occurs. If a RACH trial failure occurs to a device, the next RACH trial is done by the
device after waiting for a random backoff period. The backoff counter is uniformly
selected from [0,W ], where W is denoted by the backoff indicator (BI). A device
performs at most K RACH trials, and if it encounters K RACH trial failures, the
RACH procedure is failed.

The total number of preambles is 64 and they are divided into two groups:
contention-free RA preambles and contention-based RA preambles. Some pream-
bles are reserved for contention-free access which is needed for high-priority
services for handover, while the rest are used for contention-based RA. Assuming
the number of preambles reserved for contention-free RA is 10, and total number of
access opportunities per second is 200, then there is a capacity of 10800 preambles
per seconds in the absence of collisions. However, as collisions are inevitable, the
maximum capacity limit cannot be reached. The performance of the RA is even
worse in massive MTC systems due to high probability of collision caused by
concurrent massive access requests. One approach to lower the physical RACH load
is to assign more resources for RA access in a frame, however, this approach reduces
the amount of resources required for data transmission. Therefore, the tradeoff
between the allocated resources for data transmission and access opportunities per
frame should be balanced.

In general, due to the following reasons, the RA procedure employed in LTE
systems is not efficient for MTC [11].

1. The number of preambles is limited, therefore in massive MTC scenarios, the
massive number of simultaneous transmissions of the same preambles causes
high collision probability and consequently high access failure rate and access
delay.

2. For large number of access requests, additional downlink resources are needed
as each RAR message for one MTC device has 56 bits.

3. The signaling overhead in RA procedure is large for MTC, as the size of packets
in these systems is small. Therefore, even if a device successfully transmits its
data using the RA procedure, the efficiency of the scheme would be low.

2.1.3.1 Enhancements of the RA Procedure

To enhance the performance of the RA procedure, several solutions are suggested.
For example, in [12–14], to reduce the congestion in a large scale network, the
access class barring (ACB) method is proposed. In this scheme, the ACB factor pacb
is broadcast by the BS to the devices, where each device sends the preamble with
probability pacb, otherwise it defers its access time. In [12], a Markov chain-based
traffic-load estimation scheme is proposed to adjust pacb according to the estimated
traffic load. In [13], it is also assumed that the number of devices applying for the
preamble at each time-slot is unknown by the BS, and it proposes two Bayesian
algorithms to estimate the number of active devices based on the number of idle
preambles.
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More specifically, for each time-slot t , first, the estimated average number of
active devices, denoted by N̂ t

a is calculated. Then, based on this value, the optimal
pt

acb is calculated and broadcast to devices. It is shown that for Nm preambles, and
Nt

a active devices, the optimal pt
acb is

pt
acb = min(1, Nm/Nt

a) (2.1)

Upon receiving pt
acb, devices react and the BS observes the number of idle

preambles denoted by Nt
i . Then, based on Nt

i , the average number of active devices

is re-estimated using the a posteriori probability denoted by P(Nt
a |Nt

i , N̂
t
a). If the

new estimation denoted by N̂ t
a
′

is greater than N̂ t
a , then it is interpreted as an

increase in the number of active devices due to new arrivals. Subsequently, the

newly activated devices are estimated as Nt
n = max(0, N̂ t

a
′ − N̂ t

a). Furthermore,
the number of successfully transmitted connection request messages, denoted by
Nt

c is considered as deactivated devices. Finally, Nt+1
a is estimated as

N̂ t+1
a = N̂ t

a + Nt
n − Nt

c . (2.2)

To bring further performance improvements to the ACB method, a refinement of
this scheme, called extended access barring (EAB) is proposed [15]. In this method,
when the network is congested, only some of the devices are allowed access while
the rest are barred from accessing the network. The list of the barred devices along
with the duration of barring time is announced by the BS. The work in [16] evaluates
the performance of this method. In order to provide better access prioritization for
different traffic classes, several approaches are proposed [17–19]. The work in [17]
proposes to use different ACB factors for different classes. Furthermore, in [18], to
guarantee QoS, different number of PRACH slots are assigned to different classes.
Different from [18], in [19] to support access prioritization, the set of preambles
are divided between classes, where the number of preambles allocated to each class
is dependent on the traffic load and the priority tuning parameter of the class. The
drawback of the work in [19] is that the proposed method is for persistently high
traffic loads, while in M2M networks devices with both persistent and non-persistent
traffic loads may coexist. Furthermore, although it increases the access success
probability under a relatively heavy load, but the access delay of MTC devices is
severely degraded.

Another approach to address the RA congestion problem is to use dynamic
allocation of RACH. In this approach, the BS allocates resources in frequency
domain, time domain, or both based on the RA congestion level. It is obvious that the
more resources are assigned to the RA access opportunity, the less would remain for
data transmission. The performance of this approach is investigated in [20], which
recommends it as the primary solution to the RA congestion problem for massive
MTC.

In [21], to address the limited number of preambles, an RA model based on
the capacity approaching analog fountain code (AFC) is proposed. In this model,
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preambles are divided into multiple groups based on the delay requirements of
devices. Each device initiates the RA procedure by selecting a specific RA preamble
according to its delay requirement from the corresponding group of RA preambles.
It is assumed that uplink power control is performed by devices such that the
average received SNR from all devices at the BS are the same. Therefore, in the
second step of the RA procedure, the BS is able to detect the number of devices
that have selected the same RA preamble. This information is broadcast in RAR to
all contending devices for each of the detected preambles. In the third step, each
device that sent the same preamble, receives the information about the total number
of devices using that specific preamble. Based on this information, the device first
calculates the length of a random seed and then generates an orthogonal random
seed and transmits it to the BS. After the RA procedure, transmissions start. More
specifically, devices that have selected the same preamble, transmit their AFC coded
symbols in the same RB with the same access probability, but with different random
seeds. As both the BS and the device use the same random seed, the BS is able
to decode the received coded symbols. The proposed RA procedure is shown in
Fig. 2.3.

In [22], a collision-resolution-based RA model is proposed to resolve the
collisions occurred in the RA procedure. In this model, RA preambles are split
between HTC and MTC, and the collision resolution technique is only used for
MTC. In the RA procedure, a device randomly selects a preamble, if the selected
preamble is chosen by other devices as well, collision occurs. To resolve the
collision, the BS allocates a set of new preambles to the collided MTC devices
and transmits this set in the RAR, while if devices belong to HTC, the BS does not
transmit the RAR and the collided devices perform the next RA trial. The MTC
devices use the new preamble set to retransmit the RA request. If they collide
again, another set of preambles is assigned to them. This process continues until the
preamble of each device is detected by the BS. An illustration of this RA procedure
is provided in Fig. 2.4. In this splitting binary tree, the root is denoted as level 0.
For each collision at level 0, a set of m preambles is reserved for level 1. Similarly,
m preambles are reserved at level 2, for each collision occurred at level 1 and the
process continues until all collisions are resolved. It should be noted that in this
model, the number of preambles in each reserved set (m) is dynamically adjusted
according to the collision rate.

In general, in LTE, random access schemes can outperform scheduling-based
schemes for machine-type traffic, however, the proposed RACH procedure still has
four message-exchange steps, leading to noticeable signaling overhead.

2.1.4 Random Access Schemes in WiFi

In WiFi, to access the channel, CSMA is used by devices. In this scheme, prior to
the transmission, the device has to sense the channel and transmission only happens
if the channel is detected as idle. This scheme works well for a small number of
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Fig. 2.3 An AFC-based RA scheme [21]

active devices, however, as the device density increases, its performance in terms of
throughput and delay degrades quickly due to collisions, which makes the scheme
unsuitable for MTC.

To support communications among MTC devices, a new amendment of this
scheme is proposed by IEEE 802.11ah [23]. In this scheme, devices contend with
each other to access the channel, however, the number of devices that contend at
the same time is restricted. More specifically, in this standard, the channel time
is divided into beacon intervals, each of which is further partitioned into multiple
restricted access window (RAW) slots. Devices are grouped and a RAW slot is
assigned to each group. That is at each RAW slot, only a group of devices can
contend to access the channel.
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Fig. 2.4 A collision-resolution-based RA procedure [22]

In the conventional IEEE 802.11ah, the duration of the RAW slot is constant and
no grouping strategy is determined for partitioning devices into groups. It is obvious
that the grouping strategy and RAW parameters configuration have huge impact
on the performance of the access scheme. Thus, these subjects are investigated in
various studies [5, 24–27]. For example, in [24], a centralized grouping scheme is
proposed for scenarios of saturated devices in which the AP divides the devices
evenly into k groups with the same length of RAW. Furthermore, a decentralized
grouping algorithm is proposed in which devices randomly choose one of the k

groups. Although the decentralized approach does not need to know the number of
active devices and requires less signaling, it may suffer from performance deficiency
as devices might get unevenly distributed among the groups. Similarly, the work in
[25] assumes a saturated scenario and proposes a grouping-based scheme which
chooses the duration of each RAW slot according to the size of the group.

The work in [28] considers a scenario in which devices generate periodic
packets with different rates and lengths. Assuming that the beacon interval is evenly
divided into a fixed number of RAW slots, the problem of assigning devices to the
RAW groups is formulated as an optimization problem in which the objective is
to maximize the network throughput. It is shown that the proposed optimization
problem is NP hard, therefore, to address the computational complexity, a greedy
algorithm is developed to solve the problem. The proposed greedy algorithm is
iterative, where at each iteration, first, the group having the lowest utilization is
selected and then the device which provides the largest increment to the utilization
of the selected group is added to that.

In [26], it is assumed that the beacon interval consists of one RAW for the
downlink access and one RAW for the uplink traffic. To determine the length of
the uplink RAW, an algorithm is proposed, which estimates the number of uplink
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devices. The main drawback is that considering only one RAW for the uplink
access may lead to a huge number of collisions and consequently low throughput.
Furthermore, the derivation is based on the number of devices, while in M2M
networks, devices may be unsaturated.

The work in [27] focuses on the design of grouping-based MAC protocols for
an event-driven scenario, in which a smart meter is attached to each electric vehicle
and is used to report the charging parameters to the network. However, the results
are derived for a single application, in which all devices have the same traffic
parameters. Considering a network running a single application might be unrealistic
for the future network as different applications may share the same infrastructure.

Although using a proper grouping-based strategy improves the WiFi perfor-
mance, the throughput cannot be maximized due to collisions. In the following, we
review some approaches which are proposed to either eliminate the occurrence of
collisions or use random access schemes only for sending the scheduling requests.

To eliminate collisions, [29] proposes the deterministic backoff (DEB) method.
In this scheme, each device is assigned a unique backoff value by the AP, where
backoff values are transmitted in a single beacon. For instance, if there are Nd
devices in the network, the AP assigns backoff values from 1 to Nd to different
devices in a round-robin fashion. This information is broadcast by the AP to the
devices in the beacon.

To access the channel, the device senses the channel at each time unit starting
from the first time unit of the frame. If the channel is sensed idle, the backoff
value counter is decreased by 1. Otherwise, the device freezes the backoff value
counter and continues decrementing when the channel becomes idle again. Finally,
the device transmits its packet when the backoff value counter reaches zero. In fact,
this approach acts as a virtual polling. In a polling-based MAC, the AP transmits a
polling packet to the intended device whenever it wants to receive/transmit a packet
from/to that device [30]. The polling-based mechanism has its own disadvantages
and suffers from additional signaling overhead at each polling packet. Moreover,
if the device cannot receive the polling packet, it would miss its transmission
opportunity. However, using DEB, the need for the polling packet exchange is
eliminated via carrier sensing.

In [29], a saturated traffic condition is considered and thus deterministic backoff
values are assigned to different devices in a round-robin manner. The benefit of
using this scheme compared to the scheduling-based schemes is that it allows
devices to transmit packets with variable lengths. However, such an approach is not
suitable for unsaturated traffic scenarios, since the time wasted for backoff purposes
reduces the resource utilization.

2.1.5 Hybrid Schemes

There are some works that propose to combine RA and scheduling-based schemes to
address the requirements of MTC. In [31], a CSMA-time division multiple access
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(TDMA) hybrid scheme is proposed, in which time is divided into superframes.
In particular, each superframe consists of four parts: notification period (NP),
contention only period (COP), announcement period (ANP), and transmission only
period (TOP). The superframe starts with the NP, which is used by the BS to
announce the beginning of the COP to all devices. During the COP, devices with data
use p-persistent CSMA to send transmission requests to the BS. Successful devices
are allocated time-slots to transmit data in the TOP and devices are informed of
their time-slots during the ANP. The length of the COP may vary from superframe to
superframe. An optimization problem is solved by the BS to determine the optimum
COP length and the number of devices that are allowed to transmit in the TOP. The
length of the COP as well as the optimum contention probability for the p-persistent
CSMA are broadcast to all devices by the BS during the NP. This scheme is extended
in [32] in which QoS provisioning and fairness are also considered. In order to reach
these goals, [32] allows devices to choose their contention probabilities according
to their priority and observed throughput.

In [33], the authors propose an access scheme for MTC targeting the scenarios of
both periodic and non-periodic traffic. In that work, devices are divided into groups
such that the probability that a collision happens during the corresponding allocated
time is below than a certain threshold. Devices belonging to the same group contend
with each other to transmit the access request. The drawback of this approach is that,
similar to [32], a separate phase is dedicated for request gathering. Furthermore, it
is assumed that the traffic parameters of the devices are known.

An alternative solution to address the requirements of MTC is to deploy the
distributed queuing (DQ) mechanism. In this scheme, the frame structure is divided
into three parts: (1) CDQ sub-slots for collision resolution, (2) one slot for data
transmission and (3) one sub-slot for transmission of feedback information from
the AP to devices [34]. The access scheme works based on two queues: contention
resolution queue (CRQ) and data transmission queue (DTQ). At each frame, the
devices at the front of CRQ, randomly choose one of the CDQ contention sub-slots
to transmit an access request sequence (ARS). Thus, the status of each sub-slot can
be (1) idle (no ARS is transmitted), (2) successful (only one ARS is transmitted), and
(3) busy (more than one ARS is transmitted). The AP broadcasts that information at
the end of the frame in a feedback slot. Devices with successful ARS transmission
are added to the DTQ, while colliding devices over each sub-slot are added to CRQ.
Furthermore, at each frame, during the data transmission phase, the device at the
front of DTQ transmits its packet. It should be noted that each device can compute
its position in each queue based on the feedback information sent by the AP. It
has been shown that this scheme can achieve better performance compared to the
standard ACB method [35]. However, for small packet sizes, the overhead of the
collision resolution part might be large.
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2.2 Machine-type Communications in LTE/WiFi Coexistence

So far, we have only discussed access schemes proposed for MTC systems in which
all devices access the channel through the same wireless technology. However, to
improve the spectral efficiency, the same channel may be shared between different
wireless technologies. As mentioned in Chap. 1, LTE operation on unlicensed
bands, so-called unlicensed LTE (U-LTE), is considered by the third-generation
partnership project (3GPP) as a promising solution to meet the growing wireless
data demand and to improve the spectrum efficiency. Although transmission across
both unlicensed and licensed bands can boost LTE, such an approach may jeopardize
the performance of WiFi systems solely operating on unlicensed bands for data
transmission. The reason is that LTE networks exploit a scheduling-based channel
access, while in WiFi a contention-based scheme is applied, in which the device
would randomly access the channel once it is detected idle. Therefore, in a
coexistence scenario that both systems share the same channel, starvation may
happen for WiFi as the whole airtime may be occupied by the LTE network [36–41].

In order to address this issue, two approaches are so far proposed, LTE-
Unlicensed (LTE-U) and licensed-assisted access (LAA). In LTE-U, developed in
3GPP Releases 10/11/12, a duty-cycle-based approach is used in which at each
duty cycle, LTE transmits over only a portion of a duty cycle, securing the rest
of cycle for WiFi [42]. The main problem of this approach stems from no carrier
sensing before LTE transmissions, as WiFi transmissions occurring in the LTE cycle
might be interrupted by LTE transmissions. On the other hand, in LAA which has
been featured in 3GPP Release 13, the LTE BS is equipped with the listen-before-
talk (LBT) mechanism, i.e., carrier sensing is performed before any transmission
[43–45]. In fact, in LAA, the LTE BS deploys a procedure which is similar to the
random access scheme used by WiFi devices, therefore it is easier to achieve fairness
between the two networks.

It should be noted that although WiFi DCF and LTE-LAA LBT share very
similar random access structure, there exist a number of key differences, which are
summarized as below.

• Access priority: In DCF, the backoff parameters are the same for all devices,
thus it provides an equal opportunity for channel access. However, in LTE-LAA
four different access priority classes are defined for different traffic/service types,
where each class has its own transmission/backoff parameters. IEEE 802.11e also
contains the class-based prioritized access categories.

• Transmission duration: In DCF, a WiFi device is allowed to transmit only a single
packet when it wins the channel access. However, in LTE-LAA, the device can
transmit for a TXOP duration of up to 10 ms normally, and 8 ms in coexistence
mode.
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• Channel sensing duration: In DCF, in order to access the channel, the device has
to sense the channel idle for a distributed interframe space (DIFS) duration of
34µs which contains a short interframe space (SIFS) of 16µs and two time-
slots with slot duration of 9µs. In LTE-LAA, a device is required to perform
a clear channel access (CCA) procedure using energy detect mechanism over a
defer period of 16µs followed by multiple time-slots with slot duration of 9µs,
depending on the access priority of the device.

• Backoff parameters: WiFi and priority classes in LTE-LAA have different initial
backoff window sizes and the maximum number of backoff stages.

2.2.1 Existing Works on LTE-LAA and WiFi Coexistence

In the literature, the LAA approach for LTE and WiFi coexistence (Fig. 2.5) has
been investigated under different conditions.

Assuming saturated LTE and WiFi networks, in [46], an analytical work is
presented to provide proportional fairness between two networks. To reach this
goal, it is assumed that LTE transmits with probability of ql in bursts of duration
Tl and these parameters are optimized such that the proportional fairness can be
achieved. More specifically, to obtain ql and Tl, an optimization problem is solved
in which the objective is to maximize the total throughput of WiFi and LTE while
proportional fairness among LTE-U and WiFi devices is ensured. The work in [47]
also uses the LBT-based method in which the aim is to guarantee the required rate
of LTE devices while the collision probability of WiFi devices is minimized. In
[45], assuming that the number of WiFi devices is unknown, a further analysis is

LTE BS
WiFi AP

Fig. 2.5 Illustration of WiFi/LTE coexistence in unlicensed bands
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presented to estimate the population of the WiFi system. Moreover, in [48, 49], the
fair coexistence problem is addressed for multi-cell scenario comprised of multiple
WiFi APs and LTE BSs.

The analytical performance of LTE-LAA and WiFi coexistence is studied in
[50, 51]. However, in these works, to avoid overly complicated models, some
simplifications are considered. For example, in [50], it is assumed that both WiFi
and LTE-LAA have the same sensing period, while as mentioned above, the sensing
time in these networks is different. In [51], it is considered that WiFi has one access
priority class and LTE has four priority classes. However, in any specific scenario, all
the LTE-LAA devices are assumed to belong to the same access priority to simplify
the analysis.

In [52], also the proportional fairness in WiFi and LTE coexistence is addressed,
in which the proportional fairness is achieved if all devices device achieve an
identical fraction of time over the channel. To reach this goal, the main features
of LTE-LAA and WiFi coexistence, i.e., initial backoff window size, number of
sensing slots, maximum bakoff stages, retry limits and transmission opportunities
for LTE and WiFi devices can be tuned. In the proposed scheme in [52], optimal
initial backoff window size and the number of sensing slots of LTE-LAA are tuned
to provide proportional fairness between LTE-LAA and WiFi. In particular, an
analytical model is established for estimating LTE-LAA and WiFi throughput in
coexistence in saturated conditions by using a Markov model.

Under assumption of unsaturated LTE and WiFi networks, in [53], an opti-
mization problem is studied with the aim of maximizing overall throughput, while
maintaining WiFi throughput. In [54], maximum allowable packet arrival rates of
both LTE and WiFi are derived under which WiFi delay requirement is guaranteed.

Although the LAA approaches proposed in [45–47, 53, 54] may lead to enhanced
performance for WiFi compared to LTE-U, the utilization still cannot reach the
optimal point due to the lack of coordination between the two networks. Thus, an
efficient network structure along with a proper MAC need to be designed. In [55],
a hyper AP is introduced which is able to operate as both LTE BS and WiFi AP.
However, that work considers saturated scenarios while MTC systems are mainly
involved with unsaturated devices. Furthermore, MTC systems are uplink-centric.

For uplink scenarios, in [9], the authors propose an approach in which if an LTE
device requests one resource batch consisting of a number of resource blocks, the
BS allocates multiple resource batches to the device. Because it is assumed that
each resource batch might be occupied by WiFi devices with a known probability.
Therefore, assigning only one resource batch to the requesting LTE device, may lead
to low expected throughput for the device. On the other hand, assigning multiple
resource batches to one device may lead to low utilization for resource batches,
as for example if all allocated resource batches are free, only one of them will be
used by the requesting LTE device. To address this issue, it is proposed to share
Mrb resource batches among a number of LTE devices. More specifically, in [9], to
maximize the utilization of resource batches by LTE devices, having the probability
that a resource batch is occupied by WiFi devices, the optimal number of devices
sharing Mrb resource batches is derived.
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In [56], both uplink and downlink traffic are considered, in which the goal
is to improve the performance of LTE and WiFi coexistence in unlicensed band
and provide the proportional fairness in terms of throughput between uplink
and downlink. To reach this goal, an optimization problem is formulated which
takes into account throughput and bandwidth constraints and for each direction,
i.e., downlink and uplink, assigns devices to either the LTE BS or a WiFi AP.
Furthermore, as number of devices varies over time, a machine learning-based
algorithm is proposed to forecast the total number of devices in the next time-steps.
In particular, the support vector machine (SVM) algorithm is used due to its low
computational complexity and high prediction accuracy.

In addition, uplink resource allocation for U-LTE is addressed in [9, 57].
However, in these works, to access the channel, LTE devices should perform channel
assessment, which requires modifications on the current deployed LTE scheme.
Moreover, none of these works analyzes delay performance for LTE devices. Such
analysis is indispensable to offer satisfactory experience for LTE devices. Thus, in
order to address MTC requirements in LTE/WiFi coexistence scenarios, a proper
architecture scheme along with a fair allocation algorithm are required.

2.3 NOMA-Enhanced Multiple Access Schemes for MTC

In the above sections, we have presented access schemes in which to have a
successful transmission, a single radio resource should be only used by one device
at a time. However, as mentioned in Chap. 1, there is an another category of
access schemes called NOMA schemes, which allow multiple devices to transmit
over the same radio resource simultaneously while the receiver is able to decode
all received signals using successive interference cancellation (SIC) techniques.
Figure 2.6 shows the comparison between orthogonal access schemes (OMA) and
NOMA schemes.

2.3.1 Overview of Uplink NOMA

In uplink NOMA, multiple devices non-orthogonally transmit to the AP on the same
radio resource. At the AP, these signals are received in a superimposed form, where
they cause interference to each other. In order to decode these signals, SIC technique
can be used, where to ensure successful SIC, the received signal power of the devices
should be distinctive [58–60]. As the signal of each device experiences a distinct
channel gain, the received power of devices are different at the AP, which makes it
possible to use NOMA, even if all devices transmit at the same power level.

In the SIC technique, the AP first decodes the signal of the device with the highest
channel gain, since it is likely the strongest at the AP. To do that, the AP treats the
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Fig. 2.7 Illustration of a 3-device uplink NOMA with SIC at the BS

signals from other devices as additive noise. After that, the decoded signal of the first
device is subtracted from the received signal and the AP continues the decoding
for the second device and treats the remainder as additive noise. This process is
continued until all the devices are successfully decoded [61]. As a result, the highest
channel gain device experiences interference from all devices and the lowest channel
gain device effectively enjoys interference-free transmission if SIC is done without
any errors. The procedure is shown in Fig. 2.7.
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2.3.2 Existing NOMA Schemes

NOMA has received significant attention in the research community, due to its
potential capability to improve the networks capacity. In addition to its spectral
efficiency gain, it has been also shown that NOMA can accommodate a large num-
ber of devices, which is important for massive MTC scenarios [62–64]. Up to now,
most of the research studies have employed NOMA for downlink scenarios [65–69].
However, as the uplink traffic is heavier in MTC, in the following, we review the
existing works that deploy NOMA for uplink scenarios. The presented schemes are
categorized into grant-based NOMA, grant-free NOMA and compressed sensing-
based schemes.

2.3.2.1 Grant-Based NOMA

NOMA allows multiple devices to transmit over the same radio resource, but since
it is an interference-limited system, it is not practical to simultaneously allocate a
single radio resource to all devices of the network. Thus, in this scheme, devices
are divided into multiple groups, where NOMA is exploited within each group,
and among different groups, resources are allocated based on OMA. Evidently, the
performance of NOMA is highly dependent on the algorithm used for grouping the
devices [69].

In [58], to improve the network throughput, first, devices are grouped by using
a sub-optimal algorithm and then for the given groups, optimal power allocation
is derived. In the proposed scheme, to group devices, the channel gain differences
among them are exploited. The work in [70] also uses the decomposition-based
approach in which devices are clustered by using a graph-based algorithm and then
power and bandwidth are optimized. In [60], a power control algorithm for uplink
NOMA is proposed, where the outage probability and the achievable sum rate of
the proposed scheme are theoretically analyzed. The work in [71] proposes optimal
and sub-optimal device pairing schemes for both single and multi-antenna BSs as
well as for multi-antenna devices. Moreover, an interference cancellation technique
for asynchronous uplink NOMA systems is introduced in [72]. Furthermore, there
are some studies that targeted to maximize the energy efficiency of the MTC with
NOMA [73, 74].

In [75], a distributed power control algorithm is designed for the uplink of
a NOMA system consisting of two cells. It is assumed that each cell has one
BS and two devices, where the aim of each BS is to minimize the total power
of its two devices, while their rate requirements are satisfied. This problem is
formulated as a two-player non-cooperative game, where the BSs correspond to the
players. The properties of the Nash equilibrium are investigated and a distributed
algorithm is proposed that converges to it. The work in [76], considers a multi-
cell network where to enhance the performance of cell-edge devices, fractional
frequency reuse (FFR) is used. In the FFR, the entire bandwidth of the system is
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partitioned into a cell-center bands set and a cell-edge bands set. In order to avoid
interference between neighboring cells, the cell-edge bands are split between the
three neighboring cells. Furthermore, the cell devices are divided into cell-interior
and cell-edge devices based on their receiving power from the serving BS. On the
cell-center bands, only cell-interior devices are allowed to transmit using NOMA,
while for the cell-edge bands, cell-interior and cell-edge devices can be scheduled
together, as the large difference in channel gain between cell-interior and cell-edge
devices is desirable in NOMA. In order to schedule devices for the uplink NOMA,
a proportional fairness-based scheme is proposed.

2.3.2.2 Grant-free NOMA

Different form the aforementioned studies which use grant-based NOMA, the works
in [77–80] exploit NOMA for the random access in multi-channel networks. More
specifically, in [77] a set of power levels is defined, and each device with a packet for
transmission randomly chooses a power level from that set and a channel. For this
scheme, a closed-form expression for the lower bound of the throughput is derived.
Furthermore, as the main drawback of this scheme is that the transmission power
can be high, a channel-dependent selection scheme for the channel and power level
is proposed which can reduce the transmission power. In addition, an upper bound
for the average transmission power is obtained.

The above work is extended in [81], where device channels experience Rayleigh
fading and pathloss. In particular, compared to [81], an improved lower bound for
the throughput of this NOMA random access is derived. Furthermore, the average
access delay is obtained, and the energy efficiency and the optimal retransmission
probability are examined.

The drawback of the aforementioned scheme is that the set of power levels is
predefined, thus it may lead to low performance for the network if the power levels
are not suited. This issue is addressed in [79], where an adaptive set of power levels
is used. In that work, to obtain the proper power level set, the number of active
devices is estimated by the gateway and then based on that, the set is determined.
In particular, a flexible frame structure is proposed which consists of five phases,
shown in Fig. 2.8. In the first phase, a beacon is transmitted by the gateway to
announce its readiness to receive packets. Then, in the second phase, devices having
a packet transmit a training sequence to assist the gateway in detecting the number of
active devices. The gateway estimates the number of active devices by performing a
multiple hypotheses testing. It also adjusts its SIC receiver degree for the optimum
power levels. It should be noted that if devices are registered with the gateway,
there would be no need for using multi hypothesis testing but this will significantly
increase the control phase length. In the third phase, if the estimated number of
active devices is not in the range of the optimal power levels, the gateway aborts the
transmission and starts the frame again by sending a new beacon which implies that
the active devices use a random backoff. However, if the number of devices is in the
range, the gateway broadcasts the SIC degree to the devices and each device chooses
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Fig. 2.8 Proposed frame structure in [79]

one optimal power level randomly. If devices choose distinct power levels, then the
gateway can decode the signal of each device and it sends an ACK. However, if
distinct power levels are not chosen, the reselection process is continued. After a
few attempts, if there is no successful transmission, the devices receive a NACK
and enter a random back-off mode. In a similar approach, in [78], the estimated
number of active devices is broadcast to the devices, and each device adjusts its
transmission power accordingly.

In [80], the cell area is divided into different layers, based on predetermined
inter-layer received power difference, shown in Fig. 2.9. More specifically, in this
approach, each device having a packet for transmission, chooses its transmit power
equal to its target received power divided by its channel gain. Furthermore, in order
to effectively control the number of contenders and distribute the traffic over time,
the EAB mechanism is used, where the parameter is broadcast by the BS to the
devices. In the EAB mechanism, if a device wants to transmit, it generates a random
number between 0 and 1. If the number is less than the EAB parameter, the device
proceeds to transmit, otherwise it has to backoff temporarily.

In particular, the proposed access scheme consists of 5 following phases.

• Step 1: At first, the BS performs an optimization problem to obtain the EAB
access control parameter, as well as the number of NOMA layers in each time-
slot, and then it broadcasts this information.

• Step 2: At the device, if it has a packet in its queue, it generates a random number.
If the random number is less than the EAB parameter, the device computes its
transmission power based on its location, CSI and number of layers, and then it
goes to step 3. Otherwise, it waits for the next available time-slot.

• Step 3: Each device transmits its packet with the calculated transmission power.
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• Step 4: If the device receives the ACK, it indicates that the transmission was
successful. Otherwise it tries in next available time slot.

In [82], the performance of a p-persistent slotted ALOHA system in support of
NOMA transmissions is investigated. More specifically, in this system, at each time-
slot, with probability of p, the device transmits and with probability of 1 − p, does
not transmit. In order to benefit from NOMA, each device chooses its transmission
power such that the received signal at the BS is v1 or v2 (v1 > v2), with different
probabilities. The probability to choose v1 is denoted by τ1, and the probability
to choose v2 is represented by τ2, where τ1 + τ2 = p. In order to maximize
the achieved long-term average throughput of the system, the values of τ1 and τ2
are tuned by formulating the problem as a combinatorial optimization problem. To
solve the problem, an iterative algorithm is proposed in which at each iteration, first
τ2 is updated to maximize the throughput, then with updated τ2, τ1 is updated to
maximize the throughput. The iteration continues until the throughput improvement
becomes negligible.

In [83], a distributed access scheme is proposed in which devices adaptively
adjust their transmit power and control the transmission probability over time by
observing the channel outcomes such as idle, collision and success. In particular,
two predetermined received powers are considered, P1 and P2, where P1 > P2. In
addition, devices are divided into two groups according to their distances from the
BS. Devices located near the BS are denoted by N1, while the rest are denoted by N2.
Devices that belong to the second group always transmit their packet with received
power P2 due to their low channel gain. On the other hand, devices of the first group
choose either P1 or P2. At the end of each time-slot, the BS broadcasts the packet
transmissions outcomes which can be one of the five cases as follows: one successful
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packet transmission with Pi for i = 1, 2, idle, two successful transmissions, or
collision. Devices use this information and decide proper actions.

2.3.2.3 Compressed Sensing-Based NOMA

There are also several works which deploy code-domain NOMA [84–87], where
various compressive sensing (CS) techniques are used for multi-user detection
(MUD).

In [88], a CS-based approach is proposed to jointly estimate the device activities
and data. The reliability of the activity detection is of high importance, since if
the device is erroneously detected as inactive, the data is lost. To estimate the device
activity, a multiple measurement vector compressed sensing approach is used, which
allows for device activity detection with complexity invariant of the length of the
transmitted frame. The detail of the proposed scheme is as follows.

It is assumed that a set of D devices sporadically access the channel to transmit
modulation symbols to a BS. At each frame, only a set of devices are active and
transmit data with length L over the whole frame. Data of these devices is denoted
by X, which is a D × L matrix. Furthermore, it is assumed that each device uses
a specific random spreading sequences of length m for multi user detection. These
sequences are represented by T , which is a m×D matrix. Consequently, a per-frame
detection model is as follows

Y = T X + W , (2.3)

where W represents i.i.d. samples from a white Gaussian noise process. In the
proposed scheme, the focus is to estimate device activity without estimating the
underlying data. Data detection can be done after the set of active devices has been
estimated correctly. In order to perform device activity detection, the covariance
matrix of the received signal is considered. However, as the covariance matrix is not
available at the detector, the sample covariance is used, which is calculated as

φYY = 1

L
YYH = T GT H + φWW, (2.4)

where G = QXX is a diagonal matrix whose gd,d -th entry is one if the d-th
device is active and zero otherwise. In order to find the diagonal elements of G,
two approaches are proposed. First, a matrix matching pursuit (MMP) algorithm
is developed which is an extension of the orthogonal matching pursuit (OMP) for
solving underdetermined matrix problems. In contrast to the OMP, the MMP does
not require a matrix inversion. Furthermore, an approximate maximum a posteriori
probability MAP detection scheme is proposed that refers to the solution of a
regularized least squares problem.

The performance of the MMV approach mainly depends on the length of
spreading sequences, the number of devices, the sparsity, and the background
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noise. In general, the ratio of the length of spreading sequences to the number of
devices is a key parameter that determines the number of the active devices that can
be successfully detected. Therefore, in order to improve the performance, longer
spreading codes or a wider system bandwidth is required.

In [89], a power-domain NOMA is applied to improve the performance of CS-
based schemes for a given length of spreading codes or a system bandwidth with
multiple layers in the power domain. In particular, it is assumed that there are Q

different layers, where each layer is characterized by a different received signal at
the BS. Devices are evenly divided over the layers, therefore the number of devices
at each layer, M , is D/Q, where D denotes the number of devices. An illustration
of transmitted signals for random access in power and code domains is shown in
Fig. 2.10. In each layer, there are M spreading codes which are not orthogonal to
each other. In order to detect the signals of each layer, SIC operations is performed.
The success of SIC depends on the background noise and interference from other
layers. Therefore, to perform the SIC with a high success probability, the proper
power level for each layer is derived.

In [90], a more realistic scenario is considered in which although devices transmit
their packets sporadically, however some of them with a high probability transmit
their data in adjacent time-slots. In other words, the active device set changes over
time but it changes slowly. Therefore, the temporal correlation of active device sets
in several continuous time-slots can be exploited to enhance the multi user detection
performance. In [90], a dynamic compressive sensing-based approach is proposed
which takes into account the temporal correlation between continuous time-slots.
The main idea is that instead of initiating with an empty set, the proposed algorithm
starts with the previously estimated device set.

Although, the above works enhance the performance of considered networks,
however none of them address the unique requirements of an M2M network, which
consists of a large number of devices with heterogeneous traffic rates. In these
networks, using only grant-based NOMA schemes lead to poor performance for
devices with sporadic transmissions while NOMA-based random access may not
perform well due to a large number of devices. In fact, the chance of choosing the
same power and channel increases with increasing number of devices, leading to
a large collision rate. Furthermore, CS-based schemes are only applicable for the
scenarios that device activity is time-related and sporadic [91].

2.4 Massive MIMO for Massive MTC

Another promising techniques to provide massive connectivity in massive MTC use
cases is massive multiple-input multiple-output (MIMO). This technique employs
large number of antennas at the BS to fulfill the demand for massive access. In
particular, the large number of antennas creates large number of spatial degrees
of freedom leading to the remarkable properties including channel hardening and
favorable propagation. The occurrence of channel hardening essentially means that
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Fig. 2.10 NOMA-based compressive random access using Gaussian spreading in power and code
domains [89]. (a) 2-dimensional multiple access scheme. (b) An illustration of transmitted signals
for random access in the power and code domains

the massive multi-antenna prior post-processing transforms the channel into almost
deterministic quantities, depending only on large scale fading parameters. The
occurrence of favorable propagation means that as the size of the antenna array
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becomes large, the channel vectors of device become asymptotically orthogonal.
Therefore, the BS equipped with massive number of antennas becomes more
efficient in mitigating inter-user interference through the use of spatial multiplexing
techniques [92–95].

In the following, access schemes proposed for MTC systems, in which the BS is
equipped with a massive number of antennas, are presented.

2.4.1 Grant-Based Random Access Schemes

One of the grant-based random access schemes proposed for massive MIMO
systems is strongest-user collision resolution (SUCRe), which is described as
follows.

In SUCRe, devices having a packet for transmission, randomly choose a
preamble from an orthogonal set of preambles. As the number of preambles is
lower than the number of devices, some devices may choose the same preamble
resulting in a preamble collision [96]. Channel estimations are done on the received
preambles, consequently for colliding devices, channel estimates are contaminated.
The estimates are used by the BS to perform precoded transmission. At the device
side, the received signal array gain is measured. If the array gain is equal to the
number of antennas, it means that no collision has happened and the device is
granted access to the preamble sequence. However, if the array gain is a fraction
of the number of antennas, it indicates that collision has occurred in the preamble
domain. In order to resolve the collision, a distributed decision rule is employed at
devices, such that only the strongest user is granted access to the preamble sequence.
It has been shown that SUCRe is able to resolve 90% of collisions and it is highly
scalable in terms of number of devices as it uses a distributed algorithm.

In order to further enhance the performance of SUCRe, variants of this scheme
have been proposed in the literature. For example, in [97], the preambles that are
not chosen by any devices are assigned to the collided devices that lost in the
collision resolution phase of the scheme. However, this approach requires additional
signaling.

Furthermore, in the classical SUCRe protocol, to perform retransmissions, a
hard decision rule is employed. For crowded scenarios, the performance of this
scheme may not be satisfactory, as the number of collisions with a higher number
of contending devices increases. Therefore, the idea of using a soft decision
retransmission rule is proposed in [98], where the retransmission probability leads
to improvement to the SUCRe in crowded scenarios.

In addition, SUCRe often privileges devices having the highest signal, conse-
quently the scheme is unfair for devices that are far from the BS. To address this
issue, in [99], an access scheme is proposed which deploys access class barring with
power control. The proposed scheme allows each device to estimate the number of
collided devices for the chosen preamble and obtain the ACB factor to determine
the preamble retransmission probability in the next protocol step.
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2.4.2 Grant-free Random Access Schemes

Different from grant-based random access schemes, in grant-free random access
schemes, both preamble sequence and data are transmitted as part of the initial
access attempt. In these schemes, no collision resolution is performed, therefore
they are simplified. However, in order to properly decode the signal of transmitting
devices, improved transmission strategies or decoding strategies are needed.

In some protocols, the transmission of the devices accessing the network is
organized in multiple slots. For example, in [100], time is divided into frames
consisting of multiple time-slots as illustrated in Fig. 2.11. In the proposed scheme,
when a device has a codeword to transmit, it splits the codeword into multiple
parts and transmits the codeword parts in multiple time-slots. Furthermore, each
device is assigned a unique predefined pseudo-random pilot hopping pattern, where
pilot sequences denoted by Qi are orthogonal. To transmit each codeword part,
the device selects the pilot according to this pattern. As the BS knows the pilot-
hopping patterns of all devices, by using a correlation decoder across the time-slots,
the activated pilot-hopping patterns can be detected.

The advantage of using this approach is that with coding spreading across a large
number of transmission time-slots, the interference is averaged out. Therefore, from
an information-theoretic point of view, it is possible to define a reliable transmission
rate.

(2) Coded RA: An alternative approach is proposed in [101], in which time is
divided into frames and each frame consists of multiple time-slots as illustrated in
Fig. 2.12. At each time-slot, with a certain activation probability, a device chooses
a random preamble and transmits the preamble followed by the data over the
time-slot. The same data is retransmitted in each frame. In order to decode the
data, if a collision-free transmission happens at the given time-slot, the BS is
able to decode the data of corresponding device successfully. Furthermore, using
successive interference cancellation technique, the contribution of the decoded
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Fig. 2.11 Random pilot and data access in massive MIMO systems [100]
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Fig. 2.13 Grant-free compressed sensing-based access scheme for massive MIMO systems [102]

packet is deducted in the previous time slots thus possibly removing a transmission
that was causing a collision.

2.4.3 Grant-free Access Relying on Compressed Sensing

Another promising solution to detect device activity in mMTC is to utilize com-
pressed sensing-based approach (Fig. 2.13), due to the sporadic nature of the MTC
device activities. In the following, we review some of the schemes in which
each device is assigned a unique preamble sequence. However, as the number of
orthogonal sequences are limited by the channel coherence time, pseudo-orthogonal
sequences are used. Due to the non-orthogonality of the preamble sequences, the
channel estimates cannot be easily obtained by correlating the received signal with
each preamble sequence.

In [102], the joint device activity detection and channel estimation problem
are formulated as a compressed sensing problem, considering scenarios the BS is
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equipped with a single antenna or multiple antennas. In order to solve this problem,
the approximate message passing (AMP) algorithm is used. In [103], an asymptotic
regime where the BS is equipped with a massive number of antennas is studied.
Similar to [102], the AMP algorithm is used to jointly solve the device activity and
channel estimation problem. The results show that by utilizing a large number of
antennas, the device detection performance improves with misdetection and false
alarm probability going to zero. However, the performance of this scheme in terms
of overall achievable rate is limited by the increased channel estimation errors, due
to the use of non-orthogonal pilots to accommodate a larger number of devices.
Therefore, in [104], to obtain more accurate channel estimation, the minimum-mean
square estimator, combined with compressed sensing-based techniques is proposed.

2.5 Fast Uplink Grant for MTC

As mentioned in the previous chapter, one of the main requirements in MTC system
is to maximize their performance in terms of throughput. To reach this goal, an
access scheme with low signaling overhead should be used due to the short-packet
nature of MTC traffic. One promising scheme is a fast uplink grant method which
has been proposed by 3GPP. In this scheme, uplink resources are accessed by
devices without requiring them to perform uplink scheduling requests, shown in
Fig. 2.14. This solution can potentially solve the problems that conventional random

Fig. 2.14 Comparison of fast
grant uplink and RA
procedure
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access schemes face in MTC such as collisions, congestion, and inefficiency due to
large signaling overhead compared to the actual data size. Naturally, device selection
for fast uplink grant and uplink radio resource allocation are performed at the BS
[105].

In order to adopt the fast uplink grant scheme, sophisticated source traffic
prediction mechanisms are needed to predict which devices are active at each time.
Otherwise, without proper predictions, uplink grant allocation can lead to a waste
of resources. In the literature, most of the works have focused on modeling and
analyzing the aggregated traffic at the BS or network for optimizing the operation
of the network. However the traffic prediction problem at user/device level is only
addressed in a few works in which independent traffic models for devices are
considered. While, in MTC, devices are likely to produce more correlated and
predictable traffic patterns, e.g., if the traffic is generated based on observations
of some common physical phenomenon.

2.5.1 Existing Works

As discussed in the above, the traffic prediction problem can be classified into two
groups: (1) aggregated traffic at the network, (2) device traffic.

In the following, first, we review some existing works at the cellular level and
then we study a few works that used traffic prediction at the source level.

2.5.1.1 Cellular Traffic Prediction

In [106], a long short-term memory (LSTM)-based model is used to predict the
traffic of a BS in the next time-slot, where the proposed architecture is shown in
Fig. 2.15. In order to increase the accuracy of the prediction, a multilayer structure
is proposed, where each layer consists of multiple LSTM units to learn the temporal
dependencies of the traffic. In fact, the number of concatenated units indicates the
number of observations of the data that are considered before making the prediction.

In [107], the traffic pattern of 9000 cellular BSs is analyzed. To model the
traffic, a time series approach is applied in which the traffic is decomposed into
two components: regular component and unpredictable random component. In
order to forecast the regular component, a seasonal autoregressive moving average
(SARIMA) model is used. Furthermore, to predict the stochastic component, cross
correlation between the stochastic component of a cellular BS and its neighbouring
BSs is computed. The results show that the average cross correlation value is
low indicating that stochastic components of neighbouring cellular BSs are nearly
unrelated.

In [108], to forecast the traffic of BSs, a multi-task learning architecture is
proposed. This architecture consists of a shared learning machine and a dedicated
learning machine for each BS, shown in Fig. 2.16. The intuition behind this
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Fig. 2.16 RNN-based architecture for the cellular traffic prediction [108]

architecture is that the dedicated learning machine captures the specific features
of the corresponding BS while the shared learning machine can capture the spatial
dependency among the BSs. The output of these machines are passed to a fully
connected feedforword neural network to predict the traffic of the corresponding
BS.
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Fig. 2.17 Autoencoder-based architecture for the cellular traffic prediction [109]

In [109], both temporal and spatial dependencies of BSs are taken into account
to model and predict the cellular traffic. A hybrid deep learning model is presented
consisting of an autoencoder-based deep model for spatial modeling and LSTM
units for temporal modeling. The proposed model is shown in Fig. 2.17, where
the red rectangle represents the target BS and the blue rectangle represents its
neighboring BSs. Each data patch consists of the data of the target BSs and its
neighbors, which is passed to the corresponding local stacked autoencoder (LSAE).
Furthermore, a global stacked autoencoder (GSAE) is considered in the model,
which takes the data patch of all BSs as input and produces an encoded representa-
tion. After encoding by the GSAE and LSAE, each data patch, represented by the
concatenated output of these two encoders, is passed to the corresponding LSTM
for prediction.

In fact, in this model, the GSAE captures the common characteristics among BSs
while the LSAE captures the specific features of each BS. The advantage of using
this model is that since only the GSAE takes all the data patches as input, and LSAEs
only take their corresponding data patch, it is faster to train the model. Furthermore,
LSAEs can be trained in parallel as they are independent from each other.

In [110], temporal and spatial dependence of traffic among different cells
are investigated. More specifically, the traffic data is treated as an image and a
convolutional neural network (CNN)-based approach is used to jointly capture the
temporal and spatial dependency among cells. The city is split into a grid with
size of H × W and each square of the grid is referred to as a cell. In order to
predict the traffic at time slot t , the intervals before t are divided into two segments,
i.e., recent time and daily history. The traffic of recent time segment models the
temporal closeness dependence while the traffic sampled from daily history models
the temporal period dependence. Data of each segment is passed to a convolutional
learning system and to capture the relationship between the output of these systems,
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Fig. 2.18 CNN-based architecture for the cellular traffic prediction [110]

a parametric matrix-based scheme is proposed fusing the features of closeness and
period. The proposed architecture is shown in Fig. 2.18.

In [111], to model both the temporal and spatial aspects of the BSs traffic, a graph
convolutional (GC) network embedded LSTM model is used. More specifically, to
capture the spatial dependency among BSs the spatial distance between them is
used. That is the spatial dependence of two BSs decreases by increasing their spatial
distance. Hence, to model the spatial dependency among BSs, a dependency graph
is defined in which each BS is represented by a vertex and there is an edge between
two vertices if their spatial distance is less than a certain threshold. In addition, not
only the recent demand history is applied to forecast the future demands, but also
the periodic history, e.g., day(s) ahead demands, is considered in order to obtain an
accurate demand predictor.

In [111], temporal and spatial correlation between traffic demands of cells are
considered into account to forecast the traffic of each cell. More specifically, the
problem is formulated as a GC-LSTM. The proposed architecture is shown in
Fig. 2.19.

2.5.1.2 Device Traffic Prediction

As mentioned earlier, source/device traffic prediction is only studied in a few works.
In the following, we discuss the approaches that are so far proposed to predict the
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Fig. 2.19 GC-LSTM-based architecture for the cellular traffic prediction [111]

traffic of each device. These predictions are generally possible in MTC systems as
most of devices are stationary or have low mobility. Furthermore, number of devices
that are associated to a BS is often fixed [112].

Traffic prediction at device level can be classified into two groups: periodic
reporting and event-driven transmissions. In periodic reporting, devices transmit
their packets periodically at specific times, while in event-driven traffic, a number of
devices transmit their requests to report a certain event. It is obvious that the periodic
traffic prediction is easier than the event-driven traffic. In the following, prediction
algorithms for both type of traffics are presented.

Periodic traffic prediction: Many monitoring applications are dependent on
machine-type devices to periodically transmit sensory data sampled from the
physical environment. However, these applications generate packets in different
time intervals. Therefore, the BS must learn exact time instances at which any
machine-type device generates its packet. Assuming that the BS has historical
transmission data of devices, machine learning algorithms can be used to predict
the traffic of each device. However, the prediction must be accurate, since some
applications have strict latency requirements less than 10 ms.

Event-driven traffic prediction: In some machine-type applications, when a
specific event occurs, several devices that detect the event should report it to the
BS. This can cause a burst of RA scheduling requests, which cannot be efficiently
handled. On the other hand, it is not possible to predict the event that has not
observed yet, but the BS can use the historical data of previous events, to predict
which devices face the same event. For example, in [113], a predictive approach for



46 2 Multiple Access Schemes for Machine-Type Communications: A Literature. . .

resource allocation is used in which an event propagates along a line. Here, the BS
can learn which devices will initiate transmission in case of an event. However, this
method cannot be generalized to all possible types of MTC events.

In [114], a directed information (DI) learning framework is proposed to predict
the source traffic in event-driven MTC. In [114], it is assumed that the network
consists of static devices or with low mobilities. In the proposed scheme, for a
long period of time, devices use the grant-based random access scheme, in which
first they transmit a scheduling request and then if a resource is allocated to them,
they transmit their packets. It is also assumed that the BS keeps the history of
transmissions. For periodic transmissions, the historical information can be used
to learn the time instants that devices have packets for transmission. Therefore, after
learning the pattern of periodic transmissions, devices no longer use the random
access scheme to access the channel and instead they transmit their packet by using
fast uplink grant. However, for unexpected events that happen out of the pattern,
devices have to transmit the scheduling requests which leads to congestion and
consequently waste of resources. To address this issue, a learning algorithm is
proposed in which upon event detection, it can predict which set of devices have
a packet for transmission. These devices with high probabilities of having a packet
for transmission are allocated time-slots and consequently the congestion can be
avoided and higher throughput can be achieved. The drawback of this scheme is
that the directed information should be calculated for each pair of devices, therefore
it may suffer from scalability.

The authors of [115] have only considered the temporal correlation to predict the
M2M traffic. More specifically, a time series framework is proposed to model both
the asynchronous and synchronous M2M device arrival processes over a large time
scale and forecast the upcoming M2M network traffic dynamics at prospectively
sequential time points.

2.6 Concluding Remarks

Although the discussed schemes aimed at maximizing the throughput of M2M
networks, the scheduling-based and hybrid schemes still suffer from large over-
heads, while the random access schemes cannot achieve optimality due to collisions.
In fact, in these networks, to achieve the maximum spectral efficiency, taking
into account the device traffic statistics can play an important role. Using this
information, the AP is able to allocate resources to devices in a proactive manner,
which reduces the signaling overhead required in the request-based scheduling
schemes. Furthermore, as device traffic statistics are considered in the scheduling
procedure, the probability that the allocated resources left idle is minimized.
Moreover, for scenarios consisting of heterogeneous devices, reconfigurable access
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Frame
Beacon

Fig. 2.20 General structure of the proposed frame

schemes can cope with traffic characteristics of different device categories, i.e.,
periodic or sporadic type traffics.

The aforementioned benefits of using traffic-aware and reconfigurability in
access schemes motivated us to design schemes with these characteristics for MTC
systems. In particular, we aim to maximize the throughput of these networks while
the application requirements are met. To that end, we develop access schemes
working in a frame-by-frame basis, where the general proposed frame structure is
shown in Fig. 2.20. More specifically, in Chap. 3, we propose an access scheme in
which the whole frame is allocated to a CSMA scheme with deterministic backoffs.
In Chaps. 4 and 5, the frame is divided into two segments: demand-free assignment
and random-based access. In Chap. 6, we exploit the same frame structure as in
Chaps. 4 and 5, where devices in each segments are exclusive. In particular, one
segment belongs to LTE devices while the other one is allocated to WiFi devices. In
Chap. 7, the frame structure is further split into three segments, where an additional
segment belongs to the NOMA demand-free assignment-based schemes. Finally,
in Chap. 8, we consider the frame structure proposed in Chap. 4, however instead
of using the demand-free assignment access scheme, we deploy a self-organized
TDMA scheme, in which devices reserve a time-slot in a distributed manner.

Although the proposed frame structure is represented in one dimension, it can
be applied for multi-frequency systems as well. The equivalent frame structure
for multi-carrier systems is shown in Fig. 2.21. In this structure, radio resources
are divided into two dimensions; frequency domain and time domain, where the
portion of resources allocated to each segment is the same as the 1-dimension
representation. As an example, Fig. 2.22 represents the equivalent for the frame
structure proposed in Chap. 7.

In conclusion, in this chapter, we have provided a comprehensive survey on
the existing MTC access schemes and discussed their drawbacks in meeting the
requirements of M2M networks. To address these shortcomings, the idea of using
traffic-aware and reconfigurable access schemes has been proposed in this book,
where the further details of these schemes are discussed in subsequent chapters.
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Chapter 3
MDP-Based Access Scheme for
Virtualized M2M Networks

3.1 Introduction

Recently, the design of access schemes for MTC has received considerable attention
[1–5]. There are several access schemes presented in the literature that assume that
the network consists of only one application [6–9] while in the virtualized networks
multiple applications or slices share the same infrastructure and the predetermined
QoS, as requested by each slice, should be provided. Also, due to the small length of
packets in these networks, schemes with large signaling overhead are not efficient
[2, 10–12]. Furthermore, realistic arrival traffic models need to be considered for
devices according to a variety of emerging services where it is not practical to
assume the saturated scenario for devices.

Addressing such challenges, in this chapter, we aim to design an access scheme
which takes into account the dynamic nature of arrival traffic of devices within slices
[13]. We assume that the packet arrival state of devices evolves as a Markov model
over frames and the AP is aware of the state transition probabilities. Under this
assumption, a two-phase Markov decision process (MDP)-based access scheme is
presented. In the first phase, a decision-making problem is formulated based on an
MDP to develop an optimal polling mechanism. The design objective of this MDP
is to maximize the network throughput subject to slice reservations by applying a
pricing mechanism.

In the second phase, we present an access scheme to virtually realize the
proposed decision-theoretic polling mechanism. To this end, first, the optimal access
policy is studied by introducing the policy tree. Then, a heuristic algorithm is
proposed for deterministic backoff generation based on the MDP formulation. The
aim is to avoid the need for transmitting the policy tree or frequent polling packets.
Through numerical results, we verify the performance of the developed access
schemes in terms of packet delivery ratio, isolation, and throughput. In this chapter,
we quantify isolation capability of an access scheme in a virtualized M2M network
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in terms of the fairness among slices. More specifically, we measure such fairness
in terms of equitable packet delivery ratios for different slices relative to their
reservations. It is confirmed that the proposed approach noticeably improves the
network throughput and provides better fairness among slices in comparison with
TDMA, CSMA, and DEB.

The rest of this chapter is organized as follows. We first introduce the system
model in Sect. 3.2. Then, Sect. 3.3 presents the MDP formulation and the optimal
access policy. Subsequently, a heuristic access scheme is introduced in Sect. 3.4.
Furthermore, Sect. 3.5 presents the numerical results. Finally, we conclude the
chapter in Sect. 3.6.

3.2 System Model

We consider an M2M network with an AP which carries traffic belonging to S

different slices. Ds denotes the set of devices subscribed to slice s, where |Ds | = Ns

is the number of devices of slice s. The total number of all devices in all slices is
Nd, where Nd = ∑S

s=1 Ns . Time is divided into fixed-length frames, each having a
beacon followed by Nts time-slots as shown in Fig. 3.1. In this setting, the smallest
unit of time is called a time unit. Each time-slot has the duration of Tts, which is
equal to Ntu time units. Nf = NtsNtu indicates the total number of time units in a
frame. The beacon is broadcast by the AP to devices. It is assumed that each slice s

can reserve rs time-slots per frame.
The traffic generated at each device is described by an ON-OFF Markov chain,

which is a common model for event-driven traffic patterns [14]. Each device ds of
slice s can be in two states at each frame t ; φ

pa
ds

(t) = 0 if it has no packet to transmit,

and φ
pa
ds

(t) = 1 otherwise. Device ds transits from state 0 to state 1 with probability

a0
ds

and stays in state 1 with probability a1
ds

. During an ON period, it generates

...Slot 1 Slot 2 Slot Nts

TU 1 TU 2 TU Ntu...

Beacon

Frame

Tf

Fig. 3.1 Frame structure of the proposed MDP-based access scheme
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constant bit rate (CBR) data, i.e., Np packets per frame, each with a length of Lp. If
the device cannot access the channel before reception of the next beacon, the packet
will be dropped.

We assume that the wireless channel model includes path loss and small scale
fading. The received signal-to-noise ratio (SNR) of device ds at the AP is equal to
pt|gds |2/σ 2

n , where pt is the transmission power, σ 2
n is the noise power, and gds is

the channel gain of the link from device ds to the AP. More specifically, gds is equal

to cg′
ds

l
−ζ/2
ds

, where lds is the distance between device ds and the AP, ζ is the path
loss exponent, c is a constant dependent on the frequency and transmitter/receiver
antenna gain, and g′

ds
represents the small scale fading component. For simplicity,

without loss of generality, we normalize cg′
ds

= 1 in the following discussions.
If the received signal level falls below the receiver threshold, the receiver cannot
decode the signal successfully. The probability that the received SNR is less than
the receiver threshold ξR (i.e., outage probability) is given by

ψds = P

(
ptl

−ζ
ds

σ 2
n

≤ ξR

)

= 1 − e
− σ2

n l
ζ
ds

ξR
pt . (3.1)

Our main objective in this chapter is to develop an access scheme for a virtualized
M2M network that could maximize the network throughput, while considering
isolation among slices over each frame. To achieve these goals, we benefit both
from carrier sensing as in CSMA and deterministic backoff generation as in
DEB. In CSMA, since devices pick backoff values randomly, a collision may
occur if two devices pick the same backoff value. To avoid such collisions, in
[15], a deterministic backoff generation scheme is proposed in which non-equal
deterministic backoff values are assigned to devices by the AP. In this chapter, we
aim to use the idea of deterministic backoff generation to avoid collisions and ensure
isolation among slices. However, assuming that the AP is not aware of device states
at each frame and devices are not saturated, assigning backoff values in a round-
robin manner is not efficient. Thus, in the process of backoff value generation, we
take into account slice reservations and state transition probabilities of devices.

3.3 MDP-Based Access Scheme Design

Here, we propose a virtual polling-based access scheme for a virtualized M2M
network. First, we propose a decision-making problem to develop an optimal
polling mechanism. Second, we present access schemes to virtually realize the
proposed decision-theoretic polling mechanism with the aid of deterministic backoff
generation, while avoiding frequent polling overheads.

A. MDP Formulation To develop a polling mechanism, at each time unit in a frame,
the AP must determine which device to poll. Assume that the AP only knows the
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statistical properties of arrival traffic (i.e., a0
ds

and a1
ds

) and the instantaneous device

states (i.e., φ
pa
ds

(t)) at each frame are unknown. Since the AP has partial knowledge
of the system, this decision-making problem can be formulated as an MDP with the
following elements.1

(1) States Let φds (t, b) be the transmission status of device ds in frame t and
time unit b, where b ∈ {1, . . . , Nf}. More specifically, φds (t, b) = 1 indicates
that device ds has been already chosen to access the channel and transmission has
happened successfully. φds (t, b) = −1 represents that device ds had an unsuccessful
transmission due to outage. Furthermore, φds (t, b) = 0 means that the device has
been granted to access the channel but it has no packet for transmission. Finally,
φds (t, b) = −2 means that device ds is not chosen for transmission. Thus, the
system state can be represented by Φ(t, b) = [Φs(t, b)]Ss=1, where Φs(t, b) =
[φds (t, b)]ds∈Ds

.

(2) Action The action corresponds to the device that is chosen to be granted channel
access in frame t and time unit b, and is denoted by da(t, b). Note that a (a =
1, . . . , S) represents the index of the slice for the selected device for accessing the
channel at t .

(3) Transition Function The transition function represented by T(Φ, da,Φ
′) gives

the transition probability from state Φ to Φ ′ taking action da . At each frame,
T(Φ, da,Φ

′) is zero except for

T(Φ, da,Φ
′)=

⎧
⎪⎪⎨

⎪⎪⎩

ωda (1 − ψds ), if φda= − 2, φ′
da

=1, and φi=φ′
i ,∀i �= da

ωdaψds , if φda= − 2, φ′
da

= − 1, and φi=φ′
i ,∀i �= da

1 − ωda , if φda= − 2, φ′
da

=0, and φi=φ′
i ,∀i �= da,

(3.2)

where ωda represents the belief value of device da at a given frame. In frame t ,
ωds (t) is equal to the conditional probability (given the decision and transmission
observation history) that device ds has a packet to transmit and can be updated as

ωds (t) =

⎧
⎪⎪⎨

⎪⎪⎩

a1
ds

, if |φds (t − 1, Nf)| = 1

a0
ds

, if φds (t − 1, Nf) = 0

a0
ds

(1 − ωds (t − 1)) + a1
ds

ωds (t − 1), if φds (t − 1, Nf) = −2.

(3.3)

If the AP knows that device ds had a packet in the last frame (i.e.,
|φds (t − 1, Nf)| = 1), ωds (t) is updated to a1

ds
, which is the probability to

stay in state 1. If the AP is aware that device ds had no packet to transmit
(i.e., φds (t − 1, Nf) = 0), ωds (t) is updated to a0

ds
, which is the probability to

transit from state 0 to 1. Otherwise, if the AP is not aware of device state (i.e.,

1An overview of MDP model is provided in Appendix.
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φds (t − 1, Nf) = −2), ωds (t) is updated to a0
ds

(1 − ωds (t − 1)) + a1
ds

ωds (t − 1),
which represents the conditional probability of having a packet in frame t based on
the law of total probability. A vector that consists of all belief values of different
devices is represented by Ω(t) = [ωds (t)], which is called the belief vector.

(4) Reward Function The reward gained by choosing device da to access the
channel in a time unit is denoted by R(Φ, da,Φ

′), while the system state was at
Φ. Considering the slice reservations, R(Φ, da,Φ

′) is defined as

R(Φ, da,Φ
′) = (1 − ψds )U(φ′

da
)− (3.4)

γ
[∑

j∈Da

U(φ′
j ) − ra

]+ + γ
[∑

j∈Da

U(φj ) − ra

]+
,

where ra is the time-slot reservation of slice a, which device da belongs to, γ is a
positive scalar, U(x) = NpLp if |x| = 1, and U(x) = 0 otherwise. Furthermore,
[x]+ = max{x, 0}. In (3.4), the first component counts the packet transmission if
the chosen device (i.e., device da) has a packet to transmit. The second and third
components work as a pricing policy to avoid choosing a device whose slice has
already been assigned a sufficient number of time-slots according to its reservation.

(5) Objective Function The design objective is to maximize the reward over one
frame, which consists of Nf time units. Thus, in frame t and time unit b, a device is
picked such that the expected total reward obtained over the remaining time of the
frame is maximized. A policy πt,b(Φ) is a mapping from state Φ at time unit b in
frame t to an action. The optimal policy is the one that achieves the highest expected
reward. To obtain the optimal policy, we refer to the value function Vt,b(Φ), which
denotes the maximum expected remaining reward that can be accrued starting from
Φ and time unit b in frame t ,

Vt,b(Φ) = max
da

∑
∀Φ ′ �=Φ T(Φ, da,Φ

′)
[
R(Φ, da,Φ

′) + Vt,b+H(Φ,da,Φ ′)(Φ
′)
]
,

(3.5)

where H(Φ, da,Φ
′) = LpNp if φ′

da
= 1 and H(Φ, da,Φ

′) = 1 if φ′
da

= 0. Thus,
the optimal policy can be obtained as

π∗
t,b(Φ) = arg max

da

Vt,b(Φ). (3.6)

To solve (3.6), one approach is to use the value iteration technique whose
computational complexity is exponentially growing with Nd [16]. To overcome
this issue, the optimal action can be derived on the basis of the highest expected
immediate reward instead of expected remaining reward. In other words, at each
time unit, the effect of action on future decisions can be neglected. In the following,
we consider this reduced-complexity approach by optimizing only the expected
immediate reward.
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B. Optimal Access Policy In the polling mechanism, the AP transmits the polling
packet to the intended device. If the device has a packet for transmission, it
transmits, otherwise, the AP sends a polling packet to another device. In the
proposed access scheme, the aim is to eliminate the need for transmitting polling
packets. To do that, in the beginning of each frame, the AP computes the order for
devices to access the channel in that frame, and sends this information in the beacon.
More specifically, first, it computes which device can access the channel in the first
time unit. The chosen device may have a packet for transmission or not. For each of
these possible cases, the AP chooses the next device to be granted channel access
and the process continues.

The results of these series of computations can be represented by a tree, where
each node indicates the transmission status of devices and its corresponding action,
i.e., being in that state which device is granted to access the channel. From each
node, at most two branches are originated; the left branch represents φ

pa
ds

(t) = 1, i.e.,

the chosen device has a packet to transmit, and the right one represents φ
pa
ds

(t) = 0
(see Fig. 3.2).

To access the channel with the help of information provided by the proposed
policy tree, each device has to sense the channel from the first time unit and keep
track of the channel state for each time unit. Consequently, at each stage, the device
can learn the system transmission status. At each transmission state, the device that
is chosen to transmit and has a packet for transmission, senses the channel for one
time unit. If the channel is detected as idle, the device transmits its packet in the
next time unit.

Here, we discuss the computational complexity of the algorithm to derive the
policy tree. The computational complexity is calculated by counting the number of
elementary operations performed by the algorithm, such as addition, subtraction,
multiplication, division, comparison, etc. In this binary tree, assuming that root lies
in stage 0, the first right branch terminates at stage of min(Nf − (NpLp + 1), Nd).

=(-2,-2, ,-2)
b=0

...

...... ...
...

Stage 0

Stage 1

Stage 

Stage 

=(-2,-2, ,|1|,...-2)
b=NpLp+1

=(-2,-2, ,0,...-2)
b=1

=(|1|,|1|, ,-2, ,|1|)
b=Nf-(NpLp+1)

=(-2, ,0, ,-2, ,0)
b=Nf/(NpLp+1)

=(0, ,-2, ,0)
b=min(Nf-(NpLp+1),Nd)

Nf/(NpLp+1)

min(Nf-(NpLp+1),Nd)

t,0 ( )=1
t,0 ( )=0

Fig. 3.2 Policy tree
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Algorithm 1 Heuristic Algorithm for Backoff Generation
Output: ν is the 1Nd vector indicating backoff value of all devices with element νds

Initialization: ρ = [ρs ]Ss=1 = 0, ν = [−1]Ns
1 ,

κ ← sort(Ω(t)(1 − Φ), in descending order), j = 0
for i = 1 : Nd do

ds ← κi , ι = (ωds NpLp + (1 − ωds ))

If ρs + ι < rs then ρs = ρs + ι, νds = j , and j = j + 1
end for
for each ds ∈ Ds , each s = [1, 2, . . . , S] do

If ν(ds) = −1 then ν(ds) = j and j = j + 1
end for

Thus, the total nodes of tree is O(2min(Nd,Nf)), and each node requires O(Nd)

operations to find the device which has the highest expected reward. Consequently,
the total computational complexity of this algorithm is O(Nd2min(Nd,Nf)).

3.4 Heuristic Algorithm for Backoff Generation

For large values of Nd, the size of policy tree becomes large, which results in a high
computational complexity and large beacons. Therefore, in this section, we present
a simple but efficient algorithm to implement virtual polling through deterministic
backoff generation. In the optimal policy, at each decision time, the device with the
highest expected immediate reward is selected. According to (3.4), the reward is
equal to the expected throughput if the number of time-slots allocated to each and
every slice is smaller than its reservation. Thus, under this condition, the optimal
solution would be to choose devices with the highest κds = (1 − ψds )ωds . Based on
this intuition, to reduce complexity, we propose a heuristic algorithm as follows.

At first, devices are sorted according to their κds in descending order. Then, at
each step, we assign backoff values to devices which are started 0 and incremented
by 1. The device with the highest κds will be selected at each step as long as the total
time allocated to devices belonging to the slice s is smaller than rs . However, since
the moment that a selected slice is assigned a sufficient number of time-slots (equal
to its reservation), the devices belonging to that slice will not be considered for
backoff value allocation until all slices have met their reservations. This is because
the slice which its allocated time-slots exceed its reservations will be penalized
according to (3.4). Thus, next, the device from other slices with the highest κds

among the remaining devices will be chosen. When the number of allocated time-
slots for all slices exceeds their reservations, the backoff value assignment for the
remaining devices will continue according to their κds in descending order.

In order to access the channel in this scheme, at each time unit, if the backoff
value is equal to 0, the device would sense the channel for one time unit and
transmit in the next time unit. In case of busy channel, the packet would be dropped.
Otherwise, it would decrease its backoff value by 1. If the channel is sensed busy,



62 3 MDP-Based Access Scheme for Virtualized M2M Networks

the device would go to the sleep mode for Lp time units. Therefore, the device has
to sense all time units smaller than its backoff value except for those that it is in the
sleep mode. It should be noted that the complexity of this algorithm is dependent on
the sorting algorithm which is O(Nd log Nd). In the proposed deterministic scheme,
each device is assigned a unique backoff value. The range of these values is from 1
to Nd . Therefore, backoff values can be represented by log Nd bits. Thus, the total
bits required to pass backoff values to devices is Nd log Nd .

A drawback of this algorithm is that it requires devices being able to syn-
chronously count time units. However, a device’s backoff counter may possibly
become out of synchronization due to the hardware clock imperfections inside the
wireless network interface cards, which is commonly referred to as clock drift. If a
device loses synchronization with others, it would drift to a new time unit (other than
the scheduled one). This time unit can be possibly busy and collision can happen.
Nowadays, this event, i.e., the clock drift happening is less of a concern as it rarely
occurs for commercial products [15].

3.5 Numerical Results

Here, we present numerical results to evaluate the performance of the proposed
MDP-based access schemes in comparison with CSMA, DEB, and TDMA schemes
in terms of packet delivery ratio, isolation, and throughput. For TDMA, it should be
noted that time-slots are first distributed among slices based on their corresponding
reservations. Within each slice s at each frame, rs devices with the highest κds

would be allocated to the time-slots. All algorithms are implemented in Matlab
and the results are based on the average of 100 repeated simulations over random
distributions of devices, each of which is 10,000 frames long. It should be noted that
based on simulation results the standard deviation of the sample mean is less than
1% when sample size is 10,000 frames. We consider a virtualized M2M network
serving 4 slices in a circular area with a radius of 5 m. Devices are randomly
distributed (from a uniform distribution) in this area. Each slice has a reservation
of 4 time-slots (i.e., rs = 4). Furthermore, Nts = 16, Lp = Tts = 12 time units,
Np = 1, and γ = 0.8.2 The channel parameters are set as path loss exponent ζ = 3,
receiver threshold ξR = 0 dB, and pt

σ 2
n

= 20 dB.

To study the impact of device distribution on the isolation and throughput
achieved by the access schemes, we consider an unsaturated network with two
examples of balanced and unbalanced device distributions. For a balanced scenario,
all slices have the same number of devices (i.e., Ns) and arrival traffic statistics
(i.e., a0 and a1). Let Na

s = Nsλ1 be the average number of active devices

for slice s, where λ1 = a0

1−a1+a0 is the steady state probability of a device

2Note that larger values of γ lead to larger isolation indexes and lower network throughput.
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being at state 1. We set rs = Na
s NpLp. This assumption represents a network,

where its average load is equal to its capacity. But, it should be considered
that the instantaneous number of active devices at each frame could be larger
or smaller than the reservation. Accordingly, we consider 4 different values of
(a0, a1) ∈ {(0.1, 0.9), (0.2, 0.6), (0.3, 0.1), (0.1, 0.6)} for devices. For each value
of (a0, a1), we set Ns = rs/(λ1NpLp), which results in {8, 12, 16, 20}. For an
unbalanced scenario, one slice has a larger number of devices than other slices.
This scenario represents an overloaded network. For this scenario, we consider
(a0, a1) = (0.1, 0.9) for all devices. Then, we set Ns = 8 for s ∈ {1, 2, 3} which
ensures rs = Na

s NpLp, while N4 can accept larger values. Thus, the average number
of active devices in slice 4 is larger than other slices and its own reservation.

(1) Packet Delivery Ratio Packet delivery ratio (PDR) is defined as the ratio of
number of packets that are successfully transmitted to total number of generated
packets. Figure 3.3a shows the PDR versus the number of devices per slice for the
balanced scenario. As can be observed, the optimal and heuristic approaches achieve
the same PDR. The reason is that here to obtain the optimal policy 3.6, only expected
immediate reward is considered while the expected remaining reward over the frame
is neglected. Comparing to CSMA, DEB, and TDMA, the proposed approaches
improve the PDR performance. Nevertheless, it is shown that their performance is
decreasing as Ns increases, although the average number of active devices is fixed to
4. The reason is that the size of backoff values assigned to the devices are dependent
on the number of devices. With a larger Ns , larger backoff values would be assigned
to devices which obviously causes more wasted time in waiting. On the other hand,
the performance of CSMA is independent of Ns considering that Na

s is fixed. This
is because of the random backoff generation procedure in CSMA, which is affected
by the number of active devices, not by the total number of devices.

Unlike CSMA, which is only affected by Na
s , the TDMA performance is more

sensitive to the arrival traffic statistics. In particular, its PDR is generally decreased
with λ1 since the probability that an assigned time-slot remains idle is decreased as
shown in Fig. 3.3a. However, it is shown that the TDMA performance increases
for Ns = 20 (corresponding to (a0, a1) = (0.1, 0.6)) compared to Ns = 16
(corresponding to (a0, a1) = (0.3, 0.1)). This can be explained by the fact that
TDMA performance depends on both λ1 and |a0 − a1|. The reason is that the larger
value of |a0 − a1| provides higher probability to predict the device state given
observation of device state. Therefore, the probability that an assigned time-slot
remains idle would be decreased.

Figure 3.3b illustrates PDR versus N4, for the unbalanced scenario. As expected,
for all access schemes, PDR decreases by increasing N4. This is because the number
of generated packets of slice 4 is increasing with N4. Moreover, compared to the
balanced scenario, it is shown that the PDR improvement provided by the proposed
access schemes relative to DEB is increased. This fact shows the effectiveness
of using the belief vector in backoff value assignment instead of round-robin
assignment in DEB.
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Fig. 3.3 Total packet delivery ratio. (a) PDR versus Ns , balanced scenario. (b) PDR versus N4,
unbalanced scenario
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(2) Isolation Index We introduce an index to measure isolation among slices based
on Jain’s fairness index [17]. To this end, first, we define ρs , the PDR of slice s

considering its reservation, as

ρs(t) = min
(
�s(t)Φ

pa
s (t)ᵀ/ min(Φ

pa
s (t)1ᵀ, rs), 1

)
, (3.7)

where Φ
pa
s (t) = [φpa

ds
(t)]ds∈Ds

represents the device states and �s(t) denotes the

allocation strategy for slice s in frame t . Thus, �s(t)Φ
pa
s (t)ᵀ represents the number

of transmitted packets for slice s in frame t . It should be noted that we limit the
maximum number of generated packets of slice s (i.e. Φpa

s 1ᵀ) that potentially can be
served, to its reservation rs . This is the reason min(Φ

pa
s 1ᵀ, rs) is used in the denom-

inator in (3.7). In an ideal case, an access scheme would assign time to different
slices such that ρs(t) = 1, regardless of number of active devices. Thus, we measure
the isolation level provided by an access scheme based on the Jain’s fairness index,
which can represent the variability among ρs(t),∀s. We define the isolation index
I (t) in frame t as I (t) = (

∑S
s=1 ρs)

2/(S
∑S

s=1 ρs
2), where larger values of I indi-

cates better isolation among different slices. Maximum value of I is 1, which indi-
cates that all slices fairly have a time share of a frame relative to their reservations.

In Fig. 3.4a, I is demonstrated versus the number of devices per slice for the
balanced scenario. Note that I is measured for each frame and then the average
over 10,000 frames is plotted. It can be seen that the isolation index of the optimal
policy is close to one. Except for CSMA, the isolation index decreases for all access
schemes as Ns increases. Similar to PDR, the isolation index of TDMA is dependent
on |a0 − a1|. Thus, it is increasing from Ns = 16 (corresponding to (a0, a1) =
(0.3, 0.1)) to Ns = 20 (corresponding to (a0, a1) = (0.1, 0.6)).

Figure 3.4b shows the isolation index versus the number of devices belonging
to slice 4 for the unbalanced scenario. As can be observed, for the proposed
approaches, the isolation index is not affected by increasing N4, whereas the
isolation index of CSMA and DEB quickly drops when N4 increases. This confirms
the advantages of the proposed access schemes to manage isolation comparing to
CSMA and DEB, that are incapable of handling a slice load imbalance situation in
the network.

(3) Throughput Here, throughput is defined as the number of successfully trans-
mitted packets per frame. For the unbalanced scenario, Fig. 3.5 illustrates the
total throughput of all slices considering different access schemes. As can be
observed, the proposed optimal and heuristic approaches outperform TDMA, DEB
and CSMA. Furthermore, except for CSMA, it is shown that the throughput is
increasing with N4. The reason is that when the number of active devices increases,
the chance of having a small number of packets compared to the capacity of the
frame decreases. On the other hand, a larger number of devices leads to larger
backoff values, which may cause more time wasted for backoff. However, since
optimal, heuristic and TDMA schemes use the belief vector and |a0 − a1| = 0.8
is large, active devices are more likely assigned lower backoff values. However, the
CSMA throughput decreases due to the higher number of collisions.
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Fig. 3.4 Average isolation index. (a) Isolation versus Ns , balanced scenario. (b) Isolation versus
N4, unbalanced scenario
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3.6 Concluding Remarks

In this chapter, we have proposed an MDP-based access scheme with deterministic
backoffs for a virtualized M2M network to improve both network utilization and
slice isolation. This approach works as a virtual polling-based access scheme,
but without polling packet overheads. In this approach, at each frame, the AP
assigns unique backoff values to devices based on their traffic statistics and slice
reservations. Such deterministic backoff value assignment avoids collisions among
devices. Numerical results confirm its efficiency in comparison with TDMA, DEB,
and CSMA in unsaturated networks. The performance is measured in terms of PDR,
isolation index, and throughput. It is shown that this MDP-based access scheme
can keep isolation among different slices regardless of their numbers of devices or
arrival traffic statistics.

Appendix: An overview of MDP model

In this section, we first provide the model description of MDP and next we discuss
how this problem is formulated.
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Model Description

An MDP is a tuple that consists of 5 components described as follows [18–22].

• State space S: a set of distinct states that describes the information relevant to the
decision process. Generally, the number of states can be discrete or continuous,
finite or infinite.

• Action set A: a set of possible actions that the decision maker can take at state s.
Similar to the state space, the set of actions can be finite or infinite, continuous
or discrete.

• Transition function T : captures the fact that actions affect the system in a
stochastic manner. More specifically, T (s′, a, s) denotes the probability of
transition to state s′ by taking action a in the state s. The transition function
represents the Markov property which states the probability of transition from
state s to state s′ only depends on the current state and the action. In other words,
given the current state, the next state is independent of previous states and actions.

• Reward function R: maps the state-action pairs to real numbers. R(s, a) repre-
sents the reward that the decision maker achieves after performing action a in the
state s.

Time Horizon and Discount Factor

The objective of solving an MDP is to maximize the expected cumulative reward
obtained by the decision maker over some time steps. The occurrence of an event,
such as the performance of a stochastic action, constitutes one step. The horizon
denotes how many time steps the decision maker will act which can be finite or
infinite. Finite horizon denotes that the decision maker acts only finitely many
time steps, while infinite horizon denotes that the decision maker acts forever in
the system. The future reward can be discounted over time or averaged. In the
discounted horizon formulation, a discount factor is used to weight the rewards
obtained over time steps. The rewards will be be scaled down by steps from any
starting point, and the overall expected reward is the sum of these discounted
rewards over the horizon. In the average horizon formulation, the expected reward
is computed as the average of total rewards obtained by the decision maker over
horizon.

Observations, Policies and Value Function

In MDPs, the decision maker needs to choose actions based on observing the state
that the decision maker is. Consequently, a policy is defined as plan that specifies
which action the decision maker should taken at the current state based on its
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observation. Policies can be deterministic or non-deterministic, stationary or non-
stationary. If the choices of actions are independent of the steps, the policy is
stationary, otherwise, it is non-stationary. Furthermore, the policy is deterministic,
if for any current state, only one action can be chosen, otherwise, it is non-
deterministic.

Every policy is associated with a value function denoted by V : S −→ R. The
value function, for a fixed policy π , gives the expected cumulative reward starting
from state s, which can be formally expressed as

V π(s) = Eπ {
n∑

t=0

γtR(s)|s} (3.8)

The value function can be expanded as

V π
n (s) = R(s, π(s)) + γ

∑

s∈S

T (s, π(s), t)V π
n−1(t) (3.9)

There are several ways to compute the optimal policy π∗ such that V π∗
(s) ≥ V π(s)

for any s ∈ S and any policy π . Since in all these techniques, a value function is
used, we refer to them as value-based solvers [22].

In order to solve MDPs, value-based solvers deploy an iterative approach,
where each iteration consists of two phases: (1) policy evaluation and (2) policy
improvement, shown in Fig. 3.6. In the policy evaluation phase, the solver obtains
the value function for some or all states given the fixed policy. In the policy
improvement step, the algorithm improves the previous policy based on values
calculated in the policy evaluation step. The process to evaluate and improve the
policy continues until either no improvement is made in policy, a time limit has been

Policy Evaluation

Policy Improvement

Q   or V

Fig. 3.6 Policy evaluation/improvement iteration
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reached, or the change to the value function is below a certain threshold. Figure
3.6 does not show exactly how these phases are completed or when an algorithm
switches between them. For example, in some algorithms (like policy iteration)
the evaluation phase takes more time in others (like value iteration) the transition
between phases happens quickly.
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Chapter 4
Reconfigurable and Traffic-Aware Access
Schemes for Virtualized M2M Networks

4.1 Introduction

In Chap. 3, we have proposed an access scheme using a carrier sense-based
approach. In this scheme, instead of each device generating a random backoff to
access the channel, backoff values are assigned by the AP. This approach achieves
high throughput efficiency for scenarios consisting of devices with high traffic
arrival probabilities, however its performance decreases with increasing the low-
traffic devices. Furthermore, for scenarios the size of data packets is small [1–4],
the time left idle for the carrier sensing purposes becomes large compared to the
time used for data transmission, leading to low resource utilization. Moreover, it
may lead to starvation for devices with a low probability of packet transmission.

In fact, in environments consisting of heterogeneous devices, higher efficiency
and fairness can be achieved by adaptively switching between scheduling-based
and random access schemes, which respectively show better efficiency for high
and low-traffic devices [5, 6]. To deploy such a reconfigurable access scheme, the
traffic statistics should be provided to the AP. In particular, the traffic statistics of
the devices are used to properly select and configure an access scheme to maximize
the spectral efficiency.

In this chapter, first, aiming to improve the network efficiency, we design a
reconfigurable access scheme with optimal demand-free assignment-based (DFA)
and random access-based (RA) partition according to the device packet arrival
statistics [7, 8]. To this end, we formulate an optimization problem which is
inherently non-convex and suffers from high computational complexity. To tackle
this issue, we first show that the problem belongs to the class of complementary
geometric programming (CGP). Then, we propose an efficient and tractable iterative
approach to solve it. At each iteration, via applying transformation techniques and
arithmetic geometric mean approximation (AGMA), we transform the CGP-based
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formulation into a geometric programming (GP) form, which can be solved by
softwares such as CVX efficiently [9].

Second, we propose a scalable solution for a large number of devices in M2M
networks with considerably less computational complexity as compared to the pro-
posed CGP-based scheduling. In particular, to overcome the computational burden
caused by a large number of devices, the optimization problem is transformed
using approximations for RA throughput and airtime. Subsequently, we propose
an efficient iterative algorithm to solve the approximated optimization problem,
where each iteration is decomposed into two sub-problems: one belongs to the
linear-programming category, and the other is of the difference of convex (DC)-
programming type.

The rest of this chapter is organized as follows. We first introduce the system
model under consideration in Sect. 4.2. Section 4.3 presents the problem for-
mulation. Subsequently, an iterative CGP-based algorithm along with a scalable
reconfigurable access scheme are proposed in Sect. 4.4. Section 4.5 provides
simulation results. Finally, Sect. 4.6 draws the conclusion.

4.2 System Model

4.2.1 Network Model and Frame Structure

We consider a single AP serving Nd devices, where all communications are done
through the AP. Each device is exclusively subscribed to one slice with a specific
airtime reservation. There are S = {1, · · · , S} different slices and Ds denotes the
set of subscribed devices to slice s, where |Ds | = Ns is the number of devices at
slice s.

Time is divided into fixed-length frames indexed by t . As shown in Fig. 4.1,
each frame begins with a beacon issued by the AP followed by the DFA segment
with a duration of less than Tmax for scheduled devices, and the RA segment of the
length Tra(t). In the DFA segment, the assignment is called demand assignment
if the scheduled device has explicitly announced in the previous frames that its

Grant-based NOMA

Beacon

Frame

Demand-Free Assignment (DFA) Random Access (RA)

Fig. 4.1 Frame structure of the proposed reconfigurable access scheme for a virtualized M2M
network
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queue is not empty, otherwise the assignment is called free assignment. During the
RA segment, the p-persistent CSMA scheme is used, where each time-slot with a
duration of Tts is divided into time units.

Regarding the required airtime per slice, it is assumed that each slice s can
reserve time for rs time-slots per frame. For delay-sensitive devices, an exclusive
time-share in the DFA segment could be further reserved to meet their delay
requirements.

4.2.2 Traffic and Channel Models

We consider Bernoulli process to model the packet arrivals of each device [10] since
the traffic generated by devices is mainly sporadic with a negligible probability that
more than one packet arrive in one frame. More specifically, we assume that a new
packet is generated at device ds with a probability of ads at each frame and it is
added to the queue of the device if the current length of the queue is smaller than
Qmax. Otherwise, the packet is discarded. Furthermore, we first assume that the
AP is aware of the vector of packet arrival probabilities of devices, represented
by A = [ads ]∀ds , and it keeps a vector denoted by V (t) = [vds (t)]∀ds , where vds

denotes the last time that the AP has received a packet from the device ds . Moreover,
each time the device sends a packet, it piggybacks an extra bit (denoted by qds (t))
telling whether its queue is empty (qds (t) = 0) or non-empty (qds (t) = 1, i.e., it
has packets backlogged in the queue to transmit). Therefore, at each frame t , the
AP updates θds (t) that indicates the probability of the device ds having a non-empty
queue at t as

θds (t) =
{

1 − (1 − ads )
t−vds (t), if qds (vds (t)) = 0

1 if qds (vds (t)) = 1.
(4.1)

Regarding the wireless channel model, we consider path loss and small scale fading
as described in Chap. 3, Sect. 3.2. In this model, whenever a device ds belonging
to slice s transmits a packet, with probability ψds , its received SNR at the AP falls
below the required threshold.

4.2.3 Device Operation

Before the frame t starts, the AP decides on time-slot allocation for the DFA
segment and notifies the schedule to the devices via the beacon. Devices with no
allocated time-slot will attempt to transmit in the RA segment if they have a packet,
using the p-persistent CSMA protocol as follows. In the RA segment, device ds

with a non-empty queue performs channel sensing. If the channel is sensed to be
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idle, device ds transmits the packet with probability pds at the beginning of the
next time-slot or defers with probability (1 − pds ). If a device is unsuccessful in
transmission of a packet either in DFA or RA segment, it is not allowed to retransmit
the packet in that current frame. The reason is that, the retransmissions may affect
the airtime of other slices.

4.2.4 An Analytical Model for p-persistent CSMA

Here, we model the throughput of p-persistent CSMA protocol in an unsaturated
mode. Let Pidle be the probability that the channel is idle in a time unit. This
probability is calculated as

Pidle =
∏

s∈S

∏

ds∈Ds

(1 − P
ds

idle) =
∏

s∈S

∏

ds∈Ds

(1 − θds pds ), (4.2)

where P
ds

idle represents the probability that device ds is idle in a time unit and θds pds

denotes the transmission probability of device ds . The key approximation is that we
assume that the number of active devices is constant over a frame, however in the
proposed scheme, the device transmits at most one packet during the RA segment.

A transmitted packet will be received successfully, if exactly one device transmits
on the channel, and outage does not happen. For device ds , the probability of
successful transmission denoted by P

ds
succ is

P ds
succ = θds pds (1 − ψds )

∏

s∈S

∏

d ′
s∈Ds ,d ′

s �=ds

(1 − θd ′
s
pd ′

s
). (4.3)

As introduced in [11], the normalized throughput of device ds (denoted by ρds ) is
defined as the fraction of time that the channel is used for its successful transmission,

ρds = P
ds
succTsucc

Pidleρ + (1 − Pidle)Tsucc
, (4.4)

where ρ is the duration of a time unit and Tsucc is the duration of a successful trans-
mission, which includes the data transmission for a fixed time, inter-frame spaces,
and signaling overheads. Since signaling and inter-frame spaces are relatively small
(in the order of μs) compared with the data transmission length (in the order of ms),
we approximately assume that both collided and successful transmissions are of the
same size (i.e., Tsucc). Furthermore, we assume that each transmission occupies 1
time-slot, i.e., Tsucc = Tts. Consequently, the denominator in (4.4) represents the
expected length of a general time-slot.
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By introducing a new variable, yds as

yds = θds pds

1 − θds pds

, (4.5)

we can simplify (4.4). To this end, first, we rewrite Pidle and P
ds
succ in terms of yds as

Pidle = 1∏

s∈S
∏

ds∈Ds
(1+yds )

, (4.6)

P
ds
succ = yds (1−ψds )∏

s∈S
∏

ds∈Ds
(1+yds )

= yds (1 − ψds )Pidle. (4.7)

Then, we obtain ρds in terms of yds as

ρds = yds∏
s∈S

∏
ds∈Ds

(1 + yds ) − t ′
, (4.8)

where t ′ = Tts−ρ
Tts

. Furthermore, in the context of virtualized wireless networks, total
access airtime is considered as another performance metric to measure and preserve
isolation. For device ds , the total access airtime during the RA segment is defined
as

τds = (1 − P
ds

idle)Tts

Pidleρ + (1 − Pidle)Tts
, (4.9)

which can also be represented in terms of yds as

τds =
yds

∏
s∈S

∏
d ′
s∈Ds ,d ′

s �=ds
(1 + yd ′

s
)

∏
s∈S

∏
ds∈Ds

(1 + yds ) − t ′
. (4.10)

4.3 Problem Formulation

To enable coexistence of different slices in a shared wireless network, an effective
slicing of resources is required with two conflicting objectives: maximizing the
efficiency and providing isolation between slices. In an unsaturated network, the
achievable throughput can be increased by switching between assignment-based and
random access-based schemes. As an assignment-based scheme is more efficient
for devices with high probabilities of packet transmission, while a random access-
based scheme has better performance when devices transmit less frequently. Also,
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compared to the pure random access-based scheme, splitting devices into two
groups, assignment-based and random access-based, leads to a lower number of
devices in the random access segment and consequently a smaller number of
collisions, and higher utilization. Note that using the pure assignment-based scheme
leads to system underutilization as time-slots would be assigned to devices with low
traffic demands.

In the proposed reconfigurable access scheme, the scheduling algorithm deter-
mines the partition between the DFA and RA segments. More specifically, it
determines which devices should transmit in the DFA segment, based on the traffic
demand of each device and slice reservations. Furthermore, it derives the parameter
p for the rest of devices which compete with each other the in the remaining time
of the frame using p-persistent CSMA.

Here, we present the formulation for throughput maximization of this reconfig-
urable access scheme, assuming that statistical traffic parameters of devices (i.e.,
ads ) are known by the AP.

The expected throughput associated with the DFA segment is

Sdfa(t) =
∑

s∈S
∑

ds∈Ds

θds (t)(1 − ψds )xds (t), (4.11)

where xds (t) is a binary variable indicating whether a time-slot is allocated to the
device ds in the frame t (i.e., xds (t) = 1) or not (i.e., xds (t) = 0) and X(t) =
[xds (t)]∀ds . Moreover, the expected throughput of the RA segment can be computed
as

Sra(t) = Tra(t)
∑

s∈S
∑

ds∈Ds

ρds (t), (4.12)

where Tra(t) denotes the duration of the RA segment in the frame t . Taking
into account the number of scheduled devices for DFA segment, Tra(t) can be
represented as

Tra(t) = Tf − Tts

∑

s∈S
∑

ds∈Ds

xds (t). (4.13)

Furthermore, the instantaneous expected total access airtime for slice s can be
obtained as

τs(t) =
∑

ds∈Ds

[
Ttsxds (t) + Tra(t)τds (t)

]
, (4.14)

where the first term represents the time assigned to devices belonging to the slice s

during the DFA segment and the second term indicates the average total access time
of devices of the slice s in the RA segment. Finally, at frame t , the AP should solve
the following optimization problem in order to obtain X(t) and Y (t).

max
X(t),Y (t)

Sdfa(t) + Sra(t), (4.15)
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subject to,

C4.15.1: τs(t) ≥ rs, ∀s ∈ S,

C4.15.2: xds (t)pds (t) = 0, ∀s ∈ S,∀ds ∈ Ds ,

C4.15.3: Tts

∑

s∈S
∑

ds∈Ds

xds (t) ≤ Tmax,

C4.15.4: pds (t) ≤ 1, ∀s ∈ S,∀ds ∈ Ds ,

C4.15.5: xds (t) ∈ {0, 1}, ∀s ∈ S,∀ds ∈ Ds .

In this optimization problem, the objective function represents the total network
throughput in both DFA and RA segments for the frame t . The constraint C4.15.1
is to guarantee that the reservation of each slice is met. Moreover, C4.15.2 ensures
that the device ds is only selected for either DFA or RA segment. C4.15.3 limits
the number of devices that could transmit in the DFA segment. Finally, C4.15.4
indicates that pds (t) should be less than or equal to one and C4.15.5 states that
xds (t) is a binary variable. In the rest of the chapter, t is omitted in all equations for
the sake of simplicity. Substituting (4.11), (4.12), (4.13), and (4.14) in (4.15), the
optimization problem can be written as

max
X,Y

∑

s∈S

∑

ds∈Ds

(1 − ψds )

[

θds xds +
yds (Tf − Tts

∑

s∈S

∑

ds∈Ds

xds )

∏

s∈S

∏

ds∈Ds

(1 + yds ) − t ′

]

, (4.16)

subject to,

C4.16.1:
∑

ds∈Ds

[
Ttsxds +

yds

∏
s∈S

∏
d ′
s∈Ds ,�=ds

(1 + yd ′
s
)

∏
s∈S

∏
ds∈Ds

(1 + yds ) − t ′

(Tf − Tts

∑

s∈S
∑

ds∈Ds

xds )

]

≥ rs, ∀s ∈ S,

C4.16.2: xds yds = 0, ∀s ∈ S,∀ds ∈ Ds ,

C4.16.3: Tts

∑

s∈S
∑

ds∈Ds

xds ≤ Tmax,

C4.16.4:
yds

θds (1 + yds )
≤ 1, ∀s ∈ S,∀ds ∈ Ds ,

C4.16.5: xds ∈ {0, 1}, ∀s ∈ S,∀ds ∈ Ds .

It is clear that the optimization problem in (4.16) has a non-convex objective
function due to the couplings in the RA throughput and involves non-linear
constraints with the combination of continuous and binary variables, i.e., yds (yds ≥
0) and xds (xds ∈ {0, 1}). Consequently, (4.16) is a non-convex mixed-integer,
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NP-hard optimization problem. Therefore, an efficient algorithm with reasonable
computational complexity is needed to solve this scheduling problem.

4.4 Reconfigurable Access Scheme Scheduling with Traffic
Knowledge

In this section, we first formulate the scheduling problem (4.16) as a CGP and
propose an iterative algorithm to solve it. Then, we discuss the computational
complexity of the proposed algorithm. After that, for scenarios of large number of
devices, we transform the optimization problem by using approximations and solve
it using a two-step decomposition method.

4.4.1 Reconfigurable Access Scheme Scheduling via CGP

The formulated problem in (4.16) is non-convex and thus intractable to solve. To
reduce the complexity, we relax the binary variable xds into a continuous one in the
interval of [0,1]. The induced problem potentially looks like a CGP problem. Based
on successive convex approximation, a computationally tractable iterative algorithm
can be developed to solve a CGP problem. More specifically, a CGP problem can
be transformed to a GP by monomial approximations and then a series of GPs can
be solved iteratively to obtain the solution.1

Here, we describe how to transform the problem (4.16) into a CGP form and
then solve it iteratively by applying monomial approximations as discussed in
Appendix 1. First, we can maximize the objective function, by minimizing its
negative. However, in CGP the objective function should be positive, and this
can be done by adding a sufficiently large constant H . Moreover, we introduce
three auxiliary variables uds = 1 + yds , v0 = ∏

s∈S
∏

ds∈Ds
uds − t ′ and

Tra = Tf − Tts
∑

s∈S
∑

ds∈Ds
xds . By replacing these auxiliary variables with

their corresponding terms and applying the aforementioned changes in the objective
function, the problem becomes

min
X,Y ,U ,Tra,v0

H −
∑

s∈S

∑

ds∈Ds

(1 − ψds )
[
θds xds + Trayds v

−1
0

]
, (4.17)

subject to,

1A brief overview of CGP and monomial approximations is provided in appendix section
“Appendix 1: A Brief Overview of Complementary Geometric Programming”.
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C4.17.1:
∑

ds∈Ds

[
Ttsxds + Trayds v0

−1
∏

∀s∈S
∏

d ′
s∈Ds ,�=ds

ud ′
s

] ≥ rs, ∀s ∈ S,

C4.17.2: xds yds = 0, ∀s ∈ S, ∀ds ∈ Ds ,

C4.17.3: Tts

∑

s∈S
∑

ds∈Dk

xds ≤ Tmax,

C4.17.4: uds = 1 + yds , ∀s ∈ S, ∀ds ∈ Ds ,

C4.17.5: v0 =
∏

s∈S
∏

ds∈Dk

uds − t ′,

C4.17.6: Tra = Tf − Tts

∑

s∈K
∑

ds∈Ds

xds ,

C4.17.7:
yds

θds uds

≤ 1, ∀s ∈ S,∀ds ∈ Ds ,

C4.17.8: xds ≤ 1, ∀s ∈ S,∀ds ∈ Ds .

In (4.17), the objective function is not posynomial because of the negative multi-
plicative in the second term. This can be handled by introducing and minimizing
a new auxiliary variable x0 in addition to guaranteeing the following constraint
C4.18.7. The resulting optimization problem is

min
X,Y ,U ,Tra,v0,x0

x0, (4.18)

subject to,

C4.18.1:
rs

∑

ds∈Ds

[
Ttsxds + Trayds v0

−1
∏

∀s∈S

∏

d ′
s∈Ds ,�=ds

ud ′
s

] ≤ 1, ∀s ∈ S,

C4.18.2:
1

1 + xds yds

= 1 ,∀s ∈ S, ds ∈ Ds ,

C4.18.3: TtsT
−1

max

∑

s∈S
∑

ds∈Ds

xds ≤ 1,

C4.18.4:
uds

1 + yds

= 1 ,∀s ∈ S, ds ∈ Ds ,

C4.18.5:

∏
s∈S

∏
ds∈Ds

uds

t ′ + v0
= 1 ,

C4.18.6:
Tf

Tra + Tts
∑

s∈S

∑

ds∈Ds

xds

= 1 ,

C4.18.7:
H

x0 + ∑

s∈S

∑

ds∈Ds

(1 − ψds )[θds xds + Trayds v
−1
0 ] ≤ 1,
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C4.18.8:
yds

θds uds

≤ 1, ∀s ∈ S,∀ds ∈ Ds ,

C4.18.9: xds ≤ 1, ∀s ∈ S,∀ds ∈ Ds .

In this optimization problem, all inequality constraints are in the form of a ratio
between two posynomials and equality constraints are in the form of a ratio between
a monomial and a posynomial, as in a CGP problem. As discussed in appendix sec-
tion “Appendix 1: A Brief Overview of Complementary Geometric Programming”,
the algorithm to deal with CGP consists of monomial approximations and solving
a sequence of resulting GP problems until convergence happens. The proposed
algorithm to solve (4.18) is described in Algorithm 2.

4.4.2 Computational Complexity of the Proposed Algorithm

The computational complexity of Algorithm 2 consists of two parts:

1. Converting the CGP problem to a GP problem by applying AGMA approxima-
tions

2. Solving the GP problem.

For the first part, AGMA approximations cost is 10Nd + S + 1 operations and
this means the computational complexity of approximations is CAPP = O(Nd).

For the second part, the GP problem is solved by CVX using the interior point
method. According to [12], the number of iterations (Newton steps), required by
this iterative method to solve the GP problem is ni = log (nc/t0ρ) log ε, where
nc denotes the total number of constraints, t0 is the initial point for applying the
interior point method, 0 < ρ � 1 is the stopping criterion and ε is used for
updating the accuracy of the method. In the optimization problem (4.18), the number
of constraints is nc = 4Nd + S + 4. Thus, the required number of iterations is

O(log Nd). (4.19)

Each iteration (Newton step) of the interior point method costs O(ncnv
2) operations,

where nv denotes the number of variables. For the optimization problem (4.18),
nv = 3Nd + 3. Consequently, the computational complexity for solving the GP
problem is

O(Nd
3). (4.20)

The total computational complexity for solving each GP problem is equal to the
complexity of each iteration (Newton step) multiplied by the required number of
iterations to solve the GP problem. Therefore, we have
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Algorithm 2 Reconfigurable Access Scheme scheduling via CGP
Input: Θ ,Ψ , Tmax, ς , rs ∀s ∈ S

Initialization: Set initial value to (X,Y ,U ,Tra,v0,x0)
repeat

Step 1: Monomial approximation

1. Compute ζp for denominators of C4.18.1 and C4.18.7
2. Use (4.29) to approximate the posynomials
3. Compute ζ q for denominators of C4.18.2, C4.18.4, C4.18.5, C4.18.6
4. Use (4.30) to approximate the posynomials

Step 2: Solve the transformed GP problem

1. replace denominators of (4.18) with obtained monomial terms in Step 1
2. (X′,Y ′,U′, T ′

ra, v
′
0, x

′
0) ← solve (4.18)

until |x0 − x′
0| < ς

pds ← yds

θds (1+yds )

Set xds = 1 if it is in the sum(Xs ) highest value of X, otherwise set xds = 0
Output: X, P

CGP = O(Nd
3 log Nd). (4.21)

Having the computational complexity of both parts of Algorithm 2, we can obtain
the total computational complexity of this algorithm. As the complexity order of
converting the CGP to the GP (CAPP) is less than solving the GP problem (CGP),
the order of computational complexity for each iteration of Algorithm 2 is equal to
CGP.

4.4.3 Scalable Reconfigurable Access Scheme for Dense
Networks

Although the CGP-based algorithm has polynomial complexity, for a massive
number of devices an algorithm with less computational complexity is needed [13–
15]. To this end, assuming Nd >> 1, we first approximate the RA throughput as

ρds = yds (1−ψds )∏

s∈S

∏

ds∈Ds

(1+yds )−t ′ ≈ yds (1−ψds )∏

s∈S

∏

ds∈Ds

(1+yds )

≈ yds (1 − ϑds )(1 −∑
s∈S

∑
ds∈Ds

yds ). (4.22)

Moreover, the RA airtime can be approximated as

τds =
yds

∏
s∈S

∏
d ′
s∈Ds ,d ′

s �=ds
(1 + yd ′

s
)

∏
s∈S

∏
ds∈Ds

(1 + yds ) − t ′
≈ yds

1 + yds

. (4.23)
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Replacing (4.22) and (4.23) into (4.16), the optimization problem can be expressed
as

max
X,Y

∑

s∈S

∑

ds∈Ds

(1 − ψds )

[

θds xds + yds (1 −
∑

s∈S

∑

ds∈Ds

yds )

]

subject to: (4.24)

C4.24.1:
∑

ds∈Ds

[
Ttsxds + yds

1 + yds

×

(Tf − Tts

∑

s∈S
∑

ds∈Ds

xds )

]

≥ rs, ∀s ∈ S

C4.24.2: xds pds = 0, ∀s ∈ S,∀ds ∈ Ds

C4.24.3: Tts

∑

s∈S

∑

ds∈Ds

xds ≤ Tmax.

To solve this optimization problem, we employ an iterative approach, in which each
iteration consists of two steps. At each step, we solve the optimization problem over
one variable, while for the other variable we use the value obtained from the last
iteration. That is, for scalable reconfigurable access scheme, we first maximize over
X for fixed Y , then we maximize over Y for fixed X. The iteration continues until
convergence happens between the results of two last rounds. In the following, details
of this algorithm are presented.

The first step of the algorithm is to solve the optimization problem over X. In
fact, for a fixed value of Y , the optimization problem becomes

max
X

∑

s∈S

∑

ds∈Ds

(1 − ψds )

[

θds xds + yds (1 −
∑

s∈S

∑

ds∈Ds

yds )

]

subject to:

C4.24.1 & C4.24.3 (4.25)

Clearly, this optimization problem is linear due to its linear objective function and
constraints with respect to X. In the second step of the algorithm, we maximize the
optimization problem over Y for a fixed X. Here, the optimization problem is

max
Y

∑

s∈S

∑

ds∈Ds

(1 − ψds )yds

(
1 −

∑

s∈S

∑

ds∈Ds

yds

)

subject to:

C4.24.1
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This problem has a concave constraint but non-concave objective function, thus it
is a non-convex optimization problem. By doing a simple manipulation, we rewrite
the objective function as difference of two concave functions as follows

max
Y

∑

s∈S

∑

ds∈Ds

(1 − ψds )

[

(yds − y2
ds

) −
∑

s′∈S

∑

d ′
s∈Ds ,d ′

s �=ds

y2
ds

+ y′2
ds

2

]

−

∑

s∈S

∑

ds∈Ds

∑

s′∈S

∑

d ′
s∈Ds ,d ′

s �=ds

−[(1 − ψds )
(yds − y′

ds
)2

2
],

subject to: C4.24.1 (4.26)

With this reformulation, the problem falls into the category of difference of convex
functions (DC) programming. An overview of DC programming is presented in
appendix section “Appendix 2: An Overview of Difference of Convex”.

To solve this optimization problem, we use an iterative approach, wherein at each
iteration the second term of the objective function is linearized by Taylor expansion.
The details of this algorithm can be found in Algorithm 3.

At each iteration, the computational complexity of Algorithm 3 consists of
two steps: (1) solving a linear optimization problem and (2) obtaining the DC-
programming results. The linear programming can be efficiently solved by using
existing methods, since it has only S + 1 constraints. The second step, i.e. DC
programming is solved in an iterative manner. Each iteration of this algorithm
consists of a convex optimization problem, which due to the low number of
constraints, i.e. S, can be solved in an efficient manner. Based on the simulation
results, the average number of DC iterations does not vary much over number of
devices. Furthermore, the outer iteration terminates after a few rounds.

4.5 Illustrative Results

The simulation is done in Matlab and GP problems are solved using CVX [9]. For
evaluation, we study the throughput, defined as the number of packets successfully
transmitted in a frame (pckt/f), and delay which represents the number of frames
between the time that a packet is generated until it is received by the AP. Results are
compared with following methods:

• p-persistent CSMA: In this scheme, all devices compete with each other by
performing p-persistent CSMA. Parameter p is the same for all devices and it
is set to 0.05, as this value is close to the optimal value for this setting.
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• Random Hybrid DFA-RA: In this scheme, no traffic arrival statistic is taken into
account; at each frame, Tmax/Tts time-slots are assigned to the devices randomly,
while the rest of devices compete in the RA segment with p = 0.05. The reason
that we use this algorithm is to show how considering traffic parameters can
enhance the network performance.

• Distributed queuing (DQ): In this scheme as described in Chap. 2, Sect. 2.1.5,
a virtual queue is used to store the requests of the devices. Devices access the
channel based on their position in the queue [16].

For the parameter setting, we consider a network of an AP, and two slices with
all devices within the communication range. The reason to choose two slices is to
better demonstrate the dynamics of direct effects of change in one slice on another.
We assume that each frame is divided into 16 time-slots and the length of each time-
slot, Tts, is equal to 12 time units. The simulation time is set to 100 frames and each
simulation is repeated 10 times. We also set the reservation of each slice equal to
rs = 6, the maximum length of each queue equal to Qmax = 10, Tmax = 10, and the
convergence parameter ς = 0.05. Furthermore, we assume that channel parameters
are as follows: path loss exponent ζ = 3, receiver threshold ξR = 0 dB, and pt

σ 2
n

= 20

dB.

4.5.1 CGP-Based Reconfigurable Access Scheme

First, we consider a network, where the packet arrival probabilities of two slices
are set as A1 = {[0.8]5, [0.4]8} and A2 = {[0.8]5, [0.4]N2−4}. The notation [f ]cf

indicates that there are cf devices having the same packet arrival probability of f .
Devices are randomly located in a circular area following a uniform distribution. The
radii of the circular areas are 2 m and 5 m for devices with packet arrival probability

Algorithm 3 Scalable Reconfigurable MAC
Input: Θ ,Ψ , Tmax, rs ∀s ∈ S

Initialization: Set initial value to (X,Y )

repeat
(X′,Y ′) ← (X,Y )

Step 1: Find X

• X ← Solve the optimization problem (4.25) for fixed Y

Step 2: Find Y

• Y ← Solve the optimization problem (4.25) for fixed X

until |(X′,Y ′) − (X,Y )| < ς ′
pds ← yds

θds (1+yds )

Set xds = 1 if it is in the sum(Xs ) highest value of X, otherwise set xds = 0
Output: X, P
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Fig. 4.2 Throughput versus N2

of 0.8, and the rest, respectively. Furthermore, the parameter Cdq of the DQ access
scheme is set to 4 time units. To study how well the isolation among slices can be
protected in the presence of a variation in one slice, the throughput of both slices is
plotted for different numbers of devices in slice 2, while no parameter has changed
in slice 1. As shown in Fig. 4.2, by increasing N2, the throughput of slice 1 degrades
slightly, while its reservation is still met. The reason is that larger values of p are
assigned to the devices of this slice to keep it isolated from any variation in slice
2. However, the throughput of slice 2 increases since more packets are generated
in this slice and therefore assigned time-slots to this slice are left idle with a lower
probability. However, by using p-persistent CSMA, DQ, and random hybrid access
scheme, the throughput of slice 1 degrades as N2 increases since the devices have
less chance to transmit their packets. The network throughput also decreases for the
pure p-persistent scheme due to a larger number of collisions, but remains almost
the same for the DQ scheme (since its throughput is mainly dependent on the ratio
of the duration of the contention resolution and data transmission phase which is
constant for this setup), and the random hybrid scheme (due to the increment in
DFA throughput). Although generally increasing the number of devices can affect
the successful transmission probability of ARS which consequently impacts the
throughput, the effect is not noticeable in this scenario.

Delay results in terms of number of frames are shown in Fig. 4.3. As observed,
the CGP-based algorithm almost outperforms other schemes. This is due to the fact
that with piggyback mechanism, a device can request for a time-slot. As a result, the
probability that a device may have packet for transmission is updated at each frame
and based on that free time-slots are assigned to the devices. This prevents starvation
or long delay when a device has a packet for transmission. Since in CSMA, devices
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Fig. 4.3 Delay versus N2

compete with each other and a device having a packet for transmission may fail
or does not get a chance to transmit after several time frames. In general, delay
increases with increasing N2. For the other three schemes, average delay is quite
similar for both slices 1 and 2. On the other hand, for the proposed CGP-based
scheme, a noticeably larger delay increase with N2 in slice 2 as compared to slice
1. This indicates a much better slice isolation offered by the proposed scheme, i.e.,
change in slice 2 (i.e., increasing N2) affects the QoS (i.e., delay) of slice 2 but has
a much lower effect on the QoS (i.e., delay) of slice 1.

We also obtain the results for higher numbers of slices. Figure 4.4 shows the
average throughput for S = 2, 4, 6, and 8. In these simulations, all slices have the
same traffic parameters, while the last slice has a larger number of devices than
the rest. The traffics parameter setting for different slices is as follows: As =
{[0.8]10/S�, [0.4]16/S�}, for s < S, S ∈ {2, 4, 8}. The last slice, i.e., s = S

when S ∈ {2, 4, 8} has additional devices compared to the other slices and its
traffic parameter setting is {[0.8]10/S�+10 mod S, [0.4]16/S�+(16 mod S)+6}, where a

mod b indicates the remainder of a divided by b. For S = 6, the traffic parameters
of slices are as follows: {[0.8]1, [0.4]3} for s < 5, and {[0.8]5, [0.4]7} for s = 6.
Furthermore, the reservation per slice is set to rs = 12/S. As observed, the results
show that the throughput of each slice is equal or greater than its airtime reservation,
while other schemes fail to provide the isolation. Furthermore, with increasing S, the
total throughput decreases. The reason is that in this scenario, the average traffic of
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each slice is close to its airtime reservation (except the last slice); therefore, to be
able to satisfy the airtime reservation of the slice s, a device belonging to this slice
with lower expected throughput might be assigned a time-slot, while a device with
higher expected throughput from the last slice is not allocated a time-slot.

4.5.2 Scalable Reconfigurable Access Scheme

Here, we consider a network consisting of two slices with traffic parameters as
follows: A1 = {[0.95]5, [0.85]5, [0.75]5, [0.65]5, [0.55]5, [0.45]5, [0.35]5, [0.3]5,

[0.25]5, [0.15]5} and A2 = {[0.95]5, [0.85]5, [0.75]5, [0.65]5, [0.55]5, [0.45]5,

[0.35]5, [0.25]5, [0.15]5, [0.3]N2−45}.2 For this scenario, we consider shorter packet
sizes each with length of 3 backoff units. Similarly, the length of each time-slot, Tts
is 3 backoff units and Tf is 64 time-slots. Furthermore, Tmax and rs are set to 50 and
24 time-slots, respectively. Both the inner and outer convergence parameters are set
to 0.01. For the DQ, we consider Cdq = 3 backoff units.

To investigate the algorithm performance in terms of isolation, we fix the
number of devices in slice 1 and increase the number of devices of the other
slice, N2. Results in the plotted Fig. 4.5 show that the proposed scalable access
scheme outperforms other schemes and slice 1 throughput is almost not affected
by increasing N2. The reason is that the scheduling algorithm takes into account the

2Such parameters are chosen to include both high load and low load devices as in practice devices
with heterogeneous traffic parameters exist.
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reservation of each slice, thus isolation is achieved. On the other hand, its throughput
slightly increases by increasing N2 since as the number of packets grows, overall
DFA throughput increases while RA throughput is controlled by adjusting the p

parameter. The random hybrid and CSMA schemes which employ CSMA with
fixed p parameter, thus by increasing N2, less number of devices of slice 1 get a
chance to transmit their packets and furthermore, in case of transmission, there is
a higher probability of collision. The reason that the overall throughput of random
hybrid access scheme does not drop is that increasing N2 leads to more congested
network meaning that DFA time-slot left idle with lower probability which here
almost compensates the CSMA throughput reduction. DQ offers a much lower
network throughput than the proposed scheme since for these scenarios devices have
small packet sizes and consequently the amount of time devoted for the contention
resolution is large compared to the data transmission.

4.6 Concluding Remarks

In this chapter, we have presented a reconfigurable access scheme, where DFA
and RA are used for devices with high and low packet transmission probabilities,
respectively. This scheduling is formulated as an optimization problem with the
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objective to maximize the network throughput subject to constraints on slice
reservations. To solve this problem, we show that it belongs to the class of
CGP, which can be efficiently solved by applying approximations and solving the
sequence of resulting GP problems. Furthermore, a scalable algorithm is developed
for dense networks. Finally, using simulation results, we show the effectiveness of
the proposed algorithms in terms of throughput, isolation and delay.

Appendix 1: A Brief Overview of Complementary Geometric
Programming

A geometric programming (GP) is an optimization problem of the form

min
x

f0(x) (4.27)

subject to:

fi(x) ≤ 1, i = 1, 2, . . . , I,

gj (x) = 1, j = 1, 2, . . . , J,

where x = [x1, , . . . , xN ] is a non-negative vector of optimization variables,

gj (x) = cj

∏N
n=1 x

bj,n
n for all j are monomial functions, and fi(x) =

∑Ki

k=1 ci,k

∏N
n=1 x

bi,k,n
n are posynomial functions for i = 0, . . . , I , where

coefficients are positive (i.e., cj , ci,k > 0) and bj,n, bi,k,n ∈ R.
There is a class of optimization problems called complementary geometric

programming (CGP), which potentially looks like an extension of GP. In particular,
a CGP is presented as

min
x

P0(x) (4.28)

subject to:

Pi(x) ≤ 1, i = 1, . . . , I,

Qj (x) = 1, j = 1, . . . , J,

where P0(x) is a posynomial and Pi(x) = pi(x)

p+
i (x)

, in which pi(x) and p+
i (x)

are posynomials. Moreover, Qj(x) = qj (x)

q+
j (x)

, in which qj (x) are monomials and

q+
j (x) are posynomials. By approximating p+

i (x) for all i and q+
i (x) for all j

with monomials, a CGP can be turned into a standard form of GP. Let p+
i (x) =

∑Ki

k=1 h
p
i,k(x) and q+

j (x) = ∑Kj

k=1 h
q
j,k(x), where h

p
i,k and h

q
j,k are monomials.

Using AGMA, at iteration l, p+
i (x) and q+

j (x) can be approximated as
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p̃+
i (x(l)) =

Ki∏

k=1

(
h

p
i,k(x(l))

ζ
p
i,k(x(l))

)ζ
p
i,k(x(l))

, (4.29)

q̃+
j (x(l)) =

Kj∏

k=1

(
h

q
j,k(x(l))

ζ
q
j,k(x(l))

)ζ
q
j,k(x(l))

, (4.30)

The parameters ζ
p
i,k(x(l)) and ζ

q
j,k(x(l)) can be computed as

ζ
p
i,k(x(l)) = h

p
i,k((x(l − 1))

p+
i ((x(l − 1))

, ∀i, k, (4.31)

ζ
q
j,k(x(l)) = h

q
j,k((x(l − 1))

q+
j ((x(l − 1))

, ∀k, j, (4.32)

where x(l−1) is the last-round solution of the optimization problem. It is proved that
AGMA gives the best local monomial approximation for a posynomial function[12].

Appendix 2: An Overview of Difference of Convex

Difference of convex (DC) functions are formally defined as follows [17, 18].
Let f be a real valued function which maps Rn −→ R. We call f a DC function

if functions h and g: Rn −→ R exist such that f can be decomposed as the
difference between g and h:

f (X) = g(X) − h(X) ∀X ∈ Rn (4.33)

The DC programming (DCP) problem is defined as:

min
X

f0(X) (4.34)

subject to:

fi(X) ≤ 0, i = 1, 2, . . . , m,

where fi : Rn −→ R is a differentiable DC function for i = 1, 2, . . . , m.
A function f : Rn −→ R is convex if for every X1,X2 ∈ Rn and every

α ∈ [0, 1], f (αX1 + (1 − α)X2) ≤ αf (X1) + (1 − α)f (X2).
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Chapter 5
Learning-Based Reconfigurable Access
Schemes for Virtualized M2M Networks

5.1 Introduction

In Chap. 4, we have proposed a reconfigurable access scheme for MTC systems in
which to maximize the network throughput, the traffic statistics of devices are taken
into account. More specifically, in the proposed access scheme, time is divided into
frames and each frame is further split into two segment: demand/free assignment
(DFA) and random access (RA) segment. The DFA segment is allocated to devices
having high packet arrival probabilities and the RA segment is for devices with
low packet arrival probabilities. In order to partition these segments, the optimal
scheduler described in Chap. 4, Algorithm 2 has been proposed. However, this
algorithm requires packet arrival probabilities of devices as input which in reality
might be unknown a priori by the AP.

In this chapter, considering the scenario of unknown device traffic statistics, we
develop a Thompson sampling-based algorithm to learn packet arrival probabilities
efficiently [1]. Furthermore, we propose a simple algorithm in which the DFA and
RA partition is determined by a threshold. In this algorithm, devices having the
expected throughput higher than a certain threshold are considered for DFA, while
the rest transmit in the RA segment. In particular, we show that the problem to
select devices for the DFA segment can be perfectly matched to a thresholding
multi-armed bandit. Thresholding multi-armed bandit (TMAB) is a specific type
of combinatorial multi-armed bandits (CMAB), where the learner aims to find the
set of arms with the mean rewards exceeding a certain threshold, rather than picking
a constant number of arms with the highest mean rewards as in CMABs. In the
proposed access scheme design, each arm corresponds to a device, and scheduling
a device for DFA in each frame is equivalent to playing an arm. The goal is to
find a device-selection policy that maximizes the cumulative throughput over finite
frames. Thompson sampling has been shown to perform well for CMABs [2].
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However, its performance for TMABs has not been investigated. In this chapter, we
show that Thompson sampling is also a proper and efficient algorithm for TMABs.

Furthermore, to show the efficacy of Thompson sampling algorithm for thresh-
olding multi-armed bandits, we perform the regret analysis, and we prove that it
achieves the optimal regret bound for the stochastic TMABs.

The rest of this chapter is organized as follows. We first present an overview
of multi-armed bandit problems and algorithms proposed in the literature to solve
these problems in Sect. 5.2. Section 5.3 describes the Thompson sampling-based
algorithms for scenarios of unknown packet arrival probabilities. Section 5.4
presents the regret analysis for the proposed Thompson sampling-based approach
for thresholding access scheme. Section 5.5 provides simulation results. Finally,
Sect. 5.6 concludes this chapter.

5.2 Related Works

In this section, we first provide a brief introduction of multi-armed bandit problems
and then we present some algorithms proposed in the literature to solve this problem.

5.2.1 Overview of MAB

Generally, an infinite horizon non-Bayesian multi-armed bandit (MAB) is applied to
solve sequential decision making problems with the aim to make a selection among
multiple choices, each leading to stochastic rewards with partial knowledge of the
system. In a classical MAB setting, there is a system of M arms, each having a
Bernouli reward distribution with an unknown mean. At each round, L < M arms
are chosen to be played. Let μ = (μ1, μ2, . . . , μM) be the vector of mean rewards
of all arms, which is unknown to the player. The goal is to repeatedly play these
arms in multiple rounds such that the total expected reward over T time steps is
maximized.

The expected reward of each arm is estimated, based on its instantaneous reward
observations. The accuracy of this estimation directly depends on the number of
times that each arm can be selected. Clearly, for a sufficiently large number of
choosing each arm, more precise estimation is obtained. This process to estimate
the reward of each arm is referred to as the exploration, which inherently time-
consuming and the total expected reward is not maximized. In contrast, when the
arms with higher expected rewards are frequently pulled, the expected accumulated
reward is increased. This is called exploitation of known arms (i.e., maximizing
the rewards). Consequently, there is always a trade-off between the exploration and
exploitation.

If the expected reward of each arm is known a priori, the optimal action is to
choose the arms with the highest expected reward. For the case of unknown reward,
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the main question is what would be the best policy to choose an arm. A metric
to evaluate a policy is regret, which is the difference between the expected reward
obtained by always choosing the optimal arms, and that obtained by the selected
policy [3].

5.2.2 Existing Works

In the context of MAB problem, throughout the rounds, there is always a trade-
off between exploration and exploitation. On one hand, the learner wants to exploit
the past observations by selecting seemingly good arms. On the other hand, there
is always a possibility that the other arms have been underestimated, which gives
the motivation to pick unexplored arms in order to gather more information. To
deal with such trade-off, various approaches have been proposed such as upper
confidence bound (UCB), in which a deterministic index is assigned to each arm.
This index represents the sample mean reward of the arm (exploitation term) plus an
exploration term, which gives a higher chance to underexplored arms. For UCB-type
algorithms, strong theoretical guarantees on the regret can be proved. For example,
in [4], the regret bound has been derived for the classical UCB algorithm. For
CMABs, the authors in [5] perform the regret analysis for linear rewards, while
nonlinear reward bandit has been studied in [6].

The index-based policies such as UCB are popular for CMABs, where L arms
with largest indices would be selected in each round. However, TMABs are sensitive
to the exact value of estimated mean reward associated to each arm (not relative to
others as in CMABs) since they would be compared with a threshold. Thus, in index-
based policies where the exploration term is added to the sample mean reward, the
index may become far from the real mean reward.

For thresholding multi-armed bandits, Bayesian inference can be a better
approach where the unknown parameter (i.e., mean reward) is drawn from a prior
probability distribution, that would be updated at each round after the distribution
is sampled. This approach allows exploration by randomly sampling from a
distribution, where the observed value may fluctuate from the true value. However,
the more frequently distribution is sampled and updated, the more certainly the
observed value approaches the true value of unknown parameter. One of the old
heuristic algorithm based on Bayesian ideas is Thompson sampling. For a long time,
this algorithm was not of interest due to the lack of theoretical analysis. However,
it has received significant attention after some recent studies [2, 7]. It has been
revealed that TS has an excellent performance with the optimal regret bound and
also could be applicable to a wider class of problems [8, 9]. Moreover, [10] has
derived the regret analysis for a case where TS is used in CMABs.

The TMAB setting has been studied in [11], where a pure exploration algorithm
is proposed. In this work, it is assumed that the threshold is known and the goal
of the learner is to correctly identify the arms whose means are over or under the
threshold up to a certain precision. This algorithm, due to its pure exploration-based
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nature, cannot be applied to a situation where the aim of learner is to maximize the
cumulative reward.

5.3 Learning-Based Reconfigurable Access Scheme via
Thompson Sampling

In this section, we present learning-based reconfigurable access schemes for
scenarios of unknown packet arrival probabilities. We consider the same network
model, frame structure and traffic models described in Chap. 4, Sect. 4.2.

For these scenarios, the input information for Algorithm 2 is not available. One
approach is to apply a simple passive learning that uses the empirical mean of packet
arrival probabilities as an estimator. In this algorithm, each time a device sends a
packet over DFA, its estimated packet arrival probability is updated. The problem is
that the devices having higher empirical mean may obtain a higher chance for DFA
transmission than the ones that have smaller empirical mean in the past but may
show higher mean in the future. Thus, this approach may lead to a huge performance
loss over time.

In other words, if we only rely on the exploitation that uses empirical mean as
an estimator, we may take the chance from the high-traffic devices that showed low
arrival rates in the past. On the other hand, if we assign time-slots to the devices with
low empirical mean (exploration), the performance might be decreased because a
device that shows low arrival probability in the past might actually be a low traffic
device. Therefore, a proper trade-off between exploration and exploitation is needed.
As Thompson sampling is able to provide this balance, we use Thompson sampling
indices as the inputs for the Algorithm 2 in which, instead of using empirical means,
indices are sampled from Beta distributions with means equal to the empirical mean
of the devices.

In the following, we first describe the Thompson sampling for classical CMABs.
After that, we provide the details of the proposed Thompson-sampling-based
algorithm. Then, we develop a thresholding algorithm for the scheduling, model
it as a TMAB, and apply TS for learning.

5.3.1 Thompson Sampling

In order to select the arms, at each round, the TS algorithm assigns a score to each
arm. This score is randomly generated based on a prior distribution. One convenient
choice of priors for Bernoulli rewards is the Beta distribution, which is a family of
continuous probability distributions defined in the interval of [0, 1]. Furthermore,
it is the conjugate distribution of the Bernoulli distribution, i.e., assuming Beta
distribution as prior, the posterior distribution is also from the same family [2].
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The probability distribution function (pdf) of the Beta distribution is denoted by
beta(α, β), where α > 0 and β > 0 are the shape parameters. The mean of
beta(α, β) is equal to α

α+β
, and the variance is αβ

(α+β)2(α+β+1)
, indicating that the

higher are the α and β, the narrower is the concentration of beta(α, β) around
the mean. For Bernoulli rewards, after playing each arm, the shape parameters are
updated as follows. If the reward obtained by playing arm i is 1, α is incremented
by 1 otherwise we have β = β + 1. In other words, the posterior distribution is
simply beta(α + 1, β) or beta(α, β + 1), depending on whether the reward is 1
or 0, respectively. The Thompson sampling algorithm initially assumes the arm m

to have prior beta(1, 1) on μm, which is natural because beta(1, 1) is the uniform
distribution on [0, 1]. At each time step, the TS algorithm samples from these
posterior distributions of the μm’s, and plays the arms which have the L largest
scores [8]. Thus, the computational complexity of TS is O(M).

5.3.2 Thompson Sampling for Reconfigurable Access Scheme

Here, we develop a Thompson sampling-based algorithm for the reconfigurable
access scheme. The proposed algorithm helps to learn the unknown packet arrival
probabilities. To this end, at each round, Thompson sampling indices of devices
are passed as inputs to the optimal scheduler presented in Chap. 4, Sect. 4.4. The
optimal scheduler indicates the time-slot allocation for devices, i.e., which arms are
chosen to be played. Once the DFA segment terminates, packet arrival probabilities
of devices are updated. In the following, we describe how the update process is
performed.

In the proposed system model, each device has a queue in which a packet
generated at a certain time-slot could be maintained in the queue. Thus, when the
device ds is chosen for transmission it may transmit the packet which was generated
in the previous frames. Consequently, this could result in a biased shape parameter
update in the Thompson sampling, and therefore, a biased estimation of the packet
arrival probabilities over a long run.

To avoid a biased estimation, the proposed algorithm takes advantage of the pig-
gybacked extra bit with any transmission which indicates whether the corresponding
device has still any packets in its queue or not (i.e., qds = 1 or qds = 0). More
specifically, the values of αds and βds would be updated only when qds = 0. In other
words, whenever a device transmits a packet with qds = 1, the scheduler keeps
assigning time-slots to that device in the subsequent frames until it has no more
packets in the queue. At this point, the scheduler updates the values of αds and βds ,
where αds is increased by the number of packets that are successfully transmitted
during the last sequence of device ds’s transmission denoted by wds (t) and βds

is increased by t − vds (t) − wds (t). Note that the increment in αds also contains
the successful transmission over RA, in case the first packet of this transmission
sequence was started by transmitting a packet over RA. Thus, in this approach, even
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Algorithm 4 TS algorithm for reconfigurable access scheme
Initialization: α = 1, β = 1, t = 1, W = 1, V = 1
repeat

Step 1: Sample Θ̂(t) ∼ beta(α,β)

Step 2: Run Algorithm 2 with Θ̂

Step 3: Update α,β

if xds (t) = 1 & qds (t) = 0 then
αds (t) = αds (t − 1) + wds (t)

βds (t) = βds (t − 1) + t − vds (t) − wds (t)

end if
if xds (t) = 1 & qds (t) = 1 then

αds (t) = αds (t − 1)

βds (t) = βds (t − 1)

end if
t = t + 1

until t < T

RA observations can be used to update the empirical mean, while, in a pure CSMA
scheme, this information cannot be used to update these parameters. Let assume
that, in a pure CSMA scheme, the AP updates αds whenever it receives a packet,
and updates βds whenever it does not receive a packet from the device. The problem
is that if the AP does not receive a packet, it does not mean that the device did not
have a packet for transmission. The device might have a packet for transmission, but
it does not get a chance to transmit or its sent packet might be collided. Thus, the
shape parameters cannot be updated in a correct manner. The details of the proposed
algorithm can be found in Algorithm 4.

Note that for scenarios of time-varying packet arrival probabilities, the calcula-
tion of Thompson sampling indices needs modifications since they are randomly
chosen from Beta distribution with mean equal to the sample mean of the packet
arrival probabilities. As the mean varies over time, the information obtained from
previous observations should be carefully used and some perturbation should be
introduced to enable the tracking of its variations over time. For example, one
approach is to use a weighted averaging method to update the parameters of Beta
distribution, in which larger weights are assigned to recent observations. However,
it is obvious that the regret occurred under time-varying scenarios is larger than
invariant scenarios.

5.3.3 Thompson Sampling for Thresholding Multi-Armed
Bandits

In the proposed reconfigurable access scheme, the aim is to maximize the expected
network throughput. To reach this goal, it separates devices into two groups, by
allocating devices with higher expected throughput to the DFA segment and the rest
to the RA segment. Another interpretation is that devices with expected throughput
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of larger than a certain threshold are proper candidates for DFA, while it is more
efficient not to assign any time-slots for the rest. In the following proposition, we
analytically prove this fact. But, first, we define ϑds = (1−ψds )θds , which represents
the expected throughput of device ds , when it is selected for DFA.

Proposition 5.1 If X∗ is the solution of the optimization problem (4.15), then

ϑds > γ ∗, ∀ds ∈ Ddfa. (5.1)

when all devices have distinct ϑds and there is only one slice. In (5.1), γ ∗ =
max{ϑds } for all ds ∈ Dra, Dra is the set of all devices assigned to the RA segment
(i.e., ∀s ∈ S, ∀ds ∈ Ds : x∗

ds
= 0), and Ddfa is the set of all devices assigned to the

DFA segment (i.e., ∀ds : x∗
ds

= 1).

Proof The proof is done by contradiction.
Assume that

∃d ′ : x∗
d ′ = 1 and ϑd ′ < γ ∗. (5.2)

Also, let X′ be a sub-optimal solution for the optimization problem in which x′
ds

=
x∗
ds

, ∀ds ∈ Ds , ∀s ∈ S, except for ds = d ′ and argmax(ϑds ) for all ds ∈ Dra.

Therefore, denoting d̂ = argmax(ϑds ) for all ds ∈ Dra, it is clear that x′
d ′ = 0 and

x′
d̂

= 1, while x∗
d ′ = 1 and x∗

d̂
= 0. Thus, we have X∗ᵀ < X′ᵀ, since ϑd ′ <

ϑ
d̂

= γ ∗ according to (5.2). On the other hand, RA throughput is dependent on the
length of the RA segment and the number of devices competing in this segment.
Since these two parameters are the same in the optimal and suboptimal solutions,
the RA throughput stays the same for these solutions. In other words, the same
throughput can be achieved by setting y′

d ′ = y∗
d̂

. This means that the total throughput

of (X′,Y ′) is larger than (X∗,Y ∗), which contradicts the fact that (X∗,Y ∗) is the
optimal solution.

Remark 5.1 For multiple slices, the proposed scheduling is like having multiple
TMABs on different slices with distinct thresholds.

Remark 5.2 Considering cases where some devices have the same ϑds , Proposi-
tion 5.1 still holds when devices have the same expectations larger or smaller than
γ ∗, which is the breaking point.

Based on Proposition 5.1, an alternative algorithm for the reconfigurable access
scheme is a threshold-based algorithm in which devices having expected throughput
larger than a certain threshold are chosen for DFA, while the rest are considered for
RA. Assuming that packet arrival probabilities are unknown, this problem can be
modeled as a TMAB wherein each arm corresponds to a device.

Thresholding multi-armed bandit is a specific class of CMABs, in which the arm
is worth playing if its expected reward is larger than a certain threshold (denoted
by γ ). As a result, when the player has an option to choose from M arms, the
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Algorithm 5 TS-TMAB algorithm for thresholding reconfigurable access scheme
Initialization: α = 1, β = 1
for t = 1 : T do

for arm m = 1 : M do
sample θ̂m(t) ∼ beta(αm, βm)

end for
Set M(t) = {m | θ̂m(t) > γ }
if Size of M(t) is > Tmax

Tts
then

Keep only arms with Tmax
Tts

largest values of θ̂m(t)

end if
for m ∈ M(t) do

Play arm m

Update αm and βm

end for
end for

optimal number of arms which should be played is dependent on the number of
arms for which we have μm > γ . Then, since the expected rewards of different
arms are unknown, the number of arms which gives the highest expected reward is
not known either. Therefore, index-based policies which choose the L arms with the
highest indices are not applicable for TMABs. However, in the TS approach, the
scores are randomized around the estimated mean of the arms, thus they are more
proper to be compared against the threshold. The TS-TMAB algorithm is presented
in Algorithm 5.

5.4 Regret Analysis

In this section, we study the regret bound in the DFA segment of the thresholding
reconfigurable access scheme, when the network consists of one slice, Qmax = 0
(i.e., there is no queue to store the packets) and Γ = Tmax/Tts, where Γ indicates
the number of optimal arms.

Notations 1{A} is an indicator function which is equal to 1 if event A holds and 0
otherwise. d(p, q) = p log(p/q) + (1 − p) log((1 − p)/(1 − q)) is the Kullback-
Leibler divergence between two Bernoulli distributions with means p and q.

For the TS-TMAB algorithm as explained in Algorithm 5, in Theorem 5.1, we
prove that the TS-TMAB algorithm for binary rewards achieves an optimal regret
bound.

Theorem 5.1 The regret of TS-TMAB Algorithm is upper bounded by

Rreg(T ) �
∑

m∈Γ −

Δm

d(μ+
m, γ

−
)

log(T ) + O

(
1

δ2

)

, (5.3)
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where Δm represents the regret caused by playing suboptimal arm m and can be
upperbounded by maxi∈M μi −μm. Also, μ+

m = μm + δ, γ − = γ − δ for δ > 0 and
Γ − is the set of arms for which μm < γ .

Proof Let first define arm m as suboptimal, if μm < γ . Different from CMABs, the
regret of a TMAB is not only dependent on the number of times that a suboptimal
arm is chosen. It is also affected by the number of times that only a sub-set of all
optimal arms is played. Suppose Γ + = {m | μm > γ } as the set of all optimal arms
and Γ as the number of optimal arms in Γ +.

Lemma 5.1 The regret of TS-TMAB algorithm can be decomposed as

Rreg(T ) = Ru
reg(T ) +

∑

m∈Γ −
Rm

reg(T ), (5.4)

whereRu
reg(T ) represents the regret caused when the number of optimal arms played

is less than Γ and Rm
reg(T ) indicates the regret caused by playing the suboptimal

arm m ∈ Γ −.

According to Lemma 5.1, in order to derive an upper bound for Rreg, we could
separately study regret bounds for Ru

reg and Rm
reg.

To find an upper bound for Ru
reg, let us first define an event U(t) = {θ̂∗ > γ −},

where θ̂∗ represents the Γ -th largest element of the vector θ̂ . The complement of
this event �U(t) represents the situation that the number of selected arms is less
than Γ , which implies that at least one of the optimal arms is underestimated and
not played.

The regret caused by event �U(t) depends on the number of optimal arms, which
are not played, as well as which ones exactly. The worst-case scenario is when no
optimal arm is selected. For this case, the regret is upper bounded by Γ , since for
each arm m we have μm ≤ 1. Having an upper bound for the instantaneous event of
�U(t), in the next lemma, we calculate an upper bound on the number of occurrences
of �U(t) over T , aiming to find Ru

reg(T ).

Lemma 5.2 The regret Ru
reg(T ) is upper bounded by

Ru
reg(T ) ≤ Γ

T∑

t=1

1{�U(t)} ≤ O

(
1

(γ − γ −)2

)

= O

(
1

δ2

)

. (5.5)

Proof The proof is provided in [10].

Here, we continue by studying the regret incurred by choosing a sub-optimal arm
m ∈ Γ −. More specifically, Lemma 5.3 presents an upper bound on Rm

reg(T ).

Lemma 5.3 The regret of each suboptimal arm m is upper bounded as
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Rm
reg(T ) ≤ Δm

d(μ+
m, γ −)

log(T ) + O

(
1

δ2

)

. (5.6)

Proof See Appendix.

According to Lemmas 5.1–5.3, the regret bound in Theorem 5.1 can be concluded.
According to Proposition 5.1 and Theorem 5.1, in the following corollaries, we

discuss the regret bounds that can be achieved by applying the proposed TS-TMAB-
based algorithm for S slices.

Corollary 5.1 Considering that there are S different slices, according to
Remark 5.2, the reconfigurable access scheme behaves like multiple TMABs with
distinct thresholds. Thus, the regret of this problem also can be upperbounded by
the aggregate regrets of each TMAB as in the worst case.

5.5 Illustrative Results

In this section, we present simulation results to evaluate the performance of
proposed schemes. All simulations are done in Matlab and GP problems are solved
using CVX [12]. The performance metrics that we use are throughput, defined as
the number of packets successfully transmitted in a frame (pckt/f), and delay which
represents the number of frames between the time that a packet is generated until it
is received by the AP. Furthermore, we compare the results with three schemes: the
pure p-persistent CSMA, random hybrid DA-RA and DQ. The description of these
schemes are provided in Chap. 4, Sect. 4.5.

For the parameter setting, we consider a network of an AP with two slices in
which all devices are within the communication range of each other. We assume
that each frame consists of 16 time-slots and the length of each time-slot, Tts, is
equal to 12 time units. The simulation time is set to 100 frames and each simulation
is repeated 10 times. We also set the reservation of each slice equal to rs = 6,
Tmax = 10, and the convergence parameter ς = 0.05.

5.5.1 Reconfigurable Access Scheme: Unknown Statistics

Here, we focus on the performance of TS algorithms. In the following, we show the
results for different scenarios.

5.5.1.1 Effect of Suboptimal Arms Statistic

Here, we consider a scenario in which packet arrival probabilities of suboptimal
arms, i.e., CSMA devices, are increased. The motivation behind defining this
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Fig. 5.1 Throughput versus ax

scenario is to show how the performance of the TS-TMAB is dependent on the
closeness of mean reward of suboptimal arms to the optimal arms. In Fig. 5.1,
the simulation results are obtained for T = 100 frames, where we set A1 =
{[0.9]3, [0.8]2, [ax]15}, A2 = {[0.95]3, [0.85]2, [ax]15} and ax represents the packet
arrival probabilities of low traffic devices, i.e., suboptimal arms. Furthermore, p

is set to 0.05 for all CSMA devices. As observed, the TS-TMAB algorithm with
γ = γ ∗ achieves better performance compared to the other schemes except the
optimal algorithm. The reason is that, for γ = γ ∗, although arrival probabilities are
unknown, as γ is set to the optimal value, the performance of this scheme becomes
closer to the optimal algorithm. However, the performance of the algorithm for
γ = 0.5 drops. Because, for the lower threshold, the probability that CSMA devices
are chosen for DFA increases especially for larger ax . Therefore, for γ = 0.5,
the TS-TMAB scheme has the lowest performance at ax = 0.5. Furthermore,
for ax = 0.2, TS access scheme has the largest regret. The reason is that in this
case suboptimal devices have larger throughput difference with optimal devices.
Therefore, in case they are chosen for DFA, lower throughput will be achieved,
leading to the larger regret. Furthermore, it is shown that the throughput of the
random hybrid scheme increases by increasing ax , since time-slots left with a lower
probability. For the CSMA and DQ schemes, increasing ax leads to throughput
decrement since the number of collisions increases.
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5.5.1.2 Effect of Time

Here, we investigate how the performance of TS-TMAB varies over T . As time
grows, more observations on device activities are obtained and more precise
estimation for packet arrival probabilities can be achieved. Thus, we obtain the
numerical results versus T in order to observe the learning performance over
time and demonstrate the effectiveness of learning packet arrival probabilities to
achieve better performance in terms of throughput and delay. We provide the
results for two settings: high-traffic devices and low-traffic devices versus T .
In the first scenario, all devices have high packet arrival probabilities; A1 =
A2 = {[0.9]2, [0.8]2, [0.6]2, [0.55]2, [0.5]3}. In the second scenario, devices have
lower packet arrival probabilities; A1 = A2 = {[0.8]2, [0.7]2, [0.6]2, [0.2]12}.
As observed in Figs. 5.2 and 5.3, by increasing T , the TS-TMAB performance
gets closer to the optimum in both scenarios. However, for the random hybrid,
CSMA and DQ schemes, the performance is not dependent on T . The results are
also compared versus a thresholding-based scheme which uses empirical means
of packet arrival probabilities as estimators, and γ = γ ∗. Unlike the Thompson
sampling-based algorithm which over time converges to the optimal solution, in this
scheme, the performance does not improve significantly over time. The reason is
that the algorithm keeps choosing devices that show good performance in the early
steps of the algorithm, while they may have low mean rewards.
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We further obtain the delay results for these two scenarios, where Qmax = 4,
shown in Figs. 5.4 and 5.5. In these figures, we omit the results for CSMA and
random hybrid schemes due to their large delay. As observed the delay of TS-TMAB
depends on the size of Tmax. For these parameter settings, larger Tmax leads to a
lower delay. Since at each frame, more devices are scheduled in the DFA, more
packets with shorter delay are transmitted. Furthermore, DQ achieves low delay
since it applies a queuing strategy which can prevent packets from experiencing
long delays.

5.6 Concluding Remarks

In order to deploy the reconfigurable access scheme proposed in Chap. 4, packet
arrival statistics are needed by the AP. However, in practice this information may
not be known in prior. In this chapter, for these scenarios, two Thompson sampling-
based algorithms are proposed. In the first approach, packet arrival probabilities
are estimated by Thompson sampling indices, passed to the optimal scheduler to
determine which devices should transmit in the DFA segment and which devices
can access the the channel in the RA segment. In the second proposed scheme, the
reconfigurable access scheme is modeled as a thresholding MAB and a Thompson
sampling-based algorithm is proposed to solve that. Furthermore, the regret analysis
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is provided for performance evaluation of TS-TMAB algorithm. Finally, using
simulation results, we show the effectiveness of the proposed algorithms for
unknown packet arrival statistics.

Appendix

Proof of Lemma 5.3

The regret incurred by playing the suboptimal arm m over T is

Rm
reg(T ) =

∑T

t=1
1{θ̂m(t) > γ }Δm. (5.7)

To present an upper bound for Rm
reg(T ), let us first decompose the event Am =

{θ̂m(t) > γ } into two complementary sub-events Bm = {θ̂m(t) > γ , μ̂m(t) > μ−
m}

and {Cm = ϕm(t) > γ , μ̂m ≤ μ−
m}, where μ̂m is the empirical mean of arm m.

Thus, Rm
reg(T ) can be found as

Rm
reg(T ) =

∑T

t=1
1{Bm}Δm +

∑T

t=1
1{Cm}Δm (5.8)

Here, we calculate the regret bounds for both Bm and Cm.
∑T

t=1 1{Bm} can be
bounded as

∑T

t=1
1{Bm} ≤

∑T

t=1
1{μ̂m(t) > μ−

m} (5.9)

According to [9], we have

∑T

t=1
1{μ̂m(t) > μ−

m} ≤ 1 + 1

d(μm,μ−
m)

= O

(
1

δ2

)

(5.10)

As a result, from (5.9) and (5.10), we have

∑T

t=1
1{Bm} ≤ O

(
1

δ2

)

(5.11)

To calculate
∑T

t=1 1{Cm}, we first define N suf
m (T ) = log(T )/d(μ+

m, γ −), which
intuitively is the sufficient number of explorations to make sure that arm m is not
worth playing. Then, we continue by decomposing Cm into two complementary
sub-events, Dm = {θ̂m(t) > γ , μ̂m ≤ μ−

m,Nm(t) ≤ N suf
m (T )} and Em = {θ̂m(t) >

γ , μ̂m ≤ μ−
m,Nm(t) > N suf

m (T )}, where Nm(t) represents the number times arm m

has been played until round t . Consequently,
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∑T

t=1
1{Cm} =

∑T

t=1
1{Dm} +

∑T

t=1
1{Em} (5.12)

Simply,
∑T

t=1 1{Dm} can be upper bounded by

∑T

t=1
1{Dm} ≤ N suf

m (T ) = log(T )

d(μ+
m, γ −)

(5.13)

Then, for
∑T

t=1 1{Em}, since Nm(t) > N suf
m (T ), we have

∑T

t=1
1{Em} ≤

T∑

t=1

T∑

n=N suf
m (T )+1

P(θ̂m(t) > γ |μ̂m(t) ≤ μ−
m,Nm(t) = n)

(5.14)
When Nm(t) = n, θ̂m is sampled from beta(μ̂m(t)(N suf

m (T ) + 1), (1 −
μ̂m(t))(N suf

m (T ) + 1)). Considering this fact, based on the Chernoff–Hoeffding
inequality bound, it has been proved that

P(θ̂m(t) > γ |μ̂m(t) ≤ μ−
m,Nm(t) = n) ≤ e−d(γ,μ−

m)n (5.15)

Consequently,
∑T

t=1 1{Em} ≤ ∑T
t=1

∑T
n=N suf

m (T )+1 e−d(γ,μ−
m)n. By Chernoff bound

and Pinsker’s inequality, it can be shown that
∑T

n=N suf
m (T )+1 e−d(γ,μ−

m)n is an order
of O(1/T ). Subsequently,

∑T

t=1
1{Em} =

∑T

t=1
O(1/T ) = O(1). (5.16)

Finally, considering (5.11), (5.13), and (5.16), it can be concluded that

Rm
reg(T ) = (

T∑

t=1

1{Bm}+
T∑

t=1

1{Dm}+
∑T

t=1
1{Em})Δm ≤ Δm log(T )

d(μ+
m, γ −)

+O

(
1

δ2

)

.

(5.17)
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Chapter 6
Efficient and Fair Access Scheme for
MTC: LTE/WiFi Coexistence Case

6.1 Introduction

In Chaps. 3–5, we have proposed MTC access schemes for scenarios that all devices
are connected to the same access network. In this chapter, we consider the case that
devices belong to two different networks; some are connected to the LTE, while the
rest are WiFi devices [1, 2]. Traditionally, unlicensed bands were only used by some
technologies such as WiFi, however to meet the growing wireless data demand and
to improve the spectrum efficiency, LTE operation on unlicensed bands has been
proposed by the 3GPP, which is the topic of this chapter.

As mentioned above, this chapter deals with the scenario that both WiFi and
LTE systems transmit over the unlicensed bands. In this situation, the main concern
is that the performance of WiFi devices could be negatively impacted by LTE. In
particular, since in LTE a scheduling-based channel access is used, starvation may
occur for WiFi devices. The reason is that to transmit a packet in WiFi, the device
waits until the channel becomes idle, while LTE adopts an aggressive approach to
access the channel [3–8].

In the literature, this issue has received a lot of attention, where most of solutions
are for uncoordinated scenarios, meaning that no coordination between the LTE and
WiFi exists. Furthermore, most of them address the case where unlicensed bands
are used for LTE downlink transmissions. In this chapter, we propose a coordinated
structure, where the central network entity facilitates the separation of LTE and
WiFi transmissions in two different segments. With no major MAC modification
required, LTE devices can access the channel in the schedule-based manner, while in
the second segment, WiFi devices can opportunistically transmit their packets using
p-persistent CSMA. Moreover, such network entity can enable dynamic scheduling
by assigning time-slots to LTE devices and adjusting p for WiFi devices. This can
improve the network throughput and preserve the WiFi throughput requirement.
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Furthermore, using such an approach, the unlicensed band can be used for both
uplink and downlink LTE transmissions.

Assuming an unsaturated network for both LTE and WiFi systems, the goal
of this chapter is to maximize the overall throughput over each duty cycle, while
the WiFi throughput does not fall below a target threshold. In other words, this
scheme acts like a duty-cycle-based approach, where a period of a time-frame with
a variable length is assigned exclusively to the LTE system, which cannot be used
by WiFi devices. In order to solve this optimization problem, we formulate it as a
complementary geometric programming problem, which can be solved by applying
an iterative algorithm.

Furthermore, delay analysis is performed for LTE devices to provide an analyt-
ical framework that can be used for designing the LTE admission control policy,
e.g., a specific number of devices that can be supported, while meeting their QoS
constraints. We consider a system of homogeneous LTE devices, in which all
devices have the same packet arrival probabilities. For this system, we derive an
analytical upper-bound of average delay by modeling the time-slot assignment to
the device with a queuing system which consists of two servers. Consequently, the
probability mass function of packet delay is derived and average packet delay is
calculated.

The rest of this chapter is organized as follows. We first introduce the system
model in Sect. 6.2. Section 6.3 presents the problem formulation and transformation
of the optimization problem into a CGP form. The performance analysis for LTE
devices in terms of average packet delay is presented in Sect. 6.4. Furthermore,
Sect. 6.5 presents the simulation results. Finally, we provide some concluding
remarks in Sect. 6.6.

6.2 System Model

6.2.1 Coordinated Structure for LTE/WiFi Coexistence

We consider an IEEE 802.11-based WLAN with Nw, dw ∈ Dw devices sharing
the channel with an LTE network serving Nl, dl ∈ Dl devices. We assume that
the traffic and channel models are as described in Chap. 3, Sect. 3.2, and Chap. 4,
Sect. 3.2, respectively. In particular, packets arrive at LTE and WiFi devices with
probabilities of adl and adw at each duty cycle. We assume that the controller is aware
of packet arrival probabilities and at each duty cycle, it updates θdl and θdw denoting
the probability of devices dl and dw having a packet for transmission. Furthermore,
ψdl and ψdw represent the outage probabilities for devices dl and dw.

In order to enable efficient coexistence between these two networks, we assume
that there is a virtual network entity for software-defined wireless networking, which
can control both the WiFi AP and the LTE BS in a central manner, where devices
from different wireless technologies form different slices: LTE slice and WiFi slice.
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Fig. 6.1 Duty-cycle-based structure for LTE and WiFi coexistence

In the virtualized scheme, devices of different systems access through their
distributed access points which are controlled by a central entity. More specifically,
this architecture supports separating the data plane from the control plane. The
control plane responsible for managing resources is centralized while separated data
planes are considered, i.e., data are being forwarded independently from LTE BS
and WiFi AP [9].

We use the duty-cycle-based approach in order to access the channel as shown in
Fig. 6.1. Here we assume that each duty cycle contains a time-frame similar to the
one proposed in Chap. 4, which is divided into two segments. In the first segment,
LTE devices can access the channel in the schedule-based manner, while in the
second segment, WiFi devices can opportunistically transmit their packets using
p-persistent CSMA. To realize this model, we deploy point coordination function
(PCF) mechanism for the WiFi. In this mechanism, each superframe consists of
a contention-free period (CFP) followed by a contention period (CP). Thus, by
activating the PCF, the CFP can be used by LTE devices, while the CP can be
assigned to the WiFi devices [10].

Each duty cycle has a fixed duration of Tdc, consisting of time-slots with
duration of Tts. Although the length of each duty cycle is fixed, the length of each
segment assigned to WiFi or LTE varies over different cycles. The duration of LTE
transmission is denoted by C(t) and Tdc − C(t) that indicates the length of second
segment for WiFi transmissions.

This architecture allows each network to use its current deployed MAC protocol,
i.e., LTE devices can transmit in DFA segment, while WiFi devices compete with
each other in the RA segment. Thus, the model leads to minimal modification
requirement for both systems. It also eliminates the LBT requirement for LTE
network. Specifically, it facilitates uplink transmissions for LTE network, since in
the uplink scenario, the device has to perform the LBT operation while in downlink
only BS listens to the channel before transmission. However, as in this approach,
devices of different networks access in separated time, unlicensed band can be also
used for LTE uplink transmissions with no need for LBT operation. To emphasize
the advantage of employing this structure, consider a scenario using a non-LBT
approach without any coordination among LTE and WiFi systems, where at the
beginning of each duty cycle, the LTE BS schedules the devices for the uplink
transmission. If one or some of these scheduled LTE devices have no packets for
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transmission considering an unsaturated network, the assigned time-slot will be left
empty and during that time the WiFi device will find the channel as idle and it may
transmit a packet. If the packet transmission continues until the next time-slot and
the next scheduled LTE device has a packet for transmission, collision will happen
leading to performance degradation. Furthermore, having the centralized control, it
brings the benefit of spectrum efficiency while meeting the WiFi requirements.

6.3 Hybrid Scheduling via CGP for LTE and WiFi
Coexistence

6.3.1 Problem Formulation

Consider a system consisting of an LTE BS and a WiFi AP, which are connected
to a virtual network entity. To facilitate the coexistence between WiFi and LTE and
increase the spectral efficiency, the central controller dynamically divides each duty
cycle between two slices. This would be done in a way that the overall expected
throughput is maximized, while the throughput of WiFi devices does not degrade
significantly compared to the case in which the band is not shared with LTE devices.
In particular, this problem can be mathematically expressed as follows,1

max
X(t),Y (t)

Sdfa(t) + Sra(t), subject to, (6.1)

C6.1.1: Sra(t) ≥ η

C6.1.2: Tts

∑

dl∈Dl

xdl(t) ≥ Cmin.

Here, Sdfa(t) and Sra(t) represent the LTE and the WiFi expected throughput at duty
cycle t , respectively. X(t) = [xdl(t)] is the time-slot allocation for LTE devices
at duty cycle t . In particular, xdl(t) ∈ {0, 1}, where xdl(t) = 1 if a time-slot is
allocated to the LTE device dl in the DFA segment, and xdl(t) = 0 otherwise.
Furthermore, Y (t) = [ydw(t)] is the vector, where the element ydw(t) is as defined
in Eq. (4.5). In this optimization problem, the objective function represents the total
expected throughput of the network in both DFA and RA segments in the duty cycle
t , where the throughput in the DFA and RA segments represents the throughput
of the LTE and WiFi systems, respectively. In addition, the first constraint is to
guarantee that WiFi throughput does not fall below a required threshold (denoted
by η). Furthermore, to keep LTE devices satisfied, we add the second constraint
to reserve the airtime with duration of at least Cmin for LTE devices. It should be

1The results can be easily extended for downlink scenario of WiFi as well since the AP acts as a
station in downlink and accesses the channel in the same manner.
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noted that the values of η and Cmin are fixed, dictated based on the service level
agreements of WiFi and LTE systems.

Considering the expected throughput of each WiFi device according to Eq. (4.8),
the optimization problem in (6.1) can be expanded as2

max
X,Y

∑

dl∈Dl

(1 − ψdl)θdlxdl +
∑

dw∈Dw

(1 − ψdw)ydw(Tdc − Tts
∑

dl∈Dl

xdl)

∏
dw∈Dw

(1 + ydw) − t ′
(6.2)

subject to:

C6.2.1:
∑

dw∈Dw

(1 − ψdw)ydw(Tdc − Tts
∑

dl∈Dl

xdl)

∏
dw∈Dw

(1 + ydw) − t ′
≥ η

C6.2.2: Tts

∑

dl∈Dl

xdl ≥ Cmin

In the objective function of (6.2), the first term represents the expected throughput
associated with LTE devices in the DFA segment which is Sdfa = ∑

dl∈Dl
(1 −

ψdl)θdlxdl . Furthermore, the second term denotes the entire WiFi network through-
put, i.e., Sra = Tra

∑
dw∈Dw

ρdw, where Tra denotes the duration of the RA segment
in a duty cycle.

Before solving this optimization problem, we provide a discussion on its
feasibility. To determine the feasibility of this optimization problem, we obtain the
feasible region for C, which indicates the length of the DFA segment in a duty cycle
and is the common parameter in the conflicting constraints of C6.2.1 and C6.2.2.
According to C6.2.2, we constrain C ≥ Cmin. Furthermore, from C6.2.1, we can
obtain the maximum value that C can take, while the WiFi throughput requirement
is met. This value is obtained when Sra = η, however as Sra depends on Y which is
the optimization variable of (6.2), derivation of C leading to Sra = η is not trivial.
Thus, we denote this value of C as a function of η, i.e., f (η). Consequently, we have

Cmin ≤ C ≤ Tdc − f (η).

This means that as long as Tdc − f (η) is larger than Cmin, the optimization problem
in (6.2) is feasible. It should be noted that as far as Cmin is sufficiently smaller than
Tdc − η, the problem would be feasible.

Now that we derived the feasibility region of (6.2), we discuss solving this
problem. The optimization problem in (6.2) has a non-convex objective function and
a non-convex constraint with the combination of continuous and binary variables.
Consequently, (6.2) is a non-convex mixed-integer, NP-hard optimization problem.

2In the rest of this chapter, t is omitted from all terms.
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Therefore, an efficient algorithm with a reasonable computational complexity is
needed. In a similar approach as used in Chap. 4 to solve the optimization problem
(4.15), we transform the problem into CGP. To do that, first, we maximize the
objective function by minimizing its negative. Then, we add a sufficiently large
constant H to the objective function, as in CGP the objective function should be
positive. Furthermore, we use three auxiliary variables udw = 1 + ydw, Tra =
Tdc−Tts

∑
dl∈Dl

xdl and v0 = ∏
dw∈Dw

udw−t ′. By applying all these manipulations
to the optimization problem (6.2), we reach to

min
X,Y ,U ,Tra,v0

H −
∑

dl∈Dl

(1 − ψdl)θdlxdl −
∑

dw∈Nw

(1 − ψdw)Traydwv0
−1 (6.3)

subject to:

C6.3.1:
∑

dw∈Dw
(1 − ψdw)Traydwv0

−1 ≥ η,

C6.3.2: Tts

∑

dl∈Dl

xdl ≥ Cmin,

C6.3.3: udw = 1 + ydw ,∀dw ∈ Dw,

C6.3.4: v0 =
∏

dw∈Dw
udw − t ′,

C6.3.5: Tra = Tdc − Tts

∑

dl∈Dl
xdl .

The optimization problem (6.3) is still not in the CGP form, as the objective function
is not a posynomial due to the negative factor in the second and third terms. To
handle this, we reformulate the optimization problem as (6.4) in which the objective
function is replaced with a new auxiliary variable x0 and the constraint C6.4.5 is
added.

min
X,Y ,U ,Tra,v0,x0

x0, subject to:

C6.4.1:
η

∑
dw∈Dw

(1 − ψdw)Traydwv0
−1

≤ 1,

C6.4.2:
udw

1 + ydw

= 1, ∀dw ∈ Dw,

C6.4.3:

∏
dw∈Dw

udw

t ′ + v0
= 1 ,

C6.4.4:
Tdc

Tra + Tts
∑

dw∈Dw
xdw

= 1 ,
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C6.4.5:
H

x0 + ∑

dl∈Dl

(1 − ψdl)θdlxdl + ∑

dw∈Dw

(1 − ψdw)Traydwv0
−1 ≤ 1,

C6.4.6:
Cmin

Tts
∑

dl∈Dl

xdl

≤ 1.

In this optimization problem,3all upper-bound inequality constraints are in the
form of a ratio between two posynomials and equality constraints are in the form
of a ratio between a monomial and a posynomial. Thus, the problem belongs to the
class of complementary geometric programming problem.

Using the approximations in Eqs. (4.29) and (4.30), in each iteration, the
optimization problem in (6.4) would be in the form of a standard GP problem. Con-
sequently, the optimal solution can be achieved by iteratively applying monomial
approximations and solving a series of GPs [11]. The details of this approach are
summarized in Algorithm 6.

It should be noted using the algorithm proposed in [12], the P w value obtained
from Algorithm 6 can be implemented in CSMA/CA by configuring the MAC
parameters such as minimum contention window, arbitrary inter frame space (AIFS)
and retry transmission limit.

6.3.2 Computational Complexity of the Proposed Algorithm

As discussed in Chap. 4, Sect. 4.4.2, the computational complexity to solve each
iteration of a CGP problem consists of two steps. The first step is to convert the
CGP problem to a GP problem. For optimization problem (6.4), the AGMA approx-
imations require 2Nl + 4Nw + 4 operations, which its computational complexity
is CAPP = O(Nl + Nw). In the second step, the resulted GP is solved by the
interior point method which has a computational complexity of O(ncnv

2 log nc).
In this optimization problem, the number of constraints nc is Nl + 2Nw + 5, while
there are nv = Nl + 2Nw + 3 variables. Thus, the computational complexity for
solving the GP problem is

CGP = O((Nl + Nw)3 log(Nl + Nw)). (6.5)

The total computational complexity of each iteration of the proposed algorithm,
is the summation of the computational complexity of two steps. However, as the
complexity order of the first step, i.e., converting the CGP to the GP using AGMA

3In addition to constraints explained in (6.4), X ≤ 1 and P ≤ 1 should also be considered to derive
the solution of (6.4).
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Algorithm 6 CGP-based LTE and WiFi scheduling
Input: Θ ,Ψ , η, Cmin
Initialization: Set initial value to (X,Y ,U , Tra,v0,x0)
repeat

Step 1: Monomial approximation

1. Compute ζp for denominators of C6.4.1, C6.4.5 and C6.4.6
2. Use (4.29) to approximate the posynomials
3. Compute ζ q for denominators of C6.4.2, C6.4.3 and C6.4.4
4. Use (4.30) to approximate the posynomials

Step 2: Solve the transformed GP problem

1. GP-Prob ← replace denominators of (6.4) with obtained monomial terms in Step 1
2. (X′,Y ′,U ′, T ′

ra, v0
′, x′

0) ← CVX(GP-Prob)

until |x0 − x′
0| < ς

pdw ← ydw
θdw(1+ydw )

Set xdl = 1 if it is the sum(X) largest elements of X, otherwise set xdl = 0
Output: X, P

(CAPP) is less than solving the GP problem (CGP), the order of computational
complexity for each iteration is equal to CGP.

Note that the proposed algorithm is iterative, which solves successive GP
problems until the results converge. To evaluate the required number of iterations
to achieve convergence, simulations can be carried out.

6.3.3 Signaling Aspect of the Proposed Structure

The signaling needed for running Algorithm 6 by the central controller is dependent
on the amount of information required to update θd(t) at each duty cycle t . In order
to compute θd(t), according to Eq. (4.1), the controller needs the knowledge of the
packet arrival probabilities of devices as well as the piggybacked bit information of
devices. It is assumed that packet arrival probabilities of devices are fixed and can be
forwarded once, thus the only information that should be received by the controller
from the BS and the AP at each duty cycle is whether the devices transmitted at
the previous duty cycle have more packets for transmission or not. This information
can be conveyed by 1 bit for the LTE devices who were assigned a time-slot in the
previous duty cycle and 2 bits for WiFi devices indicating three possible states: the
device has a backlogged packet, no backlogged packet and no packet was received
from the device at that duty cycle. Thus, the amount of information that should
be received by the controller at each duty cycle is Nl + 2Nw bits which can be
considered as affordable.
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6.4 Admission Control for LTE Devices

The proposed scheduling algorithm in Sect. 6.3 can satisfy a minimum requirement
for the WiFi throughput at each duty cycle. However, in addition to WiFi system,
the LTE devices may have quality assurance constraints. Therefore, it is important
to admit a precise number of LTE devices such that their QoS requirements such
as delay constraints can be met. Thus, our objective is to study the number of LTE
devices that can be admitted to operate in unlicensed spectrum, while their delay
requirements can be satisfied. To this end, we need to study the average packet
delay for an LTE device.

6.4.1 Assumptions

To be able to study the average packet delay and derive admission control rules, we
consider a homogeneous LTE network in which all devices have the same packet
arrival probabilities, i.e., ad . Thus, we omit the subscript d from ad in the rest of the
chapter. Furthermore, we assume that ψd = 0 for all devices.

To calculate the average packet delay, the pdf for the DFA length is needed. This
is because the duration of the DFA segment varies at each duty cycle in the proposed
scheduling algorithm, depending on the probability that devices have packets to
transmit. Due to the algorithm dynamics, the derivation of pdf for DFA length is
not tractable. Therefore, we focus on the minimum number of devices that can be
supported by computing the minimum time that is assigned to the LTE system.

Algorithm 6 is run at each duty cycle t where at each duty cycle, θ is computed
based on the Eq. (4.1). Let assume Cs denotes the minimum value of C(t) over all
t . In other words, Cs is defined as

Cs = min
t=1,2,...,T

C(t), (6.6)

if Algorithm 6 runs for t = 1 : T , assuming that we have a set of LTE devices
with a specific set of traffic parameters, a set of WiFi devices with specific traffic
parameters, a given WiFi threshold, and fixed Cmin. The following proposition
describes the condition for θ which leads to C(t) = Cs .

Proposition 6.1 For a saturated WiFi, having θ l = Al, the scheduling algorithm
always assigns the airtime with duration of Cs to the LTE devices. While for the rest
of duty cycles, we have θ l ≥ Al, which leads to C(t) ≥ Cs.

Proof Assuming that (X′,Y ′) is the optimal solution for Θ ′
l = Al, we have

X′Θ ′ᵀ
l < X′Θ ′′ᵀ

l , (6.7)
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where Θ ′′
l ≥ Al. Following that, we can conclude that the total throughput obtains

for Θ ′′
l at (X′,Y ′) is greater or equal to the total throughput of Θ ′

l at (X′,Y ′). Thus,
for Θ ′′

l , the optimal solution X′′ is such that we have

X′′1ᵀ ≥ X′1ᵀ, (6.8)

Furthermore, TtsX
′′1ᵀ = C′′ and TtsX

′1ᵀ = Ccs, which leads to C′′ ≥ Cs.

Assuming a case with an unsaturated WiFi, the achievable minimum value of
C(t) can be obtained when LTE devices have the lowest θ l, while WiFi devices
have the highest θw. However, since it is not easy to derive the highest θw for WiFi
devices, we use Cmin for the delay analysis when we have unsaturated WiFi. The
reason is that in the optimization problem (6.2), the second constraint guarantees
that the duration allocated for LTE devices is larger than Cmin time-slots, therefore
it can be concluded that Cs ≥ Cmin.

6.4.2 Modeling the LTE Scheduling Algorithm

As mentioned above, we assume that at each duty cycle, Cmin time-slots are
dedicated to LTE devices to derive an upper bound on the delay. From the proposed
scheduling algorithm, it is clear that these time-slots are assigned to devices who
sent a piggybacked request in the previous duty cycle. Since these devices have
packets for transmission, by assigning time-slots to them the network throughput
can be maximized. However, if the number of requests is less than Cmin, according
to Proposition 6.2 the rest of time-slots are allocated to devices who have the highest
θd among others.

Proposition 6.2 At each duty cycle, time-slots are assigned to devices with the
highest θd ’s.

Proof The proof is similar to Proposition 5.1.

In other words, a device will obtain a time-slot either by demand, i.e., sending a
piggyback packet (if it is currently scheduled) or as free-assignment, i.e., waiting
for its turn to be served (if it has no assigned time-slot in the current duty cycle).
Consequently, time-slot assignment to the device can be modeled by intermittently
attending two servers: called server and free server. The server is designated as the
called server if it is available to the device as a result of a demand assignment.
Otherwise, it is called free server for the case of a free-assigned time-slot.

We now discuss the procedure that a device obtains a free time-slot. According to
Eq. (4.1), θd depends on the ad and vd(t). However, since we assume that devices are
homogeneous and have equal ad , θd(t) is only dependent on vd(t), which indicates
the last time that the device has been assigned a time-slot. Larger vd(t) results in
larger θd(t). Thus, among all devices that have not been served by the called server,
the time-slot goes to the one that has not received a time-slot for the longest time
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in the most recent duty cycles. On the other hand, those devices that have been
assigned time-slots more recently, have the lowest θd(t). In other words, the order
that devices would be served by the free server can be modeled by a queuing system,
in which the device is shifted in the end of queue whenever it is served either by the
called server or the free server.

6.4.3 Delay Analysis

Since we study a homogeneous LTE system, all devices experience the same level
of performance. Therefore, our derivations will be from the view point of a single
device. First, we define two events that are useful to perform the delay analysis.
Event Ef occurs if the forthcoming server is a free server (the next transmission of
the device happens when it is her turn and there is a free time-slot), while in event
of Ec the forthcoming server is a called server.

The type of the forthcoming server depends on whether the queue of the device
was empty or nonempty when the precedent server departed from the device. If the
device queue was empty at the departure instant of the precedent server, then the
device did not request for time-slot allocation. Therefore, the forthcoming server
will be a free server and used by at most one packet at the front of the queue.

Packet arrivals happen either at event Ef or Ec. Therefore, for a specific packet,
the pmf of the packet delay (denoted by � ) can be computed as

P(� = �) = P(� = � |Ef )P(Ef ) + P(� = � |Ec)P(Ec), (6.9)

where P(� = � |Ef ) and P(� = � |Ec) are conditional probabilities of delay
given Ef and Ec [13].

To calculate P(� = �) based on (6.9), in the following, we first explain how
to obtain p0 (the probability of empty device queue), which facilitates computing
P(� = � |Ef ) and P(� = � |Ec), and finally we derive P(Ef ) and P(Ec).

6.4.3.1 Derivation of p0

In order to derive p0, we define r ′
k that represents the number of remaining packets

in the queue at the departure instant of k (i.e., the time that the device leaves the
server).

First, let assume that the device will be served by a free server. This happens
when the device queue was empty at the departure instant of the precedent server
(i.e., r ′

k−1 = 0). We define the random variable z as the number of packet
arrivals between the departure instants of k − 1 and k. Therefore, in this case,
r ′

k = max{z − 1, 0}. Subsequently, r ′
k will be zero if at most one packet arrives

between the departure instants of k − 1 and k. This is because only one packet can
be served by the free server. Thus, P(r ′

k = 0|Ef ) can be computed as
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P(r ′
k = 0|Ef ) =

+∞∑

l=lmin

[P(z = 0) + P(z = 1)] Lf(l, Nl) (6.10)

where Lf(l, Nl) represents P(l = l|n = Nl), i.e., the probability that it takes l time-
slots for the device to be served by a free server after the last departure from the
precedent server, given that Nl devices exist in the system. Moreover, lmin represents
the feasible lower bound of l that can be computed as

lmin = [ Nl

NCmin

]Ndc + Nl mod NCmin (6.11)

where x mod y represents the remainder of x divided by y, Ndc = [Tdc/Tts] and
NCmin = Cmin/Tts. This value is realized if each device has at most one packet for
transmission at the time it is allocated a time-slot. We can derive P(z = 0) and
P(z = 1) as

P(z = 0) =
∞∑

l=lmin

(1 − a)
l

Ndc Lf(l, Nl) (6.12)

P(z = 1) =
∞∑

l=lmin

l

Ndc
a(1 − a)

l
Ndc

−1
Lf(l, Nl) (6.13)

Thus, P(r ′
k = 0|Ef ) can be obtained as

P(r ′
k = 0, Ef ) =

∞∑

l=lmin

[

(1 − a)
l

Ndc + l

Ndc
a(1 − a)

l
Ndc

−1
]

Lf(l, Nl)

Now, assume that the next server is a called server. Then, P(r ′
k = 0, Ec) can be

computed as

P(r ′
k = 0|Ec) =

+∞∑

l=lmin

+∞∑

z=2

l−Ndc∑

i=1

P(z = z)Lf(l, Nl) (6.14)

where

P(z = z) = l − i

lNdc

([ l−i
Ndc

] + z − 2

k − 1

)

az(1 − a)
l

Ndc (6.15)

In order to derive the probability that the device leaves the called server (i.e., P(r ′
k =

0|Ec)), we take a summation over the all possibilities of z. For z = z, the device
leaves the called server after z duty cycles from being served by the free server. In
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other words, it means that z packets arrived at the device’s queue during the time
that the device was waiting for the free server and the time it spent in the called
server. Furthermore, the last packet should arrive at the last duty cycle before the
departure, otherwise the device will depart from the server after z − 1 duty cycles.

Finally, p0 can be found as

p0 = P(r ′
k = 0|Ef )P(Ef ) + P(r ′

k = 0|Ec)P(Ec) (6.16)

6.4.3.2 Derivation of Lf(l, n)

In the proposed scheme, after a device departs the free server, it will be served by
the free server again if during this interval, all the other devices have left either free
server or called server. With the assumption that at each duty cycle NCmin devices
are served, those devices that are currently allocated a time-slot will be served in the
subsequent duty cycles until their queues become empty. Thus, Lf(l, n) for l > Ndc
can be calculated as

Lf(l, n) =
M∑

i=0

(
M

i

)

p0
i (1 − p0)

M−i Lf(l − Ndc, Nl − i) (6.17)

where M = min(n,NCmin). Furthermore, for l < Ndc we have

Lf(l, n) =
{

pn
0 if l = n

0 otherwise
(6.18)

The recursive equation (6.17) indicates that at each duty cycle, i from M devices
leave the server. Thus, in order to have l = l, the remaining number of devices
(which is Nl − i) should leave the server in l − Ndc time-slots. It is obvious that
for l < Ndc, only if the number of time-slots is equal to the number of devices with
probability of pn

0 , all devices depart the server. Otherwise, i.e., l �= n, it means either
devices left the server earlier than l or later. In both cases, the probability is equal to
zero.

Now that Lf is derived, we can calculate p0. To this end, we use Eq. (6.16) in
which all terms are expressed in terms of p0. To solve this one variable equation,
numerical methods can be applied.

6.4.3.3 Derivation of P(Ef ) and P(Ec)

To derive P(Ef ) and P(Ec), we need to compute M̄f and M̄c which represent the
average length of events Ef and Ec, respectively.
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M̄f =
∞∑

l=lmin

lLf(l, Nl) (6.19)

and

M̄c =
∞∑

z=2

∞∑

l=lmin

l−Ndc∑

i=1

z
l − i

l

([ l−i
Ndc

] + z − 2

k − 1

)

az(1 − a)
l

Ndc Lf(l, Nl) (6.20)

Based on [14], P(Ef ) and P(Ec) can be derived as

P(Ef ) = p0M̄f

p0M̄f + (1 − p0)M̄c

P(Ec) = (1 − p0)M̄c

p0M̄f + (1 − p0)M̄c

(6.21)

6.4.3.4 Average Packet Delay

Here, we first derive the conditional probability of delay given Ef (i.e., P(� =
� |Ef )). Assuming that the length of an interval between two departures is l and
the arrival time of the first packet is at i, the packet delay can be computed for two
cases as follows

• First packet case: The delay is equal to (l − i) if the packet is the first one to
arrive in the queue in the interval. We call this event F1.

• Non-first packet case: In this case, denoted by F2, there are some packets
already in the queue. Therefore, the packet will be transmitted, if all packets
ahead of it in the queue are scheduled first. In this situation, the first packet of
queue is served by the free server. Since the queue is not empty, the piggyback bit
will be set to 1. Thus, the remaining packets will be served by the called server.
Consequently, the packet delay will be the summation of two parts: (l − i) that is
the waiting time required for the first packet to be served by the free server and
the second part is the waiting time needed for serving the rest of packets by the
called server.

Based on these two cases, the probability of packet delay can be computed as

P
(
� = � |Ef

) =
+∞∑

l=lmin

P
(
� = � |l = l, Ef

)
Lf(l, Nl) (6.22)

where

P
(
� = � |l = l, Ef

) = P
(
� = �,F1|l = l, Ef

)+ P
(
� = �,F2|l = l, Ef

)
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Subsequently, we derive

P
(
� = �,F1|l = l, Ef

) = 1

l
P(no arrival in l − � time-slots) (6.23)

and

P
(
� = �,F2|l = l, Ef

)

= ∑l
i=1

∑ [l−i]
Ndc
h=2

1
l
P (h arrivals in [l − i − � + hNdc] time-slots)

P(no arrival in l − � time-slots)

= ∑l
i=1

∑ [l−i]
Ndc
h=2

1
l

( l−i−�
Ndc

+h

h

)
ah(1 − a)(l−�)/Ndc . (6.24)

The packet can also arrive at Event Ec, in this case the delay can be computed as

P (� = � |l = l, Ec) = P
(
r ′

k = �/Ndc
)

= ∑l
i=1

1
l
P (�/Ndc arrivals in [l − i + � − 2Ndc] time-slots)P(no arrival in l time-slots)

= ∑l
i=1

l−i
lNdc

( l−i
Ndc

+�/Ndc−2

�/Ndc−1

)
a�/Ndc (1 − a)l/Ndc , (6.25)

which means that in order to have a delay equals to � , the packet must be arrived
when there are �/Ndc packets at the device queue.

6.5 Illustrative Results

For performance evaluation, we consider a system with one LTE BS and one
WiFi AP, both operating on the same channel. We obtain the results in Matlab
environment and we use CVX to derive the solution of GP problems [15]. We
assume that Tdc = 100 ms, each time-slot is equal to Tts = 6 ms and the time
unit duration is 10µs. In the following, we present the considered scenarios for
performance evaluation along with their results.

6.5.1 Effect of Increasing Nl

We first investigate how increasing the number of devices in the LTE system can
affect the WiFi throughput and the overall network throughput. For this scenario, we
assume that the WiFi throughput threshold η is equal to 4 time-slots. We consider
a case where Nw = 14 and packet arrival probabilities are Al = {[0.8]4, [0.5]Nl−4}
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and Aw = {[0.8]4, [0.5]10}. More specifically, this means that the WiFi network
serves 4 devices with ad = 0.8 and 10 devices with ad = 0.5. Similarly, LTE has
4 devices with ad = 0.8 and the rest of its devices are the ones with ad = 0.5.
Furthermore, we assume that devices of both networks are randomly located in a
circular region with radios of 5 m, and channel parameters are as following: path
loss exponent ζ = 3, receiver threshold ξR = 0 dB and pt

σ 2
n

= 20 dB.

We compare the performance of the proposed algorithm with the Fixed C

algorithm as a benchmark to verify the effectiveness of our approach. In the Fixed
C algorithm, at each duty cycle a fixed number of time-slots is assigned to the LTE
devices with the highest expected throughput, i.e., θ(1 − ψ). Furthermore, in this
algorithm, WiFi devices compete with each other using fixed p parameters. Here,
we assume that C = 5 time-slots, and p is 0.05 for all WiFi devices.

As can be seen in Fig. 6.2, by increasing the number of LTE devices, i.e., Nl,
greater throughput can be achieved for both LTE system and the overall network.
The reason is that more packets are generated, therefore with higher probability
time-slots are allocated to the devices who have packets for transmission. On
the other hand, WiFi throughput decreases because greater throughput can be
achieved by assigning more time-slots to the LTE system. However, due to the WiFi
throughput constraint, WiFi throughput never falls below the targeted threshold. On
the other hand, for the Fixed C algorithm, the LTE and overall throughput remains
the same, the reason is that number of time-slots assigned to these devices is fixed
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and since these time-slots are allocated to the LTE devices with the highest expected
throughput, LTE throughput does not change by increasing Nl.

Furthermore, the effect of increasing Nl on the packet delivery ratio (PDR) are
demonstrated in Fig. 6.3. PRD is defined as the ratio of number of transmitted
packets to the number of generated packets. As observed, the proposed algorithm
outperforms the Fixed C algorithm in terms of the LTE and overall PDR. Further-
more, for Nl = {14, 16}, LTE PDR is so close to 1, however by increasing Nl it
starts to drop, which means that LTE devices’ quality of service requirements would
be affected. In order to avoid this situation, the number of LTE devices should be
controlled otherwise LTE devices will suffer from a performance degradation.

6.5.2 Effect of Increasing Nw

In another scenario, we have the results for increasing the number of devices in
the WiFi network, where Al = {[0.8]4, [0.5]10} and Aw = {[0.8]4, [0.5]Nw−4} and
the rest of the parameters are the same as Sect. 6.5.1. In Fig. 6.4, it is evident that
in both LTE and WiFi, throughput remains unchanged for the optimal algorithm.
In fact, when LTE system has high-traffic devices, higher throughput can be
achieved by allocating more time to them, since for high-traffic devices, the DFA
scheme achieves better performance compared to the CSMA. The reason is that
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in CSMA, due to the backoffs and collisions, time would be wasted. Therefore,
in Fig. 6.4 where LTE devices have high traffic, the following statement is true.
The higher throughput could be achieved if more time slots were allocated to LTE.
Consequently, the algorithm is reluctant to add more time slots for WiFi system
since its throughput requirement is already satisfied, even if the number of WiFi
devices is increasing. The other point is that increasing Nw may lead to a larger
number of collisions, therefore, to meet the WiFi throughput threshold, lower p

probabilities are assigned by the optimal algorithm to the devices. However, the
WiFi throughput of the Fixed C algorithm drops by increasing Nw, as p values are
fixed.

Furthermore, as shown in Fig. 6.5 the WiFi PDR of the optimal algorithm
decreases by growing number of WiFi devices. The reason is that increasing Nw
leads to the larger number of packets, while the number of transmitted packets
remains the same.

6.5.3 Homogeneous LTE Network

Here, we obtain the results for homogeneous LTE network. We derive the results for
Cmin = 5 and 7 time-slots. Moreover, we consider the packet arrival probabilities
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as Al = {[0.3]Nl} and Aw = {[1]8}. As observed from Fig. 6.6, by increasing Nl,
LTE throughput increases as well. The reason is that since more number of packets
are generated, less time-slots are left idle. Moreover, although more number of time-
slots are assigned to the LTE network for Cmin = 7, but same throughput is achieved
for two values of Cmin. The reason is that LTE network is underutilized, therefore
adding more time-slots does not lead to greater throughput. However, for Cmin = 5
more time-slots are left for WiFi and since WiFi devices are saturated, the increased
time-share leads to larger throughput.

Furthermore, we obtain delay results for this scenario shown in Fig. 6.7. The
results are compared with the analytical upper-bound which is derived for saturated
WiFi by assigning Cmin time-slots to LTE devices at each duty cycle. As observed,
the gap between the upper-bound and the proposed scheduling algorithm increases
as Nl grows. The reason is that by increasing Nl, more traffic is generated in the
LTE network. Therefore, greater throughput can be achieved by assigning more
time-slots to LTE devices. Thus, the probability that C(t) > Cmin increases which
makes the gap between the proposed scheme and the upper-bound becomes larger.

Furthermore, for Cmin = 7 the upper bound delay and simulation results are
close, while for Cmin = 5, the gap is larger. The reason is that with Cmin = 7, in
most of the duty cycles, the derived C(t) is equal to Cmin. However, Cmin = 5 leads
to C(t) > Cmin more frequently.
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Moreover, as observed, Cmin = 7 achieves smaller delay compared to the
Cmin = 5. Since larger Cmin imposes to assign more time-slots to the LTE network.
Therefore, at each duty cycle, more number of packets are served which leads to
shorter delays for LTE devices. However, for case of Nl = 16, the same amount of
delay is achieved for both values of Cmin. Since for this case, LTE network is more
loaded, therefore in most of the duty cycles, we have C(t) > Cmin, meaning that the
output of the scheduling is not dependent on Cmin.

6.5.4 Computational Complexity

Here, we investigate the average number of iterations required for Algorithm 6 to
converge. The results in Fig. 6.8 are obtained for Al = Aw = {[0.8]4, [0.5]Nd/2−4},
where Nd = Nl + Nw. Furthermore, for this scenario, we set η = 2 time-slots,
the convergence parameter ς = 0.01 and the same setting for channel parameters
as Sect. 6.5.1. As observed, the average number of iterations grows only linearly
with Nd. It should be noted that the average number of iterations also depends on
the convergence parameter. Lower average number of iterations can be achieved for
larger ς .
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6.6 Concluding Remarks

In order to satisfy the increasing demand for mobile traffic, LTE operation over
unlicensed bands has been proposed. In this chapter, we have considered the
scenario that both LTE and WiFi systems share the same unlicensed band. In
such a setting, the main challenge for LTE deployment is that the performance of
WiFi system should not degrade significantly. In order to address this issue, we
consider a coordinated approach in which both systems are connected to a central
network entity. This entity manages the channel access between these two systems
such that the overall spectrum efficiency is improved while the WiFi performance
does not fall below a certain level. In order to reach this goal, a duty-cycle-based
approach is used, in which the time is divided into duty cycles and the exclusive
share of each system is dynamically optimized by the network entity. It is shown
that the developed algorithm can ensure a minimum throughput requirement for
WiFi while maximizing the total throughput. Furthermore, we obtain an upper-
bound for average delay of LTE devices. Using this analysis, we can derive the
minimum number of LTE devices that can be admitted by the network while their
delay requirements are met.
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Chapter 7
A NOMA-Enhanced Reconfigurable
Access Scheme with Device Pairing for
MTC

7.1 Introduction

In this chapter, we focus on the massive MTC scenario with short packet sizes,
which pose major challenges on the network optimization and multiple access
[1, 2]. To date, some potential candidates have been proposed to support massive
connectivity, such as massive multiple-input-multiple-output (MIMO), millimeter
wave communications, ultra dense networks, and non-orthogonal multiple access
(NOMA). In this chapter, we adopt NOMA, which is highly expected to increase
the network throughput and accommodate massive connectivity.

NOMA allows multiple devices to transmit over the same resource simultane-
ously using power-domain or code-domain techniques, while in conventional OMA
schemes, radio resources are orthogonally assigned to devices to avoid or alleviate
interference [3]. Accordingly, it is expected that by using NOMA, the network
throughput significantly increases compared to using OMA schemes, since if each
resource is simultaneously used by multiple devices, the total network efficiency
becomes multiple folds too. However, in M2M networks, since devices might have
sporadic transmissions, even though a resource is shared among them, it may still
left unused, leading to low spectrum utilization. In other words, the NOMA scheme
is more useful for devices having periodic or frequent packets for transmissions
compared to sporadic transmissions for which random access schemes are more
pertinent.

In this chapter, to achieve the spectral efficiency optimality, we propose a
NOMA-enhanced reconfigurable access scheme (NERA) which is able to switch
between the assignment-based NOMA-OMA and random access schemes, taking
into account the device traffic statistics.

To obtain the optimal length of each segment, we formulate a network throughput
maximization problem such that the device pairing in the NOMA segment can be
optimized under minimum rate requirements of the devices. Due to the combina-
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torial nature of the formulated mixed integer non-linear programming (MINLP)
problem, we propose a decomposition-based scheme which solves the problem into
two steps. In the first step, to choose a set of paired devices for the NOMA segment,
we formulate the problem as a weighted matching problem and propose a sub-
optimal algorithm to solve it. Then, in the next step, for a given set, we obtain the
length of each segments such that the total network throughput is maximized. The
second step is formulated as an optimization problem which is solved in an iterative
manner. The performance of the proposed scheme is compared with a reconfigurable
scheme which does not support NOMA. Considering different scenarios, the results
show when using the NOMA-enhanced scheme is beneficial.

The rest of this chapter is organized as follows. Section 7.2 presents the
system model under consideration along with the frame structure of the proposed
NOMA-enhanced reconfigurable scheme. In Sect. 7.3, an optimization problem
is formulated to maximize the throughput of the proposed scheme. Due to the
computational complexity of the problem, it is divided into two sub-problems, and
the solution of the sub-problems are provided in Sects. 7.4 and 7.5. Section 7.6
presents the simulation results to demonstrate the efficacy of the proposed scheme.
Finally, Sect. 7.7 concludes the chapter.

7.2 System Model

We consider an M2M network consisting of one AP and Nd devices. We assume
that all devices transmit their packets with the same transmission power pt. The
channel power gain coefficient between device d ∈ D = {1, · · · , Nd} and the AP is
gd and the received power from device d at the AP is ptgd + nd , where nd denotes
the Gaussian noise power. The traffic model of devices is as described in Chap. 4,
Sect. 4.2.2, where ad denotes the probability that a new packet is added to the queue
of device d. We assume that the AP is aware of these packet arrival probabilities and
at each frame it updates θd , for each d ∈ D, which is the probability that device d

has a packet for transmission, according to Eq. (4.1).

7.2.1 NOMA with Imperfect SIC

In Chap. 2, Sect. 2.3.1, we have provided an overview of the uplink NOMA and we
have explained how SIC technique can be used in order to detect received signals at
the AP. Here, we explain the situation that perfect SIC cannot be guaranteed.

In the case of the imperfect SIC, when the device’s signal is decoded, there is a
difference between the actual and estimated signal. In other words, in the imperfect
SIC, some portion of the received power of devices remains as interference which is
called the residual interfering signal power and it is denoted by I ri

d . The magnitude
of the SIC error is dependent on the type of SIC employed, the number of signals
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being canceled, and channel and device mobility conditions [4]. Thus, unlike the
perfect SIC, where the signal of the lowest channel gain device is decoded with
no interference from other devices, here it contains the residual interfering signal
powers from devices with larger channel gains. To consider all sources of error,
we define the expected level of cancellation achieved by SIC as σ 2 = E[|sd −
ŝd |], where sd and ŝd , are the received and estimated signals of device d at the AP,
respectively. Thus, we have

I ri
d = σ 2ptgd. (7.1)

7.2.2 NOMA-Enhanced Reconfigurable Access Scheme

The network operates on a frame-by-frame basis. The proposed frame structure is
similar to the one considered in Chap. 4, however, to support NOMA transmissions,
another segment has been added to that. In particular, each frame is started with a
beacon followed by three traffic segments: NOMA-based demand-free assignment
(NDFA), OMA-based demand-free assignment (ODFA), and random access (RA)
as shown in Fig. 7.1. The beacon is transmitted to the devices by the AP for notifying
them on the scheduling of the frame. The three traffic segments have a total of Nts
time-slots and each time-slot has a duration of Tts. Thus, the length of each frame
denoted by Tf is NtsTts. The NDFA and ODFA have a total length (time) of less
than Tmax. Operations in the three traffic segments are described in the following
paragraphs.

Beacon At the start of each time frame, the AP broadcasts a beacon frame including
the information about the assignment-based NOMA-OMA and random access
schemes.

NOMA-Based Demand-Free Assignment (NFDA) In this segment, the granted
devices transmit their packets in the corresponding allocated time-slots using
NOMA. Here, we consider the case that only up to two devices can simultaneously
transmit their packets in an allocated time-slot. In fact, as the received signal at the
AP is superposition of at most two signals, the decoding complexity is acceptable.

Non-orthogonal Demand-Free 
Assignment (NDFA)

Beacon

Frame

Orthogonal Demand-Free 
Assignment (ODFA) Random Access (RA) 

<=Tmax

Fig. 7.1 Frame structure for the proposed NOMA-enhanced reconfigurable access scheme
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OMA-Based Demand-Free Assignment (ODFA) In this traffic segment, similar to
the NDFA, granted devices transmit their packets in the corresponding allocated
time-slots. The only difference is that, each time-slot is only assigned to one device.

Random Access (RA) In this traffic segment, devices that have packets for trans-
mission but are not granted a time-slot, contend with each other, based on the
p-persistent CSMA protocol, where pd parameter of each device to use this scheme
is announced by the AP in the beacon.

7.3 Problem Formulation

NOMA can provide higher throughput for MTC, as it can serve multiple devices
using the same radio resource. However, in MTC, devices may transmit in a
sporadic manner, where random access schemes may have better performance.
This is because the allocated resources might be left idle due to their low rate of
transmissions. Thus, deploying a combination of NOMA and random access scheme
in each frame can be beneficial, if devices with a higher probability of transmission
are scheduled to transmit in the assignment-based segments and the rest for the
random access segment. In fact, using this scheme, the network throughput depends
on which devices are selected for the NOMA segment and how these devices are
paired. In the following, we present the problem formulation for the scheduling of
the proposed scheme.

7.3.1 Optimization Problem

To schedule devices based on the proposed reconfigurable access scheme, we
formulate an optimization problem aiming to maximize the network throughput.
Define xn

d,d ′ as a binary variable indicating whether devices d and d ′ are paired
together to be assigned a time-slot in the NDFA segment. In NOMA, devices are said
to be in a pair, if they simultaneously use the same time-slot. In fact, the efficiency
of the NOMA scheme depends on how devices are paired. With a constraint that
the rate of device d is sufficiently large to transmit one packet during one time-
slot, the achievable expected throughput for the NDFA segment can be calculated
as

∑

d∈D

∑

d ′∈D
θdxn

d,d ′ . For the RA segment, based on (4.8), the total expected

throughput is equal to
∑

d∈D

∑

d ′∈D
ρdTra where Tra is Tf −0.5Tts

∑

d∈D

∑

d ′∈D,d �=d ′
xn
d,d ′+

Tts
∑

d∈D
xn
d,d . Therefore, the optimization problem becomes
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max
Xn,Y

∑

d∈D

[ ∑

d ′∈D
θdxn

d,d ′ + ρdTra

]
(7.2)

subject to:

C7.2.1: log2

(

1 + ptγd

ptγd ′ + nd

)

≥ Rxn
d,d ′ , ∀d ∈ D, ∀d ′ < d,

C7.2.2: log2

(

1 + ptγd

σ 2ptγd ′ + nd

)

≥ Rxn
d,d ′ , ∀d ∈ D, ∀d ′ > d,

C7.2.3: log2

(

1 + ptγd

nd

)

≥ Rxn
d,d , ∀d ∈ D,

C7.2.4: yd

∑

d ′∈D
xn
d,d ′ = 0, ∀d ∈ D,

C7.2.5: 0.5Tts

∑

d∈D

∑

d ′∈D
xn
d,d ′ + Tts

∑

d∈D
xn
d,d ≤ Tmax,

C7.2.6:
yd

θd(1 + yd)
≤ 1, ∀d ∈ D,

C7.2.7: xn
d,d ′ ∈ {0, 1}, ∀d ∈ D, ∀d ′ ∈ D.

In C7.2.1, R is the required rate for transmitting a packet in one time-slot. In
the SIC, the AP first decodes the signal from the device with the higher channel
gain. Consequently, the higher channel gain device experiences interference from
its paired device. Assuming that devices are sorted in ascending order with respect
to their channel gains, constraint C7.2.1 ensures that the rate of device d with
higher channel gain is sufficiently large to transmit one packet during one time-slot.
Constraint C7.2.2 guarantees the minimum rate requirement of the paired device
with the weaker signal, which in the case of imperfect SIC suffers from residual
interfering signal power. C7.2.3 ensures that the required rate of the ODFA device
is met. Constraint C7.2.4 indicates that device d is either selected for NDFA, ODFA
or RA segment. Constraint C7.2.5 guarantees that the duration of assignment-based
access is less than Tmax. Constraint C7.2.6 indicates that the pd of each device for
the CSMA scheme should be less than 1. Finally, constraint C7.2.7 defines xn

d,d ′ as
a binary variable.

The problem in (7.2) is a mixed-integer optimization problem due to the binary
constraint of C7.2.7. Furthermore, it is non-convex, as the objective function and
constraint C7.2.7 are non-convex. Consequently, it is a non-convex mixed-integer
optimization problem. Generally, there is no computational efficient approach to
solve this class of optimization problems. However, the problem can be decomposed
into two sub-problems; (1) device pairing sub-problem, (2) NERA optimization sub-
problem. The device pairing sub-problem deals with how to partition devices into
the groups while the solution of NERA optimization sub-problem determines the
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optimal number of NOMA groups and pd for devices in the RA segment. In the
following, we describe how to obtain an efficient and tractable solution for each of
these sub-problems.

7.4 Device Pairing for NOMA

In this section, we discuss the proposed device pairing scheme. In NOMA, to be
able to perform SIC, devices should be paired such that the difference between
their received powers at the AP is sufficiently large. Otherwise, if the difference
in the received powers is small, the signals will not be successfully decoded at the
AP. The device pairing sub-problem is inherently combinatorial, which requires an
exhaustive search to obtain the optimal solution. Here, we propose a simple yet high
performance algorithm to solve this sub-problem. More specifically, we model it as
a weighted graph matching problem, which is shortly explained in the following
subsection.

7.4.1 Introduction to Weighted Matching Problem

Let consider a bipartite graph G = (V ,E), where V and E denote the set of vertices
and edges respectively and w is a function which assigns a weight to the edges of
G, i.e., w : E −→ R. A matching M is a sub-graph of G with edges of F ⊆ E,
where no two edges in F share a common vertex. The weight of this matching is
the sum of the weights in M , i.e., w(M) = ∑

e∈M w(e). The maximum weighted
matching is the matching of a graph G with the largest value of w(M). In [5],
Edmonds proposed an exact algorithm with running time of O(|V |4), which is not
affordable computationally. The fastest algorithm for solving this problem has a
running time of O(|V ||E| + |V |2 log |V |) [6], which is still costly for large graphs.
Therefore, approximation algorithms have been proposed which are faster than the
exact algorithms. Furthermore, the other drawback of Edmonds’ algorithm is that it
is non-intuitive and consequently difficult to understand and implement [7]. In the
following, we discuss an approach which is simple but yet efficient.

The device pairing sub-problem can be modeled as a weighted matching problem
in which the vertices denote devices and an edge between two vertices d and d ′
indicates that the simultaneous transmission of those devices over the same time-
slot does not violate the SIC constraint, i.e., the signals of devices d and d ′ can be
successfully decoded at the AP. Finally, the weight of each edge is the sum of the
throughput of its endpoints, i.e., for edge e connecting devices d and d ′, the weight
is

w(ed,d ′) = θd + θd ′ .
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Algorithm 7 Device pairing for NOMA
Input: G(V,E), Np
K ← [0]Nd×Nd

for c = 1 : Np do
ei,j ← Choose the edge of E with the largest weight
ki,j ← ei,j

G ← Eliminate vertices i and j from G

end for
Output: K

7.4.2 Proposed Device Pairing Algorithm

Here, we propose a heuristic approach to solve the device pairing sub-problem,
which nominates maximum Np = Tmax/Tts edges of the graph iteratively for the
NOMA transmissions. The algorithm works as follows. It iterates Np times, where at
each iteration, the edge with the largest weight is chosen. The devices corresponding
to the vertices of that edge are added as a pair to the NOMA-pairing set, while they
are eliminated from the graph. The algorithm terminates once either Np pairs are
nominated or no more edges with non-zero weights is remained. The result of the
algorithm is presented by the matrix K with dimension of Nd×Nd, where kd,d ′ is set
to the weight of ed,d ′ if the pair is in the NOMA-pairing set, otherwise it is set to 0.
Note that the reason to choose maximum Np edges is the that length of the NOMA
segment is restricted to Np time-slots. It has been proved that the weight of the
matching obtained by this algorithm is at least half of the weight of the maximum
weight matching [8].

7.5 Scheduling Algorithm for NERA Scheme

In this section, given the device pairing graph obtained from Algorithm 7, we obtain
the optimal selection of NOMA pairs along with pd values for RA devices.

To solve the optimization problem, first we simplify the RA throughput by using
approximations. Assuming that the network consists of a large number of devices,
we have

ρd = yd
∏

d∈D
(1 + yd) − t ′

≈ yd
∏

d∈D
(1 + yd)

≈ yd(1 −
∑

d∈D
yd). (7.3)

Substituting the above approximation into (7.2), we reach to the following optimiza-
tion problem.
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max
Xn,Y

∑

d∈D

[ ∑

d ′∈D
θdxn

d,d ′ + yd(1 −
∑

d∈D
yd)
(
Tf − Tts

∑

d ′∈D

∑

d∈D
xn
d,d ′
)]

, (7.4)

subject to:

C7.2.4–C7.2.7

The optimization problem in (7.4) is still non-convex. However, it can be solved
by using an iterative algorithm, in which at each iteration the problem is decomposed
into two sub-problems: (1) NDFA-ODFA scheduling, (2) p-probability derivation.
More specifically, the whole algorithm consists of variable initialization followed
by the iterative phase. In the iterative phase, first, for fixed values of Y , optimal Xn

are derived and then in the next step, for the given Xn, optimal Y are obtained. The
iterations continue until the results converge, which can be mathematically stated as

‖Xn∗
(t) − Xn∗

(t − 1)‖ ≤ ε1, and

‖Y ∗(t) − Y ∗(t − 1)‖ ≤ ε2.

The procedure of finding optimal Xn and Y by using the proposed iterative
algorithm can be expressed as

Xn(0) → Y (0)
︸ ︷︷ ︸

Initialization

→ . . . Xn∗
(t) → Y ∗(t)

︸ ︷︷ ︸
Iteration t

→ . . . → Xn∗ → Y ∗
︸ ︷︷ ︸

Optimal solution

.

In the following, we discuss how to solve each of these sub-problems.

7.5.1 NDFA-ODFA Scheduling Sub-problem

This sub-problem takes the device pairing set obtained from Algorithm 7 and
determines the selected pairs for the assignment-based NOMA or single devices
chosen for the assignment-based OMA scheme. Here, we explain how the results of
Algorithm 7 are represented in the NDFA-ODFA scheduling formulation.

Consider the matrix FNd×Nd with each element fd,d ′ defined as

fd,d ′ =

⎧
⎪⎪⎨

⎪⎪⎩

0.5 if kd,d ′ > 0 & d �= d ′,
1 if kd,d ′ > 0 & d = d ′,
0 otherwise.

(7.5)

The NDFA-ODFA scheduling sub-problem is expressed as
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max
Xn

∑

d∈D

[ ∑

d ′∈D
θdfd,d ′xn

d,d ′ + yd(1 −
∑

d∈D
yd)(Tf − Tts

∑

d ′∈D

∑

d∈D
fd,d ′xn

d,d ′)
]

, (7.6)

subject to:

C7.6.1: Tts
∑

d ′∈D

∑

d∈D
fd,d ′xn

d,d ′ ≤ Tmax,

C7.6.2: xn
d,d ′ = xd ′,d , {∀(d, d ′)|fd,d ′ > 0},

C7.6.3:
∑

d ′∈D
xn
d,d ′ ≤ 1, ∀ d ∈ D,

C7.6.4: xn
d,d ′ ≥ 0, ∀ d ∈ D, ∀ d ′ ∈ D.

The above optimization problem is linear and can be solved by existing techniques.

7.5.2 p-Probability Derivation Sub-problem

For the fixed Xn, the probability derivation sub-problem is defined as

max
Y

∑

d∈D
yd(1 −

∑

d∈D
yd), (7.7)

subject to:

C7.7.1: (1 + θd)yd ≤ θd, ∀ d ∈ D,

C7.7.2: yd

∑

d ′∈D
xn
d,d ′ = 0,∀ d ∈ D.

Notably, in the above optimization problem, the terms containing Xn are omitted in
the objective function, while the resulting optimization is equivalent to the original
problem.

The optimization problem in (7.7) is convex and hence the optimal solution can
be derived.

7.5.3 Reconfigurable Access Scheme

In order to show how NERA can enhance the network performance leveraging
NOMA, we compare its performance with the reconfigurable access (RCA) scheme,
which is similar to the proposed NERA scheme, however it restricts the number of
simultaneous transmissions in each slot to one. More specifically, in this scheme, at
each frame, the following optimization problem should be solved.
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Algorithm 8 NDFA-ODFA scheduling
Input: F ,Θ , Tmax
Initialization: Set initial value to (X,Y )

repeat
(X′,Y ′) ← (X,Y )

Step 1: Find X

• X ← Solve the optimization problem (7.6) for fixed Y

Step 2: Find Y

• Y ← Solve the optimization problem (7.7) for fixed X

until |(X′,Y ′) − (X,Y )| < ς ′
pd ← yd

θds (1+yd )

Set xd = 1 if it is in the sum(X) highest value of X, otherwise set xd = 0
Output: X, P

max
X,Y

∑

d∈D

[
θdxd + ρd(Tf − Tts

∑

d∈D
xd)
]

(7.8)

subject to:

C7.8.1: xdyd = 0, ∀d ∈ D,

C7.8.2: Tts

∑

d∈D
xd ≤ Tmax,

C7.8.3:
yd

θd(1 + yd)
≤ 1, ∀d ∈ D,

C7.8.4: xd ∈ {0, 1}, ∀d ∈ D.

In order to solve this problem, in a similar approach to the one for solving problem
(7.2), we first apply the approximation (7.3) for ρd , and then we divide the problem
into two sub-problems. In the first sub-problem, we obtain X for fixed Y , where the
optimization problem is written as

max
X

∑

d∈D
θdxd + yd(1 −

∑

d∈D
yd)(Tf −

∑

d∈D
xd), (7.9)

subject to:

C7.9.1: log2

(

1 + ptγd

nd

)

≥ Rxd, ∀d ∈ D,

C7.9.2: Tts

∑

d∈D
xd ≤ Tmax,

C7.9.3: xd ≤ 1,∀ d ∈ D.
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In the second sub-problem, we obtain Y , for fixed X.

max
Y

∑

d∈D
yd(1 −

∑

d∈D
yd), (7.10)

subject to:

C7.10.1: (1 + θd)yd ≤ θd, ∀ d ∈ D,

C7.10.2: xdyd = 0,∀ d ∈ D.

These sub-problems are solved sequentially over multiple rounds until the results
of two last rounds converge.

7.5.4 Computational Complexity

In this sub-section, we analyze the computational complexity of the proposed
algorithm. As the proposed algorithm is iterative, its computational complexity is
the product of the number of iterations and complexity of each iteration.

Let first discuss the complexity of each iteration. In each iteration, two sub-
problems should be solved. Thus, the computational complexity of each iteration
that of these two sub-problems. The NDFA-ODFA scheduling sub-problem is a
linear problem with Nd

2 +Nd variables and at most Nd
2 +Nd +Np + 1 constraints,

which can be efficiently solved.
The second sub-problem for p-probability derivation is a convex optimization

problem with Nd variables and 2Nd constraints, which can be solved in an efficient
manner due to the low number of constraints.

Note that the number of iterations cannot be analytically studied. However,
simulation results can be conducted to show its order of computational complexity.

7.6 Performance Evaluation

The results are produced in Matlab, and CVX is used for solving the optimization
problems. We assume that the network consists of 300 devices, each with a packet
arrival probability randomly chosen from the uniform distribution over (0, 1).
Devices are randomly located (with uniform distribution) in the coverage area of
the AP. Furthermore, we set Nts = 100, Tmax = 80 time-slots, and Tts = 12 time
units. We also consider σ 2 = 0 and Qmax = 4. The results are obtained for 5 runs,
each run consists of 100 frames.

To show the gain of the proposed scheme, we compare the results of the RCA
scheme, with the same parameter values used in the NERA scheme. As a perfor-
mance metric, we use normalized throughput. Here, the normalized throughput is
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defined as the average number of successfully transmitted packets per frame divided
by the maximum throughput that can be achieved in an OMA scheme. Note that in
OMA, the normalized throughput is not greater than one; however, as NOMA allows
multiple devices to simultaneously transmit over the same time-slot, the normalized
throughput can exceed one for NERA.

Figure 7.2 shows the normalized throughput versus different values of R for
pt = 15 and 23 dBm. As seen in this figure, by increasing R the performance
of the NERA scheme decreases. The reason is that a smaller number of devices
can be paired for NOMA transmissions when R is larger. Furthermore, as seen
for the lower values of R, the same normalized throughput is achieved for both
pt = 15 and 23 dBm. However, after some point, the performance degradation for
pt = 15 dBm is higher. The reason is that, satisfying a larger rate requirement needs
higher transmission powers. Therefore, with pt = 23 dBm, higher throughput can
be achieved. Moreover, the proposed NERA scheme outperforms the RCA scheme,
and the performance gap is larger for lower rates.

Furthermore, in Figs. 7.3 and 7.4, we plot the average number of devices
transmitting in the NDFA, ODFA and RA. By increasing R, the number of devices
transmitting in NOMA decreases, while the number of devices transmitting in
ODFA and RA increases. In fact, these plots explain why by increasing R, the
performance gap between NERA and RCA scheme decreases.

Figure 7.5 shows the normalized throughput versus different values of pt for two
values of R = 3 and 5 bits/s/Hz. Evidently, NERA outperforms the RCA scheme
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when R = 3, since a larger number of devices can be paired. However, for R = 5,
the performance of NERA is the same or close to the RCA scheme for lower powers,
but it improves by increasing the power. The reason is that when the required rate is
large, the pairing is not feasible.

Figure 7.6 illustrates the results for pt = 15 dBm for R = 3 and 5. As observed,
by increasing Nd the performance gap between NERA and RCA increases for both
values of R. The reason is that more traffic is generated in the network, therefore
devices with larger expected throughput are paired together. Moreover, the RCA
throughput remains unchanged for Nd ≥ 200, as ODFA throughput reaches to
its capacity and RA throughput remains the same by controlling p values of p-
persistent CSMA.

Figure 7.7 demonstrates the effect of SIC error on the NERA performance. The
results are obtained for σ 2 ∈ {0, 0.05, 0.1} and R = {1, 2, 3}. As observed, for
R = 1, the presence of SIC error for all values of σ 2 does not affect the NERA
performance. For R = 2, and low pt, increasing σ 2 causes degradation on NERA
throughput. For R = 3, in the presence of SIC error for σ 2 = 0.05 or 0.1, pairing
is impossible, resulting in the similar performance as RCA. Thus, for this setting, in
the case of imperfect SIC, using NOMA is only beneficial if R is low. Otherwise,
no additional gain can be obtained.

Finally, Fig. 7.8 illustrates the average number of iterations that takes for
NERA and RCA schemes to converge for the same setting of Fig. 7.6. As seen,
both algorithms converge after a few iterations indicating a low computational
complexity. Furthermore, for NERA, the number of iterations is larger when R = 5
compared to the case of R = 3.
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7.7 Concluding Remarks

In this chapter, we have proposed a NOMA-enhanced reconfigurable access scheme
to increase the network throughput, and support heterogeneity and massive connec-
tivity in machine-to-machine networks. The proposed scheme, at each frame, adopts
three different access schemes including assignment-based NOMA, assignment-
based OMA and random access according to the network condition. An optimization
problem is formulated to allocate devices to the proper regime. Furthermore,
simulation results are obtained to compare the performance of the proposed scheme
with a reconfigurable access scheme which does not support NOMA.
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Chapter 8
A Distributed Contention-Resolution
Self-Organizing TDMA Scheme for MTC

8.1 Introduction

M2M networks are comprised of a variety of applications, which are heterogeneous
in terms of QoS requirements. Furthermore, the size of data packets is small in
MTC. These two features of M2M communications lead to the demand for a robust
and resilient access scheme which can support diverse QoS requirements at low
signaling overhead. In the previous chapters, the idea of using a reconfigurable
access scheme in which the channel access time is divided into two segments is
proposed. However, in the DFA segment of this scheme, devices are scheduled
by the AP which causes signaling overhead. In order to minimize this signaling
overhead, specifically for scenarios that data packets are too small, distributed
access schemes can be deployed.

One potential distributed access scheme that has low signaling overhead and can
converge to collision-free data transmission is pseudo-TDMA (PTDMA) [1–5]. In
PTDMA, each active device starts its transmission by choosing random back-off
times as in CSMA. But, after a device successfully transmits once and receives the
relevant acknowledgement, it picks a fixed deterministic back-off value and switches
to periodic transmission as in TDMA. After any collision, the device switches
back to random back-off. Although periodic transmission can provide reservation
guarantees by having fixed slots and a frame-length by which the slot allocation is
repeated, it has a drawback of being inflexible and cannot adapt to heterogeneous
traffic. Thus, a MAC protocol that employs PTDMA but circumvents its inflexibility
problem is necessary and will be the focus of this chapter.

In order to identify and also quantify both potentials and shortcomings of
PTDMA in QoS support, in this chapter [6, 7], we first investigate the effective
capacity (EC) of PTDMA in comparison with CSMA. This study evaluates the
statistical QoS performance of PTDMA under a variety of traffic conditions. EC has
been proposed in [8] as a QoS-aware metric that determines the maximum constant
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arrival rate that can be supported by a network, while satisfying a target statistical
delay requirement. Our studies show that PTDMA can improve EC in saturated
traffic scenarios compared with CSMA by reducing the collision probability.

However, when traffic is unsaturated in the network, our studies reveal that
CSMA could provide better EC performance. Such unsaturated traffic condition
results in short-term random fluctuations in the number of active devices (denoted
by Na), that have packets in their queues and are contending for the channel. This
variation in Na is not catered for in the PTDMA frame structure. In other words,
PTDMA parameters such as the time-slot size and the frame-length are not adjusted
based on Na, while CSMA is flexible to the traffic demand and the number of active
devices owing to its opportunistic behavior. Consequently, in an unsaturated traffic
scenario, PTDMA suffers from underutilization that may lead to high delays. The
reason is that a portion of the channel might be left unoccupied even though there
are devices waiting to send a packet.

In order to overcome this problem, we propose a self-organizing TDMA (SO-
TDMA) protocol. In this protocol, devices can operate in a distributed and asyn-
chronous manner by carrier sensing, but eventually in an efficient and opportunistic
TDMA manner. More specifically, each device initiates its transmission through
CSMA and then switches to periodic transmission as in PTDMA. But, different
from PTDMA, the wireless channel frame structure in SO-TDMA is adaptable to
the changing traffic and channel conditions.

In particular, a distributed learning-based MAC algorithm is developed, in which
each device independently adapts its transmission length to the optimal values
over time by learning the number of active devices based on locally available
information. This fully distributed SO-TDMA protocol eliminates the need for any
central coordination that would suffer from scalability issues or any information
exchange that would degrade throughput due to additional overhead. The process
of transmission length adaptation of SO-TDMA will be analytically derived from
the network congestion control problem, where each device independently adapts
its own transmission rate to avoid any congestion in the bottleneck link due to the
limited capacity.

The convergence behavior of proposed SO-TDMA is analytically studied for two
phases of the proposed algorithm. First, the required time to pass the initial CSMA
phase (modeled as a Markov chain with one absorbing state) is studied. It is proved
that the expected time for transition to a periodic transmission phase is only linearly
increasing with the network size. Second, for the periodic transmission phase, it
is proved that the proposed additive-increase-multiplicative-decrease (AIMD) time-
slot adaptation algorithm for SO-TDMA converges to fairness.

Simulation results are obtained to evaluate the performance of the proposed SO-
TDMA algorithm in terms of system throughput, fairness, collision probability,
and effective capacity for QoS. They reveal that SO-TDMA can be a good MAC
candidate for QoS provisioning in MTC for better EC as compared with CSMA and
PTDMA in both saturated and unsaturated traffic scenarios.

The rest of this chapter is organized as follows. Section 8.2 describes the system
model for all the MAC protocols considered as well as a brief review of PTDMA
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and other related works. After details of the proposed SO-TDMA protocol given
in Sect. 8.3, Sect. 8.4 studies the convergence properties of SO-TDMA. This is
followed by the performance evaluation and benchmarking results in Sect. 8.5.
Finally Sect. 8.6 presents concluding remarks.

8.2 System Model

We consider a network comprised of a single AP and a set of devices D =
{1, · · · , Nd} sharing a communication channel, where the average arrival bit rate
of each device d is μd as shown in Fig. 8.1. We study two different types of arrival
traffic in this work, including constant bit rate (CBR) and Poisson arrival. Suppose
Qd denotes the queue length of device d, i.e., the number of backlogged packets
in its queue. Accordingly, the number of active devices (i.e., Na) is defined as
the number of devices with Qd > 0 whose instantaneous SNR is also above the
minimum required threshold for transmission.

We assume a slotted transmission, where T denotes the length of the smallest
unit of time which is a back-off time-slot. Subsequently, the length of a single
transmission opportunity of device d is represented by Ts,d , which is defined in
terms of the number of back-off time-slots. Furthermore, for device d, the required
number of back-off time-slots to transmit one packet can be calculated as Sreq,d =
Ps/(RdT ), where Ps is the fixed packet size and Rd is the transmission data rate of
device d.

Q2

Q1

μ2

Qn μnμ1

Fig. 8.1 Network model
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A block fading channel model is assumed in which each device’s channel gain
remains constant for a block of time equal to the channel coherence time Tc,
while it independently and asynchronously varies from one block to another. The
transmission data rate of device d, Rd , is determined based on the instantaneous
channel power gain, which is reported back to each device by the AP.

Based on this information, a limited number of transmission modes, K , corre-
sponding to certain transmission rates, is selected in order to guarantee a minimum
packet error rate (PER) for each device. Let gd be the channel power gain between
the device d and the AP, the instantaneous SNR is given as

SNRd = Pgd/σ 2, (8.1)

where P is the transmit power of the device and σ 2 represents the noise power. A
transmission mode k ∈ {1, . . . , K} corresponding to the channel rate Rk requires
a minimum SNR threshold ηk where η1 < η2 < · · · < ηK . Therefore, the
selected channel rate Rk for transmission of packets corresponds to the ηk such
that SNRd ≥ ηk . If SNRd < η1 no transmission takes place. The basic concept
of PTDMA is illustrated in Fig. 8.2. PTDMA starts with CSMA and then switches
to a periodic transmission phase with a frame-length equal to Tf . There are two
important parameters related to PTDMA: the frame-length, Tf , and the transmission
time-slot size, Ts,d . Both are vital to its performance as they directly impact the
channel utilization, throughput, packet delay and fairness.

Since PTDMA has fixed parameters that define the frame structure, due to the
dynamic nature of the channel and traffic arrival, it is often the case that some
portion of the channel is left unused, adversely affecting channel utilization. This
is due to two possible scenarios: (1) The dynamic queue length of devices leads to
empty queues in several of them, (2) The channel gain between a device and the
AP falls below the minimum threshold, prohibiting the device from transmitting or
rendering its signal too weak to be decoded at the AP.

A device that is not in the two scenarios mentioned above (has a non-empty queue
and channel gain equal to or over the thresholds) are called active devices. In order
to achieve 100% channel utilization, we need

∑Na

d=1 Ts,d = Tf , where Na is the

Fig. 8.2 Illustration of PTDMA operation
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number of active devices. Ideally, Ts,d should instantaneously be updated to Ts,d =
Tf /Na. In the rest of this chapter, we refer to PTDMA with Ts,d = Tf /Na as “Ideal-
PTDMA” and implement it to represent an upper bound for PTDMA performance.
However, in reality, since the information of Na is hard to be available to every
device in the network, in PTDMA, Ts,d is generally set to Ts,d = Tf /N , where Nd
is the total number of devices and its value is assumed to be known by every device.

An enhanced version of PTDMA, called period-controlled MAC (PCMAC),
is proposed in [9], in which the frame-length is not fixed and adapts to the
number of idle slots, while maintaining the relative position of each device in
each frame-length. Since the convergence of the PTDMA is very sensitive to the
frame-length, changing it can be problematic considering fluctuating heterogeneous
traffic demand and random channel gains. Moreover, since Tf determines the delay
between successive transmissions, its value can significantly impact QoS for delay
sensitive applications and changing it could not be the best option.

Thus, in the following, we propose SO-TDMA, an alternative of PTDMA with
adjustable time-slot sizes and fixed frame-length. With this approach, we can still
have the adaptability with the network load and channel gains as in PCMAC, while
securing reliable convergence and better EC performance. In the proposed SO-
TDMA, the transmission length of each device is distributively optimized during the
periodic transmission phase in order to maximize channel utilization and fairness.
Through AIMD control, the value of transmission time-slot size Ts,d converges

from an initial value of T0 to
Tf

Na
and aims to closely follow this value. Therefore,

this protocol allows devices to optimize the pseudo-frame structure according to
the changing channel and traffic conditions, repeating the cycle of observe, decide,
act and learn every pseudo-frame while approaching the performance of the Ideal-
PTDMA. Since for the Ideal-PTDMA algorithm the instantaneous value of Na is
assumed to be available, its performance is optimal. In order to verify the benefits
of the proposed SO-TDMA protocol, through numerical results, its performance is
compared with CSMA, PTDMA, Ideal-PTDMA, and PCMAC as benchmarks.

8.3 Proposed Self-Organizing TDMA (SO-TDMA)

Here, we present in detail the SO-TDMA protocol that aims to improve the spectrum
sharing efficiency in terms of channel utilization, fairness among devices, and QoS
in terms of packet delay. The key advantage of the proposed SO-TDMA is the
ability to dynamically adapt the transmission time-slot of each device, Ts,d (fd),
to changing traffic and channel conditions, where fd represents the pseudo-frame
index for device d. Thus, this protocol aims to cater as many devices on the common
channel as possible in their respective pseudo-frames, while minimizing the number
of collisions as well as the wastage of resources. The access mechanism in SO-
TDMA consists of two phases for each device: (1) initial access phase where each
device tries to access the channel via the random back-off procedure of CSMA; (2)
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periodic transmission phase where each device independently attempts to shape the
network pseudo-frame structure, while maximizing the channel utilization and the
fair slot allocation among devices.

8.3.1 Initial Access Phase

In SO-TDMA, the initial access phase for a device is the same as in CSMA, where
the exponential random back-off procedure is executed. More specifically, a device
with a packet to transmit should monitor the channel before transmission for a period
of time called distributed inter frame space (DIFS). If the channel is sensed idle,
the device will transmit. Otherwise, it continues monitoring until the channel is
measured idle for a duration of DIFS and backs off for a random period of time,
uniformly chosen from a range of [0, w − 1], where w is known as the contention
window given in terms of back-off time-slots. Initially, w is set to the minimum
contention window size CWmin. In case of any failure attempt, the value of w is
doubled but not exceeding the maximum contention window size CWmax [10].

The back-off counter is decremented and a device transmits when it reaches zero.
While counting down, if the channel is sensed busy, the device will freeze its back-
off counter and continue decrementing once channel becomes idle again. For each
transmission opportunity, the device can transmit multiple back-to-back packets for
a fixed period of time equal to Ts,d . Once the packet is received successfully, the AP
waits for a period of time called short inter-frame space (SIFS) and then sends an
acknowledgment (ACK) for the successful reception.

In the initial access phase, the transmission time-slot duration is fixed to
Ts,d (fd) = T0 for all devices. After a device grabs the channel for the first time using
CSMA, a countdown timer of length Tf is initiated at the start of its transmission.
In this phase, if the device could empty its queue during any transmission (i.e.,
Qd = 0), the timer is reset to Tf again. In case the timer expires and the device still
has some packets in its queue (i.e., Qd > 0), the device would enter the periodic
transmission phase (which is presented in Algorithm 9) until Qd becomes 0 again.

8.3.2 Periodic Transmission Phase

In the periodic transmission phase, all devices periodically transmit with the same
back-off value equal to the pseudo-frame length Tf . At the end of each device’s
respective periodic back-off, it senses the channel and starts transmission if the
channel is sensed idle with the transmission time-slot size Ts,d (fd + 1). The value
of Ts,d (fd + 1) is updated according to Algorithm 9, which will fully be described
later. In case the channel is not idle, the device does not revert to the initial access
phase but tries to find another back-off value to resume the periodic transmission
phase by the following manner. First, the device continues sensing the channel until
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it becomes idle again. Then, the device carries out an additional random back-
off procedure before returning to the periodic transmission phase. This additional
random back-off is necessary to avoid collisions between two devices with periodic
back-off already expired and waiting to transmit as the channel became free. In the
following section, the transmission time-slot adaptation algorithm is explained.

8.3.2.1 AIMD Time-Slot Adaptation Algorithm

Suppose that all devices picked their locations in the frame through CSMA in the
initial phase and started to transmit in the periodic transmission phase. The process
of adjusting the transmission time-slot size can be modeled as a network congestion
control problem, in which different devices independently adapt their transmission
rates to avoid any congestion in the bottleneck link due to the limited capacity
[11–13].

Let define the utilization rate of device d as rd = Ts,d

Tf
where 0 ≤ rd ≤ 1. The

rate allocation can be modeled as an optimization problem to maximize the channel
utilization and to achieve fairness as

max
r≥0

∑Nd

d=1
Ud(rd), subject to,

∑Nd

d=1
rd ≤ 1 (8.2)

where r = [r1, . . . , rNd ]. Ud(rd) represents the utility earned by device d with
allocated rd . The linear flow constraint also states that the sum of time-slot sizes
should be kept smaller that the frame size.

Assuming Ud(rd) = log(rd), in [12], it has been proven that a utilization rate
control, based on a system of differential equations is as

∂

∂t
rd(t) = κ (1 − rd(t)β(t)) (8.3)

where

β(t) = h
(∑Nd

d ′=1
rd ′(t)

)
, (8.4)

will converge to a unique stable point, which satisfies proportional fairness. In the
system (8.3)–(8.4), κ > 0 is a constant and h(x) is a non-negative, continuous, and
increasing function of x. A feasible vector r∗ = [r∗

1 , . . . , r∗
Nd

] is proportionally fair
if

Nd∑

d=1

rd − r∗
d

r∗
d

≤ 0 ⇐⇒ 1

Nd

Nd∑

d=1

rd

r∗
d

≤ 1 (8.5)
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for any other feasible vector r , i.e., the aggregate of proportional changes is zero or
negative.

Assuming h(x) = [x − 1 + ε]+ /ε2 where [x]+ = max(x, 0), it has been shown
that (8.3) converges to the optimal solution of (8.2) when ε → 0.

β(t) =
[∑N

d ′=1 rd ′(t) − 1 + ε
]+

/ε2 is a pricing function to control the rate of

change of rd(t). When the system is congested, β(t) is large (for small ε) and the
rate of device d will be decreased proportional to its rate as 1 − rd(t)β(t) < 0.
Accordingly, supposing Δt = Tf , the utilization rate control can be written as

rd(fd + 1) ≈ (8.6)

rd(fd) + κTf

(
1 − rd(fd)

[∑Nd

d ′=1
rd ′(fd) − 1 + ε

]+
/ε2
)
.

Consequently, (8.6) becomes

rd(fd + 1) ≈ rd(fd)+ (8.7)
⎧
⎨

⎩

κTf if
∑Nd

d ′=1 rd ′(fd) ≤ 1 − ε

κTf

(
1 − rd(fd)

[∑Nd
d ′=1 rd ′(fd) − 1 + ε

]
/ε2
)

otherwise
.

Let define RI = κTf and RD = κTf /ε. Moreover, we define the expected idle
fraction of the frame fd as

y(fd) = 1 −
∑Nd

d ′=1
rd ′(fd). (8.8)

According to these definitions, (8.7) becomes

rd(fd + 1) ≈ (8.9)
{

rd(fd) + RI if y(fd) ≥ ε

rd(fd) + RI − RDrd(fd)[1 − y(fd)/ε] if y(fd) ≤ ε
.

This utilization rate control is kind of an additive-increase-multiplicative-decrease
(AIMD) algorithm, in which if the expected idle fraction of a current frame is larger
than a threshold, ε, then the utilization rate of each device will be increased by
adding a constant to its previous demand. However, if the current frame is mostly
busy and the expected idle fraction is smaller than ε, then the utilization rate of
each device will be reduced and the decrease is multiplicative proportional to the
previous utilization rate. Here, ε can be interpreted as

ε = Ith/Tf , (8.10)
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where Ith is defined as the target number of idle back-off units in each frame, in
order to provide the non-active devices a non-zero access chance to the channel.

To transform the utilization rate control in (8.9) into a time-slot adaptation,
setting WI = RITf and WD = RD , we have

Ts,d(fd + 1) ≈ (8.11)
{

Ts,d(fd) + WI if J (fd) ≥ Ith

Ts,d(fd) + WI − WDTs,d(fd)(1 − J (fd )
Ith

) if J (fd) ≤ Ith

where

J (fd) = Tf −
∑Nd

d ′=1
Ts,d ′(fd). (8.12)

J (fd) gives an estimation of the network load, i.e., the lower J indicates the
busier channel we would expect. However, in reality, it is hard to inform all devices
about the time slot size of all other devices, so each device tries to measure
the number of idle back-off units in its pseudo-frame as an estimation of J (fd).
Nonetheless, this measurement is noisy due to collision, in other words, if we define
Id(fd) as the measured number of idle back-off units sensed by device d during the
pseudo-frame fd , we have

Id(fd) = J (fd) + zd(fd), (8.13)

where zd(fd) represents the noise during the measurement by device d in pseudo-
frame fd . In addition to collisions that may cause an error in measuring the real
number of idle time-slots, asynchronicity in measurements can cause a problem. In
other words, since the start and end of the pseudo-frame for each device might be
different, Id(fd) measurements during the time period Tf after each transmission
are asynchronous. However, assuming that all the devices can perfectly sense the
channel status, i.e., busy or idle, a moving average Īd (fd) on the number of idle
time-slots enables all active devices to ultimately converge to a same value.

Īd (fd) = αId(fd) + (1 − α)Īd(fd − 1), 0 < α < 1 (8.14)

Thus, we can update the control algorithm in (8.11) using a moving average of Id

as a measure for J , which can partly phase out the noise.

Ts,d(fd + 1) = (8.15)
{

Ts,d(fd) + WI if Īd (fd) ≥ Ith

Ts,d(fd) + WI − WDTs,d(fd)(1 − Īd (t)
Ith

) if Īd (fd) ≤ Ith
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Thus, using the time-slot adaption in (8.15), each device aims to ensure that there
are at least Ith idle time-slots in all pseudo-frames. To reach this goal, each device
adaptively adjusts its transmission time-slot size in the next frame, i.e., Ts,d (fd +1),
based on the information from the last frame Ts,d (fd) and Īd (fd). When the frame
is underutilized, i.e., Īd (fd) > Ith, Ts,d will be increased by adding a constant (WI )
to the previous demand. However, when the frame is over-utilized Īd (fd) < Ith, the
time-slot size will be decreased proportional to the previous size. The details of the
proposed time-slot adaptation algorithm are presented in Algorithm 9 (Lines 8–12).

In Algorithm 9, it should be noted that Tmin and Tmax are considered as the lower
and upper bounds on the value of Ts,d , respectively. In other words, at any frame,
Ts,d needs to be kept in a range as Tmin ≤ Ts,d ≤ Tmax. Thus, after adjusting Ts,d
based on AIMD technique in Lines 8–12, such enforcement is implemented in Line
13 as

Ts,d (fd + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

Tmax if Ts,d (fd + 1) > Tmax

Tmin if Ts,d (fd + 1) < Tmin

Ts,d (fd + 1) Otherwise

. (8.16)

Tmin can be set to an arbitrary value so that the payload is still a significant portion
of a transmission as compared to the overheads. However, Tmin directly limits
the maximum number of active devices in the fixed frame-length Tf to Tf /Tmin.
Moreover, we need to have Tmax ≤ Tf − Ith in order to ensure at least Ith idle
time-slots in any frame, even if there is a single active device.

Algorithm 9 SO-TDMA: AIMD time-slot adaptation at active device d

1: Initialization:
Set Tmin, Tmax, and T0
Set fd = 0, Ts,d (0) = T0 and Tf

Set Ith, Īd (0) = Ith
2: Periodic Transmission Phase
3: while Qd(fd) > 0 do
4: Measure Id (fd)

5: Set Īd (fd) = αId(fd) + (1 − α)Īd (fd − 1)

6: if Īd (fd) >Ith then
7: Ts,d (fd + 1) = Ts,d (fd) + WI

8: else if Īd (fd) <Ith then
9: Ts,d (fd + 1) = Ts,d (fd)(1 − WD(1 − Īd (t)

Ith
)) + WI

10: end if
11: Ts,d (fd + 1) = max(min(Ts,d (fd + 1), Tmax), Tmin)

12: fd = fd + 1
13: if Qd(fd) = 0 then
14: Return to Initial access phase
15: fd = 0, Ts,d (0) = Tstart
16: end if
17: end while
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In this algorithm, the moving average parameter α determines the amount of
stability in the algorithm (a higher value gives more weightage to the latest measure
of idle-slots as opposed to previous values). Decreasing α increases stability but
also increases the convergence time, while increasing α can reduce the convergence
time up to a certain point beyond which it becomes too unstable to converge.
Furthermore, Ith (the target threshold for the number of idle time-slots in one
frame), defined to give access probability to new incoming devices, also faces
a compromise. Increasing its value will make channel utilization poor as more
back-off slots per frame are always kept idle but will reduce the initial channel
access delay as the probability of finding idle slots for new devices becomes higher.
Similarly, decreasing it will have the opposite impact.

This iterative process in Algorithm 9 runs independently and in a distributed
manner on device d until Qd(fd) = 0. In a nutshell, Algorithm 9 ensures how
devices converge to a common pseudo-frame structure without any information
sharing, while achieving fairness at the pseudo-frame level (avoiding starvation of
devices) and high channel utilization.

8.4 Convergence Analysis

In this section, we study convergence properties of the proposed SO-TDMA,
including the required time to pass the initial access phase and convergence to
fairness in the periodic transmission phase using AIMD time-slot adaptation.

8.4.1 Convergence Time: Initial Access Phase

In this subsection, we aim to study the required time for passing the initial phase
and moving on to the periodic transmission phase. To this end, we first try to
mathematically model the initial access phase of SO-TDMA. Then, using the
developed model, we investigate the asymptotic behavior of convergence time with
respect to the number of devices in the network.

To present a tractable model, we make a few assumptions. First, we assume
all devices have always packets to transmit, which can represent the worst case
scenario. Since all the devices start with a time-slot equal to Tstart, we assume there
are M = Tf

Tstart
different positions available in a frame to be picked by each device.

We also assume devices will choose their locations in a round-robin manner. More
specifically, in each round, one device randomly picks (via CSMA) a location out
of the M available ones. If the device chooses a location which already picked by
others, a collision occurs. Thus, the two devices who have been involved in this
collision need to keep trying to find appropriate locations.
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With these assumptions, the initial access phase of SO-TDMA can be modeled
as a discrete-time Markov chain with one absorbing state. Let assume that the
state of the network (denoted by S) is represented by the number of devices, who
have already accessed the channel successfully through CSMA and grabbed their
locations in the frame. Thus, S belongs to a set S = {0, . . . , Nd}.

This procedure can be modeled as a discrete-time Markov chain since the
probability of the network having Nd settled devices in the future only depends
on the current number of devices in the network not the past. In other words, the
initial access phase of SO-TDMA has the Markov property as

Pr(Si+1 = Nd|S0 = n0, S1 = n1, . . . , Si = ni)

= Pr(Si+1 = Nd|Si = ni). (8.17)

This Markov chain is a birth and death chain, except for the last state that represents
the case when all devices settled down in the frame through CSMA. Thus, the state
Nd is the absorbing state with Pr(Si+1 = Nd|Si = Nd) = 1.

Otherwise, if the network is at the state Si = s ∈ {0, . . . , Nd −1}, the chance that
a device, whose turn is to pick, chooses an idle location is 1 − s

M
. Thus, we have

Pr(Si+1 = s + 1|Si = s) = 1 − s

M
. (8.18)

Otherwise, there is a chance of s
M

that the device chooses a location, which has been
already picked by others. In this case, a collision occurs and the system state will go
back to s − 1. Thus, we have

Pr(Si+1 = s − 1|Si = s) = s

M
. (8.19)

In order to calculate the convergence time in the initial phase, we study the mean
time to absorption in the underlying Markov chain. In other words, our objective is
to find the expected number of visits in the transient states before being absorbed at
s = Nd, when starting at s = 0.

Proposition 8.1 The expected time to converge to a periodic transmission phase is
linearly increasing with Nd when Nd <

√
M .

Proof The transition matrix of the proposed Markov chain can be represented as

P =
[

A B

0 I1

]

, (8.20)

where the Nd × Nd absorbing matrix A represents the probabilities of transitions
among the transient states, the Nd × 1 matrix B represents the probabilities to reach
the absorbing state from other transient states in one step, 0 is an 1×Nd zero matrix,
and I1 is the 1 × 1 identity matrix. In this problem, the entries of B are 0, except
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for the last one bNd = 1 − Nd−1
M

, which represents the transition probability from
s = Nd − 1 to the absorbing state s = Nd. In an absorbing Markov chain, it is
well-known that the matrix of the expected number of visits to each state before
absorption given the initial state is

L = [lij ]Nd×Nd = (INd − A)−1, (8.21)

where lij represents the expected number of times the chain is in state j , given that
the chain started in state i [14]. Here we are looking for

λ0 =
∑Nd−1

j=0
l1j , (8.22)

which is the expected number of visits in the transient states before reaching s = Nd
when starting at s = 0. In the proposed Markov chain, INd −A is a triangular matrix
as

IdN − A =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 b1 0 0 . . . 0
c1 1 b2 0 . . . 0
0 c2 1 b3 . . . 0

. . .
. . .

. . .

0 0 . . . cNd−2 1 bNd−1

0 0 . . . 0 cNd−1 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

where bj = −1 + j−1
M

and cj = − j
M

for j ∈ {1, . . . , Nd − 1}. The inversion of this
tridiagonal matrix can be calculated numerically by

l1j = (−1)1+j b1b2 . . . bj−1
Φj + 1

ΘNd

, (8.23)

where Θi and Φi satisfy the recurrence relation as

Θj = Θj−1 − bj−1cj−1Θj−2, (8.24)

Φj = Φj+1 − bj cjΦj+2, (8.25)

with initial conditions Θ0 = Θ1 = ΦNd = ΦNd+1 = 1 [15].
To find a closed-form approximation for λ0, we compute an upper bound.

Considering that bj cj > 0, from (8.25), it is clear that Φj ≤ 1. Thus, (8.23) can be
bounded as

l1j ≤ (−1)1+j

ΘNd

b1b2 . . . bj−1. (8.26)

Consequently,
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λ0 =
Nd−1∑

j=0

lij ≤ 1

ΘNd

⎡

⎣2 +
Nd−2∑

j=1

(1 − j

M
)

⎤

⎦ ≤ Nd

ΘNd

. (8.27)

Since 0 < bjcj ≤ −cj , (8.24) can be lower bounded by

Θj ≥ Θj−1 + cj−1Θj−2 = Θj−1 − j − 1

M
Θj−2. (8.28)

Lemma 8.1 The lower bound on the ΘNd can be derived as

ΘNd ≥ 1 −
Nd−1∑

j=1

j

M
= 1 − Nd(Nd − 1)

2M
. (8.29)

Proof See Appendix.

Thus, considering (8.27) and Lemma 8.1, an upper bound can be obtained for λ0
as

λ0 ≤ Nd

1 − Nd(Nd−1)
2M

. (8.30)

From (8.30), the mean time to absorption in the presented Markov chain starting
at s = 0 is linearly increasing with Nd when Nd <

√
M .

Proposition 8.1 confirms that SO-TDMA passes the initial access phase in a
time window that is linearly proportional to the network size and then settles in
the periodic transmission phase.

8.4.2 Convergence to Fairness: Periodic Transmission Phase

In this subsection, we prove that the proposed AIMD time-slot adaptation algorithm
in the periodic transmission phase of SO-TDMA converges to fairness. In other
words, following Algorithm 9, devices can reach to a state, where each has an equal
share of channel-access. The Jain’s index [16] to evaluate fairness at pseudo-frame
fn can be calculated as

F(fd) = 1

Nd

(
∑Nd

d=1 Ts,d(fd))2

∑Nd
d=1 T 2

s,d(fd)
. (8.31)

Proposition 8.2 The fairness index monotonically converges to one, i.e.,

∀d F(fd) < F(fd + 1) and lim
d→+∞ F(fd) = 1. (8.32)
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Proof In [11], it has been shown that

F(fd + 1) = (8.33)

F(fd) + (1 − F(fd))
(

1 −
∑Nd

d=1 T 2
s,d(fd)

∑Nd
d=1(Cd + Ts,d(fd))2

)
,

where, according to (8.11),

Cd =
{

WI , if J (fd) ≥ Ith

WI × 1
1−WD(1−J (fd )/Ith)

, if J (fd) ≤ Ith
.

Since for WD < 1, Cd is always positive, the second term in (8.33) will be positive
and F(fd) < F(fd + 1). As a result of the strict increase of F(fd) over fd and
0 ≤ F ≤ 1, it can be concluded that limd→+∞ F(fd) = 1.

8.5 Illustrative Results

In this section, first, the simulation setup is described. Subsequently, illustrative
results are presented to evaluate performance of the proposed SO-TDMA in
comparison with CSMA, PTDMA and PCMAC. Performance is investigated in
terms of EC, delay-outage probability, system throughput, fairness, and collision
probability.

8.5.1 Simulation Setup and Assumptions

We use MATLAB for simulations of all MAC protocols in the 20 MHz frequency
band. We implement the basic CSMA MAC functionality first and test it rigorously
to confirm its performance matched with the literature (e.g., [10]) and then imple-
ment Algorithms 1 and 2 for the proposed SO-TDMA simulations. The PTDMA
and Ideal-PTDMA (or upper bound) are also implemented. For the Ideal-PTDMA,
it is assumed each device has updated the knowledge of channel state and queue
length information of all devices (i.e., Na). In particular, the value of Ts,d is fixed
to Ts,d = T0 for CSMA, Ts,d = Tf /Nd for PTDMA, and Ts,d = Tf /Na for Ideal-
PTDMA. For SO-TDMA, the value of Ts,d is optimized as in Algorithm 1.

The frame-length update in PCMAC has been implemented exactly as given
in Algorithm 1 of [9]. All PCMAC simulation parameters in the implementation
have been kept the same as described in Section IV of [9]. All common MAC
simulation parameters like packet size, back-off time-slot size, traffic and channel
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Table 8.1 Simulation
parameters

Simulation parameter Value

Tm 50 s

Nd 2–10

B 20 MHz

T 10µs

Ith 30 × T

Tf 1000 × T

Tmin 40 × T

Tmax Tf − Ith = 970 × T

T0 100T

Tc 10 ms

Dmax 50 ms

Average SNR 20 dB

DIFS 4 × T

SIFS 1 × T

Ps 2400 bytes

CWmin 16

CWmax 1024

α 0.7

ε 0.001

δ 0.5

WI 5 × T

WD 0.01

Table 8.2 Transmission
rates Rk vs. SNR ranges used
in the illustrative results

Rk (Mbps) SNR (dB) [ηk , ηk+1)

6 [5, 8)

9 [8, 10)

12 [10, 13)

18 [13, 16)

24 [16, 19)

36 [19, 22)

48 [22, 25)

54 [25,∞)

model characteristics for consistency have been set to the same value assumed in
other MAC protocols simulated in this work (listed in Tables 8.1 and 8.2).

Furthermore, we assume a Rayleigh fading channel where the channel power
gain has an exponential distribution and is independent and identically distributed
for all devices. For the packet arrival, two traffic models are examined in the
provided numerical results by feeding devices with (1) Poisson traffic and (2) CBR
traffic, where μd is the mean arrival bit rate for device d. It should be noted that
Poisson packet arrival is selected in most of the numerical results since it would
represent the worse case compared with the constant bit rate (CBR) traffic according
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to Fig. 8.5. However, we present some results to evaluate the performance of SO-
TDMA with CBR traffic model as well.

The parameter settings used for all MAC protocols are summarized in Tables 8.1
and 8.2. The values of T , CWmin, and CWmax chosen in Table I and the data
rates listed in Table II are based on OFDM PHY specifications given in Sections
18.4.4 and 18.1.1 of [17], respectively. Moreover, the values of SIFS and DIFS are
chosen as the multiples of the time slot size (i.e., T ) for the sake of simplicity in
implementation. The relations between T , SIFS and DIFS have been largely kept as
in OFDM PHY specifications, although there are minimal differences in SIFS and
DIFS from values in [17].

8.5.2 SO-TDMA Convergence

Figure 8.3 illustrates the convergence process of transmission time-slot of different
devices using Algorithm 9 for different values of Na, assuming WI = 5 time-
slots and WD = 0.05. It is shown that Ts,d in SO-TDMA protocol can converge
to the target value (Tf /Na) without knowledge of Na. For clear illustration of
the algorithm performance, we consider the saturated network scenario where all
devices have the non-empty queues. Therefore, the fluctuations in Na due to traffic
have been ignored in this figure. It can be seen that for different values of Na, SO-
TDMA converges to the ideal value in merely a few pseudo-frames. However, the
convergence time increases with increasing Na.

Figure 8.4 shows an snapshot of the resource allocation procedure in CSMA
and SO-TDMA along with successful transmissions (light green) and collisions
(dark red) under saturated traffic conditions, assuming WI = 5 time-slots and
WD = 0.05. Figure 8.4b confirms how quickly SO-TDMA protocol approaches
a network stable state (i.e., Algorithm 9 converges), while it eliminates the collision
probability among devices. However, Fig. 8.4a shows that there exists a non-zero
collision probability in CSMA, resulting in poor network performance. It can also be
observed that the fairness in CSMA is worse in the saturated condition as compared
to SO-TDMA. For example, in Fig. 8.4a, the devices 1 and 7 hold the channel for
much longer time as compared to devices 3 and 4 that suffer from starvation. In
contrast, in SO-TDMA, Fig. 8.4b shows that fairness is improved where all devices
transmit sequentially in the network stable state (achieved in 200 ms) and approach
the same time-slot length as shown in Fig. 8.3. This approves how the proposed
algorithm without additional complexity can result in more stable MTC networks in
terms of less collisions and can lead to higher throughput. Now, we can look at the
performance metrics and compare these protocols under different traffic scenarios.
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Fig. 8.3 Convergence of Ts for Na = 2, 5 and 10 vs. pseudo frames in SO-TDMA. (a) Na = 2.
(b) Na = 5. (c) Na = 10
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Fig. 8.3 (continued)
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Fig. 8.4 Channel state vs. time (Na = 10, dark red: collision, light green: successful transmis-
sion). (a) CSMA. (b) SO-TDMA
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8.5.3 Effective Capacity and Delay Outage Probability

In order to evaluate the performance for QoS support, we empirically calculate EC
of a network in order to compare the QoS provisioning capabilities of different MAC
protocols. EC was first introduced in [8] as a QoS-aware metric that determines
the maximum constant arrival rate that can be supported by a network, while
satisfying a target statistical delay requirement. In particular, EC is defined subject
to a maximum tolerable delay-outage probability (i.e., probability that packet delay
exceeds a target delay bound (e.g., Dmax). Note that the average delay is not a
key metric to assess the performance in terms of delay for emerging applications
since some packets might be immediately served and some with a large delay
with a certain mean average delay. This work rather focuses on the delay outage
probability, i.e., the probability that the experienced delay of each packet exceeds a
certain threshold. In [8], the delay-outage probability is approximated as

Pr(D(t) ≥ Dmax) ≈ γ (μ)e−θ(μ)Dmax , (8.34)

where D(t) represents the total delay experienced by a packet, including the queuing
delay and the negligible channel service delay (i.e., RF propagation/transmission)
at time-slot t , γ denotes the probability of non-empty queue, and θ represents the
delay-exponent. It should be noted that both γ and θ are functions of the constant
traffic arrival rate μ.

The pair of {γ (μ), θ(μ)} characterizes the queue behavior of a time-varying
service process being offered a constant arrival rate μ. In [8, 18], it is shown that
these parameters can be estimated measuring the average delay sensed by a packet
as

γ (μ)/θ(μ) = E[D(t)]. (8.35)

In order to empirically measure EC, an estimation procedure is proposed in [8,
19]. In this method, γ (μ) and θ(μ) can be estimated by taking average over Ns
samples collected during an interval of length Tm from all devices. More specifically,
at the kth sampling epoch, the quantities of qk ∈ {0, 1} (i.e., the indicator of whether
or not a packet is in queue) and Dk (i.e., the total delay experienced by a packet) are
recorded. Applying sample means, non-empty queue probability and average packet
delay can be estimated as

γ̂ = 1

Ns

∑Ns

k=1
qk, (8.36)

d̂ = 1

Ns

∑Ns

k=1
Dk. (8.37)

Based on (8.35)–(8.37), the estimated delay-exponent becomes
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Algorithm 10 EC search algorithm
1: Set μmin = 0 and μmax = max Rk
2: while |Pr(D(t) ≥ Dmax) − ε| ≥ (εδ) do
3: Set μd = (μmin + μmax)/2, ∀d = 1, . . . , Nd
4: Run MAC protocol
5: if Pr(D(t) ≥ Dmax) ≥ ε then
6: μmax = μd

7: else
8: μmin = μd

9: end if
10: end while
11: μsys = ∑N

d=1 μd = Nμd

θ̂ = γ̂ /d̂. (8.38)

Consequently, employing γ̂ and θ̂ , the delay-outage probability in (8.34) can be
approximated as

Pr(D(t) ≥ Dmax) ≈ γ̂ e−θ̂Dmax (8.39)

Given a delay bound Dmax, based on (8.39), supplying a traffic source with a
constant rate μ shall result in a certain delay-outage probability. Thus, by iteratively
testing different values of μ, we can reach to our ultimate goal and empirically
compute the EC, i.e., the maximum value of μ corresponding to the target delay-
outage probability threshold ε. The bisection search method used to find EC is
presented in Algorithm 10.

It is worth mentioning that we aim to measure EC for an MTC network, not a
single wireless link. We assume that all devices feature homogeneous traffic load.
Under this assumption, in Algorithm 10, each device’s μd is identically varied to
find the maximum value of μsys = Ndμd that satisfies the statistical QoS constraint.

Figure 8.5 shows the delay-outage probability in different protocols, measured
based on (8.39) versus μsys. Two traffic models are examined by feeding devices
with (1) CBR traffic and (2) Poisson traffic. For the same load (mean traffic
rate), Poisson traffic introduces higher delay-outage probability due to its variabil-
ity/burstiness. For both traffic types, at high load, PTDMA outperforms CSMA since
CSMA suffers from a large number of collisions, which are avoided in PTDMA.
Figure 8.5 also includes the case of Ideal-PTDMA (in which the time-slot size Ts,d
is adapted based on Na) to provide the lower bound on the delay-outage probability.
The results reveal a need for a self-organizing PTDMA protocol that is able to derive
this information fast enough in a distributed manner to approach the lower bound.

Interestingly, the proposed SO-TDMA achieves a performance very close to
the lower bound and outperforms CSMA, PTDMA and PCMAC. Thus, for a
fixed acceptable threshold for delay-outage probability (as QoS requirements),
much larger effective capacity can be supported in SO-TDMA than CSMA and
PTDMA. For example, Fig. 8.5c shows that to maintain a delay-outage probability
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Fig. 8.5 Delay-outage probability vs. arrival rate μsys (Mbps). (a) Nd = 5, CBR traffic. (b) Nd =
5, Poisson traffic. (c) Nd = 10, Poisson traffic
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Fig. 8.5 (continued)

not exceeding 10−3, SO-TDMA offers an effective capacity of 7.6 Mbps or 95% of
the lower-bound of 8 Mbps, while CSMA achieves 75% and PTDMA has only 15%
of the lower-bound of 8 Mbps. This result shows the effectiveness of SO-TDMA in
supporting QoS of devices in MTC networks without the need for any additional
message passing between devices or a central entity.

The comparison in terms of EC (normalized per number of devices) is shown in
Fig. 8.6a, b plotted against the number of devices in the network (Nd) for both CBR
and Poisson traffic arrival, respectively. The EC of SO-TDMA protocol approaches
the upper bound (i.e., Ideal-PTDMA) and is significantly better than CSMA. Hence,
in terms of QoS, the SO-TDMA protocol shows better performance than CSMA,
PTDMA and PCMAC for the different values of Nd. For example, it can be observed
from Fig. 8.6a, b that the performance gain of SO-TDMA over CSMA is 15–40% in
terms of effective capacity. In other words, 15–40% additional multimedia or delay
sensitive services can be catered for with SO-TDMA MAC protocol as compared to
CSMA with the same QoS requirements.
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8.5.4 System Throughput

In order to evaluate spectral efficiency provided by different MAC protocols, we
study the maximum achievable system throughput (denoted by Ssys) that is defined
as

Ssys =
∑Nd

d=1
Sd, (8.40)

where Sd is the uplink throughput for device d. The throughput of each device is
defined as the rate of successful packet transmission. Assuming a fixed packet size
(i.e., Ps), Sd is empirically calculated as (Ksuc,dPs)/Tm where Ksuc,d is the number
of packets successfully transmitted by device d and Tm is the measurement period.

Figure 8.7 plots S aggregated over all devices in the network as μsys is varied
between 0 to 20 Mbps. When the load (i.e., arrival rate) is low the system throughput
Ssys in all the protocols increases linearly with μsys as expected. However, as the
system load increases further in a higher range, the system throughput reaches
saturation at 9.5 Mbps for CSMA, 10.3 for PCMAC, 10.5 Mbps for PTDMA,
11.25 Mbps for SO-TDMA, and 11.5 Mbps for upper-bound. The proposed SO-
TDMA outperforms CSMA, PTDMA and PCMAC.

8.5.5 Fairness

It is known that CSMA suffers from poor fairness performance in high traffic load
conditions as studied in [20] and [21]. In case of PTDMA, the resource allocation of
each device is equal thus achieving high fairness at pseudo-frame level. However, for
SO-TDMA the percentage of channel occupied by an active device in the network is
adaptive and optimized independently by each active device as opposed to PTDMA.
Therefore, it is very important to look at its fairness performance as compared to
other existing protocols.

To illustrate the short-term achievable fairness of the MAC protocols versus Nd ,
the Jain’s index J (S1, S2, . . . , SNd) is computed over non-overlapping 2-s periods
and then averaged and plotted in Fig. 8.8. The results indicate that SO-TDMA can
keep short-term fairness reasonably high with Jain’s fairness index> 0.9 despite its
dynamic behavior, confirming the monotonic convergence to fairness of SO-TDMA
as stated in Proposition 2. In PTDMA and PCMAC, due to their fixed time-slot
durations, every device will have a slot in the frame and apart from some occasional
collisions, their fairness is better, close to perfect. On the other hand, SO-TDMA
outperforms these protocols in other performance metrics: delay-outage probability
(Fig. 8.5), effective capacity (Fig. 8.6), throughput (Fig. 8.7).
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Fig. 8.6 Effective capacity vs. number of devices. (a) CBR traffic. (b) Poisson traffic
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Fig. 8.7 System throughput vs. arrival rate μsys (Mbps), Nd =5

8.5.6 Collision Probability

One reason for a low system throughput can be a large number of collisions, which
are inevitable in random access schemes. Therefore, the collision probability of a
contention-based MAC protocol is an important measure to assess its performance.
The network collision probability can empirically be calculated as

Pc = 1

Nd

∑Nd

d=1

Kcol,d

Ktot,d
, (8.41)

where Kcol,d is the number of collided packets of device d and Ktot,d is the total
number of packets transmitted by device d.

Collision probability in the different protocols is shown in Fig. 8.9 for Nd = 5
and Nd = 10. PTDMA has the lowest collision probability. SO-TDMA has
significantly lower collision probability than CSMA. Compared to PCMAC, SO-
TDMA has lower collision probability for Nd = 5, and higher collision probability
for Nd = 10 with high load (i.e., arrival rate > 8 Mbps). But, it should be noted that
collision probability of SO-TDMA is still reasonably small for Nd = 10 (max 0.3
at worst case). This is mainly because PTDMA and PCMAC operate with a fixed
time-slot length, while the time-slot length is dynamic in SO-TDMA.
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Fig. 8.8 Short-term fairness vs. number of devices

Different from PTDMA with a fixed structure, SO-TDMA needs to learn the
frame structure. Thus, increasing the number of devices as well as arrival rates leads
to larger convergence times, making it more difficult to approach stability. Thus, a
larger number of collisions will happen.

PCMAC is more dynamic than PTDMA as the frame length is adaptive to the
number of devices. Compared to SO-TDMA, since PCMAC can stretch out the
frame-length relative to the number of devices, each frame will be less congested,
and hence, fewer collisions will happen. However, effective capacity would suffer
from stretching the frame-length due to the longer delays as shown in Fig. 8.6.

It should be noted that with a slightly greater risk of collisions compared to
PTDMA and PCMAC, much better performance in terms of EC has been achieved
in SO-TDMA.

8.5.7 Impact of Device Dynamics

To study the impacts of device dynamics on SO-TDMA, Fig. 8.10 illustrates the
convergence process of transmission time-slot of different devices using SO-TDMA
when more devices join a network. This result shows the transient behavior of SO-
TDMA and confirms that SO-TDMA can shortly converge to a stable state after a
change in the number of devices. Initially, the network has 8 active devices, and then
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Fig. 8.9 Collision probability vs. arrival rate μsys (Mbps). (a) Nd = 5. (b) Nd = 10
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Fig. 8.10 Convergence of Ts vs. pseudo frames in SO-TDMA when new devices join a network
of eight devices every 5 s

every 5 s, another device joins the network. The plots for newly joined devices are
in colors different from grey. It can be observed that the convergence time of SO-
TDMA is short (approximately 1 s). Even though a drastically mobile situation is
considered with a very short period of change, the device dynamics could not cause
any instability in the network. In the last period, to check how sensitive the stability
is to the number of changes, two devices simultaneously join the network. It is
shown that SO-TDMA converges to the ideal value of Ts,d in a few pseudo frames.

Overall, SO-TDMA outperforms CSMA, PTDMA and PCMAC in terms of EC,
delay-outage probability, and system throughput. This is because of the improved
and self-organized channel-access by all devices while avoiding collisions. All the
results of this section along with aforementioned discussions show how SO-TDMA
can improve the spectrum utilization in MTC networks.

8.6 Concluding Remarks

In this chapter, we have proposed the distributed and self-organizing protocol SO-
TDMA that utilizes both CSMA and TDMA concepts to reduce the signaling
overhead. An AIMD algorithm is proposed for time-slot adaptation process of SO-
TDMA, which monotonically converges to fairness. It has been proved that the
convergence time required for passing the initial phase in SO-TDMA and moving
to the periodic transmission phase is only linearly increasing with respect to the
number of devices in the network. Simulation results illustrate the effectiveness of
the proposed SO-TDMA in improving channel utilization and effective capacity for
MTC networks. The proposed SO-TDMA can approach the performance in the ideal
case which needs complete and precise information about the queue length and the
channel conditions of all devices.
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Appendix

Proof of Lemma 8.1

We prove Lemma 8.1 by induction. First, considering inequality in (8.28), for
Nd = 2 and Nd = 3, we have

Θ2 ≥ Θ1 − 1

M
Θ0 = M − 1

M
. (8.42)

Θ3 ≥ Θ2 − 2

M
Θ1 ≥ M − 3

M
. (8.43)

Considering that Θ0 = Θ1 = 1, the statement in (8.29) holds for Nd = 2 and
Nd = 3. Let assume (8.29) holds for Nd − 2 and Nd − 1. Then, considering (8.28)
for Nd, we have

ΘNd ≥ ΘNd−1 − Nd − 1

M
ΘNd−2

≥ 1 − (Nd − 1)(Nd − 2)

2M
− Nd − 1

M

(

1 − (Nd − 2)(Nd − 3)

2M

)

≥ 1 − (Nd − 1)(Nd − 2)

2M
− N − 1

M
= 1 − Nd(Nd − 1)

2M
.
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Chapter 9
Conclusions and Future Works

9.1 Summary

In Chap. 3, we have presented an access scheme for a virtualized M2M network
aiming to improve the network performance and isolation among network slices.
Taking into account the statistical properties of arrival traffic of devices, an MDP
is formulated to maximize the network throughput subject to slice reservations.
By introducing the policy tree of the MDP, we have presented an optimal access
policy. Each device can track this policy tree by carrier sensing and learn its
transmission opportunity. As computational complexity of the policy tree grows
exponentially with the total number of devices, an efficient heuristic algorithm
is proposed based on the MDP formulation, where each device is assigned a
deterministic backoff value. Numerical results show that the performance of the
proposed heuristic algorithm closely matches to the optimal policy. Moreover, both
optimal and heuristic algorithms significantly improve TDMA, CSMA, and DEB in
terms of packet delivery ratio and isolation in unsaturated networks.

In Chap. 4, we have presented a reconfigurable access scheme where the partition
between demand-free assignment-based and random-based access segments in each
frame is adaptive to the network status. In particular, to support a virtualized
wireless network consisting of multiple network slices, each having heterogeneous
and unsaturated devices, the proposed scheme aims to configure the partition for
maximizing network throughput while maintaining the slice reservations. Applying
complementary geometric programming and monomial approximations, an iterative
algorithm is developed to find the optimal solution. The results show that using this
scheme, better performance in terms of throughput and isolation can be achieved in
comparison with DQ, which is a recent access scheme proposed for M2M networks.

The partitioning algorithm requires the knowledge of the device traffic statistics.
Assuming the absence of such knowledge, in Chap. 5, we have developed a learning
algorithm employing Thompson sampling to acquire packet arrival probabilities of
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devices. Furthermore, we have modeled the problem as a thresholding multi-armed
bandit and have proposed a threshold-based reconfigurable access scheme, which is
proved to achieve the optimal regret bound.

In Chap. 6, we have considered the scenario that devices access the unlicensed
band channels through different wireless technologies; LTE and WiFi. To avoid
WiFi performance degradation, we have proposed a coordinated structure, in which
both networks are controlled by a higher-level network entity. In such a model, LTE
devices can transmit in the assigned time-slots, while WiFi devices can compete
with each other by using p-persistent CSMA in their exclusive time-share. In an
unsaturated network, at each duty cycle, the scheduling for LTE devices and p

values for WiFi devices should be efficiently updated by the central controller. The
corresponding optimization problem has been formulated and an iterative algorithm
has been developed to find the optimal solution. The simulation results reveal the
performance gains of the proposed algorithm in preserving the WiFi throughput
requirement.

In Chap. 7, we have enhanced the proposed reconfigurable access scheme with
NOMA for scenarios of massive machine-type communications. In particular, in
this scheme, in each frame, a separate time duration is allocated for each of the
NOMA-based, OMA-based, and random access-based segments, where the length
of each segment can be optimized. To solve this optimization problem, an iterative
algorithm consisting of two sub-problems is proposed. The first sub-problem deals
with selecting devices for the NOMA/OMA-based transmissions, while the second
one optimizes the parameter of the random access scheme. To show the efficacy
of the proposed scheme, the results are compared with the reconfigurable access
scheme which does not support NOMA. The results demonstrate that by using a
proper device pairing scheme for the NOMA-based transmissions, the proposed
reconfigurable scheme achieves better performance when NOMA is adopted.

Finally, in Chap. 8, we have proposed a fully distributed access scheme to reduce
the signaling overhead. As in MTC, due to the small size of packets, reducing the
signaling overhead makes a significant improvement in channel utilization. In the
proposed scheme, devices first use CSMA to access the channel but then converge to
TDMA by adopting the proposed learning-based scheme. Furthermore, all devices
adjust their time-slot length based on the number of idle time-slots observed in
previous frame. Eventually, the time-slot length for all devices converge to the same
value ensuring that the scheme is able to provide fairness for all devices.

9.2 Potential Future Studies

In the following, we provide some topics that can be further investigated. In
particular, we discuss potential technologies and techniques that can be used to
enhance the performance of MTC systems. We also present realistic scenarios that
should be considered in these systems.
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9.2.1 Correlated Traffic

In this book, we have only investigated scenarios that packets are generated in
devices independently. However, there are M2M applications, in which devices
transmit packets that are often highly correlated in space and time, e.g., in
temperature measurement systems, or in smart grid systems due to the cascading
power-grid failures [1, 2]. For these applications, the performance of the proposed
reconfigurable access scheme can be improved by taking into account the traffic
correlation between devices. To that end, a proper algorithm to detect the traffic
correlation between devices should be developed and then the gained information
can be leveraged to assign radio resources to devices in more efficient manner. In
particular, depending on the application, the correlated data, generated by different
devices might be considered as redundant. Thus, for these scenarios, assigning radio
resources to each device regardless of its correlation with other devices may result
in sub-optimal performance.

Moreover, assuming correlated traffic with unknown parameters the reconfig-
urable access scheme scheduling problem can be formulated as a global bandit.
In global bandits, arms have correlated expected rewards, thus choosing one arm
also gives information about the expected rewards of other arms [3]. A Thompson
sampling based algorithm can be proposed for these scenarios and the performance
of the algorithm can be derived accordingly.

9.2.2 Massive MIMO

As mentioned in Chap. 2, there are different techniques to support massive connec-
tivity including massive MIMO. In this technique, to increase the spectral efficiency,
the AP/BS is equipped with antennas much more than the number of devices, so
that the channels to the different devices will be quasi-orthogonal. Consequently,
using this technique, the number of simultaneous transmissions to the AP/BS can
be increased, which is highly desirable in massive MTC scenarios [4, 5]. One
interesting subject is to study the performance of the proposed reconfigurable
access scheme for scenarios that the AP is enhanced with massive MIMO. In fact,
using this technology, the performance of the system can be improved while no
additional burden is added to devices. In order to deploy massive MIMO, channel
state information needs to be acquired. To that end, orthogonal pilot sequences can
be used for both estimating the channel coefficients and then using them for uplink
beamforming [6]. However, as there are limited number of pilot sequences, they
should be allocated to devices in a dynamic manner.

In fact, by enabling the AP/BS with massive MIMO, in the assignment-based
segment of the reconfigurable access scheme, multiple devices are assigned to the
same time-slot while each device is allocated a different pilot sequence. The time-
slot allocation should be done in a way that rate requirements of devices sharing
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the same time-slot are met. In the random access segment, the Aloha scheme can
be used in which a device randomly chooses a pilot sequence and transmits over a
time-slot with probability p. The transmission is considered successful if the pilot
sequence is only chosen by one device and the interference from other devices is
sufficiently small.

9.2.3 URLLC Use Case

In this book, we have mainly considered machine-type communication scenarios,
where the applications were not delay-sensitive. However, there is another category
of machine-type communications referred to as ultra reliable and low latency
communication (URLLC), where the generated packets should be delivered before
a strict deadline with a very high probability [7]. For these time-critical applications,
the proposed reconfigurable access scheme should be modified such that these
types of requirements can be satisfied. More specifically, in these scenarios,
multiple retransmissions should be allowed in order to achieve the required reliable
performance. Different from the proposed reconfigurable access scheme, in which
each device is allocated at most one time-slot, for these type of devices, multiple
time-slots should be allocated to each device in each frame. However, to avoid
low spectral efficiency, massive connectivity techniques such as NOMA or massive
MIMO should be deployed.

9.2.4 Machine Learning

In order to maximize the performance of access schemes traditionally optimization
techniques are used. In particular, the access problem can be formulated as an
optimization problem which should be solved at each time-frame by the BS/AP
[8, 9]. However, in many M2M applications such as real time applications which
are delay sensitive, the time-frame might be considered very small. Therefore,
instead of solving the optimization problem, approaches with lower computational
complexities are needed to be used. One promising approach is to model the
scheduler as a deep neural network, as it requires to perform only limited number of
operations to obtain the output. For example, the optimal scheduler proposed for the
reconfigurable access scheme can be modeled as a deep neural network (DNN). To
do that, the scheduler algorithm should be run for a large amount of different values
of input. Then, the input and output should be passed to the DNN for training.
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9.2.5 Integrating Massive MIMO, NOMA, Full Duplex

In order to benefit from recent wireless technologies, an access scheme which is
able to exploit theses capabilities is needed. In particular, the performance of M2M
networks can be maximized by using the combination of NOMA, full duplex and
massive MIMO. These technologies are promising solutions to provide massive
connectivity and reach high throughput efficiency, low latency, high reliability and
high energy efficiency. In this scheme, multiple two-device clusters are formed
based on the available number of radio frequency chains (RFCs) at the BS and
channel conditions, and NOMA is applied within each cluster [10, 11]. Furthermore,
using a reconfigurable access scheme which combines both grant-based and grant-
free access schemes, the full duplex capability can help to terminate unsuccessful
transmissions happening due to collisions in the grant-free segment or low received
SNR at the BS. Moreover, the BS can send a radio frequency energy signal to those
devices that are suffering from limited battery life.
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