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Preface

According to the original definition of mechatronics proposed by the Yasakawa Electric Company and
the definitions that have appeared since, many of the engineering products designed and manufactured
in the last 25 years integrating mechanical and electrical systems can be classified as mechatronic systems.
Yet many of the engineers and researchers responsible for those products were never formally trained in
mechatronics per se. The Mechatronics Handbook can serve as a reference resource for those very same
design engineers to help connect their everyday experience in design with the vibrant field of mecha-
tronics. More generally, this handbook is intended for use in research and development departments in
academia, government, and industry, and as a reference source in university libraries. It can also be used
as a resource for scholars interested in understanding and explaining the engineering design process. As
the historical divisions between the various branches of engineering and computer science become less
clearly defined, we may well find that the mechatronics specialty provides a roadmap for nontraditional
engineering students studying within the traditional structure of most engineering colleges. It is evident
that there is an expansion of mechatronics laboratories and classes in the university environment world-
wide. This fact is reflected in the list of contributors to this handbook, including an international group
of 88 academicians and engineers representing 13 countries. It is hoped that the Mechatronics Handbook
can serve the world community as the definitive reference source in mechatronics.

Organization

The Mechatronics Handbook is a collection of 50 PhysicaliSystem Modeling

chapters covering the key elements of mechatronics:

Physical Systems Modeling
Sensors and Actuators

Signals and Systems
Computers and Logic Systems
Software and Data Acquisition

Sensors and Actuators

Signals and Systems

o0 T

Computers and
Logic Systems

Software and
Data Acquisition

Section One - Overview of Mechatronics
In the opening section, the general subject of
mechatronics is defined and organized. The chapters are overview in nature and are intended to provide
an introduction to the key elements of mechatronics. For readers interested in education issues related
to mechatronics, this first section concludes with a discussion on new directions in the mechatronics
engineering curriculum. The chapters, listed in order of appearance, are:

1. What is Mechatronics?
2. Mechatronic Design Approach
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System Interfacing, Instrumentation and Control Systems
Microprocessor-Based Controllers and Microelectronics
An Introduction to Micro- and Nanotechnology

AR N

Mechatronics: New Directions in Nano-, Micro-, and Mini-Scale Electromechanical Systems
Design, and Engineering Curriculum Development

Section Two — Physical System Modeling

The underlying mechanical and electrical mathematical models comprising most mechatronic systems
are presented in this section. The discussion is intended to provide a detailed description of the process
of physical system modeling, including topics on structures and materials, fluid systems, electrical systems,
thermodynamic systems, rotational and translational systems, modeling issues associated with MEMS,
and the physical basis of analogies in system models. The chapters, listed in order of appearance, are:

7. Modeling Electromechanical Systems
8. Structures and Materials
9. Modeling of Mechanical Systems for Mechatronics Applications
10. Fluid Power Systems
11. Electrical Engineering
12. Engineering Thermodynamics
13. Modeling and Simulation for MEMS
14. Rotational and Translational Microelectromechanical Systems: MEMS Synthesis, Microfabrica-
tion, Analysis, and Optimization
15. The Physical Basis of Analogies in Physical System Models

Section Three — Sensors and Actuators

The basics of sensors and actuators are introduced in the third section. This section begins with chapters
on the important subject of time and frequency and on the subject of sensor and actuator characteristics.
The remainder of the section is subdivided into two categories: sensors and actuators. The chapters
include both the fundamental physical relationships and mathematical models associated with the sensor
and actuator technologies. The chapters, listed in order of appearance, are:

16. Introduction to Sensors and Actuators
17. Fundamentals of Time and Frequency
18. Sensor and Actuator Characteristics
19. Sensors
19.1 Linear and Rotational Sensors
19.2 Acceleration Sensors
19.3 Force Measurement
19.4 Torque and Power Measurement
19.5 Flow Measurement
19.6 Temperature Measurements
19.7 Distance Measuring and Proximity Sensors
19.8 Light Detection, Image, and Vision Systems
19.9 Integrated Micro-sensors

©2002 CRC Press LLC



20. Actuators
20.1 Electro-mechanical Actuators
20.2 Electrical Machines
20.3 Piezoelectric Actuators
20.4 Hydraulic and Pneumatic Actuation Systems
20.5 MEMS: Microtransducers Analysis, Design and Fabrication

Section Four — Systems and Controls

An overview of signals and systems is presented in this fourth section. Since there is a significant body
of readily-available material to the reader on the general subject of signals and systems, there is not an
overriding need to repeat that material here. Instead, the goal of this section is to present the relevant
aspects of signals and systems of special importance to the study of mechatronics. The section begins
with articles on the role of control in mechatronics and on the role of modeling in mechatronic design.
These chapters set the stage for the more fundamental discussions on signals and systems comprising
the bulk of the material in this section. Modern aspects of control design using optimization techniques
from H? theory, adaptive and nonlinear control, neural networks and fuzzy systems are also included as
they play an important role in modern engineering system design. The section concludes with a chapter
on design optimization for mechatronic systems. The chapters, listed in order of appearance, are:

21. The Role of Controls in Mechatronics
22. The Role of Modeling in Mechatronics Design
23. Signals and Systems
23.1 Continuous- and Discrete-time Signals
23.2 Z Transforms and Digital Systems
23.3 Continuous- and Discrete-time State-space Models
23.4 Transfer Functions and Laplace Transforms
24. State Space Analysis and System Properties
25. Response of Dynamic Systems
26. Root Locus Method
27. Frequency Response Methods
28. Kalman Filters as Dynamic System State Observers
29. Digital Signal Processing for Mechatronic Applications
30. Control System Design Via H> Optimization
31. Adaptive and Nonlinear Control Design
32. Neural Networks and Fuzzy Systems
33. Advanced Control of an Electrohydraulic Axis
34. Design Optimization of Mechatronic Systems

Section Five — Computers and Logic Systems

The development of the computer, and then the microcomputer, embedded computers, and associated
information technologies and software advances, has impacted the world in a profound manner. This is
especially true in mechatronics where the integration of computers with electromechanical systems has
led to a new generation of smart products. The future is filled with promise of better and more intelligent
products resulting from continued improvements in computer technology and software engineering. The
last two sections of the Mechatronics Handbook are devoted to the topics of computers and software. In

©2002 CRC Press LLC



this fifth section, the focus is on computer hardware and associated issues of logic, communication,
networking, architecture, fault analysis, embedded computers, and programmable logic controllers. The
chapters, listed in order of appearance, are:

35. Introduction to Computers and Logic Systems

36. Logic Concepts and Design

37. System Interfaces

38. Communication and Computer Networks

39. Fault Analysis in Mechatronic Systems

40. Logic System Design

41. Synchronous and Asynchronous Sequential Systems

42. Architecture

43. Control with Embedded Computers and Programmable Logic Controllers

Section Six — Software and Data Acquisition

Given that computers play a central role in modern mechatronics products, it is very important to
understand how data is acquired and how it makes its way into the computer for processing and logging.
The final section of the Mechatronics Handbook is devoted to the issues surrounding computer software
and data acquisition. The chapters, listed in order of appearance, are:

44. Introduction to Data Acquisition

45. Measurement Techniques: Sensors and Transducers
46. A/D and D/A Conversion

47. Signal Conditioning

48. Computer-Based Instrumentation Systems

49. Software Design and Development

50. Data Recording and Logging
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What is Mechatronics?

1.1  Basic Definitions
Robert H. Bisho 1.2 Key Elements of Mechatronics
) P 1.3 Historical Perspective

1.4 The Development of the Automobile
M. K. Ramasubramanian as a Mechatronic System
North Carolina State University 1.5 What is Mechatronics? And What’s Next?

The University of Texas at Austin

Mechatronics is a natural stage in the evolutionary process of modern engineering design. The develop-
ment of the computer, and then the microcomputer, embedded computers, and associated information
technologies and software advances, made mechatronics an imperative in the latter part of the twentieth
century. Standing at the threshold of the twenty-first century, with expected advances in integrated bio-
electro-mechanical systems, quantum computers, nano- and pico-systems, and other unforeseen devel-
opments, the future of mechatronics is full of potential and bright possibilities.

1.1 Basic Definitions

The definition of mechatronics has evolved since the original definition by the Yasakawa Electric Com-
pany. In trademark application documents, Yasakawa defined mechatronics in this way [1,2]:

The word, mechatronics, is composed of “mecha” from mechanism and the “tronics” from electronics.
In other words, technologies and developed products will be incorporating electronics more and more
into mechanisms, intimately and organically, and making it impossible to tell where one ends and the
other begins.

The definition of mechatronics continued to evolve after Yasakawa suggested the original definition. One
oft quoted definition of mechatronics was presented by Harashima, Tomizuka, and Fukada in 1996 [3].
In their words, mechatronics is defined as

the synergistic integration of mechanical engineering, with electronics and intelligent computer control
in the design and manufacturing of industrial products and processes.

That same year, another definition was suggested by Auslander and Kempf [4]:

Mechatronics is the application of complex decision making to the operation of physical systems.
Yet another definition due to Shetty and Kolk appeared in 1997 [5]:

Mechatronics is a methodology used for the optimal design of electromechanical products.
More recently, we find the suggestion by W. Bolton [6]:

A mechatronic system is not just a marriage of electrical and mechanical systems and is more than
just a control system; it is a complete integration of all of them.
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All of these definitions and statements about mechatronics are accurate and informative, yet each one
in and of itself fails to capture the totality of mechatronics. Despite continuing efforts to define mecha-
tronics, to classify mechatronic products, and to develop a standard mechatronics curriculum, a consensus
opinion on an all-encompassing description of “what is mechatronics” eludes us. This lack of consensus
is a healthy sign. It says that the field is alive, that it is a youthful subject. Even without an unarguably
definitive description of mechatronics, engineers understand from the definitions given above and from
their own personal experiences the essence of the philosophy of mechatronics.

For many practicing engineers on the front line of engineering design, mechatronics is nothing new.
Many engineering products of the last 25 years integrated mechanical, electrical, and computer systems,
yet were designed by engineers that were never formally trained in mechatronics per se. It appears that
modern concurrent engineering design practices, now formally viewed as part of the mechatronics
specialty, are natural design processes. What is evident is that the study of mechatronics provides a
mechanism for scholars interested in understanding and explaining the engineering design process to
define, classify, organize, and integrate many aspects of product design into a coherent package. As the
historical divisions between mechanical, electrical, aerospace, chemical, civil, and computer engineering
become less clearly defined, we should take comfort in the existence of mechatronics as a field of study
in academia. The mechatronics specialty provides an educational path, that is, a roadmap, for engineering
students studying within the traditional structure of most engineering colleges. Mechatronics is generally
recognized worldwide as a vibrant area of study. Undergraduate and graduate programs in mechatronic
engineering are now offered in many universities. Refereed journals are being published and dedicated
conferences are being organized and are generally highly attended.

It should be understood that mechatronics is not just a convenient structure for investigative studies
by academicians; it is a way of life in modern engineering practice. The introduction of the microprocessor
in the early 1980s and the ever increasing desired performance to cost ratio revolutionized the paradigm
of engineering design. The number of new products being developed at the intersection of traditional
disciplines of engineering, computer science, and the natural sciences is ever increasing. New develop-
ments in these traditional disciplines are being absorbed into mechatronics design at an ever increasing
pace. The ongoing information technology revolution, advances in wireless communication, smart sen-
sors design (enabled by MEMS technology), and embedded systems engineering ensures that the engi-
neering design paradigm will continue to evolve in the early twenty-first century.

1.2 Key Elements of Mechatronics

The study of mechatronic systems can be divided into the following areas of specialty:

Physical Systems Modeling
Sensors and Actuators

Signals and Systems
Computers and Logic Systems
Software and Data Acquisition

ANl o

The key elements of mechatronics are illustrated in Fig. 1.1. As the field of mechatronics continues to
mature, the list of relevant topics associated with the area will most certainly expand and evolve.

1.3 Historical Perspective

Attempts to construct automated mechanical systems has an interesting history. Actually, the term “auto-
mation” was not popularized until the 1940s when it was coined by the Ford Motor Company to denote
a process in which a machine transferred a sub-assembly item from one station to another and then
positioned the item precisely for additional assembly operations. But successful development of automated
mechanical systems occurred long before then. For example, early applications of automatic control
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FIGURE 1.1 The key elements of mechatronics.

FIGURE 1.2 Water-level float regulator. (From Modern
Control Systems, 9th ed., R. C. Dorf and R. H. Bishop,
Prentice-Hall, 2001. Used with permission.)

systems appeared in Greece from 300 to 1 B.C. with the development of float regulator mechanisms [7].
Two important examples include the water clock of Ktesibios that used a float regulator, and an oil lamp
devised by Philon, which also used a float regulator to maintain a constant level of fuel oil. Later, in the
first century, Heron of Alexandria published a book entitled Pneumatica that described different types of
water-level mechanisms using float regulators.

In Europe and Russia, between seventeenth and nineteenth centuries, many important devices were
invented that would eventually contribute to mechatronics. Cornelis Drebbel (1572-1633) of Holland
devised the temperature regulator representing one of the first feedback systems of that era. Subsequently,
Dennis Papin (1647-1712) invented a pressure safety regulator for steam boilers in 1681. Papin’s pressure
regulator is similar to a modern-day pressure-cooker valve. The first mechanical calculating machine was
invented by Pascal in 1642 [8]. The first historical feedback system claimed by Russia was developed by
Polzunov in 1765 [9]. Polzunov’s water-level float regulator, illustrated in Fig. 1.2, employs a float that rises
and lowers in relation to the water level, thereby controlling the valve that covers the water inlet in the boiler.

Further evolution in automation was enabled by advancements in control theory traced back to the
Watt flyball governor of 1769. The flyball governor, illustrated in Fig. 1.3, was used to control the speed
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FIGURE 1.3 Watt’s flyball governor. (From Modern Control Systems, 9th ed., R. C. Dorf and R. H. Bishop, Prentice-
Hall, 2001. Used with permission.)

of a steam engine [10]. Employing a measurement of the speed of the output shaft and utilizing the
motion of the flyball to control the valve, the amount of steam entering the engine is controlled. As the
speed of the engine increases, the metal spheres on the governor apparatus rise and extend away from
the shaft axis, thereby closing the valve. This is an example of a feedback control system where the
feedback signal and the control actuation are completely coupled in the mechanical hardware.

These early successful automation developments were achieved through intuition, application of practical
skills, and persistence. The next step in the evolution of automation required a theory of automatic control.
The precursor to the numerically controlled (NC) machines for automated manufacturing (to be developed
in the 1950s and 60s at MIT) appeared in the early 1800s with the invention of feed-forward control of
weaving looms by Joseph Jacquard of France. In the late 1800s, the subject now known as control theory
was initiated by J. C. Maxwell through analysis of the set of differential equations describing the flyball
governor [11]. Maxwell investigated the effect various system parameters had on the system performance.
At about the same time, Vyshnegradskii formulated a mathematical theory of regulators [12]. In the 1830s,
Michael Faraday described the law of induction that would form the basis of the electric motor and the
electric dynamo. Subsequently, in the late 1880s, Nikola Tesla invented the alternating-current induction
motor. The basic idea of controlling a mechanical system automatically was firmly established by the end
of 1800s. The evolution of automation would accelerate significantly in the twentieth century.

The development of pneumatic control elements in the 1930s matured to a point of finding applications
in the process industries. However, prior to 1940, the design of control systems remained an art generally
characterized by trial-and-error methods. During the 1940s, continued advances in mathematical and
analytical methods solidified the notion of control engineering as an independent engineering discipline.
In the United States, the development of the telephone system and electronic feedback amplifiers spurred
the use of feedback by Bode, Nyquist, and Black at Bell Telephone Laboratories [13—17]. The operation
of the feedback amplifiers was described in the frequency domain and the ensuing design and analysis
practices are now generally classified as “classical control.” During the same time period, control theory
was also developing in Russia and eastern Europe. Mathematicians and applied mechanicians in the
former Soviet Union dominated the field of controls and concentrated on time domain formulations
and differential equation models of systems. Further developments of time domain formulations using
state variable system representations occurred in the 1960s and led to design and analysis practices now
generally classified as “modern control.”

The World War II war effort led to further advances in the theory and practice of automatic control
in an effort to design and construct automatic airplane pilots, gun-positioning systems, radar antenna
control systems, and other military systems. The complexity and expected performance of these military
systems necessitated an extension of the available control techniques and fostered interest in control
systems and the development of new insights and methods. Frequency domain techniques continued to
dominate the field of controls following World War II, with the increased use of the Laplace transform,
and the use of the so-called s-plane methods, such as designing control systems using root locus.
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On the commercial side, driven by cost savings achieved through mass production, automation of
the production process was a high priority beginning in the 1940s. During the 1950s, the invention of
the cam, linkages, and chain drives became the major enabling technologies for the invention of new
products and high-speed precision manufacturing and assembly. Examples include textile and printing
machines, paper converting machinery, and sewing machines. High-volume precision manufacturing
became a reality during this period. The automated paperboard container-manufacturing machine
employs a sheet-fed process wherein the paperboard is cut into a fan shape to form the tapered sidewall,
and wrapped around a mandrel. The seam is then heat sealed and held until cured. Another sheet-fed
source of paperboard is used to cut out the plate to form the bottom of the paperboard container,
formed into a shallow dish through scoring and creasing operations in a die, and assembled to the cup
shell. The lower edge of the cup shell is bent inwards over the edge of the bottom plate sidewall, and
heat-sealed under high pressure to prevent leaks and provide a precisely level edge for standup. The
brim is formed on the top to provide a ring-on-shell structure to provide the stiffness needed for its
functionality. All of these operations are carried out while the work piece undergoes a precision transfer
from one turret to another and is then ejected. The production rate of a typical machine averages over
200 cups per minute. The automated paperboard container manufacturing did not involve any non-
mechanical system except an electric motor for driving the line shaft. These machines are typical of
paper converting and textile machinery and represent automated systems significantly more complex
than their predecessors.

The development of the microprocessor in the late 1960s led to early forms of computer control in
process and product design. Examples include numerically controlled (NC) machines and aircraft control
systems. Yet the manufacturing processes were still entirely mechanical in nature and the automation
and control systems were implemented only as an afterthought. The launch of Sputnik and the advent
of the space age provided yet another impetus to the continued development of controlled mechanical
systems. Missiles and space probes necessitated the development of complex, highly accurate control
systems. Furthermore, the need to minimize satellite mass (that is, to minimize the amount of fuel required
for the mission) while providing accurate control encouraged advancements in the important field of
optimal control. Time domain methods developed by Liapunov, Minorsky, and others, as well as the
theories of optimal control developed by L. S. Pontryagin in the former Soviet Union and R. Bellman in
the United States, were well matched with the increasing availability of high-speed computers and new
programming languages for scientific use.

Advancements in semiconductor and integrated circuits manufacturing led to the development of a
new class of products that incorporated mechanical and electronics in the system and required the two
together for their functionality. The term mechatronics was introduced by Yasakawa Electric in 1969 to
represent such systems. Yasakawa was granted a trademark in 1972, but after widespread usage of the
term, released its trademark rights in 1982 [1-3]. Initially, mechatronics referred to systems with only
mechanical systems and electrical components—no computation was involved. Examples of such systems
include the automatic sliding door, vending machines, and garage door openers.

In the late 1970s, the Japan Society for the Promotion of Machine Industry (JSPMI) classified mecha-
tronics products into four categories [1]:

1. Class I: Primarily mechanical products with electronics incorporated to enhance functionality.
Examples include numerically controlled machine tools and variable speed drives in manufactur-
ing machines.

2. Class II: Traditional mechanical systems with significantly updated internal devices incorporating
electronics. The external user interfaces are unaltered. Examples include the modern sewing
machine and automated manufacturing systems.

3. Class III: Systems that retain the functionality of the traditional mechanical system, but the internal
mechanisms are replaced by electronics. An example is the digital watch.

4. Class IV: Products designed with mechanical and electronic technologies through synergistic
integration. Examples include photocopiers, intelligent washers and dryers, rice cookers, and
automatic ovens.
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The enabling technologies for each mechatronic product class illustrate the progression of electrome-
chanical products in stride with developments in control theory, computation technologies, and micro-
processors. Class I products were enabled by servo technology, power electronics, and control theory.
Class II products were enabled by the availability of early computational and memory devices and custom
circuit design capabilities. Class III products relied heavily on the microprocessor and integrated circuits
to replace mechanical systems. Finally, Class IV products marked the beginning of true mechatronic
systems, through integration of mechanical systems and electronics. It was not until the 1970s with the
development of the microprocessor by the Intel Corporation that integration of computational systems
with mechanical systems became practical.

The divide between classical control and modern control was significantly reduced in the 1980s with
the advent of “robust control” theory. It is now generally accepted that control engineering must consider
both the time domain and the frequency domain approaches simultaneously in the analysis and design
of control systems. Also, during the 1980s, the utilization of digital computers as integral components
of control systems became routine. There are literally hundreds of thousands of digital process control
computers installed worldwide [18,19]. Whatever definition of mechatronics one chooses to adopt, it is
evident that modern mechatronics involves computation as the central element. In fact, the incorporation
of the microprocessor to precisely modulate mechanical power and to adapt to changes in environment
are the essence of modern mechatronics and smart products.

1.4 The Development of the Automobile
as a Mechatronic System

The evolution of modern mechatronics can be illustrated with the example of the automobile. Until the
1960s, the radio was the only significant electronics in an automobile. All other functions were entirely
mechanical or electrical, such as the starter motor and the battery charging systems. There were no
“intelligent safety systems,” except augmenting the bumper and structural members to protect occupants
in case of accidents. Seat belts, introduced in the early 1960s, were aimed at improving occupant safety
and were completely mechanically actuated. All engine systems were controlled by the driver and/or other
mechanical control systems. For instance, before the introduction of sensors and microcontrollers, a
mechanical distributor was used to select the specific spark plug to fire when the fuel-air mixture was
compressed. The timing of the ignition was the control variable. The mechanically controlled combustion
process was not optimal in terms of fuel efficiency. Modeling of the combustion process showed that,
for increased fuel efficiency, there existed an optimal time when the fuel should be ignited. The timing
depends on load, speed, and other measurable quantities. The electronic ignition system was one of the
first mechatronic systems to be introduced in the automobile in the late 1970s. The electronic ignition
system consists of a crankshaft position sensor, camshaft position sensor, airflow rate, throttle position,
rate of throttle position change sensors, and a dedicated microcontroller determining the timing of the
spark plug firings. Early implementations involved only a Hall effect sensor to sense the position of the
rotor in the distributor accurately. Subsequent implementations eliminated the distributor completely
and directly controlled the firings utilizing a microprocessor.

The Antilock Brake System (ABS) was also introduced in the late 1970s in automobiles [20]. The ABS
works by sensing lockup of any of the wheels and then modulating the hydraulic pressure as needed to
minimize or eliminate sliding. The Traction Control System (TCS) was introduced in automobiles in the
mid-1990s. The TCS works by sensing slippage during acceleration and then modulating the power to
the slipping wheel. This process ensures that the vehicle is accelerating at the maximum possible rate
under given road and vehicle conditions. The Vehicle Dynamics Control (VDC) system was introduced
in automobiles in the late 1990s. The VDC works similar to the TCS with the addition of a yaw rate
sensor and a lateral accelerometer. The driver intention is determined by the steering wheel position and
then compared with the actual direction of motion. The TCS system is then activated to control the
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power to the wheels and to control the vehicle velocity and minimize the difference between the steering
wheel direction and the direction of the vehicle motion [20,21]. In some cases, the ABS is used to slow
down the vehicle to achieve desired control. In automobiles today, typically, 8, 16, or 32-bit CPUs are
used for implementation of the various control systems. The microcontroller has onboard memory
(EEPROM/EPROM), digital and analog inputs, A/D converters, pulse width modulation (PWM), timer
functions, such as event counting and pulse width measurement, prioritized inputs, and in some cases
digital signal processing. The 32-bit processor is used for engine management, transmission control, and
airbags; the 16-bit processor is used for the ABS, TCS, VDC, instrument cluster, and air conditioning
systems; the 8-bit processor is used for seat, mirror control, and window lift systems. Today, there are
about 30-60 microcontrollers in a car. This is expected to increase with the drive towards developing
modular systems for plug-n-ply mechatronics subsystems.

Mechatronics has become a necessity for product differentiation in automobiles. Since the basics of
internal combustion engine were worked out almost a century ago, differences in the engine design
among the various automobiles are no longer useful as a product differentiator. In the 1970s, the Japanese
automakers succeeded in establishing a foothold in the U.S. automobile market by offering unsurpassed
quality and fuel-efficient small automobiles. The quality of the vehicle was the product differentiator
through the 1980s. In the 1990s, consumers came to expect quality and reliability in automobiles from
all manufacturers. Today, mechatronic features have become the product differentiator in these tradition-
ally mechanical systems. This is further accelerated by higher performance price ratio in electronics,
market demand for innovative products with smart features, and the drive to reduce cost of manufac-
turing of existing products through redesign incorporating mechatronics elements. With the prospects
of low single digit (2-3%) growth, automotive makers will be searching for high-tech features that will
differentiate their vehicles from others [22]. The automotive electronics market in North America, now
at about $20 billion, is expected to reach $28 billion by 2004 [22]. New applications of mechatronic
systems in the automotive world include semi-autonomous to fully autonomous automobiles, safety
enhancements, emission reduction, and other features including intelligent cruise control, and brake by
wire systems eliminating the hydraulics [23]. Another significant growth area that would benefit from a
mechatronics design approach is wireless networking of automobiles to ground stations and vehicle-to-
vehicle communication. Telematics, which combines audio, hands-free cell phone, navigation, Internet
connectivity, e-mail, and voice recognition, is perhaps the largest potential automotive growth area. In
fact, the use of electronics in automobiles is expected to increase at an annual rate of 6% per year over
the next five years, and the electronics functionality will double over the next five years [24].

Micro Electromechanical Systems (MEMS) is an enabling technology for the cost-effective develop-
ment of sensors and actuators for mechatronics applications. Already, several MEMS devices are in use
in automobiles, including sensors and actuators for airbag deployment and pressure sensors for manifold
pressure measurement. Integrating MEMS devices with CMOS signal conditioning circuits on the same
silicon chip is another example of development of enabling technologies that will improve mechatronic
products, such as the automobile.

Millimeter wave radar technology has recently found applications in automobiles. The millimeter wave
radar detects the location of objects (other vehicles) in the scenery and the distance to the obstacle and
the velocity in real-time. A detailed description of a working system is given by Suzuki et al. [25]. Figure 1.4
shows an illustration of the vehicle-sensing capability with a millimeter-waver radar. This technology
provides the capability to control the distance between the vehicle and an obstacle (or another vehicle)
by integrating the sensor with the cruise control and ABS systems. The driver is able to set the speed and
the desired distance between the cars ahead of him. The ABS system and the cruise control system are
coupled together to safely achieve this remarkable capability. One logical extension of the obstacle
avoidance capability is slow speed semi-autonomous driving where the vehicle maintains a constant
distance from the vehicle ahead in traffic jam conditions. Fully autonomous vehicles are well within the
scope of mechatronics development within the next 20 years. Supporting investigations are underway in
many research centers on development of semi-autonomous cars with reactive path planning using GPS-
based continuous traffic model updates and stop-and-go automation. A proposed sensing and control
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FIGURE 1.4 Using a radar to measure distance and velocity to autonomously maintain desired distance between
vehicles. (Adapted from Modern Control Systems, 9th ed., R. C. Dorf and R. H. Bishop, Prentice-Hall, 2001. Used
with permission.)
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FIGURE 1.5 Autonomous vehicle system design with sensors and actuators.

system for such a vehicle, shown in Fig. 1.5, involves differential global positioning systems (DGPS), real-
time image processing, and dynamic path planning [26].

Future mechatronic systems on automobiles may include a fog-free windshield based on humidity
and temperature sensing and climate control, self-parallel parking, rear parking aid, lane change assistance,
fluidless electronic brake-by-wire, and replacement of hydraulic systems with electromechanical servo
systems. As the number of automobiles in the world increases, stricter emission standards are inevitable.
Mechatronic products will in all likelihood contribute to meet the challenges in emission control and
engine efficiency by providing substantial reduction in CO, NO, and HC emissions and increase in vehicle
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efficiency [23]. Clearly, an automobile with 30—60 microcontrollers, up to 100 electric motors, about 200
pounds of wiring, a multitude of sensors, and thousands of lines of software code can hardly be classified
as a strictly mechanical system. The automobile is being transformed into a comprehensive mechatronic
system.

1.5 What is Mechatronics? And What’s Next?

Mechatronics, the term coined in Japan in the 1970s, has evolved over the past 25 years and has led to
a special breed of intelligent products. What is mechatronics? It is a natural stage in the evolutionary
process of modern engineering design. For some engineers, mechatronics is nothing new, and, for others,
it is a philosophical approach to design that serves as a guide for their activities. Certainly, mechatronics
is an evolutionary process, not a revolutionary one. It is clear that an all-encompassing definition of
mechatronics does not exist, but in reality, one is not needed. It is understood that mechatronics is about
the synergistic integration of mechanical, electrical, and computer systems. One can understand the
extent that mechatronics reaches into various disciplines by characterizing the constituent components
comprising mechatronics, which include (i) physical systems modeling, (ii) sensors and actuators, (iii)
signals and systems, (iv) computers and logic systems, and (v) software and data acquisition. Engineers
and scientists from all walks of life and fields of study can contribute to mechatronics. As engineering
and science boundaries become less well defined, more students will seek a multi-disciplinary education
with a strong design component. Academia should be moving towards a curriculum, which includes
coverage of mechatronic systems.

In the future, growth in mechatronic systems will be fueled by the growth in the constituent areas.
Advancements in traditional disciplines fuel the growth of mechatronics systems by providing “enabling
technologies.” For example, the invention of the microprocessor had a profound effect on the redesign
of mechanical systems and design of new mechatronics systems. We should expect continued advance-
ments in cost-effective microprocessors and microcontrollers, sensor and actuator development enabled
by advancements in applications of MEMS, adaptive control methodologies and real-time programming
methods, networking and wireless technologies, mature CAE technologies for advanced system modeling,
virtual prototyping, and testing. The continued rapid development in these areas will only accelerate the
pace of smart product development. The Internet is a technology that, when utilized in combination
with wireless technology, may also lead to new mechatronic products. While developments in automotives
provide vivid examples of mechatronics development, there are numerous examples of intelligent systems
in all walks of life, including smart home appliances such as dishwashers, vacuum cleaners, microwaves,
and wireless network enabled devices. In the area of “human-friendly machines” (a term used by H.
Kobayashi [27]), we can expect advances in robot-assisted surgery, and implantable sensors and actuators.
Other areas that will benefit from mechatronic advances may include robotics, manufacturing, space
technology, and transportation. The future of mechatronics is wide open.
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2.2 Functions of Mechatronic Systems
Division of Functions Between Mechanics and
Electronics * Improvement of Operating
Properties + Addition of New Functions

2.3 Ways of Integration
Integration of Components (Hardware) + Integration of
Information Processing (Software)

2.4 Information Processing Systems (Basic
Architecture and HW/SW Trade-offs)
Multilevel Control Architecture « Special Signal
Processing + Model-based and Adaptive Control
Systems * Supervision and Fault Detection -« Intelligent
Systems (Basic Tasks)

2.5  Concurrent Design Procedure
for Mechatronic Systems
Design Steps * Required CAD/CAE Tools + Modeling
Rolf Isermann Procedure + Real-Time Simulation + Hardware-in-the-Loop
Darmstadt University of Technology Simulation « Control Prototyping

2.1 Historical Development and Definition
of Mechatronic Systems

In several technical areas the integration of products or processes and electronics can be observed. This
is especially true for mechanical systems which developed since about 1980. These systems changed from
electro-mechanical systems with discrete electrical and mechanical parts to integrated electronic-mechanical
systems with sensors, actuators, and digital microelectronics. These integrated systems, as seen in Table 2.1,
are called mechatronic systems, with the connection of MECHAnics and elecTRONICS.

The word “mechatronics” was probably first created by a Japanese engineer in 1969 [1], with earlier
definitions given by [2] and [3]. In [4], a preliminary definition is given: “Mechatronics is the synergetic
integration of mechanical engineering with electronics and intelligent computer control in the design
and manufacturing of industrial products and processes” [5].

All these definitions agree that mechatronics is an interdisciplinary field, in which the following disci-
plines act together (see Fig. 2.1):

« mechanical systems (mechanical elements, machines, precision mechanics);
« electronic systems (microelectronics, power electronics, sensor and actuator technology); and

* information technology (systems theory, automation, software engineering, artificial intelligence).
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TABLE 2.1

Historical Development of Mechanical, Electrical, and Electronic Systems

Pure mechanical systems
<— d.c. motor 1870
<4— a.c. motor 1889
Mechanical systems with | 1920

electrical drives
< relays, solenoids
<4— hydraulic, pneumatic,
electric amplifiers
y 4 Pl-controllers 1930
Mechanical systems with
automatic control 1935
<« transistor 194
<« thyristor 1955
Mechanical systems with
@ electronic (analog) control 1955
® sequential control
<« digital computer 1955
<— process computer 1959
<« real-time software 1966
<— microcomputer 1971

Mechanical systems with

@ digital continuous control

@ digital sequential control

<— microcontroller 1978

<— personal computers 1980

<« process/fieldbus systems

<— new actuators, sensors

w <4 integration of components

Mechatronic systems

@ integration: mechanics &
electronics hardware

® software determines functions

® new design tools for
simultaneous engineering

® synergetic effects

1975

1985

steam engine 1860

dynamos 1870

| <1900 circular pumps 1880
combustion engine1880

mech. typewriter

tool machines
pumps

electric typewriter

steam turbines
aircraft

electronic
controlled
lifts

y ¢ digital decentralized automation 1975

machine tools
industrial robots
industrial plants
disc drives

mobile robots
CIM

magnetic bearings
automotive control
(ABS, ESP)

Increasing
electrical
drives

Increasing
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Some survey contributions describe the development of mechatronics; see [5-8]. An insight into general
aspects are given in the journals [4,9,10]; first conference proceedings in [11-15]; and the books [16-19].

Figure 2.2 shows a general scheme of a modern mechanical process like a power producing or a power
generating machine. A primary energy flows into the machine and is then either directly used for the
energy consumer in the case of an energy transformer, or converted into another energy form in the case
of an energy converter. The form of energy can be electrical, mechanical (potential or kinetic, hydraulic,
pneumatic), chemical, or thermal. Machines are mostly characterized by a continuous or periodic (repet-
itive) energy flow. For other mechanical processes, such as mechanical elements or precision mechanical

mechanics

devices, piecewise or intermittent energy flows are typical.
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FIGURE 2.2 Mechanical process and information processing develop towards mechatronic systems.

The energy flow is generally a product of a generalized flow and a potential (effort). Information on
the state of the mechanical process can be obtained by measured generalized flows (speed, volume, or
mass flow) or electrical current or potentials (force, pressure, temperature, or voltage). Together with
reference variables, the measured variables are the inputs for an information flow through the digital
electronics resulting in manipulated variables for the actuators or in monitored variables on a display.

The addition and integration of feedback information flow to a feedforward energy flow in a basically
mechanical system is one characteristic of many mechatronic systems. This development presently influ-
ences the design of mechanical systems. Mechatronic systems can be subdivided into:

+ mechatronic systems
+ mechatronic machines
+ mechatronic vehicles
+ precision mechatronics

* micro mechatronics

This shows that the integration with electronics comprises many classes of technical systems. In several
cases, the mechanical part of the process is coupled with an electrical, thermal, thermodynamic, chemical,
or information processing part. This holds especially true for energy converters as machines where, in
addition to the mechanical energy, other kinds of energy appear. Therefore, mechatronic systems in a
wider sense comprise mechanical and also non-mechanical processes. However, the mechanical part
normally dominates the system.

Because an auxiliary energy is required to change the fixed properties of formerly passive mechanical
systems by feedforward or feedback control, these systems are sometimes also called active mechanical systems.

2.2 Functions of Mechatronic Systems

Mechatronic systems permit many improved and new functions. This will be discussed by considering
some examples.

Division of Functions between Mechanics and Electronics

For designing mechatronic systems, the interplay for the realization of functions in the mechanical and
electronic part is crucial. Compared to pure mechanical realizations, the use of amplifiers and actuators
with electrical auxiliary energy led to considerable simplifications in devices, as can be seen from watches,
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electrical typewriters, and cameras. A further considerable simplification in the mechanics resulted from
introducing microcomputers in connection with decentralized electrical drives, as can be seen from elec-
tronic typewriters, sewing machines, multi-axis handling systems, and automatic gears.

The design of lightweight constructions leads to elastic systems which are weakly damped through the
material. An electronic damping through position, speed, or vibration sensors and electronic feedback
can be realized with the additional advantage of an adjustable damping through the algorithms. Examples
are elastic drive chains of vehicles with damping algorithms in the engine electronics, elastic robots,
hydraulic systems, far reaching cranes, and space constructions (with, for example, flywheels).

The addition of closed loop control for position, speed, or force not only results in a precise tracking
of reference variables, but also an approximate linear behavior, even though the mechanical systems show
nonlinear behavior. By omitting the constraint of linearization on the mechanical side, the effort for
construction and manufacturing may be reduced. Examples are simple mechanical pneumatic and electro-
mechanical actuators and flow valves with electronic control.

With the aid of freely programmable reference variable generation the adaptation of nonlinear mechan-
ical systems to the operator can be improved. This is already used for the driving pedal characteristics
within the engine electronics for automobiles, telemanipulation of vehicles and aircraft, in development
of hydraulic actuated excavators, and electric power steering.

With an increasing number of sensors, actuators, switches, and control units, the cable and electrical
connections increase such that reliability, cost, weight, and the required space are major concerns. Therefore,
the development of suitable bus systems, plug systems, and redundant and reconfigurable electronic systems
are challenges for the designer.

Improvement of Operating Properties

By applying active feedback control, precision is obtained not only through the high mechanical precision
of a passively feedforward controlled mechanical element, but by comparison of a programmed reference
variable and a measured control variable. Therefore, the mechanical precision in design and manufac-
turing may be reduced somewhat and more simple constructions for bearings or slideways can be used.
An important aspect is the compensation of a larger and time variant friction by adaptive friction
compensation [13,20]. Also, a larger friction on cost of backlash may be intended (such as gears with
pretension), because it is usually easier to compensate for friction than for backlash.

Model-based and adaptive control allow for a wide range of operation, compared to fixed control with
unsatisfactory performance (danger of instability or sluggish behavior). A combination of robust and
adaptive control allows a wide range of operation for flow-, force-, or speed-control, and for processes
like engines, vehicles, or aircraft. A better control performance allows the reference variables to move
closer to the constraints with an improvement in efficiencies and yields (e.g., higher temperatures,
pressures for combustion engines and turbines, compressors at stalling limits, higher tensions and higher
speed for paper machines and steel mills).

Addition of New Functions

Mechatronic systems allow functions to occur that could not be performed without digital electronics.
First, nonmeasurable quantities can be calculated on the basis of measured signals and influenced by
feedforward or feedback control. Examples are time-dependent variables such as slip for tyres, internal
tensities, temperatures, slip angle and ground speed for steering control of vehicles, or parameters like
damping, stiffness coefficients, and resistances. The adaptation of parameters such as damping and
stiffness for oscillating systems (based on measurements of displacements or accelerations) is another
example. Integrated supervision and fault diagnosis becomes more and more important with increasing
automatic functions, increasing complexity, and higher demands on reliability and safety. Then, the
triggering of redundant components, system reconfiguration, maintenance-on-request, and any kind of
teleservice make the system more “intelligent.” Table 2.2 summarizes some properties of mechatronic
systems compared to conventional electro-mechanical systems.
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TABLE 2.2 Properties of Conventional and Mechatronic Design Systems

Conventional Design

Mechatronic Design

N=RN-CIRN Be NI |

Simple control
Stiff construction
Feedforward control, linear (analog) control
Precision through narrow tolerances
Nonmeasurable quantities change arbitrarily
Simple monitoring

Added components Integration of components (hardware)
1 Bulky Compact
2 Complex mechanisms Simple mechanisms
3 Cable problems Bus or wireless communication
4 Connected components Autonomous units

Integration by information processing (software)
Elastic construction with damping by electronic feedback
Programmable feedback (nonlinear) digital control
Precision through measurement and feedback control
Control of nonmeasurable estimated quantities
Supervision with fault diagnosis

Fixed abilities Learning abilities

—

micro-

sensors
computer

— actuators [—}

process

=

FIGURE 2.3 General scheme of a (classical) mechanical-electronic system.

2.3 Ways of Integration

Figure 2.3 shows a general scheme of a classical mechanical-electronic system. Such systems resulted from
adding available sensors, actuators, and analog or digital controllers to mechanical components. The limits
of this approach were given by the lack of suitable sensors and actuators, the unsatisfactory life time
under rough operating conditions (acceleration, temperature, contamination), the large space require-
ments, the required cables, and relatively slow data processing. With increasing improvements in minia-
turization, robustness, and computing power of microelectronic components, one can now put more
emphasis on electronics in the design of a mechatronic system. More autonomous systems can be envisioned,
such as capsuled units with touchless signal transfer or bus connections, and robust microelectronics.

The integration within a mechatronic system can be performed through the integration of components
and through the integration of information processing.

Integration of Components (Hardware)

The integration of components (hardware integration) results from designing the mechatronic system
as an overall system and imbedding the sensors, actuators, and microcomputers into the mechanical
process, as seen in Fig. 2.4. This spatial integration may be limited to the process and sensor, or to the
process and actuator. Microcomputers can be integrated with the actuator, the process or sensor, or can
be arranged at several places.

Integrated sensors and microcomputers lead to smart sensors, and integrated actuators and microcom-
puters lead to smart actuators. For larger systems, bus connections will replace cables. Hence, there are
several possibilities to build up an integrated overall system by proper integration of the hardware.

Integration of Information Processing (Software)

The integration of information processing (software integration) is mostly based on advanced control
functions. Besides a basic feedforward and feedback control, an additional influence may take place
through the process knowledge and corresponding online information processing, as seen in Fig. 2.4.
This means a processing of available signals at higher levels, including the solution of tasks like supervision
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FIGURE 2.4 Ways of integration within mechatronic systems.

with fault diagnosis, optimization, and general process management. The respective problem solutions
result in real-time algorithms which must be adapted to the mechanical process properties, expressed by
mathematical models in the form of static characteristics, or differential equations. Therefore, a knowledge
base is required, comprising methods for design and information gaining, process models, and perfor-
mance criteria. In this way, the mechanical parts are governed in various ways through higher level
information processing with intelligent properties, possibly including learning, thus forming an integra-
tion by process-adapted software.

2.4 Information Processing Systems (Basic Architecture
and HW/SW Trade-offs)

The governing of mechanical systems is usually performed through actuators for the changing of posi-
tions, speeds, flows, forces, torques, and voltages. The directly measurable output quantities are frequently
positions, speeds, accelerations, forces, and currents.

Multilevel Control Architecture

The information processing of direct measurable input and output signals can be organized in several
levels, as compared in Fig. 2.5.

level 1: low level control (feedforward, feedback for damping, stabilization, linearization)
level 2: high level control (advanced feedback control strategies)

level 3: supervision, including fault diagnosis

level 4: optimization, coordination (of processes)

level 5: general process management

Recent approaches to mechatronic systems use signal processing in the lower levels, such as damping,
control of motions, or simple supervision. Digital information processing, however, allows for the
solution of many tasks, like adaptive control, learning control, supervision with fault diagnosis, decisions
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FIGURE 2.5 Advanced intelligent automatic system with multi-control levels, knowledge base, inference mecha-
nisms, and interfaces.

for maintenance or even redundancy actions, economic optimization, and coordination. The tasks of the
higher levels are sometimes summarized as “process management.”

Special Signal Processing

The described methods are partially applicable for nonmeasurable quantities that are reconstructed from
mathematical process models. In this way, it is possible to control damping ratios, material and heat
stress, and slip, or to supervise quantities like resistances, capacitances, temperatures within components,
or parameters of wear and contamination. This signal processing may require special filters to determine
amplitudes or frequencies of vibrations, to determine derivated or integrated quantities, or state variable
observers.

Model-based and Adaptive Control Systems

The information processing is, at least in the lower levels, performed by simple algorithms or software-
modules under real-time conditions. These algorithms contain free adjustable parameters, which have
to be adapted to the static and dynamic behavior of the process. In contrast to manual tuning by trial
and error, the use of mathematical models allows precise and fast automatic adaptation.

The mathematical models can be obtained by identification and parameter estimation, which use the
measured and sampled input and output signals. These methods are not restricted to linear models, but
also allow for several classes of nonlinear systems. If the parameter estimation methods are combined
with appropriate control algorithm design methods, adaptive control systems result. They can be used
for permanent precise controller tuning or only for commissioning [20].
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Supervision and Fault Detection

With an increasing number of automatic functions (autonomy), including electronic components, sen-
sors and actuators, increasing complexity, and increasing demands on reliability and safety, an integrated
supervision with fault diagnosis becomes more and more important. This is a significant natural feature
of an intelligent mechatronic system. Figure 2.6 shows a process influenced by faults. These faults indicate
unpermitted deviations from normal states and can be generated either externally or internally. External
faults can be caused by the power supply, contamination, or collision, internal faults by wear, missing
lubrication, or actuator or sensor faults. The classical way for fault detection is the limit value checking
of some few measurable variables. However, incipient and intermittant faults can not usually be detected,
and an in-depth fault diagnosis is not possible by this simple approach. Model-based fault detection and
diagnosis methods were developed in recent years, allowing for early detection of small faults with normally
measured signals, also in closed loops [21]. Based on measured input signals, U(f), and output signals,
Y(#), and process models, features are generated by parameter estimation, state and output observers,
and parity equations, as seen in Fig. 2.6.

These residuals are then compared with the residuals for normal behavior and with change detection
methods analytical symptoms are obtained. Then, a fault diagnosis is performed via methods of classi-
fication or reasoning. For further details see [22,23].

A considerable advantage is if the same process model can be used for both the (adaptive) controller
design and the fault detection. In general, continuous time models are preferred if fault detection is based
on parameter estimation or parity equations. For fault detection with state estimation or parity equations,
discrete-time models can be used.

Advanced supervision and fault diagnosis is a basis for improving reliability and safety, state dependent
maintenance, triggering of redundancies, and reconfiguration.

Intelligent Systems (Basic Tasks)

The information processing within mechatronic systems may range between simple control functions
and intelligent control. Various definitions of intelligent control systems do exist, see [24-30]. An intel-
ligent control system may be organized as an online expert system, according to Fig. 2.5, and comprises

 multi-control functions (executive functions),
+ a knowledge base,
« inference mechanisms, and

+ communication interfaces.
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The online control functions are usually organized in multilevels, as already described. The knowledge
base contains quantitative and qualitative knowledge. The quantitative part operates with analytic (math-
ematical) process models, parameter and state estimation methods, analytic design methods (e.g., for
control and fault detection), and quantitative optimization methods. Similar modules hold for the
qualitative knowledge (e.g., in the form of rules for fuzzy and soft computing). Further knowledge is the
past history in the memory and the possibility to predict the behavior. Finally, tasks or schedules may
be included.

The inference mechanism draws conclusions either by quantitative reasoning (e.g., Boolean methods)
or by qualitative reasoning (e.g., possibilistic methods) and takes decisions for the executive functions.

Communication between the different modules, an information management database, and the man—
machine interaction has to be organized.

Based on these functions of an online expert system, an intelligent system can be built up, with the
ability “to model, reason and learn the process and its automatic functions within a given frame and to
govern it towards a certain goal.” Hence, intelligent mechatronic systems can be developed, ranging from
“low-degree intelligent” [13], such as intelligent actuators, to “fairly intelligent systems,” such as self-
navigating automatic guided vehicles.

An intelligent mechatronic system adapts the controller to the mostly nonlinear behavior (adaptation),
and stores its controller parameters in dependence on the position and load (learning), supervises all relevant
elements, and performs a fault diagnosis (supervision) to request maintenance or, if a failure occurs, to
request a fail safe action (decisions on actions). In the case of multiple components, supervision may help
to switch off the faulty component and to perform a reconfiguration of the controlled process.

2.5 Concurrent Design Procedure for Mechatronic Systems

The design of mechatronic systems requires a systematic development and use of modern design tools.

Design Steps

Table 2.3 shows five important development steps for mechatronic systems, starting from a purely
mechanical system and resulting in a fully integrated mechatronic system. Depending on the kind of
mechanical system, the intensity of the single development steps is different. For precision mechanical
devices, fairly integrated mechatronic systems do exist. The influence of the electronics on mechanical
elements may be considerable, as shown by adaptive dampers, anti-lock system brakes, and automatic
gears. However, complete machines and vehicles show first a mechatronic design of their elements, and
then slowly a redesign of parts of the overall structure as can be observed in the development of machine
tools, robots, and vehicle bodies.

Required CAD/CAE Tools
The computer aided development of mechatronic systems comprises:

. constructive specification in the engineering development stage using CAD and CAE tools,
. model building for obtaining static and dynamic process models,
. transformation into computer codes for system simulation, and

=W N =

. programming and implementation of the final mechatronic software.

Some software tools are described in [31]. A broad range of CAD/CAE tools is available for 2D- and
3D-mechanical design, such as Auto CAD with a direct link to CAM (computer-aided manufacturing),
and PADS, for multilayer, printed-circuit board layout. However, the state of computer-aided modeling
is not as advanced. Object-oriented languages such as DYMOLA and MOBILE for modeling of large
combined systems are described in [31-33]. These packages are based on specified ordinary differential
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TABLE 2.3  Steps in the Design of Mechatronic Systems

Precision Mechanical
Mechanics Elements Machines

Pure mechanical system

1. Addition of sensors, actuators,
microelectronics, control
functions

2. Integration of components
(hardware integration)

3. Integration by information
processing (software
integration)

4. Redesign of mechanical
system

5. Creation of synergetic
effects

Fully integrated mechatronic

systems
Examples Sensors Suspensions Electric drives
actuators dampers combustion
disc-storages clutches engines
cameras gears brakes mach. tools
robots

The size of a circle indicates the present intensity of the respective mechatronic devel-

opment step: Q large, Q medium, 5 little.

equations, algebraic equations, and discontinuities. A recent description of the state of computer-aided
control system design can be found in [34]. For system simulation (and controller design), a variety of
program systems exist, like ACSL, SIMPACK, MATLAB/SIMULINK, and MATRIX-X. These simulation
techniques are valuable tools for design, as they allow the designer to study the interaction of components
and the variations of design parameters before manufacturing. They are, in general, not suitable for real-
time simulation.

Modeling Procedure

Mathematical process models for static and dynamic behavior are required for various steps in the design
of mechatronic systems, such as simulation, control design, and reconstruction of variables. Two ways
to obtain these models are theoretical modeling based on first (physical) principles and experimental
modeling (identification) with measured input and output variables. A basic problem of theoretical
modeling of mechatronic systems is that the components originate from different domains. There exists
a well-developed domain specific knowledge for the modeling of electrical circuits, multibody mechanical
systems, or hydraulic systems, and corresponding software packages. However, a computer-assisted general
methodology for the modeling and simulation of components from different domains is still missing [35].

The basic principles of theoretical modeling for system with energy flow are known and can be unified
for components from different domains as electrical, mechanical, and thermal (see [36—41]). The mod-
eling methodology becomes more involved if material flows are incorporated as for fluidics, thermody-
namics, and chemical processes.
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A general procedure for theoretical modeling of lumped parameter processes can be sketched as follows
[19].

1. Definition of flows
+ energy flow (electrical, mechanical, thermal conductance)
+ energy and material flow (fluidic, thermal transfer, thermodynamic, chemical)
2. Definition of process elements: flow diagrams
+ sources, sinks (dissipative)
+ storages, transformers, converters
3. Graphical representation of the process model
+ multi-port diagrams (terminals, flows, and potentials, or across and through variables)
+ block diagrams for signal flow
+ bond graphs for energy flow

4. Statement of equations for all process elements
(i) Balance equations for storage (mass, energy, momentum)
(ii)Constitutive equations for process elements (sources, transformers, converters)
(iii)Phenomenological laws for irreversible processes (dissipative systems: sinks)
5. Interconnection equations for the process elements

+ continuity equations for parallel connections (node law)

+ compatibility equations for serial connections (closed circuit law)
6. Overall process model calculation

+ establishment of input and output variables

* state space representation

+ input/output models (differential equations, transfer functions)

An example of steps 1-3 is shown in Fig. 2.7 for a drive-by-wire vehicle. A unified approach for processes
with energy flow is known for electrical, mechanical, and hydraulic processes with incompressible fluids.
Table 2.4 defines generalized through and across variables.

In these cases, the product of the through and across variable is power. This unification enabled the
formulation of the standard bond graph modeling [39]. Also, for hydraulic processes with compressible
fluids and thermal processes, these variables can be defined to result in powers, as seen in Table 2.4.
However, using mass flows and heat flows is not engineering practice. If these variables are used, so-
called pseudo bond graphs with special laws result, leaving the simplicity of standard bond graphs. Bond
graphs lead to a high-level abstraction, have less flexibility, and need additional effort to generate
simulation algorithms. Therefore, they are not the ideal tool for mechatronic systems [35]. Also, the
tedious work needed to establish block diagrams with an early definition of causal input/output blocks
is not suitable.

Development towards object-oriented modeling is on the way, where objects with terminals (cuts) are
defined without assuming a causality in this basic state. Then, object diagrams are graphically represented,
retaining an intuitive understanding of the original physical components [43,44]. Hence, theoretical
modeling of mechatronic systems with a unified, transparent, and flexible procedure (from the basic
components of different domains to simulation) are a challenge for further development. Many compo-
nents show nonlinear behavior and nonlinearities (friction and backlash). For more complex process
parts, multidimensional mappings (e.g., combustion engines, tire behavior) must be integrated.

For verification of theoretical models, several well-known identification methods can be used, such as
correlation analysis and frequency response measurement, or Fourier- and spectral analysis. Since some
parameters are unknown or changed with time, parameter estimation methods can be applied, both, for
models with continuous time or discrete time (especially if the models are linear in the parameters)
[42,45,46]. For the identification and approximation of nonlinear, multi-dimensional characteristics,
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TABLE 2.4 Generalized Through and Across Variables for Processes with Energy Flow

System Through Variables Across Variables
Electrical Electric current I Electric voltage U
Magnetic Magnetic Flow F Magnetic force Q
Mechanical
* translation Force F Velocity w
* rotation Torque M Rotational speed W
Hydraulic Volume flow \% Pressure p
Thermodynamic Entropy flow Temperature T
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FIGURE 2.7 Different schemes for an automobile (as required for drive-by-wire-longitudinal control): (a) scheme
of the components (construction map), (b) energy flow diagram (simplified), (c) multi-port diagram with flows and
potentials, (d) signal flow diagram for multi-ports.

artificial neural networks (multilayer perceptrons or radial-basis-functions) can be expanded for non-
linear dynamic processes [47].

Real-Time Simulation

Increasingly, real-time simulation is applied to the design of mechatronic systems. This is especially true
if the process, the hardware, and the software are developed simultaneously in order to minimize iterative
development cycles and to meet short time-to-market schedules. With regard to the required speed of
computation simulation methods, it can be subdivided into

1. simulation without (hard) time limitation,
2. real-time simulation, and
3. simulation faster than real-time.

Some application examples are given in Fig. 2.8. Herewith, real-time simulation means that the simulation
of a component is performed such that the input and output signals show the same time-dependent
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FIGURE 2.8 Classification of simulation methods with regard to speed and application examples.
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FIGURE 2.9 Classification of real-time simulation.

values as the real, dynamically operating component. This becomes a computational problem for pro-
cesses which have fast dynamics compared to the required algorithms and calculation speed.

Different kinds of real-time simulation methods are shown in Fig. 2.9. The reason for the real-time
requirement is mostly that one part of the investigated system is not simulated but real. Three cases can
be distinguished:

1. The real process can be operated together with the simulated control by using hardware other than
the final hardware. This is also called “control prototyping.”

2. The simulated process can be operated with the real control hardware, which is called “hardware-
in-the-loop simulation.”

3. The simulated process is run with the simulated control in real time. This may be required if the
final hardware is not available or if a design step before the hardware-in-the-loop simulation is
considered.

Hardware-in-the-Loop Simulation

The hardware-in-the-loop simulation (HIL) is characterized by operating real components in connection
with real-time simulated components. Usually, the control system hardware and software is the real
system, as used for series production. The controlled process (consisting of actuators, physical processes,
and sensors) can either comprise simulated components or real components, as seen in Fig. 2.10(a). In
general, mixtures of the shown cases are realized. Frequently, some actuators are real and the process
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FIGURE 2.10 Real-time simulation: hybrid structures. (a) Hardware-in-the-loop simulation. (b) Control prototyping.

and the sensors are simulated. The reason is that actuators and the control hardware very often form
one integrated subsystem or that actuators are difficult to model precisely and to simulate in real time.
(The use of real sensors together with a simulated process may require considerable realization efforts,
because the physical sensor input does not exist and must be generated artificially.) In order to change
or redesign some functions of the control hardware or software, a bypass unit can be connected to the
basic control hardware. Hence, hardware-in-the-loop simulators may also contain partially simulated
(emulated) control functions.
The advantages of the hardware-in-the-loop simulation are generally:

+ design and testing of the control hardware and software without operating a real process (“moving
the process field into the laboratory”);

testing of the control hardware and software under extreme environmental conditions in the
laboratory (e.g., high/low temperature, high accelerations and mechanical shocks, aggressive
media, electro-magnetic compatibility);

testing of the effects of faults and failures of actuators, sensors, and computers on the overall system;

operating and testing of extreme and dangerous operating conditions;

reproducible experiments, frequently repeatable;
+ easy operation with different man-machine interfaces (cockpit-design and training of operators);
and

+ saving of cost and development time.

Control Prototyping

For the design and testing of complex control systems and their algorithms under real-time constraints,
a real-time controller simulation (emulation) with hardware (e.g., off-the-shelf signal processor) other
than the final series production hardware (e.g., special ASICS) may be performed. The process, the
actuators, and sensors can then be real. This is called control prototyping (Fig. 2.10(b)). However, parts
of the process or actuators may be simulated, resulting in a mixture of HIL-simulation and control
prototyping. The advantages are mainly:

+ early development of signal processing methods, process models, and control system structure,
including algorithms with high level software and high performance off-the-shelf hardware;

+ testing of signal processing and control systems, together with other design of actuators, process
parts, and sensor technology, in order to create synergetic effects;
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+ reduction of models and algorithms to meet the requirements of cheaper mass production hard-
ware; and

+ defining the specifications for final hardware and software.

Some of the advantages of HIL-simulation also hold for control prototyping. Some references for real-
time simulation are [48,49].
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3.1 Introduction

Introduction

The Mechatronic System * A Home/Office Example
+ An Automotive Example

Input Signals of a Mechatronic System
Transducer/Sensor Input * Analog-to-Digital
Converters

Output Signals of a Mechatronic System
Digital-to-Analog Converters * Actuator Output
Signal Conditioning

Sampling Rate ¢ Filtering * Data Acquisition Boards
Microprocessor Control

PID Control « Programmable Logic

Controllers * Microprocessors

Microprocessor Numerical Control
Fixed-Point Mathematics « Calibrations

Microprocessor Input—Output Contro

Polling and Interrupts « Input and Output
Transmission *+ HC12 Microcontroller Input-Output
Subsystems * Microcontroller Network Systems
Software Control

Systems Engineering + Software Engineering

+ Software Design

Testing and Instrumentation

Verification and Validation + Debuggers

+ Logic Analyzer

Summary

The purpose of this chapter is to introduce a number of topics dealing with a mechatronic system.
This starts with an overview of mechatronic systems and a look at the input and output signals

of a mechatronic system. The special

features of microprocessor input and output are next.

Software, an often-neglected portion of a mechatronic system, is briefly covered with an emphasis

on software engineering concepts. The
instrumentation.
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The Mechatronic System

Figure 3.1 shows a typical mechatronic system with mechanical, electrical, and computer components.
The process of system data acquisition begins with the measurement of a physical value by a sensor. The
sensor is able to generate some form of signal, generally an analog signal in the form of a voltage level
or waveform. This analog signal is sent to an analog-to-digital converter (ADC). Commonly using a
process of successive approximation, the ADC maps the analog input signal to a digital output. This
digital value is composed of a set of binary values called bits (often represented by 0s and 1s). The set of
bits represents a decimal or hexadecimal number that can be used by the microcontroller. The micro-
controller consists of a microprocessor plus memory and other attached devices. The program in the
microprocessor uses this digital value along with other inputs and preloaded values called calibrations to
determine output commands. Like the input to the microprocessor, these outputs are in digital form and
can be represented by a set of bits. A digital-to-analog converter (DAC) is then often used to convert the
digital value into an analog signal. The analog signal is used by an actuator to control a physical device
or affect the physical environment. The sensor then takes new measurements and the process repeated,
thus completing a feedback control loop. Timing for this entire operation is synchronized by the use of
a clock.

A Home/Office Example

An example of a mechatronic system is the common heating/cooling system for homes and offices. Simple
systems use a bimetal thermostat with contact points controlling a mercury switch that turns on and off
the furnace or air conditioner. A modern environmental control system uses these same basic components
along with other components and computer program control. A temperature sensor monitors the physical
environment and produces a voltage level as demonstrated in Fig. 3.2 (though generally not nearly such
a smooth function). After conversion by the ADC, the microcontroller uses the digitized temperature
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data along with a 24-hour clock and the user requested temperatures to produce a digital control signal.
This signal directs the actuator, usually a simple electrical switch in this example. The switch, in turn,
controls a motor to turn the heating or cooling unit on or off. New measurements are then taken and
the cycle is repeated. While not a mechatronic product on the order of a camcorder, it is a mechatronic
system because of its combination of mechanical, electrical, and computer components. This system may
also incorporate some additional features. If the temperature being sensed is quite high, say 80°C, it is
possible that a fire exists. It is then not a good idea to turn on the blower fan and feed the fire more
oxygen. Instead the system should set off an alarm or use a data communication device to alert the fire
department. Because of this type of computer control, the system is “smart,” at least relative to the older
mercury-switch controlled systems.

An Automotive Example

A second example is the Antilock Braking System (ABS) found in many vehicles. The entire purpose of
this type of system is to prevent a wheel from locking up and thus having the driver loose directional
control of the vehicle due to skidding. In this case, sensors attached to each wheel determine the rotational
speed of the wheels. These data, probably in a waveform or time-varied electrical voltage, is sent to the
microcontroller along with the data from sensors reporting inputs such as brake pedal position, vehicle
speed, and yaw. After conversion by the ADC or input capture routine into a digital value, the program
in the microprocessor then determines the necessary action. This is where the aspect of human computer
interface (HCI) or human machine interface (HMI) comes into play by taking account of the “feel” of
the system to the user. System calibration can adjust the response to the driver while, of course, stopping
the vehicle by controlling the brakes with the actuators. There are two important things to note in this
example. The first is that, in the end, the vehicle is being stopped because of hydraulic forces pressing
the brake pad against a drum or rotor—a purely mechanical function. The other is that the ABS, while
an “intelligent product,” is not a stand-alone device. It is part of a larger system, the vehicle, with multiple
microcontrollers working together through the data network of the vehicle.

3.2 Input Signals of a Mechatronic System

Transducer/Sensor Input

All inputs to mechatronic systems come from either some form of sensory apparatus or communications
from other systems. Sensors were first introduced in the previous section and will be discussed in much
more depth in Chapter 19. Transducers, devices that convert energy from one form to another, are often
used synonymously with sensors. Transducers and their properties will be explained fully in Chapter 45.
Sensors can be divided into two general classifications, active or passive. Active sensors emit a signal in
order to estimate an attribute of the environment or device being measured. Passive sensors do not. A
military example of this difference would be a strike aircraft “painting” a target using either active laser
radar (LADAR) or a passive forward looking infrared (FLIR) sensor.

As stated in the Introduction section, the output of a sensor is usually an analog signal. The simplest
type of analog signal is a voltage level with a direct (though not necessarily linear) correlation to the
input condition. A second type is a pulse width modulated (PWM) signal, which will be explained further
in a later section of this chapter when discussing microcontroller outputs. A third type is a waveform,
as shown in Fig. 3.3. This type of signal is modulated either in its amplitude (Fig. 3.4) or its frequency
(Fig. 3.5) or, in some cases, both. These changes reflect the changes in the condition being monitored.

There are sensors that do not produce an analog signal. Some of these sensors produce a square wave
as in Fig. 3.6 that is input to the microcontroller using the EIA 232 communications standard. The square
wave represents the binary values of 0 and 1. In this case the ADC is probably on-board the sensor itself,
adding to the cost of the sensor. Some sensors/recorders can even create mail or TCP/IP packets as output.
An example of this type of unit is the MV100 MobileCorder from Yokogawa Corporation of America.
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Analog-to-Digital Converters

The ADC can basically be typed by two parameters: the analog input range and the digital output range. As
an example, consider an ADC that is converting a voltage level ranging 0-12 V into a single byte of 8 bits.
In this example, each binary count increment reflects an increase in analog voltage of 1/256 of the maximum
12 V. There is an unusual twist to this conversion, however. Since a zero value represents 0V, and a 128 value
represents half of the maximum value, 6 V in this example, the maximum decimal value of 255 represents
255/256 of the maximum voltage value, or 11.953125 V. A table of the equivalent values is shown below:

Binary Decimal Voltage
0000 0000 0 0.0

0000 0001 1 0.00390625
1000 0000 128 6.0

1111 1111 255 11.953125

An ADC that is implemented in the Motorola HC12 microcontroller produces 10 bits. While not
fitting so nicely into a single byte of data, this 10-bit ADC does give additional resolution. Using an input
range from 0 to 5V, the decimal resolution per least significant bit is 4.88 mV. If the ADC had 8 bits of
output, the resolution per bit would be 19.5 mV, a fourfold difference. Larger voltages, e.g., from 0 to
12 V, can be scaled with a voltage divider to fit the 0-5 V range. Smaller voltages can be amplified to
span the entire range. A process known as successive approximation (using the Successive Approximation
Register or SAR in the Motorola chip) is used to determine the correct digital value.

3.3 Output Signals of a Mechatronic System

Digital-to-Analog Converters

The output command from the microcontroller is a binary value in bit, byte (8 bits), or word (16 bits)
form. This digital signal is converted to analog using a digital-to-analog converter, or DAC. Let us examine
converting an 8-bit value into a voltage level between 0 and 12 V. The most significant bit in the binary
value to be converted (decimal 128) creates an analog value equal to half of the maximum output, or 6 V.
The next digit produces an additional one fourth, or 3 V, the next an additional one eighth, and so forth.
The sum of all these weighted output values represents the appropriate analog voltage. As was mentioned
in a previous section, the maximum voltage value in the range is not obtainable, as the largest value
generated is 255/256 of 12V, or 11.953125 V. The smoothness of the signal representation depends on
the number of bits accepted by the DAC and the range of the output required. Figure 3.7 demonstrates
a simplified step function using a one-byte binary input and 12-V analog output.

(s110A 2T - 0 ) IndInQ |ana] abeljon

8 bit Value Input ( 0-255 decimal )

FIGURE 3.7 DAC stepped output.
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Actuator Output

Like sensors, actuators were first introduced in a previous section and will be described in detail in a
later chapter of this handbook. The three common actuators that this section will review are switches,
solenoids, and motors. Switches are simple state devices that control some activity, like turning on and
off the furnace in a house. Types of switches include relays and solid-state devices. Solid-state devices
include diodes, thyristors, bipolar transistors, field-effect transistors (FETs), and metal-oxide field-effect
transistors (MOSFETs). A switch can also be used with a sensor, thus turning on or off the entire sensor,
or a particular feature of a sensor.

Solenoids are devices containing a movable iron core that is activated by a current flow. The movement
of this core can then control some form of hydraulic or pneumatic flow. Applications are many, including
braking systems and industrial production of fluids. More information on solenoid actuators can be
found in a later chapter. Motors are the last type of actuator that will be summarized here. There are
three main types: direct current (DC), alternating current (AC), and stepper motors. DC motors may
be controlled by a fixed DC voltage or by pulse width modulation (PWM). In a PWM signal, such as
shown in Fig. 3.8, a voltage is alternately turned on and off while changing (modulating) the width of
the on-time signal, or duty cycle. AC motors are generally cheaper than DC motors, but require variable
frequency drive to control the rotational speed. Stepper motors move by rotating a certain number of
degrees in response to an input pulse.

3.4 Signal Conditioning

Signal conditioning is the modification of a signal to make it more useful to a system. Two important
types of signal conditioning are, of course, the conversion between analog and digital, as described in
the previous two sections. Other types of signal conditioning are briefly covered below, with a full coverage
reserved for Chapters 46 and 47.

Sampling Rate

The rate at which data samples are taken obviously affects the speed at which the mechatronic system can
detect a change in situation. There are several things to consider, however. For example, the response of
a sensor may be limited in time or range. There is also the time required to convert the signal into a form
usable by the microprocessor, the A to D conversion time. A third is the frequency of the signal being
sampled. For voice digitalization, there is a very well-known sampling rate of 8000 samples per second.
This is a result of the Nyquist theorem, which states that the sampling rate, to be accurate, must be at least
twice the maximum frequency being measured. The 8000 samples per second rate thus works well for
converting human voice over an analog telephone system where the highest frequency is approximately
3400 Hz. Lastly, the clock speed of the microprocessor must also be considered. If the ADC and DAC are
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on the same board as the microprocessor, they will often share a common clock. The microprocessor
clock, however, may be too fast for the ADC and DAC. In this case, a prescaler is used to divide the clock
frequency to a level usable by the ADC and DAC.

Filtering

Filtering is the attenuation (lessening) of certain frequencies from a signal. This process can remove noise

from a signal and condition the line for better data transmission. Filters can be divided into analog and

digital types, the analog filters being further divided into passive and active types. Analog passive filters use

resistors, capacitors, and inductors. Analog active filters typically use operational amplifiers with resistors

and capacitors. Digital filters may be implemented with software and/or hardware. The software component

gives digital filters the feature of being easier to change. Digital filters are explained fully in Chapter 29.
Filters may also be differentiated by the type of frequencies they affect.

1. Low-pass filters allow lower set of frequencies to pass through, while high frequencies are atten-
uated. A simplistic example of this is shown in Fig. 3.9.

2. High-pass filters, the opposite of low-pass, filter a lower frequency band while allowing higher
frequencies to pass.

3. Band-pass filters allow a particular range of frequencies to pass; all others are attenuated.

4. Band-stop filters stop a particular range of frequencies while all others are allowed to pass.

There are many types and applications of filters. For example, William Ribbens in his book Under-
standing Automotive Electronics (Newnes 1998) described a software low-pass filter (sometimes also called
a lag filter) that averages the last 60 fuel tank level samples taken at 1 s intervals. The filtered data are
then displayed on the vehicle instrument cluster. This type of filtering reduces large and quick fluctuations
in the fuel gauge due to sloshing in the tank, and thus displays a more accurate value.

Data Acquisition Boards

There is a special type of board that plugs into a slot in a desktop personal computer that can be used
for many of the tasks above. It is called a data acquisition board, or DAQ board. This type of board can
generate analog input and multiplex multiple input signals onto a single bus for transmission to the PC.
It can also come with signal conditioning hardware/software and an ADC. Some units have direct memory
access (DMA), where the device writes the data directly into computer memory without using the
microprocessor. While desktop PCs are not usually considered as part of a mechatronic system, the DAQ
board can be very useful for instrumentation.
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3.5 Microprocessor Control

PID Control

A closed loop control system is one that determines a difference in the desired and actual condition (the
error) and creates a correction control command to remove this error. PID control demonstrates three ways
of looking at this error and correcting it. The first way is the P of PID, the proportional term. This term
represents the control action made by the microcontroller in proportion to the error. In other words, the
bigger the error, the bigger the correction. The I in PID is for the integral of the error over time. The
integral term produces a correction that considers the time the error has been present. Stated in other words,
the longer the error continues, the bigger the correction. Lastly, the D in PID stands for derivative. In the
derivative term, the corrective action is related to the derivative or change of the error with respect to time.
Stated in other words, the faster the error is changing, the bigger the correction. Control systems can use P,
P, PD, or PID in creating corrective actions. The problem generally is “tuning” the system by selecting the
proper values in the terms. For more information on control design, see Chapter 31.

Programmable Logic Controllers

Any discussion of control systems and microprocessor control should start with the first type of “mecha-
tronic” control, the programmable logic controller or PLC. A PLC is a simpler, more rugged microcon-
troller designed for environments like a factory floor. Input is usually from switches such as push buttons
controlled by machine operators or position sensors. Timers can also be programmed in the PLC to run
a particular process for a set amount of time. Outputs include lamps, solenoid valves, and motors, with
the input—output interfacing done within the controller. A simple programming language used with a
PLC is called ladder logic or ladder programming. Ladder logic is a graphical language showing logic as
a combination of series (and’s) and parallel (or’s) blocks. Additional information can be found in
Chapter 43 and in the book Programmable Logic Controllers by W. Bolton (Newnes 1996).

Microprocessors

A full explanation of a microprocessor is found in section 5.8. For this discussion of microprocessors
and control, we need only know a few of the component parts of computer architecture. RAM, or random
access memory, is the set of memory locations the computer uses for fast temporary storage. The radio
station presets selected by the driver (or passenger) in the car radio are stored in RAM. A small electrical
current maintains these stored frequencies, so disconnection of the radio from the battery will result in
their loss. ROM, or read only memory, is the static memory that contains the program to run the
microcontroller. Thus the radio’s embedded program will not be lost when the battery is disconnected.
There are several types of ROM, including erasable programmable ROM (EPROM)), electrically erasable
programmable ROM (EEPROM), and flash memory (a newer type of EEPROM). These types will be
explained later in this handbook. There are also special memory areas in a microprocessor called registers.
Registers are very fast memory locations that temporarily store the address of the program instruction
being executed, intermediate values needed to complete a calculation, data needed for comparison, and
data that need to be input or output. Addresses and data are moved from one point to another in RAM,
ROM, and registers using a bus, a set of lines transmitting data multiple bits simultaneously.

3.6 Microprocessor Numerical Control

Fixed-Point Mathematics

The microprocessors in an embedded controller are generally quite small in comparison to a personal
computer or computer workstation. Adding processing power in the form of a floating-point processor
and additional RAM or ROM is not always an option. This means that sometimes the complex mathematical
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functions needed in a control system are not available. However, sometimes the values being sensed and
computed, though real numbers, are of a reasonable range. Because of this situation there exists a special
type of arithmetic whereby microcontrollers use integers in place of floating-point numbers to compute
non-whole number (pseudo real) values.

There are several forms of fixed-point mathematics currently in use. The simplest form is based upon
powers of 2, just like normal integers in binary. However, a virtual binary point is inserted into the integer
to allow an approximation of real values to be stored as integers. A standard 8-bit unsigned integer is
shown below along with its equivalent decimal value.

0001 0100 =(1 *2)+ (1 *2)=(1 *16)+ (1 * 4) =20

Suppose a virtual binary point is inserted between the two nibbles in the byte. There are now four bits
left of the binary point with the standard positive powers of 2, and 4 bits right of the binary point with
negative powers of 2. The same number now represents a real number in decimal.

0001 0100 =(1 *2") + (1 *2%) =(1 * 1)+ (1 * 0.25) = 1.25

Obviously this method has shortcomings. The resolution of any fixed point number is limited to the
power of 2 attached to the least significant bit on the right of the number, in this case 2™* or 1/16 or 0.0625.
Rounding is sometimes necessary. There is also a tradeoff in complexity, as the position of this virtual binary
point must constantly be maintained when performing calculations. The savings in memory usage and
processing time, however, often overcome these tradeoffs; so fixed-point mathematics can be very useful.

Calibrations

The area of calibrating a system can sometimes take on an importance not foreseen when designing a
mechatronic system. The use of calibrations, numerical and logical values kept in EEPROM or ROM,
allow flexibility in system tuning and implementation. For example, if different microprocessor crystal
speeds may be used in a mechatronic system, but real-time values are needed, a stored calibration constant
of clock cycles per microsecond will allow this calculation to be affected. Thus, calibrations are often
used as a gain, the value multiplied by some input in order to produce a scaled output.

Also, as mentioned above, calibrations are often used in the testing of a mechatronic system in order
to change the “feel” of the product. A transmission control unit can use a set of calibrations on engine
RPM, engine load, and vehicle speed to determine when to shift gears. This is often done with hysteresis,
as the shift points moving from second gear to third gear as from third gear to second gear may differ.

3.7 Microprocessor Input-Output Control

Polling and Interrupts

There are two basic methods for the microprocessor to control input and output. These are polling and
interrupts. Polling is just that, the microprocessor periodically checking various peripheral devices to
determine if input or output is waiting. If a peripheral device has some input or output that should be
processed, a flag will be set. The problem is that a lot of processing time is wasted checking for inputs
when they are not changing.

Servicing an interrupt is an alternative method to control inputs and outputs. In this method, a register
in the microprocessor must have set an interrupt enable (IE) bit for a particular peripheral device. When
an interrupt is initiated by the peripheral, a flag is set for the microprocessor. The interrupt request (IRQ)
line will go active, and the microprocessor will service the interrupt. Servicing an interrupt means that
the normal processing of the microprocessor is halted (i.e., interrupted) while the input/output is com-
pleted. In order to resume normal processing, the microprocessor needs to store the contents of its registers
before the interrupt is serviced. This process includes saving all active register contents to a stack, a part
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of RAM designated for this purpose, in a process known as a push. After a push, the microprocessor can
then load the address of the Interrupt Service Routine and complete the input/output. When that portion
of code is complete, the contents of the stack are reloaded to the registers in an operation known as a
Pop (or Pull) and normal processing resumes.

Input and Output Transmission

Once the input or output is ready for transmission, there are several modes that can be used. First, data
can be moved in either parallel or serial mode. Parallel mode means that multiple bits (e.g., 16 bits) move
in parallel down a multiple pathway or bus from source to destination. Serial mode means that the bits
move one at a time, in a series, down a single pathway. Parallel mode traffic is faster in that multiple bits
are moving together, but the number of pathways is a limiting factor. For this reason parallel mode is usually
used for components located close to one another while serial transmission is used if any distance is involved.

Serial data transmission can also be differentiated by being asynchronous or synchronous. Asynchro-
nous data transmission uses separate clocks between the sender and receiver of data. Since these clocks
are not synchronized, additional bits called start and stop bits are required to designate the boundaries
of the bytes being sent. Synchronous data transmission uses a common or synchronized timing source.
Start and stop bits are thus not needed, and overall throughput is increased.

A third way of differentiating data transmission is by direction. A simplex line is a one direction only
pathway. Data from a sensor to the microcontroller may use simplex mode. Half-duplex mode allows
two-way traffic, but only one direction at a time. This requires a form of flow control to avoid data
transmission errors. Full-duplex mode allows two-way simultaneous transmission of data.

The agreement between sending and receiving units regarding the parameters of data transmission
(including transmission speed) is known as handshaking.

HC12 Microcontroller Input-Output Subsystems

There are four input—output subsystems on the Motorola HC12 microcontroller that can be used to
exemplify the data transmission section above.

The serial communications interface (SCI) is an asynchronous serial device available on the HC12. It can
be either polled or interrupt driven and is intended for communication between remote devices. Related to
SCI is the serial peripheral interface (SPI). SPI is a synchronous serial interface. It is intended for commu-
nication between units that support SPI like a network of multiple microcontrollers. Because of the synchro-
nization of timing that is required, SPI uses a system of master/slave relationships between microcontrollers.

The pulse width modulation (PWM) subsystem is often used for motor and solenoid control. Using
registers that are mapped to both the PWM unit and the microprocessor, a PWM output can be com-
manded by setting values for the period and duty cycle in the proper registers. This will result in a
particular on-time and off-time voltage command.

Last, the serial in-circuit debugger (SDI) allows the microcontroller to connect to a PC for checking
and modifying embedded software.

Microcontroller Network Systems

There is one last topic that should be mentioned in this section on inputs and outputs. Mechatronic
systems often work with other systems in a network. Data and commands are thus transmitted from
one system to another. While there are many different protocols, both open and proprietary, that could
be mentioned about this networking, two will serve our purposes. The first is the manufacturing auto-
mation protocol (MAP) that was developed by General Motors Corporation. This system is based on
the ISO Open Systems Interconnection (OSI) model and is especially designed for computer integrated
manufacturing (CIM) and multiple PLCs. The second is the controller area network (CAN). This
standard for serial communications was developed by Robert Bosch GmbH for use among embedded
systems in a car.
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3.8 Software Control

Systems Engineering

Systems engineering is the systems approach to the design and development of products and systems. As
shown in Fig. 3.10, a drawing that shows the relationships of the major engineering competencies with
mechatronics, the systems engineering competency encompasses the mechanical, electrical, and software
competencies. There are several important tasks for the systems engineers to perform, starting with
requirements gathering and continuing through final product and system verification and validation.
After requirements gathering and analysis, the systems engineers should partition requirements func-
tionality between mechanical, electrical, and software components, in consultation with the three
competencies involved. This is part of the implementation of concurrent engineering. As also shown
by the figure, software is an equal partner in the development of a mechatronic system. It is not an
add-on to the system and it is not free, the two opinions that were sometimes held in the past by
engineering management. While the phrase “Hardware adds cost, software adds value” is not entirely
true either, sometimes software engineers felt that their competency was not given equal weight with
the traditional engineering disciplines. And one last comment—many mechatronic systems are safety
related, such as an air bag system in a car. It is as important for the software to be as fault tolerant as
the hardware.

Software Engineering

Software engineering is concerned with both the final mechatronic “product” and the mechatronic
development process. Two basic approaches are used with process, with many variations upon these
approaches. One is called the “waterfall” method, where the process moves (falls) from one phase to
another (e.g., analysis to design) with checkpoints along the way. The other method, the “spiral” approach,
is often used when the requirements are not as well fixed. In this method there is prototyping, where the
customers and/or systems engineers refine requirements as more information about the system becomes
known. In either approach, once the requirements for the software portion of the mechatronic system
are documented, the software engineers should further partition functionality as part of software design.
Metrics as to development time, development cost, memory usage, and throughput should also be
projected and recorded. Here is where the Software Engineering Institute’s Capability Maturity Model
(SEI CMM) levels can be used for guidance. It is a truism that software is almost never developed as
easily as estimated, and that a system can remain at the “90% complete” level for most of the development
life cycle. The first solution attempted to solve this problem is often assigning more software engineers
onto the project. This does not always work, however, because of the learning curve of the new people,
as stated by Frederick Brooks in his important book The Mythical Man Month (Addison-Wesley 1995).
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Software Design

Perhaps the most important part of the software design for a mechatronic system can be seen from the
hierarchy in Fig. 3.11. Ranging from requirements at the top to hardware at the bottom, this layering
serves several purposes. The most important is that it separates mechatronic functionality from imple-
mentation. Quite simply, an upper layer should not be concerned with how a lower layer is actually
performing a task. Each layer instead is directed by the layer above and receives a service or status from a
layer below it. To cross more than one layer boundary is bad technique and can cause problems later in
the process. Remember that this process abstraction is quite useful, for a mechatronic system has mechan-
ical, electrical, and software parts all in concurrent development. A change in a sensor or actuator interface
should only require a change at the layer immediately above, the driver layer. There is one last reason for
using a hierarchical model such as this. In the current business climate, it is unlikely that the people
working at the various layers will be collocated. Instead, it is not uncommon for development to be taking
place in multiple locations in multiple countries. Without a crisp division of these layers, chaos can result.

For more information on these and many other topics in software engineering such as coupling,
cohesion, and software reuse, please refer to Chapter 49 of this handbook, Roger Pressman’s book Software
Engineering: A Practitioner’s Approach 5th Edition (McGraw Hill 2000), and Steve McConnell’s book Code
Complete (Microsoft Press 1993).

3.9 Testing and Instrumentation

Verification and Validation

Verification and validation are related tasks that should be completed throughout the life cycle of the
mechatronic product or system. Boehm in his book Software Engineering Economics (Prentice-Hall 1988)
describes verification as “building the product right” while validation is “building the right product.” In
other words, verification is the testing of the software and product to make sure that it is built to the
design. Validation, on the other hand, is to make sure the software or product is built to the requirements
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from the customer. As mentioned, verification and validation are life cycle tasks, not tasks completed just
before the system is set for production. One of the simplest and most useful techniques is to hold hardware
and software validation and verification reviews. Validation design reviews of hardware and software should
include the systems engineers who have the best understanding of the customer requirements. Verification
hardware design and software code reviews, or peer reviews, are an excellent means of finding errors
upstream in the development process. Managers may have to decide whether to allocate resources
upstream, when the errors are easier to fix, or downstream, when the ramifications can be much more
drastic. Consider the difference between a code review finding a problem in code, and having the author
change it and recompile, versus finding a problem after the product has been sold and in the field, where
an expensive product recall may be required.

Debuggers

Edsgar Dijkstra, a pioneer in the development of programming as a discipline, discouraged the terms
“bug” and “debug,” and considered such terms harmful to the status of software engineering. They are,
however, used commonly in the field. A debugger is a software program that allows a view of what is
happening with the program code and data while the program is executing. Generally it runs on a PC
that is connected to a special type of development microcontroller called an emulator. While debuggers
can be quite useful in finding and correcting errors in code, they are not real-time, and so can actually
create computer operating properly (COP) errors. However, if background debug mode (BDM) is available
on the microprocessor, the debugger can be used to step through the algorithm of the program, making
sure that the code is operating as expected. Intermediate and final variable values, especially those related
to some analog input or output value, can be checked. Most debuggers allow multiple open windows, the
setting of program execution break points in the code, and sometimes even the reflashing of the program
into the microcontroller emulator. An example is the Noral debugger available for the Motorola HC12.

The software in the microcontroller can also check itself and its hardware. By programming in a
checksum, or total, of designated portions of ROM and/or EEPROM, the software can check to make
sure that program and data are correct. By alternately writing and reading 0x55 and 0xAA to RAM (the
“checkerboard test”), the program can verify that RAM and the bus are operating properly. These startup
tasks should be done with every product operation cycle.

Logic Analyzer

A logic analyzer is a device for nonintrusive monitoring and testing of the microcontroller. It is usually
connected to both the microcontroller and a simulator. While the microcontroller is running its program
and processing data, the simulator is simulating inputs and displaying outputs of the system. A “trigger
word” can be entered into the logic analyzer. This is a bit pattern that will be on one of the buses monitored
by the logic analyzer. With this trigger, the bus traffic around that point of interest can be captured and
stored in the memory of the analyzer. An inverse assembler in the analyzer allows the machine code on the
bus to be seen and analyzed in the form of the assembly level commands of the program. The analyzer can
also capture the analog outputs of the microcontroller. This could be used to verify that the correct PWM
duty cycle is being commanded. The simulator can introduce shorts or opens into the system, then the
analyzer is used to see if the software correctly responds to the faults. The logic analyzer can also monitor
the master loop of the system, making sure that the system completes all of its tasks within a designated
time, e.g., 15 ms. An example of a logic analyzer is the Hewlett Packard HP54620.

3.10 Summary

This chapter introduced a number of topics regarding a mechatronic system. These topics included not
just mechatronic input, output, and processing, but also design, development, and testing. Future chapters
will cover all of this material in much greater detail.
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4.1 Introduction to Microelectronics

The field of microelectronics has changed dramatically during the last two decades and digital technology
has governed most of the application fields in electronics. The design of digital systems is supported by
thousands of different integrated circuits supplied by many manufacturers across the world. This makes
both the design and the production of electronic products much easier and cost effective. The permanent
growth of integrated circuit speed, scale of integration, and reduction of costs have resulted in digital
circuits being used instead of classical analog solutions of controllers, filters, and (de)modulators.

The growth in computational power can be demonstrated with the following example. One single-
chip microcontroller has the computational power equal to that of one 1992 vintage computer notebook.
This single-chip microcontroller has the computational power equal to four 1981 vintage IBM personal
computers, or to two 1972 vintage IBM 370 mainframe computers.

Digital integrated circuits are designed to be universal and are produced in large numbers. Modern
integrated circuits have many upgraded features from earlier designs, which allow for “user-friendlier”
access and control. As the parameters of Integrated circuits (ICs) influence not only the individually
designed IC, but all the circuits that must cooperate with it, a roadmap of the future development of IC
technology is updated every year. From this roadmap we can estimate future parameters of the ICs, and
adapt our designs to future demands. The relative growth of the number of integrated transistors on a
chip is relatively stable. In the case of memory elements, it is equal to approximately 1.5 times the current
amount. In the case of other digital ICs, it is equal to approximately 1.35 times the current amount.

In digital electronics, we use quantities called logical values instead of the analog quantities of voltage
and current. Logical variables usually correspond to the voltage of the signal, but they have only two
values: log.1 and log.0. If a digital circuit processes a logical variable, a correct value is recognized because
between the logical value voltages there is a gap (see Fig. 4.1). We can arbitrarily improve the resolution
of signals by simply using more bits.
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FIGURE 4.2 A finite state automaton: X—input binary vector, Y—output binary vector, Q—internal state vector.

4.2 Digital Logic

Digital circuits are composed of logic gates, such as elementary electronic circuits operating in only two
states. These gates operate in such a way that the resulting logical value corresponds to the resulting value
of the Boolean algebra statements. This means that with the help of gates we can realize every logical
and arithmetical operation. These operations are performed in combinational circuits for which the
resulting value is dependent only on the actual state of the inputs variables. Of course, logic gates are
not enough for automata construction. For creating an automaton, we also need some memory elements
in which we capture the responses of the arithmetical and logical blocks.

A typical scheme of a digital finite state automaton is given in Fig. 4.2. The automata can be constructed
from standard ICs containing logic gates, more complex combinational logic blocks and registers,
counters, memories, and other standard sequential ICs assembled on a printed circuit board. Another
possibility is to use application specific integrated circuits (ASIC), either programmable or full custom,
for a more advanced design. This approach is suitable for designs where fast hardware solutions are
preferred. Another possibility is to use microcontrollers that are designed to serve as universal automata,
which function can be specified by memory programming.

4.3 Overview of Control Computers

Huge, complex, and power-consuming single-room mainframe computers and, later, single-case mini-
computers were primarily used for scientific and technical computing (e.g., in FORTRAN, ALGOL) and
for database applications (e.g., in COBOL). The invention in 1971 of a universal central processing unit
(CPU) in a single chip microprocessor caused a revolution in the computer technology. Beginning in
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FIGURE 4.3 Example of a small mechatronic system: The ALAMBETA device for measurement of thermal prop-
erties of fabrics and plastic foils (manufactured by SENSORA, Czech Republic). It employs a unique measuring
method using extra thin heat flow sensors, sample thickness measurement incorporated into a head drive, micro-
processor control, and connection with a PC.

1981, multi-boxes (desktop or tower case, monitor, keyboard, mouse) or single-box (notebook) micro-
computers became a daily-used personal tool for word processing, spreadsheet calculation, game playing,
drawing, multimedia processing, and presentations. When connected in a local area network (LAN) or
over the Internet, these “personal computers (PCs)” are able to exchange data and to browse the World
Wide Web (WWW).

Besides these “visible” computers, many embedded microcomputers are hidden in products such as
machines, vehicles, measuring instruments, telecommunication devices, home appliances, consumer
electronic products (cameras, hi-fi systems, televisions, video recorders, mobile phones, music instru-
ments, toys, air-conditioning). They are connected with sensors, user interfaces (buttons and displays),
and actuators. Programmability of such controllers brings flexibility to the devices (function program
choice), some kind of intelligence (fuzzy logic), and user-friendly action. It ensures higher reliability and
easier maintenance, repairs, (auto)calibration, (auto)diagnostics, and introduces the possibility of their
interconnection—mutual communication or hierarchical control in a whole plant or in a smart house.
A photograph of an electrically operated instrument is given in Fig. 4.3.

Embedded microcomputers are based on the Harvard architecture where code and data memories are
split. Firmware (program code) is cross-compiled on a development system and then resides in a non-
volatile memory. In this way, a single main program can run immediately after a supply is switched on.
Relatively expensive and shock sensitive mechanical memory devices (hard disks) and vacuum tube
monitors have been replaced with memory cards or solid state disks (if an archive memory is essential)
and LED segment displays or LCDs. A PC-like keyboard can be replaced by a device/function specifically
labeled key set and/or common keys (arrows, Enter, Escape) completed with numeric keys, if necessary.
Such key sets, auxiliary switches, large buttons, the main switch, and display can be located in water and
dust resistant operator panels.

Progress in circuit integration caused fast development of microcontrollers in the last two decades.
Code memory, data memory, clock generator, and a diverse set of peripheral circuits are integrated with
the CPU (Fig. 4.4) to insert such complete single-chip microcomputers into an application specific PCB.

Digital signal processors (DSPs) are specialized embedded microprocessors with some on-chip periph-
erals but with external ADC/DAC, which represent the most important input/output channel. DSPs have
a parallel computing architecture and a fixed point or floating point instruction set optimized for typical
signal processing operations such as discrete transformations, filtering, convolution, and coding. We can
find DSPs in applications like sound processing/generation, sensor (e.g., vibration) signal analysis,
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FIGURE 4.4 Block diagram of a microcontroller.

telecommunications (e.g., bandpass filter and digital modulation/demodulation in mobile phones, com-
munication transceivers, modems), and vector control of AC motors.

Mass production (i.e., low cost), wide-spread knowledge of operation, comprehensive access to soft-
ware development and debugging tools, and millions of ready-to-use code lines make PCs useful for
computing-intensive measurement and control applications, although their architecture and operating
systems are not well suited for this purpose.

As a result of computer expansion, there exists a broad spectrum of computing/processing means from
powerful workstations, top-end PCs and VXI systems (64/32 bits, over 1000 MFLOPS/MIPS, 1000 MB of
memory, input power over 100 W, cost about $10,000), downwards to PC-based computer cards/modules
(32 bits, 100-300 MFLOPS/MIPS, 10-100 MB, cost less than $1000). Microprocessor cards/modules
(16/8 bits, 10-30 MIPS, 1 MB, cost about $100), complex microcontroller chips (16/8 bits, 10-30 MIPS,
10-100 KB, cost about $10), and simple 8-pin microcontrollers (8 bits, 1-5 MIPS, 1 KB, 10 mW, cost
about $1) are also available for very little money.

4.4 Microprocessors and Microcontrollers

There is no strict border between microprocessors and microcontrollers because certain chips can access
external code and/or data memory (microprocessor mode) and are equipped with particular peripheral
components.

Some microcontrollers have an internal RC oscillator and do not need an external component. How-
ever, an external quartz or ceramic resonator or RC network is frequently connected to the built-in, active
element of the clock generator. Clock frequency varies from 32 kHz (extra low power) up to 75 MHz.
Another auxiliary circuit generates the reset signal for an appropriate period after a supply is turned on.
Watchdog circuits generate chip reset when a periodic retriggering signal does not come in time due to
a program problem. There are several modes of consumption reduction activated by program instructions.

Complexity and structure of the interrupt system (total number of sources and their priority level
selection), settings of level/edge sensitivity of external sources and events in internal (i.e., peripheral)
sources, and handling of simultaneous interrupt events appear as some of the most important criteria
of microcontroller taxonomy.

Although 16- and 32-bit microcontrollers are engaged in special, demanding applications (servo-unit
control), most applications employ 8-bit chips. Some microcontrollers can internally operate with a 16-bit
or even 32-bit data only in fixed-point range—microcontrollers are not provided with floating point unit
(FPU). New microcontroller families are built on RISC (Reduced Instruction Set) core executing due to
pipelining one instruction per few clock cycles or even per each cycle.
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One can find further differences in addressing modes, number of direct accessible registers, and type
of code memory (ranging from 1 to 128 KB) that are important from the view of firmware development.
Flash memory enables quick and even in-system programming (ISP) using 3—5 wires, whereas classical
EPROM makes chips more expensive due to windowed ceramic packaging. Some microcontrollers have
built-in boot and debug capability to load code from a PC into the flash memory using UART (Universal
Asynchronous Receiver/Transmitter) and RS-232C serial line. OTP (One Time Programmable) EPROM
or ROM appear effective for large production series. Data EEPROM (from 64 B to 4 KB) for calibration
constants, parameter tables, status storage, and passwords that can be written by firmware stand beside
the standard SRAM (from 32 B to 4 KB).

The range of peripheral components is very wide. Every chip has bidirectional I/O (input/output) pins
associated in 8-bit ports, but they often have an alternate function. Certain chips can set an input decision
level (TTL, MOS, or Schmitt trigger) and pull-up or pull-down current sources. Output drivers vary in
open collector or tri-state circuitry and maximal currents.

At least one 8-bit timer/counter (usually provided with a prescaler) counts either external events
(optional pulses from an incremental position sensor) or internal clocks, to measure time intervals, and
periodically generates an interrupt or variable baud rate for serial communication. General purpose 16-bit
counters and appropriate registers form either capture units to store the time of input transients or
compare units that generate output transients as a stepper motor drive status or PWM (pulse width
modulation) signal. A real-time counter (RTC) represents a special kind of counter that runs even in
sleep mode. One or two asynchronous and optionally synchronous serial interfaces (UART/USART)
communicate with a master computer while other serial interfaces like SPI, CAN, and I°C control other
specific chips employed in the device or system.

Almost every microcontroller family has members that are provided with an A/D converter and a
multiplexer of single-ended inputs. Input range is usually unipolar and equal to supply voltage or rarely to
the on-chip voltage reference. The conversion time is given by the successive approximation principle of
ADC, and the effective number of bits (ENOB) usually does not reach the nominal resolution 8, 10, or 12 bits.

There are other special interface circuits, such as field programmable gate array (FPGA), that can be
configured as an arbitrary digital circuit.

Microcontroller firmware is usually programmed in an assembly language or in C language. Many
software tools, including chip simulators, are available on websites of chip manufacturers or third-party
companies free of charge. A professional integrated development environment and debugging hardware
(in-circuit emulator) is more expensive (thousands of dollars). However, smart use of an inexpensive
ROM simulator in a microprocessor system or a step-by-step development cycle using an ISP programmer
of flash microcontroller can develop fairly complex applications.

4.5 Programmable Logic Controllers

A programmable logic controller (PLC) is a microprocessor-based control unit designed for an industrial
installation (housing, terminals, ambient resistance, fault tolerance) in a power switchboard to control
machinery or an industrial process. It consists of a CPU with memories and an I/O interface housed
either in a compact box or in modules plugged in a frame and connected with proprietary buses. The
compact box starts with about 16 I/O interfaces, while the module design can have thousands of I/O
interfaces. Isolated inputs usually recognize industrial logic, 24 V DC or main AC voltage, while outputs
are provided either with isolated solid state switches (24 V for solenoid valves and contactors) or with
relays. Screw terminal boards represent connection facilities, which are preferred in PLCs to wire them
to the controlled systems. I/O logical levels can be indicated with LEDs near to terminals.

Since PLCs are typically utilized to replace relays, they execute Boolean (bit, logical) operations and
timer/counter functions (a finite state automaton). Analog I/O, integer or even floating point arithmetic,
PWM outputs, and RTC are implemented in up-to-date PLCs. A PLC works by continually scanning a
program, such as machine code, that is interpreted by an embedded microprocessor (CPU). The scan
time is the time it takes to check the input status, to execute all branches (all individual rungs of a ladder
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diagram) of the program using internal (state) bit variables if any, and to update the output status.

The scan time is dependent on the complexity of the program (milliseconds or tens of msec). The next

scan operation either follows the previous one immediately (free running) or starts periodically.
Programming languages for PLCs are described in IEC-1131-3 nomenclature:

LD—Iladder diagram (see Fig. 4.5)

IL—instruction list (an assembler)

SFC—sequential function chart (usually called by the proprietary name GRAFCET)
ST—structured text (similar to a high level language)

FBD—function block diagram

PLCs are programmed using cross-compiling and debugging tools running on a PC or with programming
terminals (usually using IL), both connected with a serial link. Remote operator panels can serve as a
human-to-machine interface. A new alternate concept (called SoftPLC) consists of PLC-like I/O modules
controlled by an industrial PC, built in a touch screen operator panel.

4.6 Digital Communications

Intercommunication among mechatronics subsystems plays a key role in their engagement of applica-
tions, both of fixed and flexible configuration (a car, a hi-fi system, a fixed manufacturing line versus a
flexible plant, a wireless pico-net of computer peripheral devices). It is clear that digital communication
depends on the designers demands for the amount of transferred data, the distance between the systems,
and the requirements on the degree of data reliability and security.

The signal is represented by alterations of amplitude, frequency, or phase. This is accomplished by
changes in voltage/current in metallic wires or by electromagnetic waves, both in radiotransmission and
infrared optical transmission (either “wireless” for short distances or optical fibers over fairly long
distances). Data rate or bandwidth varies from 300 b/s (teleprinter), 3.4 kHz (phone), 144 kb/s (ISDN)
to tens of Mb/s (ADSL) on a metallic wire (subscriber line), up to 100 Mb/s on a twisted pair (LAN),
about 30—100 MHz on a microwave channel, 1 GHz on a coaxial cable (trunk cable network, cable TV),
and up to tens of Gb/s on an optical cable (backbone network).

Data transmission employs complex methods of digital modulation, data compression, and data
protection against loss due to noise interference, signal distortion, and dropouts. Multilayer standard
protocols (ISO/OSI 7-layer reference model or Internet 4-layer group of protocols including well-known
TCP/IP), “partly hardware, partly software realized,” facilitate an understanding between communication
systems. They not only establish connection on a utilizable speed, check data transfer, format and
compress data, but can make communication transparent for an application. For example, no difference
can be seen between local and remote data sources. An example of a multilayer communication concept
is depicted in Fig. 4.6.
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FIGURE 4.6 Example of multilayer communication.

Depending on the number of users, the communication is done either point-to-point (RS-232C from
PC COM port to an instrument), point-to-multipoint (buses, networks), or even as a broadcasting
(radio). Data are transferred using either switched connection (telephone network) or packet switching
(computer networks, ATM). Bidirectional transmission can be full duplex (phone, RS-232C) or semi-
duplex (most of digital networks). Concerning the link topology, a star connection or a tree connection
employs a device (“master”) mastering communication in the main node(s). A ring connection usually
requires Token Passing method and a bus communication is controlled with various methods such as
Master-Slave pooling, with or without Token Passing, or by using an indeterministic access (CSMA/CD
in Ethernet).

An LPT PC port, SCSI for computer peripherals, and GPIB (IEEE-488) for instrumentation serve as
examples of parallel (usually 8-bit) communication available for shorter distances (meters). RS-232C,
RS-485, I°C, SPI, USB, and Firewire (IEEE-1394) represent serial communication, some of which can
bridge long distance (up to 1 km). Serial communication can be done either asynchronously using start
and stop bits within transfer frame or synchronously using included synchronization bit patterns, if
necessary. Both unipolar and bipolar voltage levels are used to drive either unbalanced lines (LPT, GPIB
vs. RS-232C) or balanced twisted-pair lines (CAN vs. RS-422, RS-485).

©2002 CRC PressLLC



An Introduction
to Micro- and
Nanotechnology

5.1 Introduction
The Physics of Scaling * General Mechanisms of
Electromechanical Transduction * Sensor and Actuator
Michael Goldfarb Transduction Characteristics

Vanderbilt University 5.2  Microactuators

. Electrostatic Actuation * Electromagnetic Actuation
Alvin Strauss 8

Vanderbilt University 5.3 Microsensors

Strain + Pressure * Acceleration * Force * Angular Rate
Eric J. Barth Sensing (Gyroscopes)
Vanderbilt University 5.4 Nanomachines

5.1 Introduction

Originally arising from the development of processes for fabricating microelectronics, micro-scale devices
are typically classified according not only to their dimensional scale, but their composition and manu-
facture. Nanotechnology is generally considered as ranging from the smallest of these micro-scale devices
down to the assembly of individual molecules to form molecular devices. These two distinct yet over-
lapping fields of microelectromechanical systems (MEMS) and nanosystems or nanotechnology share a
common set of engineering design considerations unique from other more typical engineering systems.
Two major factors distinguish the existence, effectiveness, and development of micro-scale and nano-
scale transducers from those of conventional scale. The first is the physics of scaling and the second is
the suitability of manufacturing techniques and processes. The former is governed by the laws of physics
and is thus a fundamental factor, while the latter is related to the development of manufacturing
technology, which is a significant, though not fundamental, factor. Due to the combination of these
factors, effective micro-scale transducers can often not be constructed as geometrically scaled-down
versions of conventional-scale transducers.

The Physics of Scaling

The dominant forces that influence micro-scale devices are different from those that influence their
conventional-scale counterparts. This is because the size of a physical system bears a significant influence
on the physical phenomena that dictate the dynamic behavior of that system. For example, larger-scale
systems are influenced by inertial effects to a much greater extent than smaller-scale systems, while smaller
systems are influenced more by surface effects. As an example, consider small insects that can stand on
the surface of still water, supported only by surface tension. The same surface tension is present when
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humans come into contact with water, but on a human scale the associated forces are typically insignif-
icant. The world in which humans live is governed by the same forces as the world in which these insects
live, but the forces are present in very different proportions. This is due in general to the fact that inertial
forces typically act in proportion to volume, and surface forces typically in proportion to surface area.
Since volume varies with the third power of length and area with the second, geometrically similar but
smaller objects have proportionally more area than larger objects.

Exact scaling relations for various types of forces can be obtained by incorporating dimensional analysis
techniques [1-5]. Inertial forces, for example, can be dimensionally represented as F; = rL’%, where F,
is a generalized inertia force, p is the density of an object, L is a generalized length, and x is a displacement.
This relationship forms a single dimensionless group, given by
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Scaling with geometric and kinematic similarity can be expressed as
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where L represents the length scale, x the kinematic scale, ¢ the time scale, the subscript o the original
system, and the s represents the scaled system. Since physical similarity requires that the dimensionless
group (P) remain invariant between scales, the force relationship is given by F,/F, = N*, assuming that
the intensive property (density) remains invariant (i.e., 0, = 0,). An inertial force thus scales as N *, where
N is the geometric scaling factor. Alternately stated, for an inertial system that is geometrically smaller
by a factor of N, the force required to produce an equivalent acceleration is smaller by a factor of N *. A
similar analysis shows that viscous forces, dimensionally represented by F, = tLx, scale as N, assuming
the viscosity { remains invariant, and elastic forces, dimensionally represented by F, = ELx, scale as N,
assuming the elastic modulus E remains invariant. Thus, for a geometrically similar but smaller system,
inertial forces will become considerably less significant with respect to viscous and elastic forces.

General Mechanisms of Electromechanical Transduction

The fundamental mechanism for both sensing and actuation is energy transduction. The primary forms
of physical electromechanical transduction can be grouped into two categories. The first is multicomponent
transduction, which utilizes “action at a distance” behavior between multiple bodies, and the second is
deformation-based or solid-state transduction, which utilizes mechanics-of-material phenomena such as
crystalline phase changes or molecular dipole alignment. The former category includes electromagnetic
transduction, which is typically based upon the Lorentz equation and Faraday’s law, and electrostatic
interaction, which is typically based upon Coulomb’s law. The latter category includes piezoelectric effects,
shape memory alloys, and magnetostrictive, electrostrictive, and photostrictive materials. Although mate-
rials exhibiting these properties are beginning to be seen in a limited number of research applications,
the development of micro-scale systems is currently dominated by the exploitation of electrostatic and
electromagnetic interactions. Due to their importance, electrostatic and electromagnetic transduction is
treated separately in the sections that follow.

Sensor and Actuator Transduction Characteristics

Characteristics of concern for both microactuator and microsensor technology are repeatability, the
ability to fabricate at a small scale, immunity to extraneous influences, sufficient bandwidth, and if
possible, linearity. Characteristics typically of concern specifically for microactuators are achievable force,
displacement, power, bandwidth (or speed of response), and efficiency. Characteristics typically of con-
cern specifically for microsensors are high resolution and the absence of drift and hysteresis.
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5.2 Microactuators

Electrostatic Actuation

The most widely utilized multicomponent microactuators are those based upon electrostatic transduc-
tion. These actuators can also be regarded as a variable capacitance type, since they operate in an
analogous mode to variable reluctance type electromagnetic actuators (e.g., variable reluctance stepper
motors). Electrostatic actuators have been developed in both linear and rotary forms. The two most
common configurations of the linear type of electrostatic actuators are the normal-drive and tangential
or comb-drive types, which are illustrated in Figs. 5.1 and 5.2, respectively. Note that both actuators are
suspended by flexures, and thus the output force is equal to the electrostatic actuation force minus the
elastic force required to deflect the flexure suspension. The normal-drive type of electrostatic microac-
tuator operates in a similar fashion to a condenser microphone. In this type of drive configuration, the
actuation force is given by

; eAV’
* Tt

where A is the total area of the parallel plates, € is the permittivity of air, v is the voltage across the plates,
and x is the plate separation. The actuation force of the comb-drive configuration is given by

ewv’
Fo =74

where w is the width of the plates, € is the permittivity of air, v is the voltage across the plates, and d is
the plate separation. Dimensional examination of both relations indicates that force is independent of
geometric and kinematic scaling, that is, for an electrostatic actuator that is geometrically and kinemat-
ically reduced by a factor of N, the force produced by that actuator will be the same. Since forces associated
with most other physical phenomena are significantly reduced at small scales, micro-scale electrostatic
forces become significant relative to other forces. Such an observation is clearly demonstrated by the fact
that all intermolecular forces are electrostatic in origin, and thus the strength of all materials is a result
of electrostatic forces [6].

The maximum achievable force of multicomponent electrostatic actuators is limited by the dielectric
breakdown of air, which occurs in dry air at about 0.8 X 10° V/m. Fearing [7] estimates that the upper
limit for force generation in electrostatic actuation is approximately 10 N/cm”. Since electrostatic drives

?

FIGURE 5.1 Schematic of a normal-drive electrostatic
actuator.

Wx

FIGURE 5.2 Comb-drive electrostatic actuator. Ener-
gizing an electrode provides motion toward that electrode.
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do not have any significant actuation dynamics, and since the inertia of the moving member is usually
small, the actuator bandwidth is typically quite large, on the order of a kilohertz.

The maximum achievable stroke for normal configuration actuators is limited by the elastic region of the
flexure suspension and additionally by the dependence of actuation force on plate separation, as given by the
above stated equations. According to Fearing, a typical stroke for a surface micromachined normal config-
uration actuator is on the order of a couple of microns. The achievable displacement can be increased by
forming a stack of normal-configuration electrostatic actuators in series, as proposed by Bobbio et al. [8,9].

The typical stroke of a surface micromachined comb actuator is on the order of a few microns, though
sometimes less. The maximum achievable stroke in a comb drive is limited primarily by the mechanics
of the flexure suspension. The suspension should be compliant along the direction of actuation to enable
increased displacement, but must be stiff orthogonal to this direction to avoid parallel plate contact due
to misalignment. These modes of behavior are unfortunately coupled, so that increased compliance along
the direction of motion entails a corresponding increase in the orthogonal direction. The net effect is that
increased displacement requires increased plate separation, which results in decreased overall force.

The most common configurations of rotary electrostatic actuators are the variable capacitance motor
and the wobble or harmonic drive motor, which are illustrated in Figs. 5.3 and 5.4, respectively. Both
motors operate in a similar manner to the comb-drive linear actuator. The variable capacitance motor
is characterized by high-speed low-torque operation. Useful levels of torque for most applications there-
fore require some form of significant micromechanical transmission, which do not presently exist. The
rotor of the wobble motor operates by rolling along the stator, which provides an inherent harmonic-
drive-type transmission and thus a significant transmission ratio (on the order of several hundred times).
Note that the rotor must be well insulated to roll along the stator without electrical contact. The drawback
to this approach is that the rotor motion is not concentric with respect to the stator, which makes the
already difficult problem of coupling a load to a micro-shaft even more difficult.

Examples of normal type linear electrostatic actuators are those by Bobbio et al. [8,9] and Yamaguchi
et al. [10]. Examples of comb-drive electrostatic actuators are those by Kim et al. [11] and Matsubara
et al. [12], and a larger-scale variation by Niino et al. [13]. Examples of variable capacitance rotary elec-
trostatic motors are those by Huang et al. [14], Mehragany et al. [15], and Trimmer and Gabriel [16].

2

FIGURE5.3  Variable capacitance type electrostatic
motor. Opposing pairs of electrodes are energized se- Va
quentially to rotate the rotor.

FIGURE 5.4 Harmonic drive type electrostatic motor.
Adjacent electrodes are energized sequentially to roll the
(insulated) rotor around the stator.
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Examples of harmonic-drive motors are those by Mehragany et al. [17,18], Price et al. [19], Trimmer
and Jebens [20,21], and Furuhata et al. [22]. Electrostatic microactuators remain a subject of research
interest and development, and as such are not yet available on the general commercial market.

Electromagnetic Actuation

Electromagnetic actuation is not as omnipresent at the micro-scale as at the conventional-scale. This
probably is due in part to early skepticism regarding the scaling of magnetic forces, and in part to the
fabrication difficulty in replicating conventional-scale designs. Most electromagnetic transduction is
based upon a current carrying conductor in a magnetic field, which is described by the Lorentz equation:

dF = 1dIxB

where F is the force on the conductor, I is the current in the conductor, [ is the length of the conductor,
and B is the magnetic flux density. In this relation, the magnetic flux density is an intensive variable and
thus (for a given material) does not change with scale. Scaling of current, however, is not as simple. The
resistance of wire is given by

P_l
R:A

where p is the resistivity of the wire (an intensive variable), / is the length, and A the cross-sectional area.
If a wire is geometrically decreased in size by a factor of N, its resistance will increase by a factor of N.
Since the power dissipated in the wire is I’R, assuming the current remains constant implies that the
power dissipated in the geometrically smaller wire will increase by a factor of N. Assuming the maximum
power dissipation for a given wire is determined by the surface area of the wire, a wire that is smaller by
a factor of N will be able to dissipate a factor of N° less power. Constant current is therefore a poor
assumption. A better assumption is that maximum current is limited by maximum power dissipation,
which is assumed to depend upon surface area of the wire. Since a wire smaller by a factor of N can
dissipate a factor of N° less power, the current in the smaller conductor would have to be reduced by a
factor of N Incorporating this into the scaling of the Lorentz equation, an electromagnetic actuator
that is geometrically smaller by a factor of N would exert a force that is smaller by a factor of N,
Trimmer and Jebens have conducted a similar analysis, and demonstrated that electromagnetic forces
scale as N* when assuming constant temperature rise in the wire, N”* when assuming constant heat
(power) flow (as previously described), and N when assuming constant current density [23,24]. In any
of these cases, the scaling of electromagnetic forces is not nearly as favorable as the scaling of electrostatic
forces. Despite this, electromagnetic actuation still offers utility in microactuation, and most likely scales
more favorably than does inertial or gravitational forces.

Lorentz-type approaches to microactuation utilize surface micromachined micro-coils, such as the one
illustrated in Fig. 5.5. One configuration of this approach is represented by the actuator of Inoue et al. [25],

FIGURE 5.5 Schematic of surface micromachined I_—_] [—:’
microcoil for electromagnetic actuation.
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FIGURE 5.6 Microcoil array for planar positioning of a permanent micromagnet, as described by Inoue et al. [25].
Each coil produces a field, which can either attract or repel the permanent magnet, as determined by the direction
of current. The magnet does not levitate, but rather slides on the insulated surface.

microcaoil flap X

/

stationary
electromagnet\~

FIGURE 5.7 Cantilevered microcoil flap as described by Liu et al. [26]. The interaction between the energized coil
and the stationary electromagnet deflects the flap upward or downward, depending on the direction of current
through the microcoil.

which utilizes current control in an array of microcoils to position a permanent micro-magnet in a plane,
as illustrated in Fig. 5.6. Another Lorentz-type approach is illustrated by the actuator of Liu et al. [26],
which utilizes current control of a cantilevered microcoil flap in a fixed external magnetic field to effect
deflection of the flap, as shown in Fig. 5.7. Liu reported deflections up to 500 ym and a bandwidth of
approximately 1000 Hz [26]. Other examples of Lorentz-type nonrotary actuators are those by Shinozawa
et al. [27], Wagner and Benecke [28], and Yanagisawa et al. [29]. A purely magnetic approach (i.e., not
fundamentally electromagnetic) is the work of Judy et al. [30], which in essence manipulates a flexure-
suspended permanent micromagnet by controlling an external magnetic field.

Ahn et al. [31] and Guckel et al. [32] have both demonstrated planar rotary variable-reluctance type
electromagnetic micromotors. A variable reluctance approach is advantageous because the rotor does not
require commutation and need not be magnetic. The motor of Ahn et al. incorporates a 12-pole stator and
10-pole rotor, while the motor of Guckel et al. utilizes a 6-pole stator and 4-pole rotor. Both incorporate
rotors of approximately 500 #m diameter. Guckel reports (no load) rotor speeds above 30,000 rev/min, and
Ahn estimates maximum stall torque at 1.2 UN m. As with electrostatic microactuators, microfabricated
electromagnetic actuators likewise remain a subject of research interest and development and as such are
not yet available on the general commercial market.

5.3 Microsensors

Since microsensors do not transmit power, the scaling of force is not typically significant. As with
conventional-scale sensing, the qualities of interest are high resolution, absence of drift and hysteresis,
achieving a sufficient bandwidth, and immunity to extraneous effects not being measured.
Microsensors are typically based on either measurement of mechanical strain, measurement of
mechanical displacement, or on frequency measurement of a structural resonance. The former two types
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are in essence analog measurements, while the latter is in essence a binary-type measurement, since the
sensed quantity is typically the frequency of vibration. Since the resonant-type sensors measure frequency
instead of amplitude, they are generally less susceptible to noise and thus typically provide a higher
resolution measurement. According to Guckel et al., resonant sensors provide as much as one hundred
times the resolution of analog sensors [33]. They are also, however, more complex and are typically more
difficult to fabricate.

The primary form of strain-based measurement is piezoresistive, while the primary means of displace-
ment measurement is capacitive. The resonant sensors require both a means of structural excitation as
well as a means of resonant frequency detection. Many combinations of transduction are utilized for
these purposes, including electrostatic excitation, capacitive detection, magnetic excitation and detection,
thermal excitation, and optical detection.

Strain

Many microsensors are based upon strain measurement. The primary means of measuring strain is via
piezoresistive strain gages, which is an analog form of measurement. Piezoresistive strain gages, also
known as semiconductor gages, change resistance in response to a mechanical strain. Note that piezo-
electric materials can also be utilized to measure strain. Recall that mechanical strain will induce an
electrical charge in a piezoelectric ceramic. The primary problem with using a piezoelectric material,
however, is that since measurement circuitry has limited impedance, the charge generated from a mechan-
ical strain will gradually leak through the measurement impedance. A piezoelectric material therefore
cannot provide reliable steady-state signal measurement. In constrast, the change in resistance of a
piezoresistive material is stable and easily measurable for steady-state signals. One problem with piezore-
sistive materials, however, is that they exhibit a strong strain-temperature dependence, and so must
typically be thermally compensated.

An interesting variation on the silicon piezoresistor is the resonant strain gage proposed by Ikeda et al.,
which provides a frequency-based form of measurement that is less susceptible to noise [34]. The resonant
strain gage is a beam that is suspended slightly above the strain member and attached to it at both ends.
The strain gage beam is magnetically excited with pulses, and the frequency of vibration is detected by
a magnetic detection circuit. As the beam is stretched by mechanical strain, the frequency of vibration
increases. These sensors provide higher resolution than typical piezoresistors and have a lower temper-
ature coefficient. The resonant sensors, however, require a complex three-dimensional fabrication tech-
nique, unlike the typical piezoresistors which require only planar techniques.

Pressure

One of the most commercially successful microsensor technologies is the pressure sensor. Silicon micro-
machined pressure sensors are available that measure pressure ranges from around one to several thou-
sand kPa, with resolutions as fine as one part in ten thousand. These sensors incorporate a silicon
micromachined diaphragm that is subjected to fluid (i.e., liquid or gas) pressure, which causes dilation
of the diaphragm. The simplest of these utilize piezoresistors mounted on the back of the diaphragm to
measure deformation, which is a function of the pressure. Examples of these devices are those by Fujii
et al. [35] and Mallon et al. [36]. A variation of this configuration is the device by Ikeda et al. Instead
of a piezoresistor to measure strain, an electromagnetically driven and sensed resonant strain gage, as
discussed in the previous section, is utilized [37]. Still another variation on the same theme is the
capacitive measurement approach, which measures the capacitance between the diaphragm and an
electrode that is rigidly mounted and parallel to the diaphragm. An example of this approach is by Nagata
et al. [38]. A more complex approach to pressure measurement is that by Stemme and Stemme, which
utilizes resonance of the diaphragm to detect pressure [39]. In this device, the diaphragm is capacitively
excited and optically detected. The pressure imposes a mechanical load on the diaphragm, which increases
the stiffness and, in turn, the resonant frequency.
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Acceleration

Another commercially successful microsensor is the silicon microfabricated accelerometer, which in
various forms can measure acceleration ranges from well below one to around a thousand meters per
square second (i.e., sub-g to several hundred g’s), with resolutions of one part in 10,000. These sensors
incorporate a micromachined suspended proof mass that is subjected to an inertial force in response to an
acceleration, which causes deflection of the supporting flexures. One means of measuring the deflection is
by utilizing piezoresistive strain gages mounted on the flexures. The primary disadvantage to this approach
is the temperature sensitivity of the piezoresistive gages. An alternative to measuring the deflection of the
proof mass is via capacitive sensing. In these devices, the capacitance is measured between the proof mass
and an electrode that is rigidly mounted and parallel. Examples of this approach are those by Boxenhorn
and Greiff [40], Leuthold and Rudolf [41], and Seidel et al. [42]. Still another means of measuring the
inertial force on the proof mass is by measuring the resonant frequency of the supporting flexures. The
inertial force due to acceleration will load the flexure, which will alter its resonant frequency. The frequency
of vibration is therefore a measure of the acceleration. These types of devices utilize some form of
transduction to excite the structural resonance of the supporting flexures, and then utilize some other
measurement technique to detect the frequency of vibration. Examples of this type of device are those
by Chang et al. [43], which utilize electrostatic excitation and capacitive detection, and by Satchell and
Greenwood [44], which utilize thermal excitation and piezoresistive detection. These types of acceler-
ometers entail additional complexity, but typically offer improved measurement resolution. Still another
variation of the micro-accelerometer is the force-balanced type. This type of device measures position
of the proof mass (typically by capacitive means) and utilizes a feedback loop and electrostatic or
electromagnetic actuation to maintain zero deflection of the mass. The acceleration is then a function
of the actuation effort. These devices are characterized by a wide bandwidth and high sensitivity, but are
typically more complex and more expensive than other types. Examples of force-balanced devices are
those by Chau et al. [45], and Kuehnel and Sherman [46], both of which utilize capacitive sensing and
electrostatic actuation.

Force

Silicon microfabricated force sensors incorporate measurement approaches much like the microfabricated
pressure sensors and accelerometers. Various forms of these force sensors can measure forces ranging on
the order of millinewtons to newtons, with resolutions of one part in 10,000. Mechanical sensing typically
utilizes a beam or a flexure support which is elastically deflected by an applied force, thereby transforming
force measurement into measurement of strain or displacement, which can be accomplished by piezore-
sistive or capacitive means. An example of this type of device is that of Despont et al., which utilizes
capacitive measurement [47]. Higher resolution devices are typically of the resonating beam type, in
which the applied force loads a resonating beam in tension. Increasing the applied tensile load results in
an increase in resonant frequency. An example of this type of device is that of Blom et al. [48].

Angular Rate Sensing (Gyroscopes)

A conventional-scale gyroscope utilizes the spatial coupling of the angular momentum-based gyroscopic
effect to measure angular rate. In these devices, a disk is spun at a constant high rate about its primary
axis, so that when the disk is rotated about an axis not colinear with the primary (or spin) axis, a torque
results in an orthogonal direction that is proportional to the angular velocity. These devices are typically
mounted in gimbals with low-friction bearings, incorporate motors that maintain the spin velocity, and
utilize strain gages to measure the gyroscopic torque (and thus angular velocity). Such a design would
not be appropriate for a microsensor due to several factors, some of which include the diminishing effect
of inertia (and thus momentum) at small scales, the lack of adequate bearings, the lack of appropriate
micromotors, and the lack of an adequate three-dimensional microfabrication processes. Instead, micro-
scale angular rate sensors are of the vibratory type, which incorporate Coriolis-type effects rather than
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FIGURE 5.8 Illustration of Coriolis acceleration, which
results from translation within a reference frame that is
rotating with respect to an inertial reference frame.
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FIGURE 5.9 Schematic of a vibratory gyroscope.

the angular momentum-based gyroscopic mechanics of conventional-scale devices. A Coriolis accelera-
tion results from linear translation within a coordinate frame that is rotating with respect to an inertial
reference frame. In particular, if the particle in Fig. 5.8 is moving with a velocity v within the frame xyz,
and if the frame xyz is rotating with an angular velocity of wwith respect to the inertial reference frame
XYZ, then a Coriolis acceleration will result equal to a, = 2w X v. If the object has a mass m, a Coriolis
inertial force will result equal to F. = -2m X v (minus sign because direction is opposite a_). A vibratory
gyroscope utilizes this effect as illustrated in Fig. 5.9. A flexure-suspended inertial mass is vibrated in the
x-direction, typically with an electrostatic comb drive. An angular velocity about the z-axis will generate
a Coriolis acceleration, and thus force, in the y-direction. If the “external” angular velocity is constant
and the velocity in the x-direction is sinusoidal, then the resulting Coriolis force will be sinusiodal, and
the suspended inertial mass will vibrate in the y-direction with an amplitude proportional to the angular
velocity. The motion in the y-direction, which is typically measured capacitively, is thus a measure of the
angular rate. Examples of these types of devices are those by Bernstein et al. [49] and Oh et al. [50]. Note
that though vibration is an essential component of these devices, they are not technically resonant sensors,
since they measure amplitude of vibration rather than frequency.

5.4 Nanomachines

Nanomachines are devices that range in size from the smallest of MEMS devices down to devices
assembled from individual molecules [51]. This section briefly introduces energy sources, structural
hierarchy, and the projected future of the assembly of nanomachines. Built from molecular components
performing individual mechanical functions, the candidates for energy sources to actuate nanomachines
are limited to those that act on a molecular scale. Regarding manufacture, the assembly of nanoma-
chines is by nature a one-molecule-at-a-time operation. Although microscopy techniques are currently
used for the assembly of nanostructures, self-assembly is seen as a viable means of mass production.
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In a molecular device a discrete number of molecular components are combined into a supramolecular
structure where each discrete molecular component performs a single function. The combined action of
these individual molecules causes the device to operate and perform its various functions. Molecular
devices require an energy source to operate. This energy must ultimately be used to activate the compo-
nent molecules in the device, and so the energy must be chemical in nature. The chemical energy can
be obtained by adding hydrogen ions, oxidants, etc., by inducing chemical reactions by the impingement
of light, or by the actions of electrical current. The latter two means of energy activation, photochemical
and electrochemical energy sources, are preferred since they not only provide energy for the operation
of the device, but they can also be used to locate and control the device. Additionally, such energy
transduction can be used to transmit data to report on the performance and status of the device. Another
reason for the preference for photochemical- and electrochemical-based molecular devices is that, as
these devices are required to operate in a cyclic manner, the chemical reactions that drive the system
must be reversible. Since photochemical and electrochemical processes do not lead to the accumulation
of products of reaction, they readily lend themselves to application in nanodevices.

Molecular devices have recently been designed that are capable of motion and control by photochemical
methods. One device is a molecular plug and socket system, and another is a piston-cylinder system [51].
The construction of such supramolecular devices belongs to the realm of the chemist who is adept at
manipulating molecules.

As one proceeds upwards in size to the next level of nanomachines, one arrives at devices assembled
from (or with) single-walled carbon nanotubes (SWNTs) and/or multi-walled carbon nanotubes
(MWNT5) that are a few nanometers in diameter. We will restrict our discussion to carbon nanotubes
(CNTs) even though there is an expanding database on nanotubes made from other materials, especially
bismuth. The strength and versatility of CNTs make them superior tools for the nanomachine design
engineer. They have high electrical conductivity with current carrying capacity of a billion amperes per
square centimeter. They are excellent field emitters at low operating voltages. Moreover, CNTs emit light
coherently and this provides for an entire new area of holographic applications. The elastic modulus of
CNTs is the highest of all materials known today [52]. These electrical properties and extremely high
mechanical strength make MWNTs the ultimate atomic force microscope probe tips. CNTs have the
potential to be used as efficient molecular assembly devices for manufacturing nanomachines one atom
at a time.

Two obvious nanotechnological applications of CNTs are nanobearings and nanosprings. Zettl and
Cumings [53] have created MWNT-based linear bearings and constant force nanosprings. CNTs may
potentially form the ultimate set of nanometer-sized building blocks, out of which nanomachines of all
kinds can be built. These nanomachines can be used in the assembly of nanomachines, which can then
be used to construct machines of all types and sizes. These machines can be competitive with, or perhaps
surpass existing devices of all kinds.

SWNTs can also be used as electromechanical actuators. Baughman et al. [54] have demonstrated that
sheets of SWNTs generate larger forces than natural muscle and larger strains than high-modulus ferro-
electrics. They have predicted that actuators using optimized SWNT sheets may provide substantially
higher work densities per cycle than any other known actuator. Kim and Lieber [55] have built SWNT
and MWNT nanotweezers. These nanoscale electromechanical devices were used to manipulate and
interrogate nanostructures. Electrically conducting CNTs were attached to electrodes on pulled glass
micropipettes. Voltages applied to the electrodes opened and closed the free ends of the CNTs. Kim and
Lieber demonstrated the capability of the nanotweezers by grabbing and manipulating submicron clusters
and nanowires. This device could be used to manipulate biological cells or even manipulate organelles
and clusters within human cells. Perhaps, more importantly, these tweezers can potentially be used to as-
semble other nanomachines.

A wide variety of nanoscale manipulators have been proposed [56] including pneumatic manipulators
that can be configured to make tentacle, snake, or multi-chambered devices. Drexler has proposed
telescoping nanomanipulators for precision molecular positioning and assembly work. His manipulator
has a cylindrical shape with a diameter of 35 nm and an extensible length of 100 nm. A number of six
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degree of freedom Stewart platforms have been proposed [56], including one that allows strut lengths
to be moved in 0.10 nm increments across a 100 nm work envelope. A number of other nanodevices
including box-spring accelerometers, displacement accelerometers, pivoted gyroscopic accelerometers,
and gimbaled nanogyroscopes have been proposed and designed [56].

Currently, much thought is being devoted to molecular assembly and self-replicating devices (self-
replicating nanorobots). Self-assembly is arguably the only way for nanotechnology to advance in an
engineering or technological sense. Assembling a billion or trillion atom device—one atom at a time—
would be a great accomplishment. It would take a huge investment in equipment, labor, and time. Freitas
[56] describes the infrastructure needed to construct a simple medical nanorobot: a 1-um spherical
respirocyte consisting of about 18 billion atoms. He estimates that a factory production line deploying
a coordinated system of 100 macroscale scanning probe microscope (SPM) assemblers, where each
assembler is capable of depositing one atom per second on a convergently-assembled workpiece, would
result in a manufacturing throughput of two nanorobots per decade. If one conjectures about enormous
increases in assembler manufacturing rates even to the extent of an output of one nanorobot per minute,
it would take two million years to build the first cubic centimeter therapeutic dosage of nanorobots.
Thus, it is clear that the future of medical nanotechnology and nanoengineering lies in the direction of
self-assembly and self-replication.
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6.1 Introduction

Modern engineering encompasses diverse multidisciplinary areas. Therefore, there is a critical need to
identify new directions in research and engineering education addressing, pursuing, and implementing
new meaningful and pioneering research initiatives and designing the engineering curriculum. By
integrating various disciplines and tools, mechatronics provides multidisciplinary leadership and sup-
ports the current gradual changes in academia and industry. There is a strong need for an advanced
research in mechatronics and a curriculum reform for undergraduate and graduate programs. Recent
research developments and drastic technological advances in electromechanical motion devices, power
electronics, solid-state devices, microelectronics, micro- and nanoelectromechanical systems (MEMS
and NEMS), materials and packaging, computers, informatics, system intelligence, microprocessors and
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Mechatronic
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Conventional

Mechatronic Nanomechatronic

Micromechatronic
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Fundamental Theories: Fundamental Theories:
Classical Mechanics Quantum Theory
Electromagnetics Nanoelectromechanics

FIGURE 6.1 Classification and fundamental theories applied in mechatronic systems.

DSPs, signal and optical processing, computer-aided-design tools, and simulation environments have
brought new challenges to the academia. As a result, many scientists are engaged in research in the area
of mechatronics, and engineering schools have revised their curricula to offer the relevant courses in
mechatronics.

Mechatronic systems are classified as:

1. conventional mechatronic systems,
2. microelectromechanical-micromechatronic systems (MEMS), and
3. nanoelectromechanical-nanomechatronic systems (NEMS).

The operational principles and basic foundations of conventional mechatronic systems and MEMS
are the same, while NEMS can be studied using different concepts and theories. In particular, the designer
applies the classical mechanics and electromagnetics to study conventional mechatronic systems and
MEMS. Quantum theory and nanoelectromechanics are applied for NEMS, see Fig. 6.1.

One weakness of the computer, electrical, and mechanical engineering curricula is the well-known
difficulties to achieving sufficient background, knowledge, depth, and breadth in integrative electrome-
chanical systems areas to solve complex multidisciplinary engineering problems. Mechatronics intro-
duces the subject matter, multidisciplinary areas, and disciplines (e.g., electrical, mechanical, and
computer engineering) from unified perspectives through the electromechanical theory fundamentals
(research) and designed sequence of mechatronic courses within an electromechanical systems (mecha-
tronic) track or program (curriculum). This course sequence can be designed based upon the program
objectives, strength, and goals. For different engineering programs (e.g., electrical, mechanical, com-
puter, aerospace, material), the number of mechatronic courses, contents, and coverage are different
because mechatronic courses complement the basic curriculum. However, the ultimate goal is the same:
educate and prepare a new generation of students and engineers to solve a wide spectrum of engineering
problems.

Mechatronics is an important part of modern confluent engineering due to integration, interaction,
interpretation, relevance, and systematization features. Efficient and effective means to assess the current
trends in modern engineering with assessments analysis and outcome prediction can be approached
through the mechatronic paradigm. The multidisciplinary mechatronic research and educational activ-
ities, combined with the variety of active student learning processes and synergetic teaching styles, will
produce a level of overall student accomplishments that is greater than the achievements which can
be produced by refining the conventional electrical, computer, and mechanical engineering curricula.
The multidisciplinary mechatronic paradigm serves very important purposes because it brings new
depth to engineering areas, advances students’ knowledge and background, provides students with the
basic problem-solving skills that are needed to cope with advanced electromechanical systems con-
trolled by microprocessors or DSPs, covers state-of-the-art hardware, and emphasizes and applies
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modern software environments. Through the mechatronic curriculum, important program objectives
and goals can be achieved. The integration of mechatronic courses into the engineering curriculum is
reported in this chapter. Our ultimate goal is to identify the role, examine the existing courses, refine
and enhance mechatronic curriculum in order to improve the structure and content of engineering
programs, recruit and motivate students, increase teaching effectiveness and improve material delivery, as
well as assess and evaluate the desired engineering program outcomes. The primary emphasis is placed
on enhancement and improvement in student knowledge, learning, critical thinking, depth, breadth,
results interpretation, integration and application of knowledge, motivation, commitment, creativity,
enthusiasm, and confidence. These can be achieved through the mechatronic curriculum development
and implementation. This chapter reports the development of a mechatronic curriculum. The role of
mechatronics in modern engineering is discussed and documented.

6.2 Nano-, Micro-, and Mini-Scale Electromechanical
Systems and Mechatronic Curriculum

Conventional, mini- and micro-scale electromechanical systems are studied from a unified perspective
because operating features, basic phenomena, and dominant effects are based upon classical electromag-
netics and mechanics (electromechanics). Electromechanical systems integrate subsystems and compo-
nents. No matter how well an individual subsystem or component (electric motor, sensor, power amplifier,
or DSP) performs, the overall performance can be degraded if the designer fails to integrate and optimize
the electromechanical system. While electric machines, sensors, power electronics, microcontrollers, and
DSPs should be emphasized, analyzed, designed, and optimized, the main focus is centered on integrated
issues. The designer sometimes fails to grasp and understand the global picture because this requires
extensive experience, background, knowledge, and capabilities to attain detailed assessment analysis with
outcome prediction and overall performance evaluation. While the component-based divide-and-solve
approach is valuable and applicable in the preliminary design phase, it is very important that the design
and analysis of integrated electromechanical systems be accomplished in the context of global optimiza-
tion with proper objectives, specifications, requirements, and bounds imposed. Novel electromechanical
and VLSI technologies, computer-aided-design software, software-hardware co-design tools, high-per-
formance software environments, and robust computational algorithms must be applied to design elec-
tromechanical systems. The main objective of the mechatronic curriculum development is to satisfy
academia—industry—government demands as well as to help students develop in-depth fundamental,
analytic, and experimental skills in analysis, design, optimization, control, and implementation of
advanced integrated electromechanical systems. It is not possible to cover the full spectrum of mecha-
tronics issues in a single course. Therefore, the mechatronic curriculum must be developed assuming
that students already have sufficient fundamentals in calculus, physics, circuits, electromechanical devices,
sensors, and controls.

The engineering curriculum usually integrates general education, science, and engineering courses.
The incorporation of multidisciplinary engineering science and engineering design courses represents
a major departure from the conventional curriculum. Usually, even electrical engineering students
have some deficiencies in advanced electromagnetics, electric machinery, power electronics, ICs, micro-
controllers, and DSPs because several of these courses are elective. Mechanical engineering students,
while advancing electrical engineering students in mechanics and thermodynamics, have limited access
to electromagnetics, electric machines, power electronics, microelectronics, and DSP courses. In addi-
tion, there are deficiencies in computer science and engineering mathematics for both electrical and
mechanical engineering students because these courses are usually required only for computer engi-
neering students. The need for engineering mathematics, electromagnetics, power electronics, and
electromechanical motion devices (electric machines, actuators, and sensors) has not diminished,
rather strengthened. In addition, radically new advanced hardware has been developed using enabling
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fabrication technologies to fabricate nano- and micro-scale sensors, actuators, ICs, and antennas. Efficient
software has emerged. To overcome the difficulties encountered, the mechatronic courses which cover
the multidisciplinary areas must be introduced to the engineering curriculum. Mechatronics has been
enthusiastically explored and supported by undergraduate and graduate, educational and research-
oriented universities, high-technology industry, and government laboratories. However, there is a need
to develop the long-term strategy in mechatronic research and education, define the role, as well as
implement, commercialize, and market the mechatronic and electromechanics programs.

6.3 Mechatronics and Modern Engineering

Many engineering problems can be formulated, attacked, and solved using the mechatronic paradigm.
Mechatronics deals with benchmarking and emerging problems in integrated electrical-mechanical—
computer engineering, science, and technologies. Many of these problems have not been attacked and
solved; and sometimes, the existing solutions cannot be treated as the optimal one. This reflects obvious
trends in fundamental, applied, and experimental research as well as curriculum changes in response to
long-standing unsolved problems, engineering and technological enterprise, and entreaties of steady
evolutionary demands.

Mechatronics is the integrated design, analysis, optimization, and virtual prototyping of intelligent
and high-performance electromechanical systems, system intelligence, learning, adaptation, decision
making, and control through the use of advanced hardware (actuators, sensors, microprocessors, DSPs,
power electronics, and ICs) and leading-edge software.

Integrated multidisciplinary features approach quickly, as documented in Fig. 6.2. The mechatronic
paradigm, which integrates electrical, mechanical, and computer engineering, takes place.

The structural complexity of mechatronic systems has increased drastically due to hardware and
software advancements, as well as stringent achievable performance requirements. Answering the
demands of rising electromechanical system complexity, performance specifications, and intelligence,
the mechatronic paradigm was introduced. In addition to the proper choice of electromechanical
system components and subsystems, there are other issues which must be addressed in view of the
constantly evolving nature of the electromechanical systems theory (e.g., analysis, design, modeling,
optimization, complexity, intelligence, decision making, diagnostics, packaging). Competitive opti-
mum-performance electromechanical systems must be designed within the advanced hardware and
software concepts.

Mechanical
Engineering

Electrical
Engineering

Computer
Engineering

FIGURE 6.2 Mechatronics integrates electrical, mechanical, and computer engineering.
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6.4 Design of Mechatronic Systems

One of the most challenging problems in mechatronic systems design is the system architecture synthesis,
system integration, optimization, as well as selection of hardware (actuators, sensors, power electronics,
ICs, microcontrollers, and DSPs) and software (environments, tools, computation algorithms to perform
control, sensing, execution, emulation, information flow, data acquisition, simulation, visualization,
virtual prototyping, and evaluation). Attempts to design state-of-the-art high-performance mechatronic
systems and to guarantee the integrated design can be pursued through analysis of complex patterns and
paradigms of evolutionary developed biological systems. Recent trends in engineering have increased the
emphasis on integrated analysis, design, and control of advanced electromechanical systems. The scope
of mechatronic systems has continued to expand, and, in addition to actuators, sensors, power electronics,
ICs, antennas, microprocessors, DSPs, as well as input/output devices, many other subsystems must be
integrated. The design process is evolutionary in nature. It starts with a given set of requirements and
specifications. High-level functional design is performed first in order to produce detailed design at the
subsystem and component level. Using the advanced subsystems and components, the initial design is
performed, and the closed-loop electromechanical system performance is tested against the requirements.
If requirements and specifications are not met, the designer revises or refines the system architecture,
and other solutions are sought. At each level of the design hierarchy, the system performance in the
behavioral domain is used to evaluate and refine the design process and solution devised. Each level of
the design hierarchy corresponds to a particular abstraction level and has the specified set of activities
and design tools that support the design at this level. For example, different criteria are used to design
actuators and ICs due to different behavior, physical properties, operational principles, and performance
criteria imposed for these components. It should be emphasized that the level of hierarchy must be defined,
e.g., there is no need to study the behavior of millions of transistors on each IC chip because mechatronic
systems integrate hundreds of ICs, and the end-to-end behavior of ICs is usually evaluated (ICs are
assumed to be optimized, and these ICs are used as ready-to-use components). The design flow is
illustrated in Fig. 6.3.

Automated synthesis can be attained to implement this design flow. The design of mechatronic
systems is a process that starts from the specification of requirements and progressively proceeds to
perform a functional design and optimization that is gradually refined through a sequence of steps.
Specifications typically include the performance requirements derived from systems functionality,
operating envelope, affordability, and other requirements. Both top-down and bottom-up approaches
should be combined to design high-performance mechatronic systems augmenting hierarchy, integ-
rity, regularity, modularity, compliance, and completeness in the synthesis process. Even though the

Desired System
Performance:
Behavioral Domain

/
. /
Achieved System [
/

Performance: i
Behavioral Domain

System Synthesis in
Structural/Architectural
Domain

FIGURE 6.3 Design flow in synthesis of mechatronic systems.
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basic foundations have been developed, some urgent areas have been downgraded, less emphasized,
and researched. The mechatronic systems synthesis reported guarantees an eventual consensus
between behavioral and structural domains, as well as ensures descriptive and integrative features in
the design. These were achieved applying the mechatronic paradigm which allows one to extend and
augment the results of classical mechanics, electromagnetics, electric machinery, power electronics,
microelectronics, informatics, and control theories, as well as to apply advanced integrated hardware
and software.

To acquire and expand the engineering core, there is the need to augment interdisciplinary areas as
well as to link and place the multidisciplinary perspectives integrating actuators—sensors—power elec-
tronics—ICs—DSPs to attain actuation, sensing, control, decision making, intelligence, signal processing,
and data acquisition. New developments are needed. The theory and engineering practice of high-
performance electromechanical systems should be considered as the unified cornerstone of the engineering
curriculum through mechatronics. The unified analysis of actuators and sensors (e.g., electromechanical
motion devices), power electronics and ICs, microprocessors and DSPs, and advanced hardware and
software, have barely been introduced into the engineering curriculum. Mechatronics, as the break-
through concept in the design and analysis of conventional-, mini-, micro- and nano-scale electro-
mechanical systems, was introduced to attack, integrate, and solve a great variety of emerging problems.

6.5 Mechatronic System Components

Mechatronics integrates electromechanical systems design, modeling, simulation, analysis, software-
hardware developments and co-design, intelligence, decision making, advanced control (including self-
adaptive, robust, and intelligent motion control), signal/image processing, and virtual prototyping.
The mechatronic paradigm utilizes the fundamentals of electrical, mechanical, and computer engi-
neering with the ultimate objective to guarantee the synergistic combination of precision engineering,
electronic control, and intelligence in the design, analysis, and optimization of electromechanical
systems. Electromechanical systems (robots, electric drives, servomechanisms, pointing systems, assem-
blers) are highly nonlinear systems, and their accurate actuation, sensing, and control are very chal-
lenging problems. Actuators and sensors must be designed and integrated with the corresponding
power electronic subsystems. The principles of matching and compliance are general design principles,
which require that the electromechanical system architectures should be synthesized integrating all
subsystems and components. The matching conditions have to be determined and guaranteed, and
actuators— sensors—power electronics compliance must be satisfied. Electromechanical systems must
be controlled, and controllers should be designed. Robust, adaptive, and intelligent control laws must
be designed, examined, verified, and implemented. The research in control of electromechanical systems
aims to find methods for devising intelligent and motion controllers, system architecture synthesis,
deriving feedback maps, and obtaining gains. To implement these controllers, microprocessors and
DSPs with ICs (input-output devices, A/D and D/A converters, optocouplers, transistor drivers) must
be used. Other problems are to design, optimize, and verify the analysis, control, execution, emulation,
and evaluation software.

It was emphasized that the design of high-performance mechatronic systems implies the subsystems
and components developments. One of the major components of mechatronic systems are electric
machines used as actuators and sensors. The following problems are usually emphasized: characterization
of electric machines, actuators, and sensors according to their applications and overall systems require-
ments by means of specific computer-aided-design software; design of high-performance electric
machines, actuators, and sensors for specific applications; integration of electric motors and actuators
with sensors, power electronics, and ICs; control and diagnostic of electric machines, actuators, and
sensors using microprocessors and DSPs.
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6.6 Systems Synthesis, Mechatronics Software,
and Simulation

Modeling, simulation, and synthesis are complementary activities performed in the design of mechatronic
systems. Simulation starts with the model developments, while synthesis starts with the specifications
imposed on the behavior and analysis of the system performance through analysis using modeling,
simulation, and experimental results. The designer mimics, studies, analyzes, and evaluates the mecha-
tronic system’s behavior using state, performance, control, events, disturbance, and other variables. The
synthesis process was described in section 6.4. Modeling, simulation, analysis, virtual prototyping, and
visualization are critical and urgently important aspects for developing and prototyping of advanced
electromechanical systems. As a flexible high-performance modeling and design environment, MATLAB
has become a standard, cost-effective tool. Competition has prompted cost and product cycle reductions.
To speed up analysis and design with assessment analysis, facilitate enormous gains in productivity and
creativity, integrate control and signal processing using advanced microprocessors and DSPs, accelerate
prototyping features, generate real-time C code and visualize the results, perform data acquisition and
data intensive analysis, the MATLAB" environment is used. In MATLAB, the following commonly used
toolboxes can be applied: SIMULINK", Real-Time Workshop™, Control System, Nonlinear Control Design,
Optimization, Robust Control, Signal Processing, Symbolic Math, System Identification, Partial Differ-
ential Equations, Neural Networks, as well as other application-specific toolboxes (see the MATLAB demo
typing deno in the Command Window). MATLAB capabilities should be demonstrated by attacking
important practical examples in order to increase students’ productivity and creativity by demonstrating
how to use the advanced software in electromechanical system applications. The MATLAB environment
offers a rich set of capabilities to efficiently solve a variety of complex analysis, modeling, simulation,
control, and optimization problems encountered in undergraduate and graduate mechatronic courses.
A wide array of mechatronic systems can be modeled, simulated, analyzed, and optimized. The electro-
mechanical systems examples, integrated within mechatronic courses, will provide the practice and
educate students with the highest degree of comprehensiveness and coverage.

6.7 Mechatronic Curriculum

The ultimate objective of the mechatronic curriculum is to educate a new generation of students and
engineers, as well as to assist industry and government in the development of high-performance electro-
mechanical systems augmenting conventional engineering curriculum with an ever-expanding electro-
mechanics core. The emphasis should be focused on advancing the overall mission of the engineering
curriculum, because through mechatronics it is possible to further define, refine, and expand the objec-
tives into three fundamental areas, which are research, education, and service. Using the mechatronic
paradigm, academia will perform world-class fundamental and applied research by

+ integrating electromagnetics, electromechanics, power electronics, ICs, and control;

+ devising advanced design, analysis, and optimization simulation and analytic tools and capabilities
through development of specialized computer-aided-design software;

developing actuation-sensing-control hardware;

devising advanced paradigms, concepts, and technologies;

+ supporting research, internship, and cooperative multidisciplinary education programs for under-
graduate and graduate students;

+ supporting, sustaining, and assisting faculty in emerging new areas.

Mechatronic curriculum design includes development of goals and objectives, programs of study and
curriculum guides, courses, laboratories, textbooks, instructional materials, manuals, experiments,
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instructional sequences, material delivery techniques, visualization and demonstration approaches, and
other supplemental materials to accomplish a wide range of educational and research goals. There is an
increase in the number of students whose good programming skills and theoretical background match
with complete inability to solve simple engineering problems. The fundamental goal of mechatronic
courses is to demonstrate the application of theoretical, applied, and experimental results in analysis,
design, and deployment of complex electromechanical systems (including NEMS and MEMS), to cover
emerging hardware and software, to introduce and deliver the rigorous theory of electromechanics, to
help students develop strong problem-solving skills, as well as to provide the needed engineering practice.
The courses in mechatronics are intended to develop a thorough understanding of integrated perspectives
in analysis, modeling, simulation, optimization, design, and implementation of complex electromechan-
ical systems. By means of practical, worked-out examples, students will be prepared and trained to use
the results in engineering practice, research, and developments. Advanced hardware and software of
engineering importance (electromechanical motion devices, actuators, sensors, solid-state devices, power
electronics, ICs, microprocessors, and DSPs) must be comprehensively covered in detail from multidis-
ciplinary integrated perspectives.

At Purdue University Indianapolis, in the Department of Electrical and Computer Engineering, the
following undergraduate courses are required in the Electrical Engineering plan of study: Linear Circuit
Analysis | and 11, Signals and Systems, Semiconductor Devices, Electric and Magnetic Fields, Microprocessor
Systems and Interfacing, and Feedback Systems Analysis and Design. The following elective undergraduate
courses assist the mechatronic area: Electromechanical Motion Devices, Computer Architecture, Digital
Signal Processing, and Multimedia Systems. In addition to this set of core Electrical and Computer
Engineering courses, there is a critical need to teach the courses in mechatronics.

The mechatronic curriculum should emphasize and augment traditional engineering topics and the
latest enabling technologies and developments to integrate and stimulate new advances in the analysis
and design of advanced state-of-the-art mechatronic systems. For example, the following courses should
be developed and offered: Mechatronic Systems, Smart Structures, Micromechatronics (Microelectrome-
chanical Systems), and Nanomechatronics (Nanoelectromechanical Systems).

The major goal is to ensure a deep understanding of the engineering underpinnings, integrate engineering—
science—technology, and develop the modern picture of electromechanical engineering by using the
bedrock fundamentals of mechatronics. It is recognized by academia, industry, and government that
the most urgent areas of modern mechatronics needing development are MEMS and NEMS. Therefore,
current developments should be concentrated to perform fundamental, applied, and experimental
research in these emerging fields.

6.8 Introductory Mechatronic Course

At Purdue University Indianapolis, in the Electrical and Computer Engineering and Mechanical Engi-
neering departments, an Electrical/Mechanical Engineering senior-level undergraduate—junior graduate
mechatronic course was developed and offered. The topics covered are given in Table 6.1.

This course is developed to bridge the engineering—science—technology gap by bonding innovative
multi-disciplinary developments, focusing on state-of-the-art hardware, and centering on high-perfor-
mance software. The developed course dramatically reduces the time students need to establish basic skills
for high-technology employability. The objective of this course is twofold: to bring recent developments
of modern electromechanics and to integrate an interactive studio-based method of instruction and
delivery. During the past decade, there has been a shift in engineering education from an instructor-
centered lectures environment to a student-centered learning environment. We have developed a mecha-
tronics studio that combines lectures, simulation exercises, and experiments in a single classroom in order
to implement new teaching and delivery methods through an active learning environment, activity-based
strategies, interactive multimedia, networked computer-based learning, multisynchronous delivery of
supporting materials, and effective demonstration. Simulation-based assignments can be used to illustrate
problems that cannot be easily studied and assessed using classical paper-and-pencil analytic solutions.
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TABLE 6.1 Mechatronic Course Contents

No. Topic Class
1 Introduction to electromechanical systems and mechatronics 1
2 Electromagnetics and mechanics in mechatronic systems: Newtonian mechanics, the Lagrange 2

equations of motion, and Kirchhoff’s laws

Energy conversion and electromechanical analogies

Dynamics of mechatronic system

The MATLAB environment in nonlinear analysis and modeling of mechatronic systems

Transducers and smart structures: actuators and sensors
Power electronics, driving circuitry, power converters and amplifiers
Motion control of electromechanical systems and smart structures
10 Microprocessors and DSPs in control and data acquisition of mechatronic systems

3
4
5
6 Permanent-magnet direct-current and synchronous servo-motors
7
8
9

11 Mechatronic systems: case-studies, modeling, analysis, control, and laboratory experiments
12 Advanced project

— RN W RN RN NN

Although simulation-based assignments provide much insight to practical problems, there is nothing that
can take the place of hands-on experiments. The mechatronics is introduced through synergy of compre-
hensive systems design, high-fidelity modeling, simulation, hardware demonstration, and case studies.

The assessment performed demonstrates that this course guarantees comprehensive, balanced cover-
age, satisfies the program objectives, and fulfills the goals. While students are familiar with some topics
of advanced engineering and science (calculus and physics), it is clear that they do not have sufficient
background in nonlinear dynamics and control, electric machinery, power electronics, solid-state devices,
ICs, microprocessors, and DSPs. Therefore, the material is presented in sufficient details, and basic theory
needed to fully understand, appreciate, and apply mechatronics is covered. In this course, most efficient
and straightforward analysis, modeling, simulation, and synthesis methods are presented and demon-
strated with ultimate objectives to address and solve the analysis, design, control, optimization, and
virtual prototyping problems. A wide range of worked-out examples and qualitative illustrations, which
are treated in-depth, bridge the gap between the theory, practical problems, and engineering practice.
Step-by-step, the mechatronic course guides students from rigorous theoretical foundation to advanced
applications and implementation. In addition to achieving a good balance between theory and applica-
tion, state-of-the-art hardware and software are emphasized and demonstrated. In this course, mecha-
tronic systems are thoroughly covered, and students can easily apply the results to attack real engineering
problems.

6.9 Books in Mechatronics

The demand for educational books in mechatronics far exceeds what was previously anticipated by
academia and industry. Excellent textbooks in electric machinery [1-8], power electronics [9-11], micro-
electronics and ICs [12], and sensors [13,14] were published. Educational examples in analysis and design
of linear electromechanical systems are available from control books [15-21]. Control Systems Theory
With Engineering Applications [18], shown in Fig. 6.4, has a number of illustrative examples in modeling,
simulation, and control of complex nonlinear electromechanical systems. In particular, analysis and
control of nonlinear transducers, permanent-magnet DC and synchronous motors, squirrel-cage induc-
tion motors, servomechanisms, and power converters are thoroughly covered.

The need for a comprehensive treatment of nonlinear electromechanical systems using the mechatronic
paradigm is evident. Excellent books in conventional electromechanical motion devices [3,4,22], and
textbooks for mechanical engineering students in mechatronics [23—27] have been used in Electrical and
Mechanical Engineering departments, respectively. However, there is a critical need for modern books
in mechatronics that are comprehensive in their coverage and global in their perspective for engineering
departments. The time has come to target new frontiers using the developed engineering enterprise,
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FIGURE 6.5 Books in electromechanical and mechatronic systems.

emerging technologies, advanced hardware, and state-of-the-art software. The book Electromechanical
Systems, Electric Machines, and Applied Mechatronics [28] was written by taking advantage of the modern
engineering curriculum, see Fig. 6.5. In this book, the fundamental theory of electromechanics, new
enabling technologies, basic engineering principles, system integration, modeling, analysis, simulation,
control, as well as a spectrum of emerging engineering problems, were comprehensively covered. For
NEMS and MEMS, the book Nano- and Micro-Electromechanical Systems: Fundamentals of Nano- and
Micro-Engineering [29] can be effectively used. A wide number of demonstrations and examples of
electromechanical systems are covered.
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6.10 Mechatronic Curriculum Developments

The current mechatronic curriculum leaves much to be desired, and the following strategy, which can
be modified and expanded, should be pursued by academia to integrate the mechatronic courses in the
undergraduate and graduate curricula:

+ commercialize and market mechatronic program;

+ expand the mechatronic horizon to conventional and mini-scale mechatronic systems, as well as
to MEMS and NEMS which are emerging areas in engineering;

+ revise the engineering curriculum. In particular, Electromagnetics, Electromechanical Motion
Devices, Power Electronics, Control, Microelectronics, and DSP courses should be offered as the
required core courses, and as prerequisites for advanced mechatronic courses;

+ emphasize mechatronics as the center of the undergraduate and graduate electromechanical engi-
neering curriculum rather than at the periphery;

+ cover moderately complex electromechanical systems and case studies in the undergraduate
mechatronic courses and relocate highly specialized topics to the graduate program;

+ develop an intellectually demanding, progressive, well-balanced mechatronic curriculum and
mechatronic courses with laboratories;

fully integrate computer-aided-design tools and advanced high-performance simulation software;

+ extend mechatronics to the undergraduate senior design projects;

+ write and publish comprehensive books, textbooks, and handbooks in mechatronics; and

+ widely and timely disseminate the results.

Manageable collaboration between engineering disciplines and departments can be achieved within

the mechatronic program. The following basic courses sequence can be applied:

+ Electromechanical Motion Devices,

» Power Electronics and Microelectronics,

+ Microprocessors and Interfacing,

Digital Signal Processing,

Electromechanical Systems,

Introduction to Mechatronics,
+ Control Systems Theory and Control of Mechatronic Systems,
+ Mechatronic Systems and Smart Structures,
* Microelectromechancial Systems,
+ Nanoelectromechanical Systems.

Due to the differences in the electrical and computer, mechanical, and aerospace engineering plans of
study and the limited number of elective engineering courses counted towards the degree, the mechatronic
courses sequence can be different. For example, for electrical engineering students, the coursework plan
of study can be designed using fundamental electrical engineering and applied mechanical engineering;
for mechanical engineering students, fundamental mechanical engineering and applied electrical engi-
neering can be emphasized. The students will have fundamentals in one core area while accomplishing
breadth and receiving applied knowledge in the other field.

6.11 Conclusions: Mechatronics Perspectives

Far-reaching fundamental and technological advances in electromechanical motion devices (actuators
and sensors), power electronics, solid-state devices, ICs, MEMS and NEMS, materials and packaging,
computers and informatics, microprocessors and DSPs, digital signal and optical processing, as well
as computer-aided-design tools and simulation software, have brought new challenges to academia,
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industry, and government. As a result, many engineering schools have revised their curricula in order to
offer the relevant interdisciplinary courses such as Electromechanical Systems and Mechatronics. The
basis of mechatronics is fundamental theory and engineering practice. The attempts to introduce mecha-
tronics have been only partially successful due to the absence of a long-term strategy. Therefore, coor-
dinated efforts are sought. Most engineering curricula provide a single elective course to introduce
mechatronics to electrical, computer, mechanical, and aerospace engineering students. Due to the lack
of time, it is impossible to comprehensively cover the material and thoroughly emphasize the cross-
disciplinary nature of mechatronics in one introductory course. As a result, this undergraduate or dual-
level course might not adequately serve the students’ professional needs and goals, and does not satisfy
growing academia, industrial, and government demands. A set of core mechatronic courses should be
integrated into the engineering curriculum, and laboratory- and project-oriented courses should be
developed to teach and demonstrate advanced hardware and software with application to complex
electromechanical systems. The relevance of fundamental theory, applied results, and experiments is very
important and must be emphasized. The great power and versatility of mechatronics, not to mention
the prime importance of the results it approaches in all areas of engineering, make it worthwhile for all
engineers to be acquainted with the basic theory and engineering practice. There is no end to the
application of mechatronics and to the further contribution to this interdisciplinary concept. We have just
skimmed the surface of mechatronics application to advanced electromechanical systems. New trends will
be researched and applied in the near future because mechatronics is an engineering—science—technology
frontier. For example, novel phenomena and operating principles in NEMS and MEMS can be devised,
studied, analyzed, and verified using nanomechatronics and nanoelectromechanics.
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7.1 Introduction

Mechatronics describes the integration of mechanical, electromagnetic, and computer elements to pro-
duce devices and systems that monitor and control machine and structural systems. Examples include
familiar consumer machines such as VCRs, automatic cameras, automobile air bags, and cruise control
devices. A distinguishing feature of modern mechatronic devices compared to earlier controlled machines
is the miniaturization of electronic information processing equipment. Increasingly computer and elec-
tronic sensors and actuators can be embedded in the structures and machines. This has led to the need
for integration of mechanical and electrical design. This is true not only for sensing and signal processing
but also for actuator design. In human size devices, more powerful magnetic materials and supercon-
ductors have led to the replacement of hydraulic and pneumatic actuators with servo motors, linear
motors, and other electromagnetic actuators. At the material scale and in microelectromechanical systems
(MEMS), electric charge force actuators, piezoelectric actuators, and ferroelectric actuators have made
great strides.

While the materials used in electromechanical design are often new, the basic dynamic principles of
Newton and Maxwell still apply. In spatially extended systems one must solve continuum problems using
the theory of elasticity and the partial differential equations of electromagnetic field theory. For many
applications, however, it is sufficient to use lumped parameter modeling based on 1) rigid body dynamics

©2002 CRC Press LLC



for inertial components, ii) Kirchhoff circuit laws for current-charge components, and iii) magnet circuit
laws for magnetic flux devices.

In this chapter we will examine the basic modeling assumptions for inertial, electric, and magnetic
circuits, which are typical of mechatronic systems, and will summarize the dynamic principles and
interactions between the mechanical motion, circuit, and magnetic state variables. We will also illustrate
these principles with a few examples as well as provide some bibliography to more advanced references
in electromechanics.

7.2 Models for Electromechanical Systems

The fundamental equations of motion for physical continua are partial differential equations (PDEs),
which describe dynamic behavior in both time and space. For example, the motions of strings, elastic
beams and plates, fluid flow around and through bodies, as well as magnetic and electric fields require
both spatial and temporal information. These equations include those of elasticity, elastodynamics, the
Navier—Stokes equations of fluid mechanics, and the Maxwell-Faraday equations of electromagnetics.
Electromagnetic field problems may be found in Jackson (1968). Coupled field problems in electric fields
and fluids may be found in Melcher (1980) and problems in magnetic fields and elastic structures may
be found in the monograph by Moon (1984). This short article will only treat solid systems.

Many practical electromechanical devices can be modeled by lumped physical elements such as mass
or inductance. The equations of motion are then integral forms of the basic PDEs and result in coupled
ordinary differential equations (ODEs). This methodology will be explored in this chapter. Where physical
problems have spatial distributions, one can often separate the problem into spatial and temporal parts
called separation of variables. The spatial description is represented by a finite number of spatial or
eigenmodes each of which has its modal amplitude. This method again results in a set of ODEs. Often
these coupled equations can be understood in the context of simple lumped mechanical masses and
electric and magnetic circuits.

7.3 Rigid Body Models

Kinematics of Rigid Bodies

Kinematics is the description of motion in terms of position vectors r, velocities v, acceleration a, rotation
rate vector m, and generalized coordinates {g,()} such as relative angular positions of one part to another
in a machine (Fig. 7.1). In a rigid body one generally specifies the position vector of one point, such as
the center of mass r, and the velocity of that point, say v.. The angular position of a rigid body is specified
by angle sets call Euler angles. For example, in vehicles there are pitch, roll, and yaw angles (see, e.g.,
Moon, 1999). The angular velocity vector of a rigid body is denoted by @. The velocity of a point in a
rigid body other than the center of mass, r, =r, + p, is given by

Vp=V.+ OXp (7.1)

where the second term is a vector cross product. The angular velocity vector @is a property of the entire
rigid body. In general a rigid body, such as a satellite, has six degrees of freedom. But when machine
elements are modeled as a rigid body, kinematic constraints often limit the number of degrees of freedom.

Constraints and Generalized Coordinates

Machines are often collections of rigid body elements in which each component is constrained to have
one degree of freedom relative to each of its neighbors. For example, in a multi-link robot arm shown
in Fig. 7.2, each rigid link has a revolute degree of freedom. The degrees of freedom of each rigid link
are constrained by bearings, guides, and gearing to have one type of relative motion. Thus, it is convenient
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FIGURE 7.1 Sketch of a rigid body with position vector, velocity, and angular velocity vectors.
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FIGURE 7.2 Multiple link robot manipulator arm.
to use these generalized motions {g;: k = 1,...,K} to describe the dynamics. It is sometimes useful to
define a vector or matrix, J(q;), called a Jacobian, that relates velocities of physical points in the machine
to the generalized velocities {qx}. If the position vector to some point in the machine is r,(q;) and is

determined by geometric constraints indicated by the functional dependence on the {g.(¢)}, then the
velocity of that point is given by

ve= Y5 =04 (7.2)

where the sum is on the number of generalized degrees of freedom K. The three-by-K matrix J is called
a Jacobian and q is a K X 1 vector of generalized coordinates. This expression can be used to calculate
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FIGURE 7.3 Example of a kinematic mechanism.

the kinetic energy of the constrained machine elements, and using Lagrange’s equations discussed below,
derive the equations of motion (see also Moon, 1999).

Kinematic versus Dynamic Problems

Some machines are constructed in a closed kinematic chain so that the motion of one link determines
the motion of the rest of the rigid bodies in the chain, as in the four-bar linkage shown in Fig. 7.3. In
these problems the designer does not have to solve differential equations of motion. Newton’s laws are
used to determine forces in the machine, but the motions are kinematic, determined through the geo-
metric constraints.

In open link problems, such as robotic devices (Fig. 7.2), the motion of one link does not determine
the dynamics of the rest. The motions of these devices are inherently dynamic. The engineer must use
both the kinematic constraints (7.2) as well as the Newton—Euler differential equation of motion or
equivalent forms such as Lagrange’s equation discussed below.

7.4 Basic Equations of Dynamics of Rigid Bodies

In this section we review the equations of motion for the mechanical plant in a mechatronics system.
This plant could be a system of rigid bodies such as in a serial robot manipulator arm (Fig. 7.2) or a
magnetically levitated vehicle (Fig. 7.4), or flexible structures in a MEMS accelerometer. The dynamics
of flexible structural systems are described by PDEs of motion. The equation for rigid bodies involves
Newton’s law for the motion of the center of mass and Euler’s extension of Newton’s laws to the angular
momentum of the rigid body. These equations can be formulated in many ways (see Moon, 1999):

Newton—Euler equation (vector method)

Lagrange’s equation (scalar-energy method)

D’Alembert’s principle (virtual work method)

Virtual power principle (Kane’s equation, or Jourdan’s principle)

L.

Newton-Euler Equation

Consider the rigid body in Fig. 7.1 whose center of mass is measured by the vector r, in some fixed
coordinate system. The velocity and acceleration of the center of mass are given by

.= v, Ve = a, (7.3)

The “over dot” represents a total derivative with respect to time. We represent the total sum of vector
forces on the body from both mechanical and electromagnetic sources by E Newton’s law for the motion
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FIGURE 7.4 Magnetically levitated rigid body (HSST MagLev prototype vehicle, 1998, Nagoya, Japan).
of the center of mass of a body with mass m is given by
mv. = F (7.4)

If r is a vector to some point in the rigid body, we define a local position vector pby r, = r. + p. If a
force F; acts at a point r; in a rigid body, then we define the moment of the force M about the fixed
origin by

M.

1

=r; X F, (7.5)
The total force moment is then given by the sum over all the applied forces as the body

M=>YrxF=rxF+M where M= »p,xF (7.6)
We also define the angular momentum of the rigid body by the product of a symmetric matrix of second
moments of mass called the inertia matrix I.. The angular momentum vector about the center of mass
is defined by
o) (7.7)
Since I. is a symmetric matrix, it can be diagonalized with principal inertias (or eigenvalues) {I,} about
principal directions (eigenvectors) {e,, e,, e;}. In these coordinates, which are attached to the body, the
angular momentum about the center of mass becomes

H =1, .06 + 1,06+, 0 (7.8)

where the angular velocity vector is written in terms of principal eigenvectors {e,, e,, e;} attached to the

rigid body.
Euler’s extension of Newton’s law for a rigid body is then given by

Hc = MC (79)
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This equation says that the change in the angular momentum about the center of mass is equal to the
total moment of all the forces about the center of mass. The equation can also be applied about a fixed
point of rotation, which is not necessarily the center of mass, as in the example of the compound
pendulum given below.

Equations (7.4) and (7.9) are known as the Newton—Euler equations of motion. Without constraints,
they represent six coupled second order differential equations for the position of the center of mass and
for the angular orientation of the rigid body.

Multibody Dynamics

In a serial link robot arm, as shown in Fig. 7.2, we have a set of connected rigid bodies. Each body is
subject to both applied and constraint forces and moments. The dynamical equations of motion involve
the solution of the Newton—Euler equations for each rigid link subject to the geometric or kinematics
constraints between each of the bodies as in (7.2). The forces on each body will have applied terms F,
from actuators or external mechanical sources, and internal constraint forces F°. When friction is absent,
the work done by these constraint forces is zero. This property can be used to write equations of motion
in terms of scalar energy functions, known as Lagrange’s equations (see below).

Whatever the method used to derive the equation of motions, the dynamical equations of motion for
multibody systems in terms of generalized coordinates {g,(#)} have the form

Zmijq.j+zzuijkq.jq.k = Q; (7.10)

The first term on the left involves a generalized symmetric mass matrix m; = m;. The second term
includes Coriolis and centripetal acceleration. The right-hand side includes all the force and control
terms. This equation has a quadratic nonlinearity in the generalized velocities. These quadratic terms
usually drop out for rigid body problems with a single axis of rotation. However, the nonlinear inertia
terms generally appear in problems with simultaneous rotation about two or three axes as in multi-link
robot arms (Fig. 7.2), gyroscope problems, and slewing momentum wheels in satellites.

In modern dynamic simulation software, called multibody codes, these equations are automatically
derived and integrated once the user specifies the geometry, forces, and controls. Some of these codes
are called ADAMS, DADS, Working Model, and NEWEUL. However, the designer must use caution as
these codes are sometimes poor at modeling friction and impacts between bodies.

7.5 Simple Dynamic Models

Two simple examples of the application of the angular momentum law are now given. The first is for
rigid body rotation about a single axis and the second has two axes of rotation.

Compound Pendulum

When a body is constrained to a single rotary degree of freedom and is acted on by the force of gravity
as in Fig. 7.5, the equation of motion takes the form, where 0 is the angle from the vertical,

I9—(m,L,—m,L,)g sin@ = T(t) (7.11)

where T(¢) is the applied torque, I = mlLi + mzLi is the moment of inertia (properly called the second
moment of mass). The above equation is nonlinear in the sine function of the angle. In the case of small
motions about 8 = 0, the equation becomes a linear differential equation and one can look for solutions
of the form 6 = A coswt, when T(¢) = 0. For this case the pendulum exhibits sinusoidal motion with
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FIGURE 7.5 Sketch of a compound pendulum under gravity torques.
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FIGURE 7.6  Sketch of a magnetically levitated flywheel on high-temperature superconducting bearings.

natural frequency

1/2

0 = [g(m,L, —m,L)/1] (7.12)

For the simple pendulum #1, = 0, and we have the classic pendulum relation in which the natural
frequency depends inversely on the square root of the length:

1/2

o = (g/L,) (7.13)

Gyroscopic Motions

Spinning devices such as high speed motors in robot arms or turbines in aircraft engines or magnetically
levitated flywheels (Fig. 7.6) carry angular momentum, devoted by the vector H. Euler’s extension of
Newton’s laws says that a change in angular momentum must be accompanied by a force moment M,

M=H (7.14)
In three-dimensional problems one can often have components of angular momentum about two dif-
ferent axes. This leads to a Coriolis acceleration that produces a gyroscopic moment even when the two

angular motions are steady. Consider the spinning motor with spin ¢ about an axis with unit vector e, and
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FIGURE 7.7 Gyroscopic moment on a precessing, spinning rigid body.

let us imagine an angular motion of the e, axis, ¥ about a perpendicular axis e, called the precession axis
in gyroscope parlance. Then one can show that the angular momentum is given by

H = I,¢e, + L ye, (7.15)

and the rate of change of angular momentum for constant spin and presession rates is given by
H = ye,xH (7.16)
There must then exist a gyroscopic moment, often produced by forces on the bearings of the axel (Fig. 7.7).

This moment is perpendicular to the plane formed by e, and e,, and is proportional to the product of
the rotation rates:

M = [,pye, X e, (7.17)

This has the same form as Eq. (7.10), when the generalized force Q is identified with the moment M, i.e.,
the moment is the product of generalized velocities when the second derivative acceleration terms are zero.

7.6 Elastic System Modeling

Elastic structures take the form of cables, beams, plates, shells, and frames. For linear problems one can
use the method of eigenmodes to represent the dynamics with a finite set of modal amplitudes for
generalized degrees of freedom. These eigenmodes are found as solutions to the PDEs of the elastic
structure (see, e.g., Yu, 1996).

The simplest elastic structure after the cable is a one-dimensional beam shown in Fig. 7.8. For small
motions we assume only transverse displacements w(x, t), where x is a spatial coordinate along the beam.
One usually assumes that the stresses on the beam cross section can be integrated to obtain stress vector
resultants of shear V, bending moment M, and axial load T. The beam can be loaded with point or concen-
trated forces, end forces or moment or distributed forces as in the case of gravity, fluid forces, or
electromagnetic forces. For a distributed transverse load f(x, t), the equation of motion is given by

4 2 2
D8—¥—TQ—V—:+pA8—¥ = flx, t) (7.18)
ox ox ad
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FIGURE 7.8 Sketch of an elastic cantilevered beam.

where D is the bending stiffness, A is the cross-sectional area of the beam, and p is the density. For a beam
with Young’s modulus Y, rectangular cross section of width b, and height h, D = Ybh’/12. For D = 0, one
has a cable or string under tension 7, and the equation takes the form of the usual wave equation. For a
beam with tension T, the natural frequencies are increased by the addition of the second term in the
equation. For T'=—P, i.e., a compressive load on the end of the beam, the curvature term leads to a decrease
of natural frequency with increase of the compressive force P. If the lowest natural frequency goes to zero
with increasing load P, the straight configuration of the beam becomes unstable or undergoes buckling. The
use of T or (=P) to stiffen or destiffen a beam structure can be used in design of sensors to create a sensor
with variable resonance. This idea has been used in a MEMS accelerometer design (see below).

Another feature of the beam structure dynamics is the fact that unlike the string or cable, the frequen-
cies of the natural modes are not commensurate due to the presence of the fourth-order derivative term
in the equation. In wave type problems this is known as wave dispersion. This means that waves of different
wavelengths travel at different speeds so that wave pulse shapes change their form as the wave moves
through the structure.

In order to solve dynamic problems in finite length beam structures, one must specify boundary
conditions at the ends. Examples of boundary conditions include

clamped end w=0, (;—2/ =0
. *w
pinned end w=0, F = 0 (zero moment) (7.19)
X
2 3
free end 0’)—2} =0, Q_v;/ = 0 (zero shear)
ox ox

Piezoelastic Beam

Piezoelastic materials exhibit a coupling between strain and electric polarization or voltage. Thus, these
materials can be used for sensors or actuators. They have been used for active vibration suppression in
elastic structures. They have also been explored for active optics space applications. Many natural mate-
rials exhibit piezoelasticity such as quartz as well as manufactured materials such as barium titanate, lead
zirconate titanate (PZT), and polyvinylidene fluoride (PVDF). Unlike forces on charges and currents (see
below), the electric effect takes place through a change in shape of the material. The modeling of these
devices can be done by modifying the equations for elastic structures.

The following work on piezo-benders is based on the work of Lee and Moon (1989) as summarized
in Miu (1993). One of the popular configurations of a piezo actuator-sensor is the piezo-bender shown
in Fig. 7.9. The elastic beam is of rectangular cross section as is the piezo element. The piezo element
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FIGURE 7.9 Elastic beam with two piezoelectric layers (Lee and Moon, 1989).

can be cemented on one or both sides of the beam either partially or totally covering the surface of the
non-piezo substructure.

In general the local electric dipole polarization depends on the six independent strain components
produced by normal and shear stresses. However, we will assume that the transverse voltage or polariza-
tion is coupled to the axial strain in the plate-shaped piezo layers. The constitutive relations between
axial stress and strain, T, S, electric field and electric displacement, E;, D; (not to be confused with the
bending stiffness D), are given by

T, = ¢,,S,—e5 Es, D, = e5,S,+ &E; (7.20)

The constants ¢, e;,, &, are the elastic stiffness modulus, piezoelectric coupling constant, and the electric
permittivity, respectively.

If the piezo layers are polled in the opposite directions, as shown in the Fig. 7.9, an applied voltage will
produce a strain extention in one layer and a strain contraction in the other layer, which has the effect of
an applied moment on the beam. The electrodes applied to the top and bottom layers of the piezo layers
can also be shaped so that there can be a gradient in the average voltage across the beam width. For this
case the equation of motion of the composite beam can be written in the form

4 2 2
D%r+pA%—;;v = —263120% (7.21)

where z, = (hg + hp)/2.

The z term is the average of piezo plate and substructure thicknesses. When the voltage is uniform,
then the right-hand term results in an applied moment at the end of the beam proportional to the
transverse voltage.

7.7 Electromagnetic Forces

One of the keys to modeling mechatronic systems is the identification of the electric and magnetic forces.
Electric forces act on charges and electric polarization (electric dipoles). Magnetic forces act on electric
currents and magnetic polarization. Electric charge and current can experience a force in a uniform
electric or magnetic field; however, electric and magnetic dipoles will only produce a force in an electric
or magnetic field gradient.

Electric and magnetic forces can also be calculated using both direct vector methods as well as from
energy principles. One of the more popular methods is Lagrange’s equation for electromechanical systems
described below.
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FIGURE 7.10  Electric forces on two charges (top). Magnetic force on a current carrying wire element (bottom).

Electromagnetic systems can be modeled as either distributed field quantities, such as electric field E
or magnetic flux density B or as lumped element electric and magnetic circuits. The force on a point
charge Q is given by the vector equation (Fig. 7.10):

F = QE (7.22)

When E is generated by a single charge, the force between charges Q, and Q, is given by

F = Qle (7.23)

4rme, r

and is directed along the line connecting the two charges. Like charges repel and opposite charges attract
one another.
The magnetic force per unit length on a current element I is given by the cross product

F=IxB (7.24)

where the magnetic force is perpendicular to the plane of the current element and the magnetic field
vector. The total force on a closed circuit in a uniform field can be shown to be zero. Net forces on closed
circuits are produced by field gradients due to other current circuits or field sources.

Forces produced by field distributions around a volume containing electric charge or current can be
calculated using the field quantities of E, B directly using the concept of magnetic and electric stresses,
which was developed by Faraday and Maxwell. These electromagnetic stresses must be integrated over
an area surrounding the charge or current distribution. For example, a solid containing a current
distribution can experience a magnetic pressure, P = B /244, on the surface element and a magnetic
tension, t, = B,z, 1244y, where the magnetic field components are written in terms of values tangential and
normal to the surface. Thus, a one-tesla magnetic field outside of a solid will experience 40 N/cm® pressure
if the field is tangential to the surface.

In general there are four principal methods to calculate electric and magnetic forces:

+ direct force vectors and moments between electric charges, currents, and dipoles;

+ electric field-charge and magnetic field-current force vectors;
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FIGURE 7.11 Two elastic beams with electric charges at the ends.

+ electromagnetic tensor, integration of electric tension, magnetic pressure over the surface of a
material body; and

+ energy methods based on gradients of magnetic and electric energy.
Examples of the direct method and stress tensor method are given below. The energy method is described
in the section on Lagrange’s equations.
Example 1. Charge-Charge Forces

Suppose two elastic beams in a MEMS device have electric charges Q,, Q, coulombs each concentrated
at their tips (Fig. 7.11). The electric force between the charges is given by the vector

F = 3717;3;}{3 (newtons) (7.25)

where 1/47g, = 8.99 x 10° Nm?*/C”.
If the initial separation between the beams is d,, we seek the new separation under the electric force.
For simplicity, we let Q, = —Q, = Q, where opposite charges create an attractive force between the beam

tips. The deflection of the cantilevers is given by
FL’ _ 1
= — = = -2
31~ K (7.26)

where L is the length, Y the Young’s modulus, I the second moment of area, and k the effective spring constant.
Under the electric force, the new separation is d = d, — 26,

Q1
5= - 7.27
4mey(d, - 28)° (7.27)

For § < d, to first order we have

2 2
5= 2 /fﬂeofl‘)k (7.28)
1-(1/d)(Q'/kre,)

This problem shows the potential for electric field buckling because as the beam tips move closer together,
the attractive force between them increases. The nondimensional expression in the denominator

2
1
ndeSﬁ (7.29)
0“0

is the ratio of the negative electric stiffness to the elastic stiffness k of the beams.

©2002 CRC Press LLC



B, Magnetic
Field Density

Magnetic
Stress, T Magnetic
Flux @

FIGURE 7.12  Force on a ferromagnetic bar near an electromagnet.

Example 2. Magnetic Force on an Electromagnet

Imagine a ferromagnetic keeper on an elastic restraint of stiffness k, as shown in Fig. 7.12. Under the
soft magnetic keeper, we place an electromagnet which produces N turns of current I around a soft
ferromagnetic core. The current is produced by a voltage in a circuit with resistance R.

The magnetic force will be calculated using the magnetic stress tensor developed by Maxwell and
Faraday (see, e.g., Moon, 1984, 1994). Outside a ferromagnetic body, the stress tensor is given by t and
the stress vector on the surface defined by normal n is given by T =t - n:

1
T=—

Ho

G[Bﬁ -B/1, BnBt) = (1,,1,) (7.30)

For high magnetic permeability as in a ferromagnetic body, the tangential component of the magnetic
field outside the surface is near zero. Thus the force is approximately normal to the surface and is found
from the integral of the magnetic tension over the surface:

g
F = ZquB,,n dA (7.31)

and B/2 U, represents a magnetic tensile stress. Thus, if the area of the pole pieces of the electromagnet
is A (neglecting fringing of the field), the force is

F = BiA/l, (7.32)

where B, is the gap field. The gap field is determined from Amperes law

NIl = R®P, & =BA (7.33)
where the reluctance is approximately given by

f}‘z\ _ 2(dy—-0)

7.34
™ (7.34)
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The balance of magnetic and elastic forces is then given by

1 . 1 (NI)Z
AT T Al (7.35)
or
2 212
L)ZMOA = k&, M = kS
4(d, - 0) 4(d, - 0)

(Note that the expression NI’ has units of force.) Again as the current is increased, the total elastic
and electric stiffness goes to zero and one has the potential for buckling.

7.8 Dynamic Principles for Electric and Magnetic Circuits

The fundamental equations of electromagnetics stem from the work of nineteenth century scientists such
as Faraday, Henry, and Maxwell. They take the form of partial differential equations in terms of the field
quantities of electric field E and magnetic flux density B, and also involve volumetric measures of charge
density g and current density J (see, e.g., Jackson, 1968). Most practical devices, however, can be modeled
with lumped electric and magnetic circuits. The standard resistor, capacitor, inductor circuit shown in
Fig. 7.13 uses electric current I (amperes), charge Q (columbs), magnetic flux ® (webers), and voltage V'
(volts) as dynamic variables. The voltage is the integral of the electric field along a path:

2
V,, = L E-dl (7.36)

The charge Q is the integral of charge density q over a volume, and electric current [ is the integral of
normal component of J across an area. The magnetic flux @ is given as another surface integral of
magnetic flux.

® = IB - dA (7.37)

¢ 1-a

+Q
T E
© ;

— AN

R

FIGURE 7.13  Electric circuit with lumped parameter capacitance, inductance, and resistance.
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When there are no mechanical elements in the system, the dynamical equations take the form of
conservation of charge and the Faraday—Henry law of flux change.

%(tg =1 (Conservation of charge) (7.38)
do
i V' (Law of flux change) (7.39)

where ¢ = NO is called the number of flux linkages, and N is an integer. In electromagnetic circuits the
analog of mechanical constitutive properties is inductance L and capacitance C. The magnetic flux in an
inductor, for example, often depends on the current I.

¢ = flD) (7.40)

For a linear inductor we have a definition of inductance L, i.e., ¢ = LI If the system has a mechanical
state variable such as displacement x, as in a magnetic solenoid actuator, then L may be a function of x.
In charge storage circuit elements, the capacitance C is defined as

Q=CV (7.41)

In MEMS devices and in microphones, the capacitance may also be a function of some generalized
mechanical displacement variable.

The voltages across the different circuit elements can be active or passive. A pure voltage source can
maintain a given voltage, but the current depends on the passive voltages across the different circuit
elements as summarized in the Kirchhoff circuit law:

d Q _
i LT+ 55+ R = V() (7.42)

Lagrange’s Equations of Motion for Electromechanical Systems

It is well known that the Newton—Euler equations of motion for mechanical systems can be derived using
an energy principle called Lagrange’s equation. In this method one identifies generalized coordinates
{q:}> not to be confused with electric charges, and writes the kinetic energy of the system T in terms of
generalized velocities and coordinates, (4, g;). Next the mechanical forces are split into so-called
conservative forces, which can be derived from a potential energy function W(g,) and the rest of the
forces, which are represented by a generalized force Q, corresponding to the work done by the kth
generalized coordinate. Lagrange’s equations for mechanical systems then take the form:

dJdT(4,,q,) AT  IW(qy)
—— — —+——= = Q; (7.43)
t 94, 9q 94

For example, in a linear spring—mass—damper system, with mass m, spring constant k, viscous damping
constant ¢, and one generalized coordinate g, = x, the equation of motion can be derived using, T =
L™, w= % kx’, Q, = —c¥, in Lagrange’s equation above. What is remarkable about this formulation
1s that it can be extended to treat both electromagnetic circuits and coupled electromechanical problems.

As an example of the application of Lagrange’s equations to a coupled electromechanical problem,
consider the one-dimensional mechanical device, shown in Fig. 7.14, with a magnetic actuator and a
capacitance actuator driven by a circuit with applied voltage V(). We can extend Lagrange’s equation to
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FIGURE 7.14 Coupled lumped parameter electromechanical system with single degree of freedom mechanical
motion x(t).

circuits by defining the charge on the capacitor, Q, as another generalized coordinate along with x, i.e.,
in Lagrange’s formulation, g, = x, g, = Q. Then we add to the kinetic energy function a magnetic energy
function W,(Q, x), and add to the potential energy an electric field energy function W,(Q, x). The
equations of both the mass and the circuit can then be derived from

dolT+W,] dT+W,] dW+W] _
dt  ddy 94, 94,

Q; (7.44)

The generalized force must also be modified to account for the energy dissipation in the resistor and the
energy input of the applied voltage V(1), i.e., Q, = —cx, Q, = —RQ + V(1). In this example the magnetic
energy is proportional to the inductance L(x), and the electric energy function is inversely proportional
to the capacitance C(x). Applying Lagrange’s equations automatically results in expressions for the
magnetic and electric forces as derivatives of the magnetic and electric energy functions, respectively, i.e.,

1

_ 2
W, = Z—C(x)Q (7.45)

1 2l
W, =35LxQ = LI,

F

_OW,(x,Q) 1 .dL(x) _OW(6Q) 1 .dT 1
T o T3l A BT T3 ﬂm} (7.46)

These remarkable formulii are very useful in that one can calculate the electromagnetic forces by just
knowing the dependence of the inductance and capacitance on the displacement x. These functions can
often be found from electrical measurements of L and C.

Example: Electric Force on a Comb-Drive MEMS Actuator

Consider the motion of an elastically constrained plate between two grounded fixed plates as in a MEMS
comb-drive actuator in Fig. 7.15. When the moveable plate has a voltage V applied, there is stored electric
field energy in the two gaps given by

2 2

) d
W.(V, x) = %eOVZA 0 (7.47)
0—X

In this expression the electric energy function is written in terms of the voltage V instead of the
charge on the plates Q as in Egs. (7.45) and (7.46). Also the initial gap is d,, and the area of the plate is A.
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FIGURE 7.15 Example of electric force on the elements of a comb-drive actuator.
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FIGURE 7.16 Decrease in natural frequency of a MEMS device with applied voltage as an example of negative
electric stiffness [From Adams (1996)].

Using the force expressions derived from Lagrange’s equations (7.44), the electric charge force on the
plate is given by

VA
Fe = %We(va X) = 80 a (748)

2 do (1-xd?y’

This expression shows that the electric stiffness is negative for small x, which means that the voltage will
decrease the natural frequency of the plate. This idea has been applied to a MEMS comb-drive actuator
by Adams (1996) in which the voltage could be used to tune the natural frequency of a MEMS acceler-
ometer, as shown in Fig. 7.16.

©2002 CRC Press LLC



7.9 Earnshaw’s Theorem and Electromechanical Stability

It is not well known that electric and magnetic forces in mechanical systems can produce static instability,
otherwise known as elastic buckling or divergence. This is a consequence of the inverse square nature of
many electric and magnetic forces. It is well known that the electric and magnetic field potential @
satisfies Laplace’s equation, V?® = 0. There is a basic theorem in potential theory about the impossi-
bility of a relative maximum or minimum value of a potential ®(r) for solutions of Laplace’s equation
except at a boundary. It was stated in a theorem by Earnshaw (1829) that it is impossible for a static set
of charges, magnetic and electric dipoles, and steady currents to be in a stable state of equilibrium without
mechanical or other feedback or dynamic forces (see, for example, Moon, 1984, 1994).

One example of Earnshaw’s theorem is the instability of a magnetic dipole (e.g., a permanent magnet)
near a ferromagnetic surface (Fig. 7.17). Levitated bearings based on ferromagnetic forces, for example,
require feedback control. Earnshaw’s theorem also implies that if there is one degree of freedom with
stable restoring forces, there must be another degree of freedom that is unstable. Thus the equilibrium
positions for a pure electric or magnetic system of charges and dipoles must be saddle points. The
implication for the force potentials is that the matrix of second derivatives is not positive definite. For
example, suppose there are three generalized position coordinates {s,} for a set of electric charges. Then
if the generalized forces are proportional to the gradient of the potential, V@, then the generalized
electric stiffness matrix K;, given by

K, - [f_ﬂ
Y 0Js;05;

will not be positive definite. This means that at least one of the eigenvalues will have negative stiffness.

Another example of electric buckling is a beam in an electric field with charge induced by an electric
field on two nearby stationary plates as in Fig. 7.15. The induced charge on the beam will be attracted
to either of the two plates, but is resisted by the elastic stiffness of the beam. As the voltage is increased, the
combined electric and elastic stiffnesses will decrease until the beam buckles to one or the other of the
two sides. Before buckling, however, the natural frequency of the charged beam will decrease (Fig. 7.16).
This property has been observed experimentally in a MEMS device. A similar magneto elastic buckling
is observed for a thin ferromagnetic elastic beam in a static magnetic field (see Moon, 1984). Both
electroelastic and magnetoelastic buckling are derived from the same principle of Earnshaw’s theorem.

There are dramatic exceptions to Earnshaw’s stability theorem. One of course is the levitation of 50-ton
vehicles with magnetic fields, known as MagLev, or the suspension of gas pipeline rotors using feedback
controlled magnetic bearings (see Moon, 1994). Here either the device uses feedback forces, i.e., the fields

Ferromagnetic Material

Magnetic
Force, Fm

FIGURE 7.17 Magnetic force on a magnetic dipole magnet near a ferromagnetic half space with image dipole
shown.
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are not static, or the source of one of the magnetic fields is a superconductor. Diamagnetic forces are
exceptions to Earnshaw’s theorem, and superconducting materials have properties that behave like dia-
magnetic materials. Also new high-temperature superconductivity materials, such as YBaCuO, exhibit
magnetic flux pinning forces that can be utilized for stable levitation in magnetic bearings without
feedback (see Moon, 1994).
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Structures and Materials

8.1 Fundamental Laws of Mechanics
Statics and Dynamics of Mechatronic Systems + Equations
of Motion of Deformable Bodies ¢ Electric Phenomena

8.2 Common Structures in Mechatronic Systems
Beams * Torsional Springs « Thin Plates

8.3  Vibration and Modal Analysis
8.4  Buckling Analysis .

8.5 Transducers
Electrostatic Transducers * Electromagnetic
Transducers * Thermal Actuators * Electroactive
Eniko T. Enikov Polymer Actuators

University of Arizona 8.6  Future Trends

The term mechatronics was first used by Japanese engineers to define a mechanical system with embedded
electronics, capable of providing intelligence and control functions. Since then, the continued progress
in integration has led to the development of microelectromechanical systems (MEMS) in which the
mechanical structures themselves are part of the electrical subsystem. The development and design of
such mechatronic systems requires interdisciplinary knowledge in several disciplines—electronics,
mechanics, materials, and chemistry. This section contains an overview of the main mechanical struc-
tures, the materials they are built from, and the governing laws describing the interaction between
electrical and mechanical processes. It is intended for use in the initial stage of the design, when quick
estimates are necessary to validate or reject a particular concept. Special attention is devoted to the newly
emerging smart materials—electroactive polymer actuators. Several tables of material constants are also
provided for reference.

8.1 Fundamental Laws of Mechanics

Statics and Dynamics of Mechatronic Systems

The fundamental laws of mechanics are the balance of linear and angular momentum. For an idealized
system consisting of a point mass m moving with velocity v, the linear momentum is defined as the
product of the mass and the velocity:

L=mv (8.1)

The conservation of linear momentum for a single particle postulates that the rate of change of linear
momentum is equal to the sum of all forces acting on the particle

L=mv=>3F (8.2)
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FIGURE 8.1 Difinition of velocity and position vectors for single particle (a) and rigid body (b).

where we have assumed that the mass does not change over time. The angular momentum of a particle
with respect to an arbitrary reference point O is defined as

H, = rgp X (mv) (8.3)

where r, is the position vector between points O and P (see Fig. 8.1(a)). The balance of angular momentum
for a single infinitesimally small particle is automatically satisfied as a result of (8.1). In the case of multiple
particles (a rigid body composed of infinite number of particles), the linear and angular momenta are
defined as the sum (integral) of the momentum of individual particles (Fig. 8.1(b)):

L = J vdm and H, = '[ rop X vdm (8.4)
1’4 14

The second fundamental law of classical mechanics states that the rate of change of angular momentum
is equal to the sum of all moments acting on the body:

Ho = Y M;+ Y r,xF, (8.5)

where M; are the applied external force-couples in addition to the forces F,. If the reference point O is
chosen to be the center of mass of the body G, the linear and angular momentum balance law take a
simpler form:

mve = Y F; (8.6)

Igh = Y M;+ Y r; X F, (8.7)
j i

where @ is the instantaneous vector of angular velocity and I; is the moment of inertia about the center
of mass. Equations (8.6) and (8.7) are called equations of motion and play a central role in the dynamics
of rigid bodies. If there is no motion (linear and angular velocities are zero), one is faced with a statics
problem. Conversely, when the accelerations are large, we need to solve the complete system of Egs. (8.6)
and (8.7) including the inertial terms. In mechatronic systems the mechanical response is generally slower
than the electrical one and therefore determines the overall response. If the response time is critical to
the application, one needs to consider the inertial terms in Egs. (8.6) and (8.7).

Equations of Motion of Deformable Bodies

Rigid bodies do not change shape or size during their motion, that is, the distance between the particles
they are made of is constant. In reality, all objects deform to a certain extent when subjected to external
forces. Whether a body can be treated as rigid or deformable is dictated by the particular application.
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In this section we will review the fundamental equations describing the motion of deformable bodies.
These equations also result from the balance of linear and angular momentum applied to an infinitesi-
mally small portion of the material volume dV. Each element dV is subjected not only to external body
force f, but also to internal forces originating from the rest of the body. These internal forces are described
by a second order tensor T, called stress tensor. The balance of linear momentum can then be stated in
integral form for an arbitrary portion of the body occupying volume V as

ditjvpvdv = | Tondas] fa (8.8)

where p is the mass density, v is the velocity of the element dV; and f is the force per unit volume acting
upon dV. The above balance law states that the rate of change of linear momentum is equal to the sum of
the internal force flux (stress) acting on the boundary of V and the external body force, distributed inside
V. Applying the transport theorem to (8.8) along with the mass conservation law reduces the above to

J.Vp\'rdv = IVV : Tdv+J.Vfdv (8.9)

Since (8.9) is valid for an arbitrary volume, it follows that the integrands are also equal. Thus the local
(differential) form of linear momentum balance is

pv=V-T+f or with index notation pv;=T;;+f; (8.10)

Using analogous procedure, the balance of angular momentum can be shown to reduce to a simple
symmetry condition of the stress tensor

T; =Ty (8.11)

which is valid for materials without external body couples. It should be mentioned that in certain
anisotropic materials, the polarization or magnetization vectors can develop body couples, for example
when E X P # 0. In these cases the stress tensor is nonsymmetric and its vector invariant is equal to the
body couple. Equations (8.10) are usually used in one of the three most common coordinate systems.
For example, using rectangular coordinates we have

T, JT, OT,.
+ +

+fx = pay Txy =T

ox dy Oz "
oT,, dT,, JT.

Oy e e e T o T 8.12
ox dy Oz fy = pap T i (8.12)
T T T
e, ITy | OT:: T, =T,

ox dy Oz *tf. = pas

and in cylindrical coordinates

rr

o T tvoe o thEpt Te=Ta
dT,e 2 10Tg  dTy,

g+ =229 = pag, Te,=T
(9r+r’9+r80+az +fo = pag 6z 26

a Trz 1 1 a TBZ aTzz

o Tt o v He=pee Te=Ta

aT + Trr_ T96' lane aTrz

(8.13)

where (x, y, z) and (1, 6, z) are the three coordinates, f’s are the corresponding body force densities, and
a’s are the accelerations. In addition to Egs. (8.12) or (8.13), a relation between the stress and the
displacement is needed in order to determine the deformation. Since the rigid body translations and
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rotations do not cause deformation of the body, they do not affect the internal stress field either. In fact,
the latter is a function of the gradient of the displacement, called deformation gradient. When this
gradient is small, a linear relationship between the displacements and strains can be used

g = D g i O O Oy Ou Ou o du Oy

Yooodx’ 7 dy’ P dz” Y 9y odx’ T dz ox’ T dy oz

The conservation of momentum and kinematic relations does not contain any information about the
material. Constitutive laws provide this additional information. The most common such law describes a
linear elastic material and can be conveniently expressed using a symmetric matrix c;, called stiffness matrix:

T, n C12 Ci3 €y €5 Cie 2
T,, Cxn €3 Cu G5 Oy g
Tzz _ €33 €3y C35 C36| g (8 15)
T,, Cau Ci5 Cye &
T, symm. Css Csg| | Eax
| Ty L ‘oq Eo

In the most general case, the matrix c; has 21 independent elements. When the material has a crystal
symmetry, the number of independent constants is reduced. For example, single crystal Si is a common
structural material in MEMS with a cubic symmetry. In this case there are only three independent
constants:

T Cn €12 Ci2 0 0 &,

T, 1 C1 0 0 g,

T.| _ o 0 0| |& (8.16)
T, g 0 O £,

T,. symm. ¢y O £,
,Txy, L C4{ 7gx)i

If the material is isotropic (amorphous or polycrystalline), the number of independent elastic constants
is further reduced to two by the relation ¢, = (¢;; — ¢,,)/2. The elastic constants of several most commonly
used materials are listed in Table 8.1 (from [Kittel 1996]).

Additional information on other symmetry classes can be found in [Nye 1960].

TABLE 8.1 Elastic Constants of Several Common Cubic

Crystals

Stiffness Constants at Room Temperature, 10" N/m’
Crystal o [ Cu
w 5.233 2.045 1.607
Ta 2.609 1.574 0.818
Cu 1.684 1.214 0.754
Ag 1.249 0.937 0.461
Au 1.923 1.631 0.420
Al 1.608 0.607 0.282
K 0.0370 0.0314 0.0188
Pb 0.495 0.423 0.149
Ni 2.508 1.500 1.235
Pd 2.271 1.761 0.17
Si 1.66 0.639 0.796
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Electric Phenomena

In the previous section the laws governing the motion of rigid and deformable bodies were reviewed.
The forces entering these equations are often of electromagnetic origin; thus one has to know the
distribution of electric and magnetic fields. The electromagnetic field is governed by a set of four coupled
equations known as Maxwell’s equations. Similarly, to the momentum equations, these can also be
postulated in integral form. Here we only give the local form

B+VXE=0
. = f
V-D=4q (8.17)
VxH-D =i
V-B=0

where E is the electric field, D is the electric displacement, B is the magnetic induction, H is the magnetic
field strength, i is the electric current density, and qf is the free charge volume density. Equations (8.17)
require constitutive laws specifying the current density, electric displacement, and magnetic field in terms
of electric field and magnetic induction vectors. A linear form of these laws is given by

. _E
i=—,
Pe

where p, is the electrical resistance. The coupling between electrical and mechanical fields can be linear

D =¢E+P, B=yuH+uM = u,uH (8.18)

or nonlinear. For example, piezoelectricity is a linear phenomenon describing the generation of electric
field as a result of the application of mechanical stress. Electrostriction on the other hand is a second
order effect, resulting in the generation of mechanical strain proportional to the square of the electric
field. Other effects include piezoresistivity, i.e., a change of the electrical resistance due to mechanical
stress. In addition to these material properties, electromechanical coupling can be achieved through direct
use of electromagnetic forces (Lorentz force) as is commonly done in conventional electrical machines.
Lorentz force per unit volume is given by

f' = g/ (E+vxB) (8.19)

where qf is the volume charge density. Equation (8.19) accounts for the forces acting on free charge only.
If the fields have strong gradients, the above expression should be modified to include the polarization
and magnetization terms [Maugin 1988].

fEMzqu+(i+‘39—I;)xB+P-VE+VB-M (8.20)
Equation (8.19) or (8.20) can be used in the momentum equation (8.10) in place of the body force f.
As mentioned earlier, piezoelectricity and piezoresistivity are the other commonly used effects in
electromechanical systems. The piezoelectric effect occurs only in materials with certain crystal structure.
Common examples include BaTiO; and lead zirconia titanate (PZT). In the quasi-electrostatic approxi-
mation (when the magnetic effects are neglected) there are four variables describing the electromechanical
state of the body—electric field E and displacement D, mechanical stress T and strain €. The constitutive
laws of piezoelectricity are given as a set of two matrix equations between the four field variables, relating
one mechanical and one electrical variable to the other two in the set

&; = ST+ diEp D; = diyTy+ &E,E; (8.21)

ij
where sy, is the elastic compliance tensor, dj is the piezoelastic tensor, Z; is the electric permittivity tensor.
If the electric field and the polarization vectors are co-linear, the stress and strain tensors are symmetric,
and the number of independent coefficients in s;; is reduced from 81 to 21 and for the piezoelastic ten-

sor dy; from 27 to 18. If further, the piezoelectric is poled in one direction only (for example index 3),
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the only nonzero elements are
d113: d223> d333’ d232 = d322’ d131 = d313r d123 = d213~

Numerical values for the coefficients in (8.22) for bulk BaTiOj, crystals can be found in [Zgonik et al. 1994].

8.2 Common Structures in Mechatronic Systems

Microelectromechanical systems (MEMS) traditionally use technology developed for the manufacturing
of integrated circuits. As a result, the employed mechanical structures are often planar devices—springs,
coils, bridges, or cantilever beams, subjected to in-plane and out-of-plane bending and torsion. Using
high aspect ratio reactive ion etching combined with fusion bonding of silicon, it is possible to realize
true three-dimensional structures as well. For example Fig. 8.2 shows an SEM micrograph of a complex
capacitive force sensor designed to accept glass fibers in an etched v-groove. In this section, we will review
the fundamental relationships used in the initial designs of such electromechanical systems.

Beams

Microcantilevers are used in surface micromachined electrostatic switches, as “cantilever tip” for scanning
probe microscopy (SPM) and in myriad of sensors, based on vibrating cantilevers. The majority of the
surface micromachined beams fall into two cases—cantilever beams and bridges. Figure 8.3 illustrates a
two-layer cantilever beam (Fig. 8.3(a)) and a bridge (Fig. 8.3(b)). The elastic force required to produce
deflection d at the tip of the cantilever beam, or at the center of the bridge, is given by

F™' = K 4d (8.22)
where
24(EI EI
Keff — - . ( )eff . - and Keff — - 36(2)( )eif -
(6L,/5)+6(I-1)L+12(1-1,)°1,+8(1-1,) 300" — 4511, - 5(1,/1) + 31,
(8.23)

are the effective spring constants of the composite beams for cantilever and bridge beams, respectively.
The effective stiffness of the beam in both cases can be calculated from

Eywt, E,wty EE.ttbw(t, +15,)°

(ED)eg = (8.24)

12 12 4(Et, + E,1,)

FIGURE 8.2 Capacitive force sensor using 3D micromachining.
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FIGURE 8.3 Surface micromachined beams: (a) Two-layer composite beam with electrostatic actuation; (b) two-
layer composite bridge with electrostatic actuation.

where w is the width of the beam, ¢, the thickness of the top beam, t, the thickness of insulating layer
(silicon oxide, silicon nitride), I the length of the beam, J, the length of fixed electrode, E, the Young’s
modulus of the top layer, E, the Young’s modulus of insulating layer.

Torsional Springs

Torsion of beams is used primarily in rotating structures such as micromirrors for optical scanning, or
projection displays. The micromirror array developed by Texas Instruments for example uses polycrys-
talline silicon beams as hinges of the micromirror plate.

The torsion problems can be solved in a closed form for beams with elliptical or triangular cross sections
[Mendleson 1968]. In the case of an elliptical cross section, the moment required to produce an angular
twist (angle or rotation per unit length of the beam) « [rad/m] is equal to

M:

Ga (8.25)

a’+b
where G is the elastic shear modulus, and a and b are the lengths of the two semi-axes of the ellipse. The
maximum shear stress in this case is

2Gaa’b
T = 3 a>b (826)
a+b
The torsional stiffness of rectangular cross-section beams can be obtained in terms of infinite power
series [Hopkins 1987]. If the cross-section has dimension a X b, b < a, the first three term of this series
result in an equation similar to (8.25)

4
M = 2KGo, where K = ab’ o1t (8.27)
3 a 124"

Thin Plates

Pressure sensors are one of the most popular electromechanical transducers. The basic structure used to
convert mechanical pressure into electrical signal is a thin plate subjected to a pressure differential.
Piezoresistive gauges are used to convert the strain in the membrane into change of resistance, which is
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TABLE 8.2 Deflection and Bending Moments of Clamped Plate Under Uniform Load g
[Evans 1939]

bla Wkx=0,y=0) MJ(x=a/2,y=0) M, (x=0,y=b/2) M(x=0,y=0) M,/(x=0,y=0)

1 0.00126ga"/D —0.0513ga’ —0.0513ga’ 0.0231ga” 0.0231ga”
1.5 0.00220qa"/D -0.0757qa’ ~0.0570qa’ 0.0368qa" 0.0203¢a”
2 0.00254qa"/D —0.0829qa’ —0.0571qa’ 0.0412qa" 0.0158qa”
o0 0.00260ga"/D —0.0833ga’ —0.0571ga’ 0.0417ga” 0.0125qa”

FIGURE 8.4 Thin plate subjected to positive pressure q.

read out using a conventional resistive bridge circuit. The initial pressure sensors were fabricated via
anisotropic etching of silicon, which results in a rectangular diaphragm. Figure 8.4 shows a thin-plate,
subjected to normal pressure g, resulting in out-of-plane displacement w(x, y). The equilibrium condition
for w(x, y) is given by the thin plate theory [Timoshenko 1959]:
4 4 4

9_”:+ _92W2+‘9_‘2’ -4 (8.28)

ox ox"dy” dy D
where D = Eh3/12(1 - vz) is the flexural rigidity, E is the Young’s modulus, v is the Poisson ratio, and h
is the thickness of the plate. The edge-moments (moments per unit length of the edge) and the small
strains are

dlw  Iw 'w
M (x,y) = —D(g— Va—yz); (X, y,2) = —Zg
2 2 2
M, (x,y) = —D(—a——lzg - v—a—-—v-;-/), £,(x,y,2) = —ZQ—%/ (8.29)
dy ox dy

32
Mxy(x7 J’) = D(l - v)ﬁ) exy(xr V> Z) = _ZW

Using (8.29), one can calculate the maximum strains occurring at the top and bottom faces of the plate
in terms of the edge-moments:

max 12z 12
Eix ('x’ V> Z) = _(Mx_VM) =h — _(MX_VM)
Eha y | h Ehz y

(8.30)

max 12z 12
g, (xy,2) = —WM,-vM,)|,_, = —(M,-VvM,)
vy y Ehs Yy | h Ehz y

In the case of a pressure sensor with a diaphragm subjected to a uniform pressure, the boundary conditions
are built-in edges: w = 0, dw/dx = 0 at x = £a/2 and w = 0, Iw/dy = 0 at y = £b/2, where the diaphragm
has lateral dimensions a X b. The solution of this problem has been obtained by [Evans 1939], showing
that the maximum strains are at the center of the edges. The values of the edge-moments and the
displacement of the center of plate are listed in Table 8.2.
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8.3 Vibration and Modal Analysis

As mentioned earlier, the time response of a continuum structure requires the solution of Egs. (8.10)
with the acceleration terms present. For linear systems this solution can be represented by an infinite
superposition of characteristic functions (modes). Associated with each such mode is also a characteristic
number (eigenvalue) determining the time response of the mode. The analysis of these modes is called
modal analysis and has a central role in the design of resonant cantilever sensors, flapping wings for
micro-air-vehicles (MAVs) and micromirrors, used in laser scanners and projection systems. In the case
of a cantilever beam, the flexural displacements are described by a fourth-order differential equation

IE d*w(x, 1) 9 w(x, 1)
1E n =0 8.31
PA  Oxt or ( )

where I is the moment of inertia, E is the Young’s modulus, p is the density, and A is the area of the cross
section. When the thickness of the cantilever is much smaller than the width, E should be replaced by
the reduced Young’s modulus E, = E/(1 — v?). For a rectangular cross section, (8.31) is reduced to

ER’ 9'w(x, 1) N Pw(x, 1) _ 0

12p ot or (8.32)

where h is the thickness of the beam. The solution of (8.32) can be written in terms of an infinite series
of characteristic functions representing the individual vibration modes

w = ZCDi(x)sin(wit+ 5) (8.33)

i=1
where the characteristic functions @; are expressed with the four Rayleigh functions S, 7, U, and V:

D, = a,S(Ax) +b,T(Ax) + c;U(Ax) + d;V(A;x)

1

1 1 .
S(x) = 5(coshx+cosx), T(x) = S(sinhx+ sinx) (8.34)

U(x) = %(coshx—cosx), V(x) = %(Sinhx—sinx), A= wlz[%\

The coefficients a;, b;, ¢;, d;, ®, and &, are determined from the boundary and initial conditions of (8.34).
For a cantilever beam with a fixed end at x = 0 and a free end at x = L, the boundary conditions are

2

w(0, £) = 0, QL];’” =0

ox

(8.35)

0,0 _ IwL,t) _ 0

ox ’ o’
Since (8.35) are to be satisfied by each of the functions @, it follows that a; = 0, b; = 0 and

cosh(A,L)cos(A,L) = —1 (8.36)
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FIGURE 8.5 First four vibration modes of a cantilever beam.

From this transcendental equation the A;s and the circular frequencies ®; are determined [Butt et al.

1995].
_Qi-Dn _Qi-y'w [IE _ (i—_l)_ﬂﬁz
Al=immms, o = PYERE ry Sarrad oy (8.37)

Figure 8.5 shows the first four vibrational modes of the cantilever. An important result of the modal
analysis is the calculation of the amplitude of thermal vibrations of cantilevers. As the size of the
cantilevers is reduced to nanometer scale, the energy of random thermal excitations becomes comparable
with the energy of the individual vibration modes. This effect leads to a thermal noise in nanocantilevers.
Using the equipartition theorem [Butt et al. 1995] showed that the root mean square of the amplitude
of the tip of such cantilever is

3
NEE kT _ 0.64A, K= Ewizz (8.38)
K K 4L

Similar analysis can be performed on vibrations of thin plates such as micromirrors. The free lateral
vibrations of such a plate are described by

d'w(x, y, t) + 284w(x, ) N 'w(x, y, t) _ _[_)kl&zw(x, ¥, 1)

ox* ox’dy’ o' D o (8:39)

The interested reader is referred to [Timoshenko 1959] for further details on vibrations of plates.

8.4 Buckling Analysis

Structural instability can occur due to material failure, e.g., plastic flow or fracture, or it can also occur
due to large changes in the geometry of the structure (e.g., buckling, wrinkling, or collapse). The latter
is the scope of this section. When short columns are subjected to a compressive load, the stress in the
cross section is considered uniform. Thus for short columns, failure will occur when the plastic yield
stress of the material is reached. In the case of long and slender beams under compression, due to
manufacturing imperfections, the applied load or the column will have some eccentricity. As a result the
force will develop a bending moment proportional to the eccentricity, resulting in additional lateral
deflection. While for small loads the lateral displacement will reach equilibrium, above certain critical
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TABLE 8.3 Critical Load Coefficients

End Conditions

one end built-in, other free  both ends built-in pin-joints at both ends
K coefficient 1/4 4 1

load, the beam will be unable to withstand the bending moment and will collapse. Consider the beam
in Fig. 8.5, subjected to load F with eccentricity e, resulting in lateral displacement of the tip 6. According
to the beam bending equation

2
EI‘Z—”;’ =M= F(S+e+w) (8.40)
X

where the boundary conditions are w(0) = 0, dw/dx |,_, = 0. The corresponding solution is

w = (e+ 6)[1 - cos(~IE/Fx)] (8.41)

From w(L) = 6 one has 6 = e(1/coskL — 1), where k = J/IE/F. This solution looses stability when & grows
out of bound, i.e., when coskL = 0, or kL = (2n + 1)7/2. From this condition the smallest critical load is

F" = m’IE/AL’ (8.42)

The above analysis and Eq. (8.42) were developed by Euler. Similar conditions can be derived for other
types of beam supports. A general formula for the critical load can be written as

F" = Kr'IE/L’ (8.43)

where several values of the coefficient K are given in Table 8.3.

8.5 Transducers

Transducers are devices capable of converting one type of energy into another. If the output energy is
mechanical work the transducer is called an actuator. The rest of the transducers are called sensors,
although in most cases, a mechanical transducer can also be a sensor and vice versa. For example the
capacitive transducer can be used as an actuator or position sensor. In this section the most common
actuators used in micromechatronics are reviewed.

Electrostatic Transducers

The electrostatic transducers fall into two main categories—parallel plate electrodes and interdigitated
comb electrodes. In applications where relatively large capacitance change or force is required, the parallel
plate configuration is preferred. Conversely, larger displacements with linear force/displacement charac-
teristics can be achieved with comb drives at the expense of reduced force. Parallel plate actuators are
used in electrostatic micro-switches as illustrated in Fig. 8.1. In this case the electrodes form a parallel
plate capacitor and the force is described by

Ag e V°
Fgp = —————— (8.44)
2[t2+gr(d0_d)]

where A is the area of overlap between the two electrodes; t, is the thickness of insulating layer (silicon
dioxide, silicon nitride); [, is the length of fixed electrode; €, is the relative permittivity of insulating layer;
V is the applied voltage; d, is the initial separation between the capacitor plates; and d is downward
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FIGURE 8.6 Lateral comb transducers: (a) Dimensions; (b) two orthogonal Si combs.

deflection of the beam. The minimum voltage required to close the gap of a cantilever actuator is known
as the threshold voltage [Petersen 1978], and can be approximated as

o [1BUE)gd;
v = —Se o (8.45)
0
where (IE). g is given by (8.24).

Comb drives also fall in two categories: symmetric and asymmetric. Symmetric comb drive is shown
in Fig. 8.6(a). In this configuration the gaps between the individual fingers are equal. Figure 8.6(b) shows
a pair of asymmetric comb capacitors, used in the force sensor shown in Fig. 8.2 [Enikov 2000a]. In any
case, the force generated between the fingers is equal to the derivative of the total electrostatic energy
with respect to the displacement

| n_&__gvz

Fl=1
2 ox

(8.46)

where 7 is the number of fingers. Several authors have given approximate expressions for (8.46). One of
the most accurate calculations of the force between the pair of fingers shown in Fig. 8.6(a) is given by
[Johnson et al. 1995] using Schwartz transforms

2 2 1+c/g
507‘; {ln[((é"' 1) - 1)(1 +2?g) ]+%—%g}, x> A, (engaged)
F = (8.47)

2
&V {2(c+g) }) x <—A_ (separated)

v/ X

In the transition region x € [-A_; A,], A,_ = 2g, the force can be approximated with a tangential line
between the two branches described by (8.47).

Electromagnetic Transducers

Electromagnetic force has also been used extensively. It can be generated via planar coil as illustrated in
Fig. 8.7. The cantilever and often the coils are made of soft ferromagnetic material. Using an equivalent
magnetic circuit model, the magnetic force acting on the top cantilever can be estimated as

20° P (2A, + A
Frogg = — (24, 1)2 (8.48)
UoA A, (2R, + R,)
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FIGURE 8.7 Electromagnetic actuation.
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FIGURE 8.8 Lateral thermal actuator.
where
d h, d h, h,
= " R, = + + (8.49)
MHoAy Mol A, MHoAy Mol Ay Mol Ay

are the reluctances; h, and h, are the flux-path lengths inside the top and bottom permalloy layers.

Thermal Actuators

Thermal actuators have been investigated for positioning of micromirrors [Liew et al. 2000], and micro-
switch actuation [Wood et al. 1998]. This actuator consists of two arms with different cross sections (see
Fig. 8.8). When current is passed through the two arms, the higher current density occurs in the smaller
cross-section beam and thus generates more heat per unit volume. The displacement is a result of the
temperature differential induced in the two arms. For the actuator shown in Fig. 8.8, an approximate
model for the deflection of the tip d can be developed using the theory of thermal bimorphs [Faupel 1981]

312(Th0t05( Thot) _ Tcold(x(Tcold))
4(wy + wy)

5= (8.50)

where T"" and T are the average temperatures of the hot and cold arms and a(T') is the temperature
dependent thermal expansion coefficient. A more detailed analysis including the temperature distribution
in the arms can be found in [Huang et al. 1999].

Electroactive Polymer Actuators

Electroactive polymer-metal composites (EAPs) are promising multi-functional materials with extremely
reach physics. Recent interest towards these materials is driven by their unique ability to undergo large
deformations under very low driving voltages as well as their low mass and high fracture toughness. For
comparison, Table 8.4 lists several characteristic properties of EAPs and other piezoelectric ceramics.
EAPs are being tested for use in flapping-wing micro-air-vehicles (MAVs) [Rohani 1999], underwater
swimming robots [Laurent 2001], and biomedical applications [Oguro 2000]. An EAP actuator consists
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TABLE 8.4 Comparative Properties of EAPs, Shape Memory Alloy, and Piezoceramic Actuators

Characteristic Property EAP Shape Memory Alloy Piezoelectric Ceramics
Achievable strain more than 10% up to 8% up to 0.3%
Young’s modulus (GPa) 0.114 (wet) 75 89

Tensile strength (MPa) 34 (wet) 850 76

Response time msec—min sec—min Usec—sec

Mass density (g/cm’) 2.0 6.5 7.5
Actuation voltage 1-10V N/A 50-1000 V

Gold

FIGURE 8.9 Polymer metal composite actuator.

Pt(NH,)2* Step 1: Impregnation with
Pt(NH3),Cl, solution

8e + 4Pt(@ Q‘ BH; + 80OH~ Step 2: Reduction in

NaBH, solution

<

4Pt(0) H,BO3 + 5H,0 + 8e~

FIGURE 8.10 Two-step Pt plating process.

of an ion-exchange membrane covered with a conductive layer as illustrated in Fig. 8.9(a). Upon appli-
cation of a potential difference at points A and B the composite bends towards the anodic side as shown
in Fig. 8.9(b). Among the numerous ion-exchange polymers, perfluorinated sulfonic acid (Nafion Du
Pont, USA ) and perfluorinated carboxylic acid (Flemion, Asahi, Japan) are the most commonly used in
actuator applications. The chemical formula of a unit chain of Nafion is

[(CF,—CF,),~CF-CF,-] ,
. (8.51)
O-CF-CF,-O-CF,-SO;M

where M' is the counterion (H, Na*, Li', ...). The ionic clusters are attached to side chains, which
according to transmission electron microscopy (TEM) studies, segregate in hydrophilic nano-clusters
with diameters ranging from 10 to 50 A [Xue 1989]. In 1982, Gierke proposed a structural model [Gireke
1982] according to which, the clusters are interconnected via narrow channels. The size and distribution
of these channels determine the transport properties of the membrane and thus the mechanical response.

Metal-polymer composites can be produced by vapor or electrochemical deposition of metal over the
surface of the membrane. The electrochemical platinization method [Fedkiw 1992], used by the author,
is based on the ion-exchange properties of the Nafion. The method consists of two steps: step one—ion
exchange of the protons H' with metal cations (e.g., Pt™"); step two—chemical reduction of the Pt™* ions
in the membrane to metallic Pt using NaBH, solution. These steps are outlined in Fig. 8.10 and an SEM
microphotograph of the resulting composite is shown in Fig. 8.11. The electrode surfaces are approximately
0.8 um thick Pt deposits. Repeating the above steps several times results in dendritic growth of the
electrodes into the polymer matrix [Oguro 1999] and has been shown to improve the actuation efficiency.
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FIGURE 8.11 Nafion membrane with Pt electrode.
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Anode Cathode

FIGURE 8.12 Ion transort in nafion.

The deformation of the polymer-metal composite can be attributed to several phenomena, the dom-
inant one being differential swelling of the membrane due to internal osmotic pressure gradients [Eik-
erling 1998]. A schematic representation of the ionic processes taking place inside the polymer is shown
in Fig. 8.12. Under the application of external electric field a flux of cations and hydroxonium ions is
generated towards the cathode. At the cathode the ions pick up an electron and produce hydrogen and
free water molecules. On the anodic side, the water molecules dissociate producing oxygen and hydrox-
onium ions. This redistribution of water within the membrane creates local expansion/contraction of
the polymer matrix. Mathematically, the deformation can be described by introducing an additional
strain (eigen strain) term in the expression of the total strain. Thus the total strain has two additive parts:
elastic deformation of the polymer network due to external forces (mechanical, electrical) and chemical
strain proportional to the compositional variables

&= &+ POZ;KAS(CS -8, (8.52)

N
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where ¢ are the mass fractions, V' are the partial molar volumes, M’ are the molar masses, and the index
0 refers to the initial value of a variable. Complete mathematical description of the polymer actuator
requires the solution of mass transport (diffusion) equation, momentum balance, and Poisson equation
for potential distribution, the discussion of which is beyond the scope of this book. An interesting
consequence of the addition of the chemical strain in (8.46) is the explicit appearance of the pressure
term in the electrochemical potential driving the diffusion. The total mass diffusion flux will have a
component proportional to the negative gradient of the pressure, which for the case of water, will result
in a relaxation phenomena observed experimentally. The total flux of component s is then given by

pcwW

s

J = - V(u*(T) +pV + RT In(f') + Z’®) (8.53)

where W’ is the mobility of component s, z is the valence of component s, p is the pressure, f° is the
activity coefficient, and @ is the electric potential. We have omitted the cross-coupling terms that would
appear in a fully coupled Onsager-type formulation. Interested readers are referred to [Enikov 2000b] and
the references therein for further details.

8.6 Future Trends

The future MEMS are likely to be more heterogeneous in terms of materials and structures. Bio-MEMS
for example, require use of nontoxic, noncorrosive materials, which is not a severe concern in standard
IC components. Already departure from the traditional Si-based MEMS can be seen in the areas of optical
MEMS using wide band-gap materials, nonlinear electro-optical polymers, and ceramics. As pointed
earlier, the submicron size of the cantilever-based sensors brings the thermal noise issues in mechanical
structures. Further reduction in size will require molecular statistic description of the interaction forces.
For example, carbon nanotubes placed on highly oriented pyrolytic graphite (HOPG) experience
increased adhesion force when aligned with the underlying graphite lattice [Falvo et al. 2000]. The future
mechatronic systems are likely to become an interface between the macro and nano domains.
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9.1 Introduction

Mechatronics applications are distinguished by controlled motion of mechanical systems coupled to
actuators and sensors. Modeling plays a role in understanding how the properties and performance of
mechanical components and systems affect the overall mechatronic system design. This chapter reviews
methods for modeling systems of interconnected mechanical components, initially restricting the
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application to basic translational and rotational elements, which characterize a wide class of mechatronic
applications. The underlying basis of mechanical motion (kinematics) is presumed known and not
reviewed here, with more discussion and emphasis placed on a system dynamics perspective. More
advanced applications requiring two- or three-dimensional motion is presented in section 9.6.

Mechanical systems can be conceptualized as rigid and/or elastic bodies that may move relative to one
another, depending on how they are interconnected by components such as joints, dampers, and other
passive devices. This chapter focuses on those systems that can be represented using lumped-parameter
descriptions, wherein bodies are treated as rigid and no dependence on spatial extent need be considered
in the elastic effects. The modeling of mechanical systems in general has reached a fairly high level of
maturity, being based on classical methods rooted in the Newtonian laws of motion. One benefits from
the extensive and overwhelming knowledge base developed to deal with problems ranging from basic
mass-spring systems to complex multibody systems. While the underlying physics are well understood,
there exist many different means and ways to arrive at an end result. This can be especially true when
the need arises to model a multibody system, which requires a considerable investment in methods for
formulating and solving equations of motion. Those applications are not within the scope of this chapter,
and the immediate focus is on modeling basic and moderately complex systems that may be of primary
interest to a mechatronic system designer/analyst.

9.2 Mechanical System Modeling in Mechatronic Systems

Initial steps in modeling any physical system include defining a system boundary, and identifying how
basic components can be partitioned and then put back together. In mechanical systems, these analyses
can often be facilitated by identifying points in a system that have a distinct velocity. For purposes of
analysis, active forces and moments are “applied” at these points, which could represent energetic inter-
actions at a system boundary. These forces and moments are typically applied by actuators but might
represent other loads applied by the environment.

A mechanical component modeled as a point mass or rigid body is readily identified by its velocity,
and depending on the number of bodies and complexity of motion there is a need to introduce a
coordinate system to formally describe the kinematics (e.g., see [12] or [15]). Through a kinematic
analysis, additional (relative) velocities can be identified that indicate the connection with and motion
of additional mechanical components such as springs, dampers, and/or actuators. The interconnection
of mechanical components can generally have a dependence on geometry. Indeed, it is dependence of
mechanical systems on geometry that complicates analysis in many cases and requires special consider-
ation, especially when handling complex systems.

A preliminary description of a mechanical system should also account for any constraints on the
motional states, which may be functions of time or of the states themselves. The dynamics of mechanical
systems depends, in many practical cases, on the effect of constraints. Quantifying and accounting for
constraints is of paramount importance, especially in multibody dynamics, and there are different schools
of thought on how to develop models. Ultimately, the decision on a particular approach depends on the
application needs as well as on personal preference.

It turns out that a fairly large class of systems can be understood and modeled by first understanding
basic one-dimensional translation and fixed-axis rotation. These systems can be modeled using methods
consistent with those used to study other systems, such as those of an electric or hydraulic type. Fur-
thermore, building interconnected mechatronic system models is facilitated, and it is usually easier for
a system analyst to conceptualize and analyze these models.

In summary, once an understanding of (a) the system components and their interconnections (includ-
ing dependence on geometry), (b) applied forces/torques, and (c) the role of constraints, is developed,
dynamic equations fundamentally due to Newton can be formulated. The rest of this section introduces
the selection of physical variables consistent with a power flow and energy-based approach to modeling
basic mechanical translational and rotational systems. In doing so, a bond graph approach [28,3,17] is
introduced for developing models of mechanical systems. This provides a basis for introducing the
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concept of causality, which captures the input—output relationship between power-conveying variables
in a system. The bond graph approach provides a way to understand and mathematically model basic as
well as complex mechanical systems that is consistent with other energetic domains (electric, electrome-
chanical, thermal, fluid, chemical, etc.).

Physical Variables and Power Bonds

Power and Energy Basis

One way to consistently partition and connect subsystem models is by using power and energy variables
to quantify the system interaction, as illustrated for a mechanical system in Fig. 9.1(a). In this figure,
one port is shown at which power flow is given by the product of force and velocity, F - V, and another
for which power is the product of torque and angular velocity, T - w. These power-conjugate variables
(i.e., those whose product yields power) along with those that would be used for electrical and hydraulic
energy domains are summarized in Table 9.1. Similar effort (e) and flow (f) variables can be identified
for other energy domains of interest (e.g., thermal, magnetic, chemical). This basis assures energetically
correct models, and provides a consistent way to connect system elements together.

In modeling energetic systems, energy continuity serves as a basis to classify and to quantify systems.
Paynter [28] shows how the energy continuity equation, together with a carefully defined port concept, pro-
vides a basis for a generalized modeling framework that eventually leads to a bond graph approach.
Paynter’s reticulated equation of energy continuity,

L —dE, <
_Zpi = ZEI"'Z(Pd)k (9.1)
i=1 j=1 k=1

concisely identifies the I distinct flows of power, P, m distinct stores of energy, E;, and the n distinct
dissipators of energy, P,. Modeling seeks to refine the descriptions from this point. For example, in a
simple mass—spring—damper system, the mass and spring store energy, a damper dissipates energy, and

TABLE 9.1 Power and Energy Variables for Mechanical Systems

Energy Domain Effort, e Flow, f Power, P
General e f e-f[W]
Translational Force, F [N] Velocity, V' [m/sec] F-V[Nm/sec, W]
Rotational Torque, T’ Angular velocity, T - w [N m/sec, W]

or T [Nm] w [rad/sec]
Electrical Voltage, v [V] Current, i [A] v-i[W]
Hydraulic Pressure, P [Pa]  Volumetric flowrate, P - Q [W]

Q [m’/sec]

@ (b)

FIGURE 9.1 Basic interconnection of systems using power variables.
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the interconnection of these elements would describe how power flows between them. Some of the details
for accomplishing these modeling steps are presented in later sections.

One way to proceed is to define and categorize types of system elements based on the reticulated
energy continuity Eq. (9.1). For example, consider a system made up only of rigid bodies as energy stores
(in particular of kinetic energy) for which P, = 0 (we can add these later), and in general there can be /
ports that could bring energy into this purely (kinetic)energy-storing system which has m distinct ways
to put energy into the rigid bodies. This is a very general concept, consistent with many other ways to
model physical systems. Howevever, it is this foundation that provides for a generalized way to model
and integrate different types of energetic systems.

The schematic of a permanent-magnet dc (PMDC) motor shown in Fig. 9.1(b) illustrates how power
variables would be used to identify inteconnection points. This example also serves to identify the need
for modeling mechanisms, such as the electromechanical (EM) interaction, that can represent the
exchange of energy between two parts of a system. This model represents a simplified relationship between
electrical power flow, v - i, and mechanical power flow, T - @, which forms the basis for a motor model.
Further, this is an ideal power-conserving relationship that would only contain the power flows in the
energy continuity equation; there are no stores or dissipators. Additional physical effects would be
included later.

Power and Signal Flow

In a bond graph formulation of the PMDC motor, a power bond is used to identify flow of power. Power
bonds quantify power flow via an effort-flow pair, which can label the bonds as shown in Fig. 9.2(a)
(convention calls for the effort to take the position above for any orientation of bond). This is a word
bond graph model, a form used to identify the essential components in a complex system model. At this
stage in a model, only the interactions of multiport systems are captured in a general fashion. Adding
half-arrows on power bonds defines a power flow direction between two systems (positive in the direction
of the arrow). Signal bonds, used in control system diagrams, have full-arrows and can be used in bond
graph models to indicate interactions that convey only information (or negligible power) between
multiports. For example, the word bond graph in Fig. 9.2(b) shows a signal from the mechanical block
to indicate an ideal measurement transferred to a controller as a pure signal. The controller has both
signal and power flow signals, closing the loop with the electrical side of the model. These conceptual
diagrams are useful for understanding and communicating the system interconnections but are not
complete or adequate for quantifying system performance.

Controlled v Electrical v T i T i
) EM Mechanical Mechanical
Electrica —* (Arr_natL_Jre) ' Coupling —™ Rotationd —™ Rotational
Power i Circuit [ ®  Dynamics @ Load
@ POWER bonds
Controlled v / T Mechanica
Controller —  Electrical —™ aMogeIC —™ Rotationa
Power i w Load
SIGNAL bond

(b)

FIGURE 9.2 Power-based bond graph models: (a) PMDC motor word bond graph, (b) PMDC motor word bond
graph with controller.
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While it is convenient to use power and energy in formulating system models for mechanical systems,
a motional basis is critical for identifying interconnections and when formulating quantifiable mathe-
matical models. For many mechanical, translational, and rotational systems, it is sufficient to rely on
basic one-dimensional motion and relative motion concepts to identify the interrelation between many
types of practical components. Identifying network-like structure in these systems has been the basis for
building electrical analogies for some time. These methods, as well as signal-flow analysis techniques,
are not presented here but are the method of choice in some approaches to system dynamics [33]. Bond
graph models are presented, and it will be shown in later sections how these are consistent even with
more complex mechanical system formulations of three-dimensional dynamics as well as with the use
of Lagrangian models.

Need for Motional Basis

In modeling mechanical translational or rotational systems, it is important to identify how the configu-
ration changes, and a coordinate system should be defined and the effect of geometric changes identified.
It is assumed that the reader is familiar with these basic concepts [12]. Usually a reference configuration
is defined from which coordinates can be based. This is essential even for simple one-dimensional
translation or fixed-axis rotation. The minumum number of geometrically independent coordinates
required to describe the configuration of a system is traditionally defined as the degrees of freedom.
Constraints should be identified and can be used to choose the most convenient set of coordinates for
description of the system. We distinguish between degrees of freedom and the minimum number of
dynamic state variables that might be required to describe a system. These may be related, but they are
not necessarily the same variables or the same in number (e.g., a second-order system has two states but
is also referred to as a single degree of freedom system).

An excellent illustration of the relevance of degrees of freedom, constraints, and the role these concepts
play in modeling and realizing a practical system is shown in Fig. 9.3. This illustration (adapted from
Matschinsky [22]) shows four different ways to configure a wheel suspension. Case (a), which also forms
the basis for a 1/4-car model clearly has only one degree of freedom. The same is true for cases (b) and
(c), although there are constraints that reduce the number of coordinates to just one in each of these
designs. Finally, the rigid beam axle shows how this must have two degrees of freedom in vertical and
rotational motion of the beam to achieve at least one degree of freedom at each wheel.

) -

(d)

FIGURE 9.3 Wheel suspensions: (a) vertical travel only, 1 DOF; (b) swing-axle with vertical and lateral travel,
1 DOF; (c) four-bar linkage design, constrained motion, 1 DOF; (d) rigid beam axle, two wheels, vertical, and
rotation travel, 2 DOE.
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Interconnection of Components

In this chapter, we will use bond graphs to model mechanical systems. Like other graph representations
used in system dynamics [33] and multibody system analysis [30,39], bond graphs require an under-
standing of basic model elements used to represent a system. However, once understood, graph methods
provide a systematic method for representing the interconnection of multi-energetic system elements.
In addition, bond graphs are unique in that they are not linear graph formulations: power bonds replace
branches, multiports replace nodes [28]. In addition, they include a systematic approach for computa-
tional causality.

Recall that a single line represents power flow, and a half-arrow is used to designate positive power
flow direction. Nodes in a linear graph represent across variables (e.g., velocity, voltage, flowrate);
however, the multiport in a bond graph represents a system element that has a physical function defined
by an energetic basis. System model elements that represent masses, springs, and other components are
discussed in the next section. Two model elements that play a crucial role in describing how model
elements are interconnected are the 1-junction and O-junction. These are ideal (power-conserving)
multiport elements that can represent specific physical relations in a system that are useful in intercon-
necting other model elements.

A point in a mechanical system that has a distinct velocity is represented by a 1-junction. When one
or more model elements (e.g., a mass) have the same velocity as a given 1-junction, this is indicated by
connecting them to the 1-junction with a power bond. Because the 1-junction is constrained to conserve
power, it can be shown that efforts (forces, torques) on all the connected bonds must sum to zero; i.e.,
Ae, = 0. This is illustrated in Fig. 9.4(a). The 1-junction enforces kinematic compatibility and introduces
a way to graphically express force summation! The example in Fig. 9.4(b) shows three systems (the blocks
labeled 1, 2, and 3) connected to a point of common velocity. In the bond graph, the three systems would
be connected by a 1-junction. Note that sign convention is incorporated into the sense of the power arrow.

For the purpose of analogy with electrical systems, the 1-junction can be thought of as a series electrical
connection. In this way, elements connected to the 1-junction all have the same current (a flow variable)
and the effort summation implied in the 1-junction conveys the Kirchhoff voltage law. In mechanical
systems, 1-junctions may represent points in a system that represent the velocity of a mass, and the effort
summation is a statement of Newton’s law (in D’Alembert form), AF - p =0.

Figure 9.4 illustrates how components with common velocity are interconnected. Many physical
components may be interconnected by virtue of a common effort (i.e., force or torque) or 0-junction.
For example, two springs connected serially deflect and their ends have distinct rates of compression/
extension; however, they have the same force across their ends (ideal, massless springs). System components
that have this type of relationship are graphically represented using a 0-junction. The basic 0-junction
definition is shown in Fig. 9.5(a). Zero junctions are especially helpful in mechanical system modeling
because they can also be used to model the connection of components having relative motion. For
example, the device in Fig. 9.5(b), like a spring, has ends that move relative to one another, but the force

NG
1 F. ™V
& 1 ) =
f, F, I
e, V,=V,=V,=V
f _
3 F,+F,-F=0
f,=f,=f,=(etc)=1, F F
V.
e +e+e+(etc)+e=0 Vi F1 ¢
2| V2
(€Y (b)

FIGURE 9.4 Mechanical 1-junction: (a) basic definition, (b) example use at a massless junction.
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FIGURE 9.5 Mechanical 0-junction: (a) basic definition, (b) example use at a massless junction.

Effortinto Sz Flow into Sz T '[
S f S a f g S O
@ (b) ©

FIGURE 9.6 (a) Specifying effort from S, into S,. (b) Specifying flow from S, into S,. (c) A contrived example
showing the constraint on causality assignment imposed by the physical definitions of 0- and 1-junctions.

on each end is the same (note this assumes there is negligible mass). The definition of the 0-junction
implies that all the bonds have different velocities, so a flow difference can be formed to construct a
relative velocity, V;. All the bonds have the same force, however, and this force would be applied at the
1-junctions that identify the three distinct velocities in this example. A spring, for example, would be
connected on a bond connected to the V; junction, as shown in Fig. 9.5(b), and V, ;.. = V;.

The 1- and 0-junction elements graphically represent algebraic structure in a model, with distinct
physical attributes from compatibility of kinematics (1-junction) and force or torque (0-junction). The
graph should reflect what can be understood about the interconnection of physical devices with a bond
graph. There is an advantage in forming a bond graph, since causality can then be used to form
mathematical models. See the text by Karnopp, Margolis, and Rosenberg [17] for examples. There is a
relation to through and across variables, which are used in linear graph methods [33].

Causality

Bond graph modeling was conceived with a consistent and algorithmic methodology for assignment of
causality (see Paynter [28], p. 126). In the context of bond graph modeling, causality refers to the input—
output relationship between variables on a power bond, and it depends on the systems connected to
each end of a bond. Paynter identified the need for this concept having been extensively involved in
analog computing, where solutions rely on well-defined relationships between signals. For example, if
system S, in Fig. 9.6(a) is a known source of effort, then when connected to a system S,, it must specify
effort into S,, and S, in turn must return the flow variable, f, on the bond that connects the two systems.
In a bond graph, this causal relationship is indicated by a vertical stroke drawn on the bond, as shown
in Fig. 9.6(a). The vertical stroke at one end of a bond indicates that effort is specified into the multiport
element connected at that end. In Fig. 9.6(b), the causality is reversed from that shown in (a).
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The example in Fig. 9.6(c) illustrates how causality “propagates” through a bond graph of intercon-
nected bonds and systems. Note that a 1-junction with multiple ports can only have one bond specifying
flow at that junction, so the other bonds specify effort into the 1-junction. A 0-junction requires one
bond to specify effort, while all others specify flow. Also note that a direction for positive power flow has
not been assigned on these bonds. This is intentional to emphasize the fact that power sense and causality
assignment on a bond are independent of each other.

Causality assignment in system models will be applied in examples that follow. An extensive discussion
of the successive cauality assignment procedure (sometimes referred to as SCAP) can be found in Rosenberg
and Karnopp [32] or Karnopp, Margolis, and Rosenberg [17]. By using the defined bond graph elements,
causality assignment is made systematically. The procedure has been programmed into several commer-
cially available software packages that use bond graphs as formal descriptions of physical system models.

Because it reveals the input—output relationship of variables on all the bonds in a system model,
causality can infer computational solvability of a bond graph model. The results are used to indicate the
number of dynamic states required in a system, and the causal graph is helpful in actually deriving the
mathematical model. Even if equations are not to be derived, causality can be used to derive physical
insight into how a system works.

9.3 Descriptions of Basic Mechanical Model Components

Mechanical components in mechatronic systems make their presence known through motional response
and by force and torque (or moment) reactions notably on support structures, actuators, and sensors.
Understanding and predicting these response attributes, which arise due to combinations of frictional,
elastic, and inertial effects, can be gained by identifying their inherent dissipative and energy storing
nature. This emphasis on dissipation and energy storage leads to a systematic definition of constitutive
relations for basic mechanical system modeling elements. These model elements form the basis for
building complex nonlinear system models and for defining impedance relations useful in transfer
function formulation. In the following, it is assumed that the system components can be well represented
by lumped-parameter formulations.

It is presumed that a modeling decision is made so that dissipative and energy storing (kinetic and
potential) elements can be identified to faithfully represent a system of interest. The reticulation is an
essential part of the modeling process, but sometimes the definition and interconnection of the elements
is not easy or intuitive. This section first reviews mechanical system input and output model elements,
and then reviews passive dissipative elements and energy-storing elements. The section also discusses
coupling elements used for modeling gears, levers, and other types of power-transforming elements. The
chapter concludes by introducing impedance relationships for all of these elements.

Defining Mechanical Input and Output Model Elements

In dynamic system modeling, initial focus requires defining a system boundary, a concept borrowed
from basic thermodynamics. In isolating mechanical systems, a system boundary identifies ports through
which power and signal can pass. Each port is described either by a force—velocity or torque—angular
velocity power conjugate pair. It is helpful, when focusing on the mechanical system modeling, to make
a judgement on the causality at each port. For example, if a motor is to be attached to one port, it may
be possible to define torque as the input variable and angular velocity as the output (back to the motor).

It is important to identify that these are model assumptions. We define specific elements as sources
of effort or flow that can be attached at the boundary of a system of interest. These inputs might be
known and or idealized, or they could simply be “placeholders” where we will later attach a model for
an actuator or sensor. In this case, the causality specified at the port is fixed so that the (internal) system
model will not change. If the causality changes, it will be necessary to reformulate a new model.

In bond graph terminology, the term effort source is used to define an element that specifies an effort,
such as this force or torque. The symbol S, or E can be used to represent the effort source on a bond graph.
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FIGURE 9.7 Two cases showing effort and flow sources on word bond graphs.
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FIGURE 9.8 (a) Resistive constitutive relation. (b) Example dashpot resistive model.

A flow source is an element that specifies a flow on a bond, such as a translational velocity or angular or
rotational velocity. The bond graph symbol is S; or F. Two basic examples of sources are shown in Fig. 9.7.
Note that each bond has a defined effort or flow, depending on the source type. The causality on these
model elements is always known, as shown. Further, each bond carries both pieces of information: (1)
the effort or flow variable specified by the source, and (2) the back reaction indicated by the causality.
So, for example, at the ground connection in Fig. 9.7(b), the source specifies the zero velocity constraint
into the system, and the system, in turn, specifies an effort back to the ground. The symbolic represen-
tation emphasizes the causal nature of bond graph models and emphasizes which variables are available
for examination. In this case, the force back into the ground might be a critical output variable.

Dissipative Effects in Mechanical Systems

Mechanical systems will dissipate energy due to friction in sliding contacts, dampers (passive or active),
and through interaction with different energy domains (e.g., fluid loading, eddy current damping). These
irreversible effects are modeled by constitutive functions between force and velocity or torque and angular
velocity. In each case, the product of the effort-flow variables represents power dissipated, P, =e - f, and
the total energy dissipated is E; = | P, dt=](e- ) dt. This energy can be determined given knowledge of
the constitutive function, e = @(f ), shown graphically in Fig. 9.8(a). We identify this as a basic resistive
constitutive relationship that must obey the restriction imposed by the second law of thermodynamics;
namely that, e - f = 0. A typical mechanical dashpot that follows a resistive-type model description is
summarized in Fig. 9.8(b).

In a bond graph model, resistive elements are symbolized by an R element, and a generalized, multiport
R-element model is shown in Fig. 9.9(a). Note that the R element is distinguished by its ability to represent
entropy production in a system. On the R element, a thermal port and bond are shown, and the power
direction is always positive away from the R. In thermal systems, temperature, T, is the effort variable
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FIGURE 9.9 (a) Resistive bond graph element. (b) Resistive and conductive causality.
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FIGURE 9.10 (a) Two sliding surfaces. (b) Bond graph model with causality implying velocities as known inputs.

and entropy flow rate, f; is the flow variable. To compute heat generated by the R element, compose the
calculation as Q (heat in watts) = T - f, = X, ¢; - f; over the n ports.

The system attached to a resistive element through a power bond will generally determine the causality
on that bond, since resistive elements generally have no preferred causal form.' Two possible cases on a
given R-element port are shown in Fig. 9.9(b). A block diagram emphasizes the computational aspect of
causality. For example, in a resistive case the flow (e.g., velocity) is a known input, so power dissipated
is P;=e- f = ®(f) - f. For the linear damper, F=b-V,so P;=F-V = bV (W).

In mechanical systems, many frictional effects are driven by relative motion. Hence, identifying how
a dissipative effect is configured in a mechanical system requires identifying critical motion variables.
Consider the example of two sliding surfaces with distinct velocities identified by 1-junctions, as shown
in Fig. 9.10(a). Identifying one surface with velocity V), and the other with V), the simple construction
shown in Fig. 9.10(b) shows how an R element can be connected at a relative velocity, V;. Note the
relevance of the causality as well. Two velocities join at the 0-junction to form a relative velocity, which
is a causal input to the R. The causal output is a force, F;, computed using the constitutive relation, F =
@(V;). The 1-junction formed to represent V; can be eliminated when there is only a single element
attached as shown. In this case, the R would replace the 1-junction.

When the effort-flow relationship is linear, the proportionality constant is a resistance, and in mechan-
ical systems these quantities are typically referred to as damping constants. Linear damping may arise
in cases where two surfaces separated by a fluid slide relative to one another and induce a viscous and
strictly laminar flow. In this case, it can be shown that the force and relative velocity are linearly related,
and the material and geometric properties of the problem quantify the linear damping constant. Table 9.2
summarizes both translational and rotational damping elements, including the linear cases. These com-
ponents are referred to as dampers, and the type of damping described here leads to the term viscous
friction in mechanical applications, which is useful in many applications involving lubricated surfaces.
If the relative speed is relatively high, the flow may become turbulent and this leads to nonlinear damper
behavior. The constitutive relation is then a nonlinear function, but the structure or interconnection of

"This is true in most cases. Energy-storing elements, as will be shown later, have a causal form that facilitates
equation formulation.
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TABLE 9.2 Mechanical Dissipative Elements

Physical System Fundamental Relations Bond Graph
Generalized Dissipation: e[ = Z e.f, =T, A
Dissipative 7 1 e,
Element Resistive law: e =®,(f) 1,
€ [

e Conductive law: f = @' (e) I R

f Content: P, =J'e Ldf W
* Resistive element &|f

* Resistance, R Co-content: PL’ = I f lde Generalized multiport R-element

Mechanical Translati F
« a(rlillising;ans aHon Constitutive: F = ®(V) TL R:b

B E, . P, =
EE:L Content: P, IF av
V, Linear: F =bV

Co-energy: P, =IV [dF

( ReE=F Disspation: 7, =bV"
2 e pation: P, =bV’
- Damper V-V, =V Dissipation: P, =P, + Py 4
+ damping, b
Mechanical Rotation o T
) Constitutive: T = P(w) — m= R:B
T damping, B w '
g &E%ﬁﬂ Content: P, =J'T dw
2 - . P = Linear: T =B
@, T=T =T Co-energy: P, J'a) dr X
- it - Dissipation: P, = Bw
W= =w D tion: P, =P, +P, P d
« Torsional damper “ issipation: by = &, oy

« damping, B

TABLE 9.3  Typical Coefficient of Friction Values. Note, Actual Values Will
Vary Significantly Depending on Conditions

Contacting Surfaces Static, U, Sliding or Kinetic, 1
Steel on steel (dry) 0.6 0.4
Steel on steel (greasy) 0.1 0.05
Teflon on steel 0.04 0.04
Teflon on teflon 0.04 —
Brass on steel (dry) 0.5 0.4
Brake lining on cast iron 0.4 0.3
Rubber on asphalt — 0.5
Rubber on concrete — 0.6
Rubber tires on smooth pavement (dry) 0.9 0.8
Wire rope on iron pulley (dry) 0.2 0.15
Hemp rope on metal 0.3 0.2
Metal on ice — 0.02

the model in the system does not change. Dampers are also constructed using a piston/fluid design and
are common in shock absorbers, for example. In those cases, the force—velocity characteristics are often
tailored to be nonlinear.

The viscous model will not effectively model friction between dry solid bodies, which is a much more
complex process and leads to performance bounds especially at lower relative velocities. One way to
capture this type of friction is with the classic Coulomb model, which depends on the normal load between
surfaces and on a coefficient of friction, typically denoted p (see Table 9.3). The Coulomb model quantifies
the friction force as F = UN, where N is the normal force. This function is plotted in Fig. 9.11(a) to
illustrate how it models the way the friction force always opposes motion. This model still qualifies as a
resistive constitutive function relating the friction force and a relative velocity of the surfaces. In this case,
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FIGURE 9.11 (a) Classic coulomb friction for sliding surfaces. (b) Bond graph showing effect of normal force as
a modulation of the R-element law.

however, the velocity comes into effect only to determine the sign of the force; i.e., F = UN sgn(V'), where
sgn is the signum function (value of 1 if V> 0 and -1 if V <0).

This model requires a special condition when V' — 0. Dry friction can lead to a phenomenon referred to
as stick-slip, particularly common when relative velocities between contacting surfaces approach low values.
Stick-slip, or stiction, friction forces are distinguished by the way they vary as a result of other (modulating)
variables, such as the normal force or other applied loads. Stick-slip is a type of system response that
arises due to frictional effects. On a bond graph, a signal bond can be used to show that the normal
force is determined by an external factor (e.g., weight, applied load, etc.). This is illustrated in Fig. 9.11(b).
When the basic properties of a physical element are changed by signal bonds in this way, they are said
to be modulated. This is a modeling technique that is very useful, but care should be taken so it is not
applied in a way that violates basic energy principles.

Another difficulty with the standard dry friction model is that it has a preferred causality. In other
words, if the causal input is velocity, then the constitutive relation computes a force. However, if the
causal input is force then there is no unique velocity output. The function is not bi-unique. Difficulties
of this sort usually indicate that additional underlying physical effects are not modeled. While the effort-
flow constitutive relation is used, the form of the constitutive relation may need to be parameterized by
other critical variables (temperature, humidity, etc.). More detailed models are beyond the scope of this
chapter, but the reader is referred to Rabinowicz (1995) and Armstrong-Helouvry (1991) who present
thorough discussions on modeling friction and its effects. Friction is usually a dominant source of
uncertainty in many predictive modeling efforts (as is true in most energy domains).

Potential Energy Storage Elements

Part of the energy that goes into deforming any mechanical component can be associated with pure
(lossless) storage of potential energy. Often the decision to model a mechanical component this way is
identified through a basic constitutive relationship between an effort variable, e (force, torque), and a
displacement variable, g (translational displacement, angular displacement). Such a relationship may be
derived either from basic mechanics [29] or through direct measurement. An example is a translational
spring in which a displacement of the ends, x;, is related to an applied force, F, as F = F(x).

In an energy-based lumped-parameter model, the generalized displacement variable, g, is used to
define a state-determined potential energy function,

E=E(q) = U,
This energy is related to the constitutive relationship, e = F(q), by
Ulq) = qU='fedq = ffb(q)d

It is helpful to generalize in this way, and to identify that practical devices of interest will have at least
one connection (or port) in which power can flow to store potential energy. At this port the displacement

©2002 CRC PressLLC



TABLE 9.4 Mechanical Potential Energy Storage Elements (Integral Form)

Physical System

Fundamental Relations

Bond Graph

Generalized Potential
Energy Storage
Element

f

* Capacitive element
* Capacitance, C

State: q = displacement
Rate: q=f
Constitutive: e = ®d(q)
Energy: U, =J'e dq

Co-energy: U, =J'q [de

S
L

Generalized multiport C-element

Mechanical Translation
stiffness, k = 1/C

B 3
> >y,
V' E=E-=F
«spring V-V, =V

« stiffness, k, compliance, C

State: x = displacement
Rate: x=V
Constitutive: F = F (x)
Energy: U, =IF Ldx

Co-energy: U, =J'x [dF

F
—— C:1/C=k
x=V

Linear: F =k X
Energy: U, =1kx’

Co-energy: U, = F%k

Mechanical Rotation
stiffness, K= 1/C

@QAW*U

l 2 T
w-w=w
« Torsional spring

State: 6 =angle

Rate: §=w
Constitutive: T=T(6)
Energy: U, =J'T e
Co-energy: U; :J'G Wr

T
7‘ C:1/C=K

Linear: T=K [#
Energy: U, =1k6’

Co-energy: U, = T%K

« stiffness, K, compliance, C
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e
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FIGURE 9.12 Example of two-port potential energy storing element: (a) cantilevered beam with translational and
rotational end connections, (b) C-element, 2-port model.

variable of interest is either translational, x, or angular, 6, and the associated velocities are V = x and
w = 0, respectively. A generalized potential energy storage element is summarized in Table 9.4, where
examples are given for the translational and rotational one-port.

The linear translational spring is one in which F = F(x) = kx = (1/C)x, where k is the stiffness and

= 1/k is the compliance of the spring (compliance is a measure of “softness”) As shown in Table 9.4, the
potentlal energy stored in a linear spring is Ux = [ Fdx = [ kx dx= 2 kx’, and the co-energy is U, = |
Fdx = | (F/k) dF = F*/2k. Since the spring is linear, you can show that U _ = U,.. If the spring is nonlinear
due to, say, plastic deformation or work hardening, then this would not be true.

Elastic potential energy can be stored in a device through multiple ports and through different energy
domains. A good example of this is the simple cantilevered beam having both tip force and moment
(torque) inputs. The beam can store energy either by translational or rotational displacement of the tip.
A constitutive relation for this 2-port C-element relates the force and torque to the linear and rotational
displacments, as shown in Fig. 9.12. A stiffness (or compliance) matrix for small deflections is derived
by linear superposition.
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Kinetic Energy Storage

All components that constitute mechanical systems have mass, but in a system analysis, where the concern
is dynamic performance, it is often sufficient to focus only on those components that may store relevant
amounts of kinetic energy through their motion. This presumes that an energetic basis is used for
modeling, and that the tracking of kinetic energy will provide insight into the system dynamics. This is
the focus of this discussion, which is concerned for the moment with one-dimensional translation and
fixed-axis rotation. Later it will be shown how the formulation presented here is helpful for understanding
more complex systems.

The concept of mass and its use as a model element is faciliated by Newton’s relationship between the
rate of change of momentum of the mass to the net forces exerted on it, F = p, where p is the momentum.
The energy stored in a system due to translational motion with velocity V is the kinetic energy. Using
the relation from Newton’s law, dp = Fdt, this energy is E(p) = T(p) = T, = [Pdt = JFV dt = |V dp.
If the velocity is expressed solely as a function of the momentum, p, this system is a pure translational
mass, V = ®(p). If the velocity is linearly proportional to the momentum, then V = p/m, where m is the
mass. Similar basic definitions are made for a body in rotation about a fixed axis, and these elements are
summarized in Table 9.5.

For many applications of practical interest to engineering, the velocity—-momentum relation, V = V(p)
(the constitutive relation), is linear. Only in relativistic cases might there be a nonlinear relationship in
the constitutive law for a mass. Nevertheless, this points out that for the general case of kinetic energy
storage a constitutive relation is formed between the flow variable and the momentum variable, f = f(p).
This should help build appreciation for analogies with other energy domains, particularly in electrical
systems where inductors (the mass analog) can have nonlinear relationships between current (a flow)
and flux linkage (momentum).

The rotational motion of a rigid body considered here is constrained thus far to the simple case of
planar and fixed-axis rotation. The mass moment of intertia of a body about an axis is defined as the
sum of the products of the mass-elements and the squares of their distance from the axis. For the discrete
case, I = Y72 Am, which for continuous cases becomes, I = [r?dm (units of kg m?). Some common shapes

TABLE 9.5 Mechanical Kinetic Energy Storage Elements (Integral Form)

Physical System Fundamental Relations Bond Graph
Generalized Kinetic State: p = momentum B = p
Energy Storage Rate: p=e &=h  “70
Element oo £ £,
Constitutive: f = ®(p) e=p

e —_—

f Energy: T, =J'f dp £ 1
+ Inertive element Co-energy: T; :J’p [df a=hb|f
* Inertance, | Generalized multiport I-element
Mechanical Translation State: p = momentum p=F M

mass, M

F,

2

V

1
E_
* Mass V=

* mass, M

<o
o
< TS

Rate: p=F
Constitutive: V=V (p)
Energy: T, =J'f Ldp
Co-energy: T, :Ip dv

1%
Linear: V = %/I

2
Energy: T, = PéM

Co-energy: T, =4 MV?

Mechanical Rotation

w?

inertia, J -

W T,
/@?y T-T=T

T

W= =0

+ Rotational inertia
* mass moment of inertia, ]

State: h = angular momentum
Rate: h=T

Constitutive: w = w(h)
Energy: T, = Ia) dh
Co-energy: T, =Ih dw

h=T
—;w I:J
Linear: w= h]
Energy: T, =k
gy: 1 2]

Co-energy: T, =1Jw’
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FIGURE 9.13 Mass moments of inertia for some common bodies.

and associated mass moments of inertia are given in Fig. 9.13. General rigid bodies are discussed in
section “Inertia Properties.”

There are several useful concepts and theorems related to the properties of rigid bodies that can be
helpful at this point. First, if the mass moment of inertia is known about an axis through its center of
mass (I;), then Steiner’s theorem (parallel axis theorem) relates this moment of inertia to that about
another axis a distance d away by I = I; + md’, where m is the mass of the body. It is also possible to
build a moment of inertia for composite bodies, in those situations where the individual motion of each
body is negligible. A useful concept is the radius of gyration, k, which is the radius of an imaginary
cylinder of infinitely small wall thickness having the same mass, 111, and the same mass moment of inertia,
I, as a body in question, and given by, k = JT/m . The radius of gyration can be used to find an equivalent
mass for a rolling body, say, using m,, = 1K

Coupling Mechanisms

Numerous types of devices serve as couplers or power transforming mechanisms, with the most common
being levers, gear trains, scotch yokes, block and tackle, and chain hoists. Ideally, these devices and their
analogs in other energy domains are power conserving, and it is useful to represent them using a 2-port
model. In such a model element, the power in is equal to the power out, or in terms of effort-flow pairs,
e.f, = e, f,. It turns out that there are two types of basic devices that can be represented this way, based
on the relationship between the power variables on the two ports. For either type, a relationship between
two of the variables can usually be identified from geometry or from basic physics of the device. By
imposing the restriction that there is an ideal power-conserving transformation inherent in the device,
a second relationship is derived. Once one relation is established the device can usually be classified as
a transformer or gyrator. It is emphasized that these model elements are used to represent the ideal
power-conserving aspects of a device. Losses or dynamic effects are added to model real devices.

A device can be modeled as a transformer when e, = me, and mf, = f,. In this relation, m is a
transformer modulus defined by the device physics to be constant or in some cases a function of states of the
system. For example, in a simple gear train the angular velocities can be ideally related by the ratio of pitch
radii, and in a slider crank there can be formed a relation between the slider motion and the crank angle.
Consequently, the two torques can be related, so the gear train is a transformer. A device can be modeled
as a gyrator if e, = rf, and rf, = e,, where r is the gyrator modulus. Note that this model can represent
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FIGURE 9.14 Common devices that can be modeled as transformers and gyrators in mechatronic systems.

the power-conserving transformation in devices for which a cross-relationship between power variables
(i.e., effort related to flow) has been identified.”

Some examples of transformers and gyrators are shown in Fig. 9.14. In a bond graph model, the
transformer can be represented by a TF or T, while a gyrator is represented by a GY or G (note, the two
letter symbol is common). The devices shown in Fig. 9.14 indicate a modulus m or r, which may or may
not be a constant value. Many devices may have power-conserving attributes; however, the relationship
between the effort-flow variables may not be constant, so the relationship is said to be modulated when
the modulus is a function of a dynamic variable (preferably a state of the system). On a bond graph, this
can be indicated using a signal bond directed into the T or G modulus.

Examples of a modulated transformer and gyrator are given in Fig. 9.15. These examples highlight
useful techniques in modeling of practical devices. In the slider crank, note that the modulation is due
to a change in the angular position of the crank. We can get this information from a bond that is adjacent
to the transformer in question; that is, if we integrate the angular velocity found on a neighboring bond,
as shown in Fig. 9.15(a). For the field excited dc motor shown in Fig. 9.15(b), the torque—current relation
in the motor depends on a flux generated by the field; however, this field is excited by a circuit that is
powered independent of the armature circuit. The signal information for modulation does not come from
a neighboring bond, as in the case for the slider crank. These two examples illustrate two ways that
constraints are imposed in coupling mechanisms. The modulation in the slider crank might be said to
represent a holonomic constraint, and along these same lines the field excitation in the motor imposes
a non-holonomic constraint. We cannot relate torque and current in the latter case without solving for
the dynamics of an independent system—the field circuit. In the slider crank, the angular position
required for the modulation is obtained simply by integrating the velocity, since = @ Additional
discussion on constraints can be found in section 9.7.

The system shown in Fig. 9.16(a) is part of an all-mechanical constant-speed drive. A mechanical
feedback force, F,, will adjust the position of the middle rotor, x,. The effect is seen in the bond graph

’It turns out that the gyrator model element is essential in all types of systems. The need for such an element to
represent gyroscopic effects in mechanical systems was first recognized by Thomson and Tait in the late 1900s.
However, it was G. D. Birkhoff (1927) and B. D. H. Tellegen (1948) who independently identified the need for this
element in analysis and synthesis of systems.
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FIGURE 9.15 Concept of modulation in transformers and gyrators.
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FIGURE 9.16 A nonholonomic constraint in a transformer model.

model of Fig. 9.16(b), which has two transformers to represent the speed ratio between the input
(turntable) 1 and the mid-rotor 2, and the speed ratio between the mid-rotor and the output roller 3.
The first transformer is a mechanical version of a nonholonomic transformation. Specifically, we would
have to solve for the dynamics of the rotor position (x,) in order to transform power between the input
and output components of this device.

Impedance Relationships

The basic component descriptions presented so far are the basis for building basic models, and a very
useful approach relies on impedance formulations. An impedance function, Z, is a ratio of effort to flow
variables at a given system port of a physical device, and the most common application is for linear
systems where Z = Z(s), where s is the complex frequency variable (sometimes called the Laplace operator).
An admittance is the inverse of the impedance, or Y = 1/Z. For each basic element defined, a linear
impedance relation can be derived for use in model development. First, recall that the derivative operator
can be represented by the s operator, so that dx/dt in s-domain is simply sx and [x dt is x/s, and so on.
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TABLE 9.6 Basic Mechanical Impedance Elements

System Resistive, Z, Capacitive, Z Inertive, Z;
Translation b ks m-s
Rotation B K/s J:s

V4 Z,
_ej
z—> Z, 1=z,
Z, : L
Z
(a) (b)

FIGURE 9.17 (a) Impedance of a series connection. (b) Admittance for a parallel combination.
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FIGURE 9.18 Rotational inertia attached to gear train, and corresponding model in impedance form. This example
illustrates how a transformer can scale the gain of an impedance.

For the basic inertia element in rotation, for example, the basic rate law (see Table 9.5) is h=T In s-domain,
sh = T. Using the linear constitutive relation, h = Jo, so sJ@ = T. We can observe that a rotation inertial
impedance is defined by taking the ratio of effort to flow, or T/@w = Z; = s]. A similar exercise can be
conducted for every basic element to construct Table 9.6.

Using the basic concept of a 0 junction and a 1 junction, which are the analogs of parallel and series
circuit connections, respectively, basic impedance formulations can be derived for bond graphs in a way
analogous to that done for circuits. Specifically, when impedances are connected in series, the total
impedance is the sum, while admittances connected in parallel sum to give a total admittance. These
basic relations are illustrated in Fig. 9.17, for which

Z= Z\+Z,++Z, , Y= Y, +Y,+--+7Y, (9.2)
n impedances in series sum n admittances in parallel sum
to form a total impedance to form a total admittance

Impedance relations are useful when constructing transfer functions of a system, as these can be
developed directly from a circuit analog or bond graph. The transformer and gyrator elements can also
be introduced in these models. A device that can be modeled with a transformer and gyrator will exhibit
impedance-scaling capabilities, with the moduli serving a principal role in adjusting how an impedance
attached to one “side” of the device appears when “viewed” from the other side. For example, for a device
having an impedance Z, attached on port 2, the impedance as viewed from port 1 is derived as

z, = ]‘% - [Z—] [e—] [f] = [mI[Z,(s)][m] = m*Z,(s) (9.3)

This concept is illustrated by the gear-train system in Fig. 9.18. A rotational inertia is attached to the output
shaft of the gear pair, which can be modeled as a transformer (losses, and other factors ignored here).
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FIGURE 9.19 Rotational inertial attached to a basic rotational machine modeled as a simple gyrator. This example
illustrates how a gyrator can scale the gain but also convert the impedance to an admittance form.

The impedance of the inertial is Z, = s],, where ], is the mass moment of inertia. The gear train has an
impedance-scaling capability, which can be designed through selection of the gear ratio, m.

The impedance change possible with a transformer is only in gain. The gyrator can affect gain and
in addition can change the impedance into an admittance. Recall the basic gyrator relation, e, = rf, and
e, = rf,, then for a similar case as before,

'11 = [%}[g}[%} = [r][Y,(s)][r] = £ Yy(s (9.4)

This functional capability of gyrators helps identify basic motor-generator designs as integral parts of
a flywheel battery system. A very simplified demonstration is shown in Fig. 9.19, where a flywheel (rotational
inertia) is attached to the mechanical port of a basic electromechanical gyrator. When viewed from the
electrical port, you can see that the gyrator makes the inertia “look” like a potential energy storing device,
since the impedance goes as 1/(sC), like a capacitive element, although here C is a mechanical inertia.

9.4 Physical Laws for Model Formulation

This section will illustrate basic equation formulation for systems ranging in complexity from mass-spring-
damper models to slightly more complex models, showing how to interface with nonmechanical models.
Previous sections of this chapter provide descriptions of basic elements useful in modeling mechanical
systems, with an emphasis on a dynamic system approach. The power and energy basis of a bond graph
approach makes these formulations consistent with models of systems from other energy domains. An
additional benefit of using a bond graph approach is that a systematic method for causality assignment
is available. Together with the physical laws, causal assignment provides insight into how to develop
computational models. Even without formulating equations, causality turns out to be a useful tool.

Kinematic and Dynamic Laws

The use of basic kinematic and dynamic equations imposes a structure on the models we build to represent
mechanical translation and rotation. Dynamic equations are derived from Newton’s laws, and we build
free-body diagrams to understand how forces are imposed on mechanical systems. In addition, we must
use geometric aspects of a system to develop kinematic equations, relying on properly defined coordinate
systems. If the goal is to analyze a mechanical system alone, typically the classical application of conser-
vation of momentum or energy methods and/or the use of kinematic analysis is required to arrive at
solutions to a given problem. In a mechatronic system, it is implied that a mechanical system is coupled
to other types of systems (hydraulics, electromechanical devices, etc.). Hence, we focus here on how to
build models that will be easily integrated into overall system models. A detailed classical discussion of
kinematics and dynamics from a fundamental perspective can be found in many introductory texts such
as Meriam and Kraige [23] and Bedford and Fowler [5], or in more advanced treatments by Goldstein [11]
and Greenwood [12].
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When modeling simple translational systems or fixed-axis rotational systems, the basic set of laws
summarized below are sufficient to build the necessary mathematical models.

Basic Dynamic and Kinematic Laws

System Dynamics Kinematics
Translational SNYF =0 YV, =0
Rotational SYT, =0 SYw; =0
Junction type 1-junction 0-junction

There is a large class of mechanical systems that can be represented using these basic equations, and
in this form it is possible to see how: (a) bond graph junction elements can be used to structure these
models and (b) how these equations support circuit analog equations, since they are very similar to the
Kirchhoff circuit laws for voltage and current. We present here the bond graph approach, which graph-
ically communicates these physical laws through the 0- and 1-junction elements.

Identifying and Representing Motion in a Bond Graph

It is helpful when studying a mechanical system to focus on identifying points in the system that have
distinct velocities (V or ). One simply can associate a 1-junction with these points. Once this is done,
it becomes easier to identify connection points for other mechanical components (masses, springs, damp-
ers, etc.) as well as points for attaching actuators or sensors. Further, it is critical to identify and to define
additional velocities associated with relative motion. These may not have clear, physically identifiable points
in a system, but it is necessary to localize these in order to attach components that rely on relative motion
to describe their operation (e.g., suspensions).

Figure 9.20 shows how identifying velocities of interest can help identify 1-junctions at which mechan-
ical components can be attached. For the basic mass element in part (a), the underlying premise is that
a component of a system under study is idealized as a pure translational mass for which momentum and
velocity are related through a constitutive relation. What this implies is that the velocity of the mass is
the same throughout this element, so a 1-junction is used to identify this distinct motion. A bond attached
to this 1-junction represents how any power flowing into this junction can flow into a kinetic energy
storing element, I, which represents the mass, m. Note that the force on the bond is equal to the rate of
change of momentum, P, where p = mV.

J
\% V. V. J
—  "V1 kg ™V w, 2 w,
[:m I:m, I3 X 12,
u
—_—
1——~1lim W W W w
Simple translating mass defines distinct 1—~0—5>~1 1—0—>1
velocity. Attach the I-element to the v, \4 Va V. W, w, 2w
corresponding 1-junction. LV 2 L 2
3 W
1——C: 1—R
relative j X relative j w
velocity velocity
@ (b) (©

FIGURE 9.20 Identifying velocities in a mechanical system can help identify correct interconnection of components
and devices: (a) basic translating mass, (b) basic two-degree of freedom system, (c) rotational frictional coupling
between two rotational inertias.
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The two examples in Figs. 9.20(b) and 9.20(c) demonstrate how a relative velocity can be formed. Two
masses each identify the two distinct velocity points in these systems. Using a 0-junction allows con-
struction of a velocity difference, and in each case this forms a relative velocity. In each case the relative
velocity is represented by a 1-junction, and it is critical to identify that this 1-junction is essentially an
attachment point for a basic mechanical modeling element.

Assigning and Using Causality

Bond graphs describe how modeling decisions have been made, and how model elements (R, C, etc.)
are interconnected. A power bond represents power flow, and assigning power convention using a half-
arrow is an essential part of making the graph useful for modeling. A sign convention is essential for
expressing the algebraic summation of effort and flow variables at 0- and 1-junctions. Power is generally
assigned positive sense flowing into passive elements (resistive, capacitive, inertive), and it is usually safe
to always adopt this convention. Sign convention requires consistent and careful consideration of the
reference conditions, and sometimes there may be some arbitrariness, not unlike the definition of
reference directions in a free-body diagram.

Causality involves an augmentation of the bond graph, but is strictly independent of power flow
convention. As discussed earlier, an assignment is made on each bond that indicates the input—output
relationship of the effort-flow variables. The assignment of causality follows a very consistent set of rules.
A system model that has been successfully assigned causality on all bonds essentially communicates
solvability of the underlying mathematical equations. To understand where this comes from, we can
begin by examining the contents of Tables 9.4 and 9.5. These tables refer to the integral form of the energy
storage elements. An energy storage element is in integral form if it has been assigned integral causality.
Integral causality implies that the causal input variable (effort or flow) leads to a condition in which the
state of the energy stored in that element can be determined only by integrating the fundamental rate
law. As shown in Table 9.7, integral causality for an I element implies effort is the input, whereas integral
causality for the C element implies flow is the input.

TABLE 9.7 Table Summarizing Causality for Energy Storage Elements

Integral Causality Derivative Causality

C e CONSTITUTIVE C e ICI\IO\;?SI{”1§I]::FUTIVE
S e=dc(q) - -
,,,,, f=q : o f=q q=Pc (e)
R Oc() [(Pe () €
| | : | e
| q : ‘ q :
; : q() l d ‘
: I(.)dt -« | dr >
,,,,,,,,, ! f t \777777777,‘]“
q(t) dt
e= P CONSTITUTIVE e= p ENO\;\IIESRTSII:?[UTIVE

- = ®i(p) -] -
7717777f777 f P 77177777]577 p:CDIl(f)
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TABLE 9.8 Table of Causality Assignment Guidelines

Sources Junctions Ideal Coupling Elements
} 0 | | € €, €, e,
t o I I |
E e( ) . f T I I G
Only one ) fl fz f] fz
o= -
mh=h e,=1f
| I 81 62 61 e )
FH—— R T = G
f ®) Only one fl fz fl fz
bond specifies
flow.
a(t) .
h | h
electric electric
@ (b) (©

FIGURE 9.21 Driving a rotational inertia with a velocity source: (b) simple bond graph with causality, (c) expla-
nation of back effect.

As shown in this table, the alternative causality for each element leads to derivative causality, a condition
in which the state of the energy storage element is known instantaneously and as such is said to be
dependent on the input variable, and is in a state of dependent causality. The implication is that energy
storage elements in integral causality require one differential equation (the rate law) to be solved in order
to determine the value of the state variable (p or q). Energy storage elements in derivative causality don’t
require a differential equation; however, they still make their presence known through the back reaction
implied. For example, if an electric machine shown in Fig. 9.21(a) is assumed to drive a rotational inertial
with a known velocity, ay then the inertia is in derivative causality. There will also be losses, but the
problem is simplified to demonstrate the causal implications. The energy is always known since, i = Ja,
so T, = h’/2]. However, the machine will feel an inertial back torque, /1, whenever a change is made to c.
This effect cannot be neglected.

Causality assignment on some of the other modeling elements is very specific, as shown in Table 9.8.
For example, for sources of effort or flow, the causality is implied. On the two-port transformer and
gyrator, there are two possible causality arrangements for each. Finally, for 0- and 1-junctions, the causality
is also very specific since in each case only one bond can specify the effort or flow at each.

With all the guidelines established, a basic causality assignment procedure can be followed that will
make sure all bonds are assigned causality (see also Rosenberg and Karnopp [32] and Karnopp, Margolis,
and Rosenberg [17]).

1. For a given system, assign causality to any effort or flow sources, and for each one assign the
causality as required through 0- and 1-junctions and transformer and gyrator elements. The
causality should be spread through the model until a point is reached where no assignment is
implied. Repeat this procedure until all sources have been assigned causality.

2. Assign causality to any C or I element, trying to assign integral causality if possible. For each
assignment, propagate the causality through the system as required. Repeat this procedure until
all storage elements are assigned causality.
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3. Make any final assignments on R elements that have not had their causality assigned through steps
1 and 2, and again propagate causality as required. Any arbitrary assignment on an R element will
indicate need for solving an algebraic equation.

4. Assign any remaining bonds arbitrarily, propagating each case as necessary.

Causality can provide information about system operation. In this sense, the bond graph provides a
picture of how inputs to a system lead to certain outputs. The use of causality with a bond graph replaces
ad hoc assignment of causal notions in a system. This type of information is also useful for understanding
how a system can be split up into modules for simulation and/or it can confirm the actual physical
boundaries of components.

Completing the assignment of causality on a bond graph will also reveal information about the
solvability of the system model. The following are key results from causality assignment.

+ Causality assignment will reveal the order of the system, which is equal to the number of inde-
pendent energy storage elements (i.e., those with integral causality). The state variable (p or q)
for any such element will be a state of the system, and one first-order differential equation will be
required to describe how this state propagates through time.

* Any arbitrary assignment of causality on an R element indicates there is an algebraic loop. The
number of arbitrary assignments can be related to the number of algebraic equations required in
the model.

Developing a Mathematical Model

Mathematical models for lumped-parameter mechanical systems will take the form of coupled ordinary
differential equations or, for a linear or linearized system, transfer functions between variables of interest
and system inputs. The form of the mathematical model should match the application, and one can readily
convert between the different forms. A classical approach to developing the mathematical model will involve
applying Newton’s second law directly to each body, taking account of the forces and torques. Commonly,
the result is a second-order ordinary differential equation for each body in a system. An alternative is to
use Lagrange’s equations, and for multidimensional dynamics, where bodies may have combined transla-
tion and rotation, additional considerations are required as will be discussed in Section 9.6. At this point,
consider those systems where a given body is either under translation or rotation.

Mass-Spring-Damper: Classical Approach

A Dbasic mechanical system that consists of a rigid body that can translate in the z-direction is shown in
Fig. 9.22(a). The system is modeled using a mass, a spring, and a damper, and a force, F(¢), is applied

Rigid body, mass,m | F(® 5 Fo
1 degree of l
freedom (DOF)
dp
@ A
Spring, ; E T I Fy
with stiffness, k Damper, with A .

coefficient, b

Fixed Base (zero velocity)

@ (b)

FIGURE 9.22 Basic mass-spring-damper system: (a) schematic, (b) free-body diagram.
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directly to the mass. A free-body diagram in part (b) shows the forces exerted on the system. The spring
and damper exert forces F, and F, on the mass, and these same forces are also exerted on the fixed base
since the spring and damper are assumed to be massless. A component of the weight, W, resolved along
the axis of motion is included. The sum of applied forces is then, >.F = F(t) + W - F - F,. The dashed
arrow indicates the “inertial force” which is equal to the rate of change of the momentum in the z-direction,
p. on, dp_/dt = p, = mV,. This term is commonly used in a D’Alembert formulation, one can think of
this force as opposing or resisting the effect of applied forces to accelerate the body. It is common to use
the inertial force as an “applied force,” especially when performing basic analysis (e.g., see Chapter 3 or
6 of [23]).

Newton’s second law relates rate of change of momentum to applied forces, p = 3F, so, p, = F(1) +
W - F, - F,. To derive a mathematical model, form a basic coordinate system with the z-axis positive
upward. Recall the constitutive relations for each of the modeling elements, assumed here to be linear,
p, = mV,, F, = kz;, and F, = bV, In each of these elements, the associated velocity, V, or displacement,
z, must be identified. The mass has a velocity, V, = z, relative to the inertial reference frame. The spring
and damper have the same relative velocity since one end of each component is attached to the mass and
the other to the base. The change in the spring length is z and the velocity is z - V,,... However, V,,. = 0
since the base is fixed, so putting this all together with Newton’s second law, mz = F(t) + W - kz - b z.
A second order ordinary differential equation (ODE) is derived for this single degree of freedom (DOF)
system as

mz+bz+kz = F(t)+ W

In this particular example, if W is left off, z is the “oscillation” about a position established by static equil-
ibrium, z,;. = W/k.
If a transfer function is desired, a simple Laplace transform leads to (assuming zero initial conditions

for motion about z,;)

Z(s) 1

E(s) = m+bs+k

The simple mass-spring-damper example illustrates that models can be readily derived for mechanical
systems with direct application of kinematics and Newton’s laws. As systems become more complex either
due to number of bodies and geometry, or due to interaction between many types of systems (hydraulic,
electromechanical, etc.), it is helpful to employ tools that have been developed to facilitate model
development. In a subsequent section, multibody problems and methods of analysis are briefly discussed.
It has often been argued that the utility of bond graphs can only be seen when a very complex, multi-
energetic system is analyzed. This need not be true, since a system (or mechatronics) analyst can see that
a consistent formulation and efficacy of causality are very helpful in analyzing many different types of
physical systems. This should be kept in mind, as these basic bond graph methods are used to re-examine
the simple mass-spring-damper system.

Mass-Spring-Damper: Bond Graph Approach

Figure 9.23 illustrates the development of a bond graph model for a mass-spring-damper system. In part
(a), the distinct velocity points are identified and 1-junctions are used to represent them on a bond graph.
Even though the base has zero velocity, and there will be no power flow into or out of that point, it is
useful to identify it at this point. A relative velocity is formed using a 0-junction, and note that all bonds
have sign convention applied, so at the 0-junction, V. = Viaaive = Voase = 0> Which gives, Vi ive = Vinass -
Viase @8 required.

The model elements needed to represent the system are connected to the 1-junctions, as shown in
Fig. 9.23(b). Two sources are required, one to represent the applied force (effort, S,) due to weight, and
a second to represent the fixed based velocity (a flow source, S). The flow source is directly attached to
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FIGURE 9.23  Basic mass-spring-damper system: (a) identifying velocity 1-junctions, (b) attaching model elements,
(c) assignment of causality.
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the 1-junction (the extra bond could be eliminated). An I element represents mass, a C represents the
spring, and an R represents the losses in the damper. Note how the mass and the source of effort are
attached to the 1-junction representing the mass velocity (the weight is always applied at that velocity).
The spring and damper are attached via a power bond to the relative velocity between the mass and base.

Finally, in Fig. 9.23(c) the eight bonds are labeled and causality is assigned. First, the fixed base source
fixes the causality on bond 1, specifying the velocity at the 1-junction, and thus constraining the causality
of bond 2 to have effort into the 1-junction. Since bond 2 did not specify effort into the 0-junction,
causality assignment should proceed to other sources, and the effort source fixes causality on bond 7.
This bond does not specify the flow at the adjoining 1-junction, so at this point we could look for other
specified sources. Since there are none, we assign causality to any energy-storing elements which have a
preferred integral causality. The bond 8 is assigned to give the I element integral causality (see Table 9.7),
which then specifies the velocity at the 1-junction and thus constrains bond 6. At this point, bonds 6
and 2 both specify flow into the 0-junction, so the remaining bond 3 must specify the effort. This works
out well because now bond 3 specifies flow into the remaining 1-junction (the relative velocity), which
specifies velocity into the C and R elements. For the C element, this gives integral causality.

In summary, the causality is assigned and there are no causal conflicts (e.g., two bonds trying to specify
velocity into a 1-junction). Both energy-storing elements have integral causality. This indicates that the
states for the I (mass) and C (spring) will contribute to the state variables of the system. This procedure
assures a minimume-size state vector, which in this case is of order 2 (a 2nd-order system). Figure 9.24
shows a fully annotated bond graph, with force-velocity variables labeling each bond. The state for an I
element is a momentum, in this case the translational momentum of the mass, p,. For a C element, a

©2002 CRC PressLLC



L]
Fia 14 . F15 =Pg5
€ Vis 15
13

Sprung Vis Fi C:k+t
mass My5 . .
Active 12 Vip =295
suspension 0 -1
10

1/ system i F11
Vg V1 Y/ Active
Unsprung . suspension
E 9

mass 7 7L Fg=pg
Tire stiffness Se‘—|1v—?| I:m
8

~<—_ and damping e6h 8 ==

model | F k- . X
| 5 | Tire stiffness
5 L] .
Fs Vg =5 and damping
|
|
|

|
| model
|
|

Vi

The causality assignment shows that the
mechanical system (including tire) has 4 dynamic states.

Vertical velocity at ] <——— Sf

ground-tire interface 1V

FIGURE 9.25 Example of model for vertical vibration in a quarter-car suspension model with an active suspension
element. This example builds on the simple mass-spring-damper model, and shows how to integrate an actuator
into a bond graph model structure.

displacement variable is the state z;, which here represents the change in length of the spring. The state
vector is X' = [Ps> 25

A mathematical model can be derived by referring to this bond graph, focusing on the independent
energy storage elements. The rate law (see Tables 9.4 and 9.5) for each energy storage element in
integral causality constitutes one first-order ordinary differential state equation for this system. In
order to formulate these equations, the right-hand side of each rate law must be a function only of
states or inputs to the system. The process is summarized in the table of Fig. 9.24. Note that the example
assumes linear constitutive relations for the elements, but it is clear in this process that this is not
necessary. Of course, in some cases nonlinearity complicates the analysis as well as the modeling process
in other ways.

Quarter-car Active Suspension: Bond Graph Approach

The simple mass-spring-damper system forms a basis for building more complex models. A model for
the vertical vibration of a quarter-car suspension is shown in Fig. 9.25. The bond graph model illustrates
the use of the mass-spring-damper model, although there are some changes required. In this case, the
base is now moving with a velocity equal to the vertical velocity of the ground-tire interface (this requires
knowledge of the terrain height over distance traveled as well as the longitudinal velocity of the vehicle).
The power direction has changed on many of the bonds, with many now showing positive power flowing
from the ground up into the suspension system.

The active suspension system is isolated to further illustrate how bond graph modeling promotes a
modular approach to the study of complex systems. Most relevant is that the model identifies the required
causal relation at the interface with the active suspension, specifying that the relative velocity is a causal
input, and force is a causal output of the active suspension system. The active force is exerted in an equal
and opposite fashion onto the sprung and unsprung mass elements.

The causality assignment identifies four states (two momentum states and two spring displacement
states). Four first-order state equations can be derived using the rate laws of each of the independent
energy-storing elements (C;, I, C,,, I;5). At this point, depending on the goals of the analysis, either the
nonlinear equations could be derived (which might include an active suspension force that depends on
the velocity input), or a linearized model could be developed and impedance methods applied to derive
a transfer function directly.
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FIGURE 9.26  Algebraic loop in a simple source-load model.

Note on Some Difficulties in Deriving Equations

There are two common situations that can lead to difficulties in the mathematical model development.
These issues will arise with any method, and is not specific to bond graphs. Both lead to a situation that
may require additional algebraic manipulation in the equation derivation, and it may not be possible to
accomplish this in closed form. There are also some ways to change the model in order to eliminate these
problems, but this could introduce additional problems. The two issues are (1) derivative causality, and
(2) algebraic loops. Both of these can be detected during causality assignment, so that a problem can be
detected before too much time has been spent.

The occurence of derivative causality can be described in bond graph terms using Table 9.7. The issue
is one in which the state of an energy-storing element (I or C) is dependent on the system to which it
is attached. This might not seem like a problem, particularly since this implies that no differential equation
need be solved to find the state. It is necessary to see that there is still a need to compute the back-effect
that the system will feel in forcing the element into a given state. For example, if a mass is to be driven
by a velocity, V; then it is clear that we know the energy state, p = mV, so all is known. However, there
is an inertial force computed as p = mV = ma. Many times, it is possible to resolve this problem by
performing the algebraic manipulations required to include the effect of this element (difficulty depends
on complexity of the system). Sometimes, these dependent states arise because the system is not modeled
in sufficient detail, and by inserting a compliance between two gears, for example, the dependence is
removed. This might solve the problem, costing only the introduction of an additional state. A more
serious drawback to this approach would occur if the compliance was actually very small, so that
numerical stiffness problems are introduced (with modern numerical solver routines, even this problem
can be tolerated). Yet another way to resolve the problem of derivative causality in mechanical systems
is to employ a Lagrangian approach for mechanical system modeling. This will be discussed in section 9.7.

Another difficulty that can arise in developing solvable systems of equations is the presence of an
algebraic loop. Algebraic loops are relatively easy to generate, especially in a block diagram modeling
environment. Indeed, it is often the case that algebraic loops arise because of modeling decisions, and
in this way a bond graph’s causality provides quick feedback regarding the system solvability. Algebraic
loops imply that there is an arbitrary way to make computations in the model, and in this way they reveal
themselves when an arbitrary decision must be made in assigning causality to an R element.’

As an example, consider the basic model of a Thevenin source in Fig. 9.26(a). This model uses an
effort source and a resistive element to model an effort-flow (steady-state) characteristic curve, such as
a motor or engine torque-speed curve or a force-velocity curve for a linear actuator. A typical charac-
teristic is shown in Fig. 9.26(b). When a resistive load is attached to this source as shown in Fig. 9.26(c),
the model is purely algebraic. When the causality is assigned, note that after applying the effort causality
on bond 1, there are two resistive elements remaining. The assignment of causality is arbitrary. The solution

*The arbitrary assignment on an R element is not unlike the arbitrariness in assigning integral or derivative causality
to energy-storing elements. An “arbitrary” decision to assign integral causality on an energy-storing element leads to
a requirement that we solve a differential equation to find a state of interest. In the algebraic loop, a similar arbitary
decision to assign a given causality on an R element implies that at least one algebraic equation must be solved along
with any other system equations. In other words, the system is described by differential algebraic equations (DAEs).
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requires analytically solving algebraic relations for the operating point, or by using a graphical approach
as shown in Fig. 9.26(d).

This is a simple example indicating how algebraic loops are detected with a bond graph, and how the
solution requires solving algebraic relations. In complex systems, this might be difficult to achieve.
Sometimes it is possible to introduce or eliminate elements that are “parasitic,” meaning they normally
would be neglected due to their relatively small effect. However, such elements can relieve the causal
bind. While this might resolve the problem, as in the case of derivative causality there are cases where
such a course could introduce numerical stiffness problems. Sometimes a solution is reached by using
energy methods to resolve some of these problems, as shown in the next section.

9.5 Energy Methods for Mechanical System
Model Formulation

This section describes methods for using energy functions to describe basic energy-storing elements in
mechanical systems, as well as a way to describe collections of energy-storing elements in multiport fields.
Energy methods can be used to simplify model development, providing the means for deriving consti-
tutive relations, and also as a basis for eliminating dependent energy storage (see last section). The
introduction of these methods provides a basis for introducing the Lagrange equations in section 9.7 as
a primary approach for system equation derivation or in combination with the bond graph formulation.

Multiport Models

The energy-storing and resistive models introduced in section 9.3 were summarized in Tables 9.2, 9.4,
and 9.5 as multiport elements. In this section, we review how multiport elements can be used in modeling
mechanical systems, and outline methods for deriving the constitutive relations. Naturally, these methods
apply to the single-port elements as well.

An example of a C element with two-ports was shown in Fig. 9.12 as a model for a cantilevered beam
that can have both translational and rotational deflections at its tip. A 2-port is required in this model
because there are two independent ways to store potential energy in the beam. A distinguishing feature in
this example is that the model is based on relationships between efforts and displacement variables (for
this case of a capacitive element). Multiport model elements developed in this way are categorized as
explicit fields to distinguish them from implicit fields [17]. Implicit fields are formed by assembling energy-
storing 1-port elements with junction structure (i.e., 1, 0, and TF elements) to form multiport models.

Explicit fields are often derived using physical laws directly, relying on an understanding of how the
geometric and material properties affect the basic constitutive relation between physical variables. Geom-
etry and material properties always govern the parametric basis of all constitutive relations, and for some
cases these properties may themselves be functions of state. Indeed, these cases require the multiport
description, which finds extensive use in modeling of many practical devices, especially sensors and
actuators. Multiport models should follow a strict energetic basis, as described in the following.

Restrictions on Constitutive Relations

Energy-storing multiports must follow two basic restrictions, which are also useful in guiding the derivation
of energetically-correct constitutive relations. The definition of the energy-storing descriptions summarized
in Tables 9.4 and 9.5 specifies that there exists an energy state function, E = E(x), where x is either a generalized
displacement, q, for capacitive (C) elements or a generalized momentum, p, for inertive (I) elements. For
the multiport energy-storing element, the specification requires the following specifications [2,3].

1. There exists a rate law, x; = u;, where u; as input specifies integral causality on port i.
2. The energy stored in a multiport is determined by

E) =) 2y (9.5)
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3. A first restriction on a multiport constitutive relation requires that the causal output at any port
is given by

W(X)= Ty (9.6)

where F() is a single-valued function.
4. A second restriction on a multiport constitutive relation requires that the constitutive relations
obey Maxwell reciprocity, or

ox, = 0x.0x; = 0x; (9.7)

Deriving Constitutive Relations

The first restriction on the constitutive relations, Eq. (9.6), establishes how constitutive relations can be
derived for a multiport if an energy function can be formulated. This restriction forms the basis for a
method used in many practical applications to find constitutive relationships from energy functions (e.g.,
strain-energy, electromechanics, etc.). In these methods, it is assumed that at least one of the constitutive
relations for an energy-storing multiport is given. Then, the energy function is formed using Eq. (9.5)
where, after interchanging the integral and sum,

(x) = 2 .[yidxi = fyldx1+°+J Vud: (9.8)

Presume that y, is a known function of the states, y; = @ (x). Since the element is conservative, any
energetic state can be reached via a convenient path where dx; = 0 for all i except i = 1. This allows the
determination of E(x).

To illustrate, consider the simple case of a rack and pinion system, shown in Fig. 9.27. The pinion has
rotational inertia, J, about its axis of rotation, and the rack has mass, m. The kinetic co-energy is easily
formulated here, considering that the pinion angular velocity, w, and the rack velocity, V; are constrained
by the relationship V = Rw, where R is the pinion base radius. If this basic subsystem is modeled directly,
it will be found that one of the inertia elements (pinion, rack) will be in derivative causality. Say, it is
desired to connect to this system through the rotational port, T - w. To form a single-port I element that
includes the rack, form the kinetic co-energy as T = T(w, V) = Jw’/2 + mV°/2. Use the constraint relation
to write, T=T(w) = (J + mRz)a)z/Z. To find the constitutive relation for this 1-port rotational I element,
let h =0T(w) /0w = (J + mR*)w, where we can now define an equivalent rotational inertia as J,, = ] + mR’.

Pinion

DeBendent
/
J 13 j I:m\] 1:d
\
m T { R. \\i// T {
Tw - i Tl it N i
Racl
m
@ (b) ©

FIGURE 9.27 (a) Rack and pinion subsystem with torque input. (b) Direct model, showing dependent mass.
(c) Equivalent model, derived using energy principles.
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The rack and pinion example illustrates a basic method for relieving derivative causality, which can
be used to build basic energy-storing element models. Some problems might arise when the kinetic co-
energy depends on system configuration. In such a case, a more systematic method employing Lagrange’s
equations may be more suitable (see Section 9.7).

The approach described here for deriving constitutive relations is similar to Castigliano’s theorom [6,9].
Castigliano’s theorem relies on formulation of a strain-energy function in terms of the forces or moments,
and as such employs a potential co-energy function. Specifically, the results lead to displacements (trans-
lational, rotational) as functions of efforts (forces, torques). As in the case above, these functions are
found by taking partial derivatives of the co-energy with respect to force or moment. Castigliano’s theorem
is especially well-suited for finding force-displacment functions for curved and angled beam structures
(see [6]).

Formulations using energy functions to derive constitutive relations are found in other application
areas, and some references include Lyshevski [21] for electromechanics, and Karnopp, Margolis, and
Rosenberg [17] for examples and applications in the context of bond graph modeling.

Checking the Constitutive Relations

The second restriction on the constitutive relations, Eq. (9.7), provides a basis for testing or checking if
the relationships are correct. This is a reciprocity condition that provides a check for energy conservation
in the energy-storing element model, and a quick check for linear mechanical systems shows that either
the inertia or stiffness matrix must be symmetrical.

Recall the example of the 2-port cantilevered beam, shown again in Fig. 9.12. For small deflections,
the total tip translational and angular deflections due to a tip force and torque can be added (using
flexibility influence coefficients), which can be expressed in matrix form,

14 - els]- e

lZ

NI

where C and K are the compliance and stiffness matrices, respectively. This constitutive relation satisfies
the Maxwell reciprocity since, dx/0T = d6/0F. This 2-port C element is used to model the system shown
in Fig. 9.28(a), which consists of a bar-bell rigidly attached to the tip of the beam. Under small deflection,
a bond graph shown in Fig. 9.28(b) is assembled. Causality applied to this system reveals that each port
of the 2-port C element has integral causality. On a multiport energy storing element, each port is
independently assigned causality following the same rules as for 1-ports. It is possible that a multiport
could have a mixed causality, where some of the ports are in derivative causality. If a multiport has mixed
causality, part of the state equations will have to be inverted. This algebraic difficulty is best avoided by
trying to assign integral causality to all multiport elements in a system model if possible.

In the present example, causality assignment on the I elements is also integral. In all, there are four
independent energy-storing elements, so there are four state variables, x = [x, 8, p, h] . Four state equa-
tions can be derived using the rate laws indicated in Fig. 9.28.

S=F F T h=T
mie—1— = Ce——i1 =]
x=V 0 =w

(b)

FIGURE 9.28 Model of beam rigidly supporting a bar- or dumb-bell: (a) schematic, (b) bond graph model using
a 2-port C to represent beam. Dumb-bell is represented by translational mass, m, and rotational inertia, J.
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9.6 Rigid Body Multidimensional Dynamics

The modeling of bodies in mechanical systems presumes adoption of a “rigid body” that can involve
rotation as well as translation, and in this case the dynamic properties are more complex than those for
a point mass. In earlier sections of this chapter, a simple rigid body has already been introduced, and it
is especially useful for a large class of problems with rotation about a single fixed axis.

In the rigid body, the distance between any two elements of mass within a body is a constant. In some
cases, it is convenient to consider a continuous distribution of mass while in others a system of discrete
mass particles rigidly fixed together helps conceptualize the problem. In the latter, the rigid body prop-
erties can be found by summing over all the discrete particles, while in the continuous mass concept an
integral formulation is used. Either way, basic concepts can be formulated and relations derived for use
in rigid body dynamic analysis. Finally, the modeling in most engineering systems is restricted to classical
Newtonian mechanics, where the linear velocity-momentum relation holds (so energy and coenergy are
equal).

Kinematics of a Rigid Body

In this section, a brief overview is given of three-dimensional motion calculations for a rigid body. The
focus here is to present methods for analyzing rotation of a rigid body about a fixed axis and methods
for analyzing relative motion of a rigid body using translating and rotating axes. These concepts introduce
the basis for understandmg more complex formulations. While vector descriptions (denoted using an
arrow over the symbol, a ) are useful for understanding basic problems, more complex multibody systems
usually adopt a matrix formulation. The presentation here is brief and included for reference. A more
extensive discussion and examples can be found in introductory dynamics textbooks (e.g., [23]), where
a separate discussion is usually given on the special case of plane motion.

Rotation of a Body About a Fixed Point

Basic concepts are introduced here in relation to rotation of a rigid body about a fixed point. This basic
motion specifies that any point on the body lies on the surface of a sphere with a radius centered at the
fixed point. The body can be said to have spherical motion.

Euler’s Theorem. Euler’s theorem states that any displacement of a body in spherical motion can be
expressed as a rotation about a line that passes through the center of the spherical motion. This axis can
be referred to as the orientational axis of rotation [26]. For example, two rotations about different axes
passing through a fixed point of rotation are equivalent to a single resultant rotation about an axis passing
through that point.

Finite Rotations. If the rotations used in Euler’s theorem are finite, the order of application is impor-
tant because finite rotations do not obey the law of vector addition.

Infinitesimal Rotations. Infinitesimally small rotations can be added vectorially in any manner, and

these are generally considered when defining rigid body motions.
R Angular Velocity. A body subjegted to rotation df about a fixed point will have an angular velocity
W defined by the time derivative df /dt, in a direction collinear with dg . If the body is subjected to two
gompgnent angular motions that define w, and w,, then the body has a resultant angular velocity, w =
W, + W,

Angular Acceleration. A body’s angular acceleration is found from the time derivative of the angular
velocity, G = (3 and in general the acceleration is not collinear with velocity.

Motion of Points in the Body. Given , the velocity of a point on the body is V=0 x 1? where 7
is a position vector to the point as measured relative to the fixed point of rotation. The acceleration of
a point on the body is then, d=0a x7r+mdx (% ?).

Relating Vector Time Derivatives in Coordinate Systems

9
It is often the case that we need to determine the time rate of change of a vector sgch as A in Fig. 9.29
relative to different coordinate systems. Specifically, it may be easier to determine A in x,, y,, z,, but we
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N
FIGURE 9.29 Often it is necessary to find the time derivative of vector A relative to a axes, x,, ¥,, z,, given its value
in the translating-rotating system x,, y,, z,.

%
need to find its value in x,, y,, z,. The vector A is expressed in the axes x,, y,, z, using the unit vectors
shown as

> A A a
A =Adat+AjatAka

é
To find the time rate of change, we identify that in the moving reference the time derivative of A is

JA dA,; | dA.  dA
(E)a TR T

Relative to the x,, y,, z, axes, the direction of the unit vectors i, j., and k, change only due to rotation
Q, so,

dA & . dk,
“d?‘() "dt+Aydt r
%
3

‘%: X 1a, il—}t“ 3, dd—%:axﬁg
then,
dA _(dAY 23
E:(dt) + Q%A (9.9)

This relationship is very useful not only for calculating derivatives, as derived here, but also for
formulating basic bond graph models. This is shown in the section titled “Rigid Body Dynamics.”

Motion of a Body Relative to a Coordinate System

Translating Coordinate Axes
The origin of a set of axes x,, ¥,, z, is fixed in a rigid body at A as shown in Fig. 9.30(a), and translates
without rotation relative to the axes x,, y,, z, with known velocity and acceleration. The rigid body is
subjected to angular velocity ® and angular acceleration @ in three dimensions.

Motion of Point B Relatlve to A. The mot1on of pomt B relatwe to A is the same as motion about a
fixed point, so Vg4 = @ X Vs, and g = & x Toia+ @ X (w X rB/A)
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instantaneous axis
of rotation —>
w

@ (b)

FIGURE 9.30  General rigid body motion: (a) rigid body with translating coordinate system, (b) translating and
rotating coordinate system.

Motion of Point B Relative to O. For translating axes with no rotation, the velocity and acceleration
. . . > > 7> > > > .
of point B relative to system 0 is simply, ¥ = ¥4 + Vp/a and ap = aa + ap/a respectively, or,
-
> > >
VB =Va+ ® X1p/a (9.10)

> > 2 = 2 s
g = Aa+ 0 X Tpia+ ® X (@ X7pa) (9.11)

Translating and Rotating Coordinate Axes
A general way of describing the three-dimensional motion of a rigid body uses a set of axes that can
translate and rotate relative to a second set of axes, as illustrated in Fig. 9.30(b). Position vectors specify

the locatigns of points A and B on ghe body relative to x,, y,, z,, and the axes x,, y,, z, have angular
velocity © and angular acceleration Q. With the position of point B given by

s = Fa+ Fam (9.12)

the velocity and acceleration are found by direct differentiation as

%
Vg = va+ Q XPas + Vg (9.13)

and

> =, > >
B = aa+ 8 X Tt QY (Q XTB/A ) +2Q X (VB/A)a"' (aB/A, (914)

where (vg,), and (ag,), are the velocity and acceleration, respectively, of B relative to A in the x,, y,, z,
coordinate frame.

Thge equgions are applicable to plane motion of the rigid body for which the gnalysis is simplified
since Q and Q have a constant direction. Note that for the three-dimensional case, Q must be computed
by using Eq. (9.9).

©2002 CRC PressLLC



Matrix Formulation and Coordinate Transformations

A vector in three-dimensional space characterized by the right-handed reference frame x,, y,, z,
A= Ad,+ ija + A,ka, can be represented as an ordered triplet,

where the elements of the column vector represent the vector projections on the unit axes. Let A, denote
the column vector relative to the axes x,, y,, z,. It can be shown that the vector A can be expressed in
another right-handed reference frame x;, y, z;, by the transformation relation

Ay, =

(@

abéa (915)

where C, is a 3 X 3 matrix,

CX,Xp  CXYp CXaZy
Co =X oy (9.16)

CZ, Xy CZ.Y, €Z,2,

The elements of this matrix are the cosines of the angles between the respective axes. For example, cz,y,
is the cosine of the angle between z, and y,. This is the rotational transformation matrix and it must be
orthogonal, or

Co = Cl-b = Cp,
and for right-handed systems, let C,, = +1.

Angle Representations of Rotation

The six degrees of freedom needed to describe general motion of a rigid body are characterized by three
degrees of freedom each for translation and for rotation. The focus here is on methods for describing
rotation.

Euler’s theorem (11) confirms that only three parameters are needed to characterize rotation. Two
parameters define an axis of rotation and another defines an angle about that axis. These parameters
define three positional degrees of freedom for a rigid body. The three rotational parameters help construct
a rotation matrix, C. The following discussion describes how the rotation matrix, or direction cosine
matrix, can be formulated.

General Rotation. Unit vectors for a system a, i, are said to be carried into b, as &1y = C,,lla. It can
be shown that a direction cosine matrix can be formulated by [30]

C = A\ +(E-2AA")cosy—S(A)siny (19.17)

where E is the identity matrix, and A4 represents a unit vector, 4 = [4,, 4,, 13]T, which is parallel to the
axis of rotation, and V is the angle of rotation about that axis [30]. In this relation, S(4) is a skew-
symmetric matrix, which is defined by the form

0 -4 A
SM =12, 0o -1
A A 0
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FIGURE 9.31 An elementary rotation by angle ¢ about
axis x. X,

The matrix elements of C can be found by expanding the relation given above, using S (A), to give

(1=cosy)Ai+ cosy  (1—cosy)A, A, + Assiny (1 — cos W)L A, + A, sinyr
C= (1= cosY) A + Assiny (1—cosy) s+ cosy (1= cosy) A, + A siny (9.18)
(1=cosy)A; A+ Aysiny (1= cosy)AA, + A, siny (1= cosY)A; + cosyr

The value of this formulation is in identifying that there are formally defined principle axes, charac-
terized by the 4, and angles of rotation, y;, that taken together define the body orientation. These
rotations describe classical angular variables formed by elementary (or principle) rotations, and it can
be shown that there are two cases of particular and practical interest, formed by two different axis rotation
sequences.

Elementary Rotations. Three elementary rotations are formed when the rotation axis (defined by the
eigenvector) coincides with one of the base vectors of a defined coordinate system. For example, letting
A =[1, 0, 0]" define an axis of rotation x, as in Fig. 9.31, with an elementary rotation of ¢ gives the
rotation matrix,

1 0 0
Cip =|0 cosp sing
0 —sing cos¢

The two elementary rotations about the other two axes, y and z, are

cos@ 0 -—sinf cosy siny 0
Cpo = 0 1 0 and sy = |-siny cosy 0
sin@ 0 cos@ 0 0 1

(@]

These three elementary rotation matrices can be used in sequence to define a direction cosine matrix,
for example,

C:

(@]

z,y/gy,ogx,¢
and the elementary rotations and the direction cosine matrix are all orthogonal; i.e.,

T

TC:E

(@
(@
(@

where E is the identity matrix. Consequently, the inverse of the rotation or coordinate transformation
matrix can be found by ' = C".
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FIGURE 9.32 The rotations defining the Euler angles (adapted from Goldstein [11]).

It can be shown that there exist two sequences that have independent rotation sequences, and these
lead to the well known Euler angle and Tait-Bryan or Cardan angle rotation descriptions [30].

Euler Angles. Euler angles are defined by a specific rotation sequence. Consider a right-handed axes
system defined by the base vectors, x, y, z, as shown in Fig. 9.32(a). The rotation sequence of interest
involves rotations about the axes in the following sequence: (1) ¢ about z, (2) 6 about x,, then (3) y
about z,. This set of rotation sequences is defined by the elementary rotation matrices,

cos¢ sing O 1 0 0 cosy siny 0
Cop = |-sing cos¢p 0> Ci0=[0 cos® sin@> C.y =|-siny cosy 0
0 0 1 0 —sin® cos@ 0 0 1

where the subscript on each C denotes the axis and angle of rotation. Using these transformations relates
the quantity A inx, y,zto A, in x;, ¥}, 2, OF

A b= CEulerA = C‘zh,y/gxa Ocz A

0 =2,0 =

where Cpy., is given by

cosycosP—sinycosBOsing  cosysing +sinycosBOcos¢  sinysin O
Cruer = | —sinycos¢ — cosycosBsing —sin ysind + coswcosHcos¢ cos ysin O (9.19)
sin Osin ¢ —sinBcos ¢ cos O

Since Cyy., is orthogonal, transforming between the two coordinate systems is relatively easy since the
inverse can be found simply by the transpose of Eq. (9.19).

In some applications, it is desirable to derive the angles given the direction cosine matrix. So, if the
(3,3) element of Cyy,, is given, then 0 is easily found, but there can be difficulties in discerning small
angles. Also, if 8 goes to zero, there is a singularity in solving for ¢ and y, so determining body orientation
becomes difficult. The problem also makes itself known when transforming angular velocities between
the coordinate systems. If the problem at hand avoids this case (i.e., @ never approaches zero), then Euler
angles are a viable solution. Many applications that cannot tolerate this problem adopt other represen-
tations, such as the Euler parameters to be discussed later.
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In classical rigid body dynamics, ¢ is called the precession angle, 6 is the nutation angle, an_l(_i y is the
spin angle. The relationship between the time derivative of the Euler angles, ¢ = [¢, 6, /] , and the
body angular velocity, @ = [®,, ®,, )}, is given by [11]

w, = T(@)¢ (9.20)

where the transformation matrix, T (¢), is given by

~ sin@siny  cosy 0
I(@) = |sinOcosy —siny 0
cos 0 0 1

Note here again that T (¢) will become singular at 8 = +7/2.

Tait-Bryan or Cardan Angles. The Tait-Bryan or Cardan angles are formed when the three rotation
sequences each occur about a different axis. This is the sequence preferred in flight and vehicle dynamics.
Specifically, these angles are formed by the sequence: (1) ¢ about z (yaw), (2) 8 about y, (pitch), and
(3) ¢ about the final x, axis (roll), where a and b denote the second and third stage in a three-stage
sequence or axes (as used in the Euler angle description). These rotations define a transformation,

Ah = CA = be,l//Cyu,OCz,q)A
where
cos¢ sing O cos@ 0 -—sinf 1 0 0
C.p =|-sing cos¢ 0|> C,0=] 0 1 0 |[» Cyo=10 cosy siny
0 0 1 sinf 0 cos6 0 —siny cosy,
and the final coordinate transformation matrix for Tait-Bryan angles is
cosfOcos ¢ cosOsin ¢ —sin 0

Crrait-Bryan = | sin wsinBcos @ — cosysing  sin ysinOBsin@ + cosycos¢p cosOsin Y (9.21)
cossinfcos P+ sinysing cos ysinBsin@ — sinycosd cos Ocos Y|

A linearized form of Cr,i pryan gives a form preferred to that derived for Euler angles, making it useful
in some forms of analysis and control. There remains the problem of a singularity, in this case when 8
approaches /2.

For the Tait-Bryan angles, the transformation matrix relating ¢ to @, is given by

B —sin 6 0 1
T(@) = |cosBsin v cosy O
cosOcosy -—siny 0

which becomes singular at 6 =0, 7.

Euler Parameters and Quaternions

The degenerate conditions in coordinate transformations for Euler and Tait-Bryan angles can be avoided
by using more than a minimal set of parameterizing variables (beyond the three angles). The most notable
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set are referred to as Euler parameters, which are unit quaternions. There are many other possibilities,
but this four-parameter method is used in many areas, including spacecraft/flight dynamics, robotics,
and computational kinematics and dynamics. The term “quaternion” was coined by Hamilton in about
1840, but Euler himself had devised the use of Euler parameters 70 years before. Quaternions are discussed
by Goldstein [11], and their use in rigid body dynamics and attitude control dates back to the late 1950s
and early 1960s [13,24]. Application of quaternions is common in control applications in aerospace
applications [38] as well as in ocean vehicles [10]. More recently (past 20 years or so), these methods
have found their way into motion and control descriptions for robotics [34] and computational kine-
matics and dynamics [14,25,26]. An overview of quaternions and Euler parameters is given by
Wehage [37]. Quaternions and rotational sequences and their role in a wide variety of applications areas,
including sensing and graphics, are the subject of the book by Kuipers [19]. These are representative
references that may guide the reader to an application area of interest where related studies can be found.
In the following only a brief overview is given.
Quaternion. A quaternion is defined as the sum of a scalar, g, and a vector, Z], or,

q=q0+4 = qo+aqii+q,)+qsk

A specific algebra and calculus exists to handle these types of mathematical objects [7,19,37]. The
conjugate is defined as g = g, — %

Euler Parameters. Euler parameters are normalized (unit) quaternions, and thus share the same
properties, algebra and calculus. A principal eigenvector of rotation has an eigenvalue of 1 and defines
the Euler axis of rotation (see Euler’s theorem discussion and [11]), with angle of rotation a. Let this
eigenvector be ¢ = [e, e, e3]T. Recall from Eq. (9.17), the direction cosine matrix is now

C=-¢ee"+ (I—ee") cosax— S(e) sina

where S(e)isa skew-symmetric matrix. The Euler parameters are defined as

9o cos(0/2)
q:| _ |esin(a/2)
1 - e,sin(/2)
qs e;sin(a/2)

where

Q+qi+a+qs =1

Relating Quaternions and the Coordinate Transformation Matrix. The direction cosine matrix in
terms of Euler parameters is now

([@!

,=(@—-q PE + 249 - 24,5 (9)

where g = [q;, g5 q3]T, and E is the identity matrix. The direction cosine matrix is now written in
terms of quaternions

D+ T -5-0 20%h+0a)  2(019:— 3294)
07| 201~ 4590) G-+ -0 2(0295 + 41d4)
29195+ 0:9)) 211G+ G3q0) 90— - 9>+ 45

(@
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It is possible to find the quaternions and the elements of the direction cosine matrix independently by
integrating the angular rates about the principal axes of a body. Given the direction cosine matrix
elements, we can find the quaternions, and vice versa. For a more extended discussion and application,
the reader is referred to the listed references.

Dynamic Properties of a Rigid Body

Inertia Properties

The moments and products of inertia describe the distribution of mass for a body relative to a given
coordinate system. This description relies on the specific orientation and reference frame. It is presumed
that the reader is familiar with basic properties such as mass center, and the focus here is on those
properties essential in understanding the general motion of rigid bodies, and particularly the rotational
dynamics.

Moment of Inertia. For the rigid body shown in Fig. 9.33(a), the moment of inertia for a differential
element, dm, about any of the three coordinate axes is defined as the product of the mass of the differential
element and the square of the shortest distance from the axis to the element. As shown, r, = [y? + 2%,
so the contribution to the moment of inertia about the x-axis, I, from dm is

I, =r. = (y2+22)dm

The total I,

XX

In summary, the three moments of inertia about the x, y, and z axes are

I,,, and I, are found by integrating these expressions over the entire mass, m, of the body.

I, = j rdm = J. (y2+zz)dm
I, = J. r; dm = J (x*+2°) dm (9.22)
I, = j rdm = j (x2+y2)dm

Note that the moments of inertia, by virtue of their definition using squared distances and finite mass
elements, are always positive quantities.

dm

G

VG XG

(a) (b)

FIGURE 9.33 Rigid body properties are defined by how mass is distributed throughout the body relative to a
specified coordinate system. (a) Rigid body used to describe moments and products of inertia. (b) Rigid body and
axes used to describe parallel-axis and parallel-plane theorem.
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Product of Inertia. The product of inertia for a differential element dm is defined with respect to a
set of two orthogonal planes as the product of the mass of the element and the perpendicular (or shortest)
distances from the planes to the element. So, with respect to the y — z and x — z planes (z common axis
to these planes), the contribution from the differential element to I, is dI,, and is given by dI,, = xydm.

As for the moments of inertia, by integrating over the entire mass of the body for each combination
of planes, the products of inertia are

—~
|

o = 1= j xy dm
I, =L, = [ yzdm (9.23)

I,=1, = j xzdm

m

The product of inertia can be positive, negative, or zero, depending on the sign of the coordinates used
to define the quantity. If either one or both of the orthogonal planes are planes of symmetry for the
body, the product of inertia with respect to those planes will be zero. Basically, the mass elements would
appear as pairs on each side of these planes.

Parallel-Axis and Parallel-Plane Theorems. The parallel-axis theorem can be used to transfer the
moment of inertia of a body from an axis passing through its mass center to a parallel axis passing
through some other point (see also the section “Kinetic Energy Storage”). Often the moments of inertia
are known for axes fixed in the body, as shown in Fig. 9.33(b). If the center of gravity is defined by the
coordinates (xg, ¥, Zg) in the x, y, z axes, the parallel-axis theorem can be used to find moments of
inertia relative to the x, y, z axes, given values based on the body-fixed axes. The relations are

—
|

oo = (L), + m(ye+25)
= (I,,), + m(xg+25)

L. = (I.),+m(xg+yg)

where, for example, (L), is the moment of inertia relative to the x, axis, which passes through the center
of gravity. Transferring the products of inertia requires use of the parallel-plane theorem, which provides
the relations

Ixy = (Ixy)a + mxegya
yz (Iyz)g + myGZG

zx — (sz)a + mzgXg

~ O~
| |

Inertia Tensor. The rotational dynamics of a rigid body rely on knowledge of the inertial properties,
which are completely characterized by nine terms of an inertia tensor, six of which are independent. The
inertia tensor is

I xx -1 Xy -1 xz
1 =
Ly L, -I.
-1 zx - zy I zz
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FIGURE 9.34 Rigid body in general motion relative to
an inertial coordinate system, x, y, z. x

and it relies on the specific location and orientation of coordinate axes in which it is defined. For a rigid
body, an origin and axes orientation can be found for which the inertia tensor becomes diagonalized, or

—~

=

0
0

==
o~ o

I

z

The orientation for which this is true defines the principal axes of inertia, and the principal moments
of inertia are now I, = I, I, =1, and I, = I, (one should be a maximum and another a minimum of
the three). Sometimes this orientation can be determined by inspection. For example, if two of the three
orthogonal planes are planes of symmetry, then all of the products of inertia are zero, so this would
define principal axes of inertia.

The principal axes directions can be interpreted as an eigenvalue problem, and this allows you to find
the orientation that will lead to principal directions, as well as define (transform) the inertia tensor into
any orientation. For details on this method, see Crandall et al. [8].

Angular Momentum

For the rigid body shown in Fig. 9.34, conceptualized to be composed of particles, i, of mass, m;, the
angular momentum about the point A is defined as
> N >
(ha)i = paxm;V;
A . . N .2 AN S
where V; is the velocity measured relative to the inertial frame. Since Vi = V4 + @ X pa, then
> > 2, > U7 > > >
(ha)i = paxm;Vi = mpaX Va+m;paX (0X Pa)

Integrating over the mass of the body, the total angular momentum of the body is

> >
hA = (I BAdm)XVA+J. f)AX(Z)XBA) dm (924)

This equation can be used to find the angular momentum about a point of interest by setting the
point A: (1) fixed, (2) at the center of mass, and (3) an arbitrary point on the mass. A general form arises
in cases 1 and 2 that take the form

Z: J. f)x(o?)xf))dm
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When this form is expanded for either case into x, y, z components, then
> A A oA A A R A A A
h=hi+thj+hk = j (xi+yj+zk) X [(@i + @,) + 0,k) X (xi+ yj + zk) ] dm

which can be expanded to

hi+ hyj+ h.k *a)xJ.m (G +2%) dm - wyjm xy dm — a)zjﬂ Xz dm}f

= k—a)xJ‘ xy dm +a)yj (x2+z2)dm—a)zj yzdm}f

= *—a)xJ‘m xydm - o, jmzy dm — wzjm (< +57) dm}fc

The expression for moments and products of inertia can be identified here, and then this expression
leads to the three angular momentum components, written in matrix form

Ixx Ixy _Ixz o,
h=l-1, 1, -1 |o|=I0 (9.25)
_sz _Izy Izz ,

Note that the case where principal axes are defined leads to the much simplified expression

A

> A N
h=1L0i+1,0j+ 1,0k

This shows that when the body rotates so that its axis of rotation is parallel to a principal axis, the angular
momentum vector, ﬁ, is parallel to the angular velocity vector. In general, this is not true (this is related
to the discussion at the end of the section “Inertia Properties”).

The angular momentum about an arbitrary point, Case 3, is the resultant of the angular momentum
about the mass center (a free vector) and the moment of the translational momentum through the mass
center,

R R R >
E =mVi+mV,j+mVk=mV

or

Z= ZG+?’X5

where 7 is the position vector from the arbitary point of interest to the mass center, G. This form can
also be expanded into its component forms, as in Eq. (9.25).

Kinetic Energy of a Rigid Body

Several forms of the kinetic energy of a rigid body are presented in this section. From the standpoint of
a bond graph formulation, where kinetic energy storage is represented by an I element, Eq. (9.25)
demonstrates that the rigid body has at least three ports for rotational energy storage. Adding the three
translational degrees of freedom, a rigid body can have up to six independent energy storage “ports.”
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A 3-port I element can be used to represent the rotational kinetic energy for the case of rotation about
a fixed point (no translation). The constitutive relation is simply Eq. (9.25). The kinetic energy is then

>
T=z0-h

N =

7. . . . .
where h is the angular momentum with an inertia tensor defined about the fixed point. If the axes are
aligned with principal axes, then

1. 2.1,
T = Elxa)x‘f‘ilywy

1
+5L w;

The total kinetic energy for a rigid body that can translate and rotate, with angular momentum defined
with reference to the center of gravity, is given by

1 2 1> >
T=-mV+-0-h
2MYe Ty @ Me

where Vo = V] +V, + V..

Rigid Body Dynamics

Given descriptions of inertial properties, translational and angular momentum, and kinetic energy of a
rigid body;, it is possible to describe the dynamics of a rigid body using the equations of motion using
Newton’s laws. The classical Euler equations are presented in this section, and these are used to show
how a bond graph formulation can be used to integrate rigid body elements into a bond graph model.

Basic Equations of Motion

The translational momentum of the body in Fig. 9.30 is p = mV/, where m is the mass, and V is the
velocity of the mass center with three components of velocity relative to the inertial reference frame x,,
¥,» 2, In three-dimensional motion, the net force on the body is related to the rate of change of momentum
by Newton’s law, namely,

d
F==p
which can be expressed as (using Eq. (9.9)),
op
F == Q
- ot FRexp

rel

with p now relative to the moving frame x,, y,, z,, and Q is the absolute angular velocity of the rotating
axes.

A similar expression can be written for rate of change of the angular momentum, which is related to
applied torques T by

oh
T==| +Qxh
= &t ' —
rel
where h is relative to the moving frame x,, y,, z,.
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In order to use these relations effectively, the motion of the axes x,, y,, z,, must be chosen to fit the
problem at hand. This choice usually comes down to three cases described by how Q relates to the body
angular velocity @.

1. ©Q = 0. If the body has general motion and the axes are chosen to translate with the center of
mass, then this case will lead to a simple set of equations with Q = 0, although it will be necessary
to describe the inertia properties of the body as functions of time.

2. Q #0# . In this case, axes have an angular velocity different from that of the body, a form
convenient for bodies that are symmetrical about their spinning axes. The moments and products
of inertia will be constant relative to the rotating axes. The equations become

F, = mV,— mV,Q, +mV,Q,
F, = mVy— mV,Q. +mV.Q,
F, = mv, — mV,.Q, +mV,Q,
) (9.26)
T, = Lo-1,0Q,+[Q o,
T, = 1,0,-1,0,Q, +1Q,0,
T, = Lo.-Lo.Q,+Q 0,

3. Q = ®.Here the axes are fixed and moving with the body. The moments and products of intertia
relative to the moving axes will be constant. A particularly convenient case arises if the axes are
chosen to be the principal axes of inertia (see the section titled “Inertia Properties”), which leads
to the Euler equations,’

F, = mV,— mV,0,+mV,0,
F, = mVy—mVwa+ mV, o,
F, = mv, - mV.0,+mV, @,
) (9.27)
T, = Lox—(I,- L)oo,
T, = Iyd)y—(IZ—Ix)wzwx
T, = Lo.-(I,-1)0,.0,

These equations of motion can be used to determine the forces and torques, given motion of the body.
Textbooks on dynamics [12,23] provide extensive examples on this type of analysis. Alternatively, these
can be seen as six nonlinear, coupled ordinary differential equations (ODEs). Case 3 (the Euler equations)
could be solved in such a case, since these can be rewritten as six first-order ODEs. A numerical solution
may need to be implemented. Modern computational software packages will readily handle these equa-
tions, and some will feature a form of these equations in a form suitable for immediate use. Case 2
requires knowledge of the axes” angular velocity, .

If the rotational motion is coupled to the translational motion such that the forces and torques, say,
are related, then a dynamic model is required. In some, it may be desirable to formulate the problem in
a bond graph form, especially if there are actuators and sensors and other multienergetic systems to be
incorporated.

*First developed by the Swiss mathematician L. Euler.
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FIGURE 9.35 (a) Rigid body with angular velocity components about x, y, z axes. (b) x-direction translational
dynamics in bond graph form. (c) Gyrator realization of coupling forces.
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FIGURE 9.36 (a) Bond graph for rigid body translation. (b) Bond graph for rigid body rotation.

Rigid Body Bond Graph Formulation

Due to the body’s rotation, there is an inherent coupling of the translational and rotational motion,
which can be summarized in a bond graph form. Consider the case of Euler’s equations, given in
Egs. (9.27). For the x-direction translational dynamics,

F, = p.—mV,0,+mV,0,

where p,=mV,, and F, is the net “external” applied forces in the x-direction. This equation, a summation
of forces (efforts) is represented in bond graph form in Fig. 9.35(b). All of these forces are applied at a
common velocity, V,, represented by the 1-junction. The I element represents the storage of kinetic
energy in the body associated with motion in the x-direction. The force mV,®, in Fig. 9.35(b) is induced
by the y-direction velocity, V,, and by the angular velocity component, @,. This physical effect is gyrational
in nature, and can be captured by the gyrator, as shown in Fig. 9.35(c). Note that this is a modulated
gyrator (could also be shown as MGY) with a gyrator modulus of r = ma, (verify that the units are force).

The six equations of motion, Egs. (9.27), can be represented in bond graph form as shown in Fig. 9.36.
Note that these two bond graph ring formations, first shown by Karnopp and Rosenberg [18], capture
the Euler equations very efficiently and provide a graphical mnemonic for rigid body motion. Indeed,
Euler’s equations can now be “drawn” simply in the following steps: (1) lay down three 1-junctions
representing angular velocity about x, y, z (counter clockwise labeling), with I elements attached, (2)
between each 1-junction place a gyrator, modulated by the momentum about the axis represented by the
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FIGURE 9.37 A cart with a rigid and internally mounted flywheel approaches a ramp.

1-junction directly opposite in the triangle, (3) draw power arrows in a counter clockwise direction. This
sketch will provide the conventional Euler equations. The translational equations are also easily sketched.
These bond graph models illustrate the inherent coupling through the gyrator modulation. There are
six I elements, and each can represent an independent energetic state in the form of the momenta [p,,
Py P> h,, hy, h,] or alternatively the analyst could focus on the associated velocities [V, vV, V,, 0,0, 0, ].
If forces and torques are considered as inputs, through the indicated bonds representing F,, F,, FZ T,
T, T, then you can show that all the I elements are in integral causality, and the body will have six

independent states described by six first-order nonlinear differential equations.

Example: Cart-Flywheel

A good example of how the rigid body bond graphs represent the basic mechanics inherent to Eqgs. (9.27)
and of how the graphical modeling can be used for “intuitive” gain is shown in Fig. 9.37. The flywheel
is mounted in the cart, and spins in the direction shown. The body-fixed axes are mounted in the vehicle,
with the convention that z is positive into the ground (common in vehicle dynamics). The cart approaches
a ramp, and the questions which arise are whether any significant loads will be applied, what their sense
will be, and on which parameters or variables they are dependent.

The bond graph for rotational motion of the flywheel (assume it dominates the problem for this
example) is shown in Fig. 9.37. If the flywheel momentum is assumed very large, then we might just
focus on its effect. At the 1-junction for @,, let T, = 0, and since @, is spinning in a negative direction,
you can see that the torque h,®, is applied in a positive direction about the x-axis. This will tend to “roll”
the vehicle to the right, and the wheels would feel an increased normal load. With the model shown, it
would not be difficult to develop a full set of differential equations.

Need for Coordinate Transformations

In the cart-flywheel example, it is assumed that as the front wheels of the cart lift onto the ramp, the
flywheel will react because of the direct induced motion at the bearings. Indeed, the flywheel-induced
torque is also transmitted directly to the cart. The equations and basic bond graphs developed above are
convenient if the forces and torques applied to the rigid body are moving with the rotating axes (assumed
to be fixed to the body). The orientational changes, however, usually imply that there is a need to relate the
body-fixed coordinate frames or axes to inertial coordinates. This is accomplished with a coordinate trans-
formation, which relates the body orientation into a frame that makes it easier to interpret the motion,
apply forces, understand and apply measurements, and apply feedback controls.

Example: Torquewhirl Dynamics

Figure 9.38(a) illustrates a cantilevered rotor that can exhibit torquewhirl. This is a good example for
illustrating the need for coordinate transformations, and how Euler angles can be used in the modeling
process. The whirling mode is conical and described by the angle 6. There is a drive torque, T}, that is
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FIGURE 9.38 (a) Cantilevered rotor with flexible joint and rigid shaft (after Vance [36]). (b) Bond graph repre-
senting rigid body rotation of rotor.

aligned with the bearing axis, z, where x, y, z is the inertial coordinate frame. The bond graph in
Fig. 9.38(b) captures the rigid body motion of the rotor, represented in body-fixed axes x;, y;, z;, which
represent principal axes of the rotor.

The first problem seen here is that while the bond graph leads to a very convenient model formulation,
the applied torque, T, is given relative to the inertial frame x, y, z. Also, it would be nice to know how
the rotor moves relative to the inertial frame, since it is that motion that is relevant. Other issues arise,
including a stiffness of the rotor that is known relative to the angle 6. These problems motivate the use
of Euler angles, which will relate the motion in the body fixed to the inertial frame, and provide three
additional state equations for ¢, 6, and y (which are needed to quantify the motion).

In this example, the rotation sequence is (1) x, y, z (inertial) to x,, ¥, z, with ¢ about the z-axis, so
note, q) =@, (2) X, ¥ 2, t0 Xy, V4> 2, With 0 about x,, (3) Y rotation about z,. Our main interest is in
the overall transformation from x, y, z (inertia) to x,, ¥, z, (body-fixed). In this way, we relate the body
angular velocities to inertial velocities using the relation from Eq. (9.20),

, ¢sin @sin v + Ocos Y|
o, = |¢sinBOcosy— Osiny
@, PcosO+ yr

where the subscript b on the left-hand side denotes velocities relative to the x;, y,, z, axes. A full and
complete bond graph would include a representation of these transformations (e.g., see Karnopp, Margolis,
and Rosenberg [17]). Explicit 1-junctions can be used to identify velocity junctions at which torques and
forces are applied. For example, at a 1-junction for ¢ = w, the input torque T, is properly applied. Once
the bond graph is complete, causality is applied. The preferred assignment that will lead to integral
causality on all the I elements is to have torques and forces applied as causal inputs. Note that in
transforming the expression above which relates the angular velocities, a problem with Euler angles arises
related to the singularity (here at 6 = 7/2, for example).

An alternative way to proceed in the analysis is using a Lagrangian approach as in Section 9.7, as done
by Vance [36] (see p. 292). Also, for advanced multibody systems, a multibond formulation can be more
efficient and may provide insight into complex problems (see Breedveld [4] or Tiernego and Bos [35]).
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9.7 Lagrange’s Equations

The discussion on energy methods focuses on deriving constitutive relations for energy-storing multi-
ports, and this can be very useful in some modeling exercises. For some cases where the constraint
relationships between elements are primarily holonomic, and definitely scleronomic (not an explicit
function of time), implicit multiport fields can be formulated (see Chapter 7 of [17]). The principal concern
arises because of dependent energy storage, and the methods presented can be a solution in some practical
cases. However, there are many mechanical systems in which geometric configuration complicates the
matter. In this section, Lagrange’s equations are introduced to facilitate analysis of those systems.

There are several ways to introduce, derive, and utilize the concepts and methods of Lagrange’s equations.
The summary presented below is provided in order to introduce fundamental concepts, and a thorough
derivation can be found either in Lanczos [20] or Goldstein [11]. A derivation using energy and power
flow is presented by Beaman, Paynter, and Longoria [3].

Lagrange’s equations are also important because they provide a unified way to model systems from
different energy domains, just like a bond graph approach. The use of scalar energy functions and minimal
geometric reasoning is preferred by some analysts. It is shown in the following that the particular benefits
of a Lagrange approach that make it especially useful for modeling mechanical systems enhance the bond
graph approach. A combined approach exploits the benefits of both methods, and provides a methodology
for treating complex mechatronic systems in a systematic fashion.

Classical Approach

A classical derivation of Lagrange’s equations evolves from the concept of virtual displacement and virtual
work developed for analyzing static systems (see Goldstein [11]). To begin with, the Lagrange equations
can be derived for dynamic systems by using Hamilton’s principle or D’Alembert’s principle.

For example, for a system of particles, Newton’s second law for the i mass, F; = p,, is rewritten, F; -
p; = 0. The forces are classified as either applied or constraint, F; = FE“) +f.. The principle of virtual work
is applied over the system, recognizing that constraint forces f;, do no work and will drop out. This leads
to the D’Alembert principle [11],

Y (E—py) - 6r, =0 (9.28)

The main point in presenting this relation is to show that: (a) the constraint forces do not appear in this
formulative equation and (b) the need arises for transforming relationships between, in this case, the N
coordinates of the particles, r;, and a set of n generalized coordinates, q;, which are independent of each
other (for holonomic constraints), i.e.,

r,=r(q9, 90 -->qp t) (9.29)

By transforming to generalized coordinates, D’Alembert’s principle becomes [11]

d(oT\ oT
SRR PO

j

where T is the system kinetic energy, and the Q; are components of the generalized forces given by
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If the transforming relations are restricted to be holonomic, the constraint conditions are implicit in
the transforming relations, and independent coordinates are assured. Consequently, all the terms in Eq.
(9.30) must vanish for independent virtual displacements, dq, resulting in the 1 equations:

d(oT\ T _
El‘t(a_qj)_a_qj - Q (9.31)

These equations become Lagrange’s equations through the following development. Restrict all the applied
forces, Q;, to be derivable from a scalar function, U, where in general, U= U(g; 4; ), and

U d (U
Q=7 +dt(aq)

The Lagrangian is defined as L = T'— U, and substituted into Eq. (9.31) to yield the n Lagrange equations:

d(aLy oL
d_t(&_%)_a_% - Q (9.32)

This formulation yields n second-order ODEs in the g;.

Dealing with Nonconservative Effects

The derivation of Lagrange’s equations assumes, to some extent, that the system is conservative, meaning
that the total of kinetic and potential energy remains constant. This is not a limiting assumption because the
process of reticulation provides a way to extract nonconservative effects (inputs, dissipation), and then
to assemble the system later. It is necessary to recognize that the nonconservative effects can be integrated
into a model based on Lagrange’s equations using the Q;s. Associating these forces with the generalized
coordinates implies work is done, and this is in accord with energy conservation principles (we account
for total work done on system). The generalized force associated with a coordinate, q;, and due to external
forces is then derived from Q; = §W,/dq;, where W, is the work done on the system by all external forces
during the displacement, dg;.

Extensions for Nonholonomic Systems

In the case of nonholonomic constraints, the coordinates g; are not independent. Assume you have m
nonholonomic constraints (m < n). If the equations of constaint can be put in the form

za“l a‘” Lar = ZalkquJra,tdt =0 (9.33)

where [ indexes up to m such constraints, then the Lagrange equations are formulated with Lagrange
undetermined multipliers, 4, We maintain n coordinates, gq;, but the n Lagrange equations are now
expressed [11] as

d(JdL
cTt(a_q'k) 0. Zl‘a,a,k, k=1,2,. (9.34)

However, since there are now m unknown Lagrange multipliers, A, it is necessary to solve an additional
m equations:

D andi+a, = 0 (9.35)
k
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The terms X, A,a;, can be interpreted as generalized forces of constraint. These are still workless constraints.
The Lagrange equations for nonholonomic constraints can be used to study holonomic systems, and this
analysis would provide a solution for the constraint forces through evaluation of the Lagrange multipliers.
The use of Lagrange’s equations with Lagrange multipliers is one way to model complex, constrained
multibody systems, as discussed in Haug [14].

Mechanical Subsystem Models Using Lagrange Methods

The previous sections summarize a classical formulation and application of Lagrange’s equations. When
formulating models of mechanical systems, these methods are well proven. Lagrange’s equations are
recognized as an approach useful in handling systems with complex mechanical systems, including systems
with constraints. The energy-basis also makes the method attractive from the standpoint of building multi-
energetic system models, and Lagrange’s equations have been used extensively in electromechanics model-
ing, for example. For conservative systems, it is possible to arrive at solutions sometimes without worrying
about forces, especially since nonconservative effects can be handled “outside” the conservative dynamics.
Developing transformation equations between the coordinates, say x, used to describe the system and the
independent coordinates, q, helps assure a minimal formulation. However, it is possible sometimes to lose
insight into cause and effect, which is more evident in other approaches. Also, the algebraic burden can
become excessive. However, it is the analytical basis of the method that makes it especially attactive. Indeed,
with computer-aided symbolic processing techniques, extensive algebra becomes a non-issue.

In this section, the advantages of the Lagrange approach are merged with those of a bond graph
approach. The concepts and formulations are classical in nature; however, the graphical interpretation
adds to the insight provided. Further, the use of bond graphs assures a consistent formulation with
causality so that some insight is provided into how the conservative dynamics described by the energy
functions depend on inputs, which typically arrive from the nonconservative dynamics. The latter are
very effectively dealt with using bond graph methods, and the combined approach is systematic and
yields first-order differential equations, rather than the second-order ODEs in the classical approach.
Also, it will be shown that in some cases the combined approach makes it relatively easy to model certain
systems that would be very troublesome for a direct approach by either method independently.

A Lagrange bond graph subsystem model will capture the elements summarized with a word bond
graph in Fig. 9.39. The key elements are identified as follows: (a) conservative energy storage captured
by kinetic and potential energy functions, (b) power-conserving transforming relations, and (c) coupling/
interconnections with nonconservative and non-Lagrange system elements. Note that on the noncon-
servative side of the transforming relations, there are m coordinates that can be identified in the modeling,
but these are not independent. The power-conserving transforming relations reduce the coordinates to
a set of n independent coordinates, g;. Associated with each independent coordinate or velocity, g;, there
is an associated storage of kinetic and potential energy which can be represented by the coupled IC in
Fig. 9.40(a) [16]. An alternative is the single C element used to capture all the coupled energy storage
[3], where the gyrator has a modulus of 1 (this is called a symplectic gyrator). In either case, this structure
shows that there will be one common flow junction associated with each independent coordinate. Recall
the efforts at a 1-junction sum, and at this ith junction,

E, = pi+e, (9.36)
Connection Power-Conserving Conservative
e Structure to/and Transforming Energy
Nonconservative Effects Relations T Storage
m dependent n independent
coordinates coordinates

FIGURE 9.39  Block diagram illustrating the Lagrange subsystem model.
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FIGURE 9.40 Elementary formulation of a flow junction in a Lagrange subsystem model. The efforts at the 1-junction
for this ith independent flow variable, g, represent Lagrange’s equations.

where E, is the net nonconservative effort at q,~, e,, is a generalized conservative effort that will be
determined by the Lagrange system, and the effort p; is a rate of change of an ith generalized momentum.
These terms will be defined in the next section. However, note that this effort sum is simply Newton’s
laws derived by virtue of a Lagrange formulation. In fact, this equation is simply a restatement of the ith
Lagrange equation, as will be shown in the following. These effort sum equations give n first-order ODEs
by solving for p;. The other n equations will be for the displacement variables, g, The following

methodology is adapted from Beaman, Paynter, and Longoria [3].

Methodology for Building Subsystem Model

Conduct Initial Modeling. Isolate the conservative parts of the system, and make sure that any constraints
are holonomic. This reticulation will identify ports to the system under study, including points in the
system (typically velocities) where forces and/or torques of interest can be applied (e.g., at flow junctions).
These forces and torques are either nonconservative, or they are determined by a system external to the
Lagrange-type subsystem. This is a modeling decision. For example, a force due to gravity could be
included in a Lagrange subsystem (being conservative) or it could be shown explicity at a velocity junction
corresponding to motion modeled outside of the Lagrange subsystem. This will be illustrated in one of
the examples that follow.

Define Generalized Displacement Variables. In a Lagrange approach, it is necessary to identify vari-
ables that define the configuration of a system. In mechanical system, these are translational and rotational
displacements. Further, these variables are typically associated with the motion or relative motion of
bodies. To facilitate a model with a minimum and independent set of coordinates, develop transforming
relations between the m velocities or, more generally, flows X, and 7 independent flows, q. The form is [3],

x = T(q)q (9.37)

explicity showing that the matrix T(q) can depend on q. This can be interpreted, in bond graph modeling
terms, as a modulated transformer relationship, where q contains the modulating variables. The inde-
pendent generalized displacements, q, will form possible state variables of the Lagrange subsystem.

The transforming relationships are commonly derived from (holonomic) constraints, and from con-
siderations of geometry and basic kinematics. The matrix T is m X n and may not be invertible. The
bond graph representation is shown in Fig. 9.41.

Formulate the Kinetic Energy Function. Given the transforming relationships, it is now possible to
express the total kinetic energy of the Lagrange subsystem using the independent flow variables, q. First,
the kinetic energy can be written using the x (this is usually easier), or T = T(x). Then the relations
in Eq. (9.37) are used to transform this kinetic energy function so it is expressed as a function of the q
and q variables, T;(x) — Ty4(q, q). For brevity, this can be indicated in the subscript, or just T 4. For
example, a kinetic energy function that depends on x, 6, and 8 is referred to as T, (if the number of
variables is very high, certainly such a convention would not be followed).
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FIGURE 9.41 (a) Bond graph representation of the transforming relations. (b) Example for the case where m =3
and n = 2.

Define Generalized Momentum Variables. With the kinetic energy function now in terms of the
independent flows, q, generalized momenta can be defined as [3,20],

p= &Lﬁ“ (9.38)
04
where the “tilde” (p) notation is used to distinguish these momentum variables from momentum
variables defined strictly through the principles summarized in Table 9.5. In particular note that these
generalized momentum variables may be functions of flow as well as of displacement (i.e., they may be
configuration dependent).

Formulate the Potential Energy Function. In general, a candidate system for study by a Lagrange
approach will store potential energy, in addition to kinetic energy, and the potential energy function, U,
should be expressed in terms of the dependent variables, x. Using the tranforming relations in Eq. (9.37),
the expression is then a function of q, or U= U(q) = U,. In mechanical systems, this function is usually
formed by considering energy stored in compliant members, or energy stored due to a gravitational
potential. In these cases, it is usually possible to express the potential energy function in terms of the
displacement variables, q.

Derive Generalized Conservative Efforts. A conservative effort results and can be found from the
expression

_ dTy,  dU,
€q = — aq +7q—

where the q subscript is used to denote these as conservative efforts. The first term on the right-hand

(9.39)

side represents an effect due to dependence of kinetic energy on displacement, and the second term will
be recognized as the potential energy derived effort.

Identify and Express Net Power Flow into Lagrange Subsystem. At the input to the Lagrange sub-
system on the “nonconservative” side, the power input can be expressed in terms of effort and flow
products. Since the transforming relations are power-conserving, this power flow must equal the power
flow on the “conservative” side. This fact is expressed by

Px = ex X = ex T(q) q = Eq q (940)
[ _-— M =~ —- =~
1xm mx1 Ixm mxn nx1 1xXn nx1

where the term E_ is the nonconservative effort transformed into the q coordinates. This term can be
computed as shown by

E, = ¢,T(q) (9.41)

Summary of the Method. In summary, all the terms for a Lagrange subsystem can be systematically
derived. There are some difficulties that can arise. To begin with, the first step can require some geomet-
ric reasoning, and often this can be a problem in some cases, although not insurmountable. The n
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FIGURE 9.42 Lagrange subsystem model.

momentum state equations for this Lagrange subsystem are given by

p=-e+E (9.42)

and the state equations for the g; must be found by inverting the generalized momentum equations,
(9.38). In some cases, these n equations are coupled and must be solved simultaneously. In the end, there
are 2n first-order state equations. In addition, the final bond graph element shown in Fig. 9.42 can be
coupled to other systems to build a complex system model.

Note that in order to have the 2n equations in integral causality, efforts (forces and torques) should
be specified as causal inputs to the transforming relations. Also, this subsystem model assumes that only
holonomic constraints are applied. While this might seem restrictive, it turns out that, for many practical
cases, the physical effects that lead to nonholonomic constraints can be dealt with “outside” of the
Lagrange model, along with dissipative effects, actuators, and so on.
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10.1 Introduction

Fluid Power Systems

A fluid power system uses either liquid or gas to perform desired tasks. Operation of both the liquid
systems (hydraulic systems) and the gas systems (pneumatic systems) is based on the same principles.
For brevity, we will focus on hydraulic systems only.

A fluid power system typically consists of a hydraulic pump, a line relief valve, a proportional direction
control valve, and an actuator (Fig. 10.1). Fluid power systems are widely used on aerospace, industrial,
and mobile equipment because of their remarkable advantages over other control systems. The major
advantages include high power-to-weight ratio, capability of being stalled, reversed, or operated inter-
mittently, capability of fast response and acceleration, and reliable operation and long service life.

Due to differing tasks and working environments, the characteristics of fluid power systems are
different for industrial and mobile applications (Lambeck, 1983). In industrial applications, low noise
level is a major concern. Normally, a noise level below 70 dB is desirable and over 80 dB is excessive.
Industrial systems commonly operate in the low (below 7 MPa or 1000 psi) to moderate (below 21 MPa
or 3000 psi) pressure range. In mobile applications, the size is the premier concern. Therefore, mobile
hydraulic systems commonly operate between 14 and 35 MPa (2000-5000 psi). Also, their allowable
temperature operating range is usually higher than in industrial applications.
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FIGURE 10.1 Schematic of a fluid power system.

Electrohydraulic Control Systems

The application of electronic controls to fluid power systems resulted in electrohydraulic control systems.
Electrohydraulics has been widely used in aerospace, industrial, and mobile fluid power systems.
Electrohydraulic controls have a few distinguishable advantages over other types of controls. First, an
electrohydraulic system can be operated over a wide speed range, and its speed can be controlled contin-
uously. More importantly, an electrohydraulic system can be stalled or operated under very large acceler-
ation without causing its components to be damaged. A hydraulic actuator can be used in strong magnetic
field without having the electromagnetic effects degrade control performance. In addition, hydraulic fluid
flow can transfer heat away from system components and lubricate all moving parts continuously.

10.2 Hydraulic Fluids

Many types of fluids, e.g., mineral oils, biodegradable oils, and water-based fluids, are used in fluid power
systems, depending on the task and the working environment. Ideally, hydraulic fluids should be inex-
pensive, noncorrosive, nontoxic, noninflammable, have good lubricity, and be stable in properties. The
technically important properties of hydraulic fluids include density, viscosity, and bulk modulus.

Density
The density, p, of a fluid is defined as its mass per unit volume (Welty et al., 1984).

(10.1)

<I3

p =
Density is approximately a linear function of pressure (P) and temperature (7) (Anderson, 1988).

p = po(l+aP-bT) (10.2)

In engineering practice, the manufacturers of the hydraulic fluids often provide the relative density

(i.e., the specific gravity) instead of the actual density. The specific gravity of a fluid is the ratio of its
actual density to the density of water at the same temperature.

Viscosity

The viscosity of a fluid is a measure of its resistance to deformation rate when subjected to a shearing
force (Welty et al., 1984). Manufacturers often provide two kinds of viscosity values, namely the dynamic
viscosity () and the kinematic viscosity (v). The dynamic viscosity is also named the absolute viscosity
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and is defined by the Newtonian shear stress equation:

u= (10.3)

FH -

where dv is the relative velocity between two parallel layers dy apart, and 7 is the shear stress.
The kinematic viscosity is the ratio of the dynamic viscosity to the density of the fluid and is defined
using the following equation:

u
v=~52 (10.4)
)
In the SI system, the unit of dynamic viscosity is Pascal-seconds (Pa s), and the unit of kinematic viscosity
is square meter per second (m’/s). Both the dynamic and kinematic vary strongly with temperature.

Bulk Modulus

Bulk modulus is a measure of the compressibility or the stiffness of a fluid. The basic definition of fluid
bulk modulus is the fractional reduction in fluid volume corresponding to unit increase of applied
pressure, expressed using the following equation (McCloy and Martin, 1973):

B = —V(gé) (10.5)

The bulk modulus can either be defined as the isothermal tangent bulk modulus if the compressibility
is measured under a constant temperature or as the isentropic tangent bulk modulus if the compressibility
is measured under constant entropy.

In analyzing the dynamic behavior of a hydraulic system, the stiffness of the hydraulic container plays
a very important role. An effective bulk modulus, f3,, is often used to consider both the fluid’s com-
pressibility, ﬁf, and container stiffness, 3., at the same time (Watton, 1989).

1_1.1 (10.6)

ﬁe f c
10.3 Hydraulic Control Valves

Principle of Valve Control

In a fluid power system, hydraulic control valves are used to control the pressure, flow rate, and flow
direction. There are many ways to define a hydraulic valve so that a given valve can be named differently
when it is used in different applications. Commonly, hydraulic valves can be classified based on their
functions, such as pressure, flow, and directional control valves, or based on their control mechanisms,
such as on-off, servo, and proportional electrohydraulic valves, or based on their structures, such as
spool, poppet, and needle valves.

A hydraulic valve controls a fluid power system by opening and closing the flow-passing area of the valve.
Such an adjustable flow-passing area is often described using an orifice area, A,, in engineering practice.
Physically, an orifice is a controllable hydraulic resistance, R,. Under steady-state conditions, a hydraulic
resistance can be defined as a ratio of pressure drop, Ap, across the valve to the flow rate, g, through the valve.

R, = d%’) (10.7)

Control valves make use of many configurations of orifice to realize various hydraulic resistance char-
acteristics for different applications. Therefore, it is essential to determine the relationship between the
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FIGURE 10.2 Discharge coefficient versus spool position in a spool valve.

pressure drop and the flow rate across the orifice. An orifice equation (McCloy and Martin, 1973) is often

used to describe this relationship.
12
q = CjA, [—)AP (10.8)

The pressure drop across the orifice is a system pressure loss in a fluid power system. In this equation,
the orifice coefficient, C;, plays an important role, and is normally determined experimentally. It has
been found that the orifice coefficient varies greatly with the spool position, but does not appear to vary
much with respect to the pressure drop across the orifice in a spool valve (Fig. 10.2, Viall and Zhang,
2000). Based on analytical results obtained from computational fluid dynamics simulations, the valve
spool and sleeve geometries have little effect on the orifice coefficient for large spool displacements
(Borghi et al., 1998).

Hydraulic Control Valves

There are many ways to classify hydraulic control valves. For instance, based on their structural configu-
rations, hydraulic control valves can be grouped as cartridge valves and spool valves. This section will
provide mathematical models of hydraulic control valves based on their structural configurations.

A typical cartridge valve has either a poppet or a ball to control the passing flow rate. Representing
the control characteristics of a cartridge valve without loss of generality, a poppet type cartridge is analyzed
(Fig. 10.3).

The control characteristics of a poppet type cartridge valve can be described using an orifice equation
and a force balance equation. As shown in Fig. 10.3, the valve opens by lifting the poppet. Because of
the cone structure of the poppet, the flow-passing area can be determined using the following equation:

A, = mdxsinax (10.9)

X

Therefore, the passing flow can be calculated using the orifice equation. For a poppet type valve, it is
recommended to use a relative higher orifice coefficient of ¢; = 0.77~0.82 (Li et al., 2000).

g = ciA, //%(PB—PA) (10.10)

The forces acting on the poppet include the pressure, spring, and hydraulic forces. The pressure force
can be determined based on the upstream, downstream, and spring chamber pressures.

ad® _ w(D'-d) _ oD’
DLl P

F, = PAT+PB 1 T (10.11)
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FIGURE 10.3 Operation principle of a puppet type cartridge valve.

The spring force biases the poppet towards closing. When the poppet is in the closed position, the
spring force reaches its minimum value. The force increases as the poppet lifts to open the flow passage.

Fs = k(xy+x) (10.12)

The steady-state flow force tends to open the poppet in this valve. The flow force is a function of the
flow rate and fluid velocity passing through the valve orifice.

Fp = pqvcosa (10.13)

The flow control characteristics of a spool valve are similar to those of a cartridge valve and can be
described using an orifice equation. The only difference is that spool valve flow-passing area is determined
by its wet perimeter, w, and spool displacement, x.

q = cwx /%AP (10.14)

If the orifice is formed by the edge of the spool and the valve body, the wet perimeter is w = 7d. If the
orifice is formed by 7 slots cut on the spool and the perimeter of each slot is n, the corresponding wet
perimeter is w = nb. The orifice coefficient for a spool valve normally uses ¢, = 0.60~0.65.

The forces acting on the spool also include the pressure, spring, and flow forces (Merritt, 1967). The
pressure force is either balanced on the spool, because of its symmetric structure in a direct-actuator
valve (actuated by a solenoid directly), or the pressure force to actuate the spool movement in a pilot
actuated valve. The spring force tends to keep the spool in the central (neutral) position and can be
described using Eq. (10.12). The flow forces acting on the spool can be calculated using Eq. (10.14). The
flow velocity angle, ¢, is normally taken as 69°.

10.4 Hydraulic Pumps

Principles of Pump Operation

The pump is one of the most important components in a hydraulic system because it supplies hydraulic
flow to the system. Driven by a prime mover, a hydraulic pump takes the fluid in at atmospheric pressure
to fill an expanding volume of space inside the pump through an inlet port and delivers pressurized
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fluids to the outlet due to the reduction in internal volume near the output port. The pump capacity is
determined by pump displacement (D) and operating speed (#). The displacement of a pump is defined
as the theoretical volume of fluid that can be delivered in one complete revolution of the pump shaft.

Q = Dn (10.15)

The pump output pressure is determined by the system load, which is the combined resistance to
fluid flow in the pipeline and the resistance to move an external load. Unless the pump flow has
egress either by moving a load or by passing through a relief valve back to the reservoir, excessive
pressure build-up can cause serious damage to the pump and/or the connecting pipeline (Reed and
Larman, 1985).

Based on their ability to change displacement, hydraulic pumps can be categorized as fixed-flow or
variable-flow pumps. Based on their design, hydraulic pumps can be categorized as gear pumps, vane
pumps, and piston pumps. Normally, gear pumps are fixed-flow pumps, and vane pumps and piston
pumps can be either fixed-flow pumps or variable-flow pumps.

The choice of pump design varies from industry to industry. For example, the machine tool manu-
facturers often select vane pumps because of their low noise, and their capability to deliver a variable
flow at a constant pressure. Mobile equipment manufacturers like to use piston pumps due to their high
power-to-weight ratio. Some agricultural equipment manufacturers prefer gear pumps for their low cost
and robustness (Reed and Larman, 1985), but piston pumps are also popular.

Pump Controls and Systems

Pumps are energy conversion devices that convert mechanical energy into fluid potential energy to drive
various hydraulic actuators to do work. To meet the requirements of different applications, there are
many types of fluid power system controls from which to choose. The design of the directional control
valve must be compatible with the pump design. Normally, an open-center directional control valve is
used with a fixed displacement pump and a closed-center directional control valve is used in a circuit
equipped with a variable displacement pump.

A fluid power system including a fixed displacement pump and an open-center directional control
valve (Fig. 10.1) is an open-loop open-center system. Such a system is also called a load-sensitive system
because the pump delivers only the pressure required to move the load, plus the pressure drop to overcome
line losses. The open-loop open-center system is suitable for simple “on-off” controls. In such operations,
the hydraulic actuator either moves the load at the maximum velocity or remains stationary with the
pump unloaded. If a proportional valve is used, the open-loop open-center system can also achieve
velocity control of the actuator. However, such control will increase the pressure of the extra flow for
releasing it back to the tank. Such control causes significant power loss and results in low system efficiency
and heat generation.

To solve this problem, an open-loop closed-center circuit is constructed using a variable displacement
pump and a closed-center directional control valve. Because a variable displacement pump is commonly
equipped with a pressure-limiting control or “pressure compensator,” the pump displacement will be
automatically increased or decreased as the system pressure decreases or increases. If the metering
position of the directional control valve is used to control the actuator velocity, constant velocity can
be achieved if the load is constant. However, if the load is changing, the “pressure-compensating” system
will not be able to keep a constant velocity without adjusting the metering position of the control valve.
To solve this problem, a “load-sensing” pump should be selected for keeping a constant velocity under
changing load. The reason for a “load-sensing” pump being able to maintain a constant velocity for
any valve-metering position is that it maintains a constant pressure drop across the metering orifice of
the directional control valve, and automatically adjusts the pump outlet pressure to compensate for the
changes in pressure caused by external load. The constant pressure drop across the valve maintains
constant flow, and therefore, constant load velocity.
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10.5 Hydraulic Cylinders

A hydraulic cylinder transfers the potential energy of the pressurized fluid into mechanical energy to
drive the operating device performing linear motions and is the most common actuator used in hydraulic
systems. A hydraulic cylinder consists of a cylinder body, a piston, a rod, and seals. Based on their
structure, hydraulic cylinders can be classified as single acting (applying force in one direction only),
double acting (exerts force in either direction), single rod (does not have a rod at the cap side), and
double rod (has a rod at both sides of the piston) cylinders.

Cylinder Parameters

A hydraulic cylinder transfers energy by converting the flow rate and pressure into the force and velocity.
The velocity and the force from a double-acting double-rod cylinder can be determined using the
following equations:

v = % (10.16)
(D" -d’)
F= g(Dz—dz)(Pl—Pz) (10.17)

The velocity and the force from a double-acting single-rod cylinder should be determined differently
for extending and retracting motions. In retraction, the velocity can be determined using Eq. (10.16),
and the force can be determined using the following equation:

2 2 2
n(D —d) ,#D (10.18)

F =P, 7 2

In extension, the velocity and exerting forces can be determined using the following equations:

y =24 (10.19)
nD
2 2
F = (Pl—Pz)_n-f +P2% (10.20)

The hydraulic stiffness, k;,, of the cylinder plays an important role in the dynamic performance of a
hydraulic system. It is a function of fluid bulk modulus (f3), piston areas (A, A,), cylinder chamber
volumes (V), V,), and the volume of hydraulic hoses connected to both chambers (V;,, V,,). For a double-
acting single-rod cylinder, the stiffness on both sides of the piston acts in parallel (Skinner and Long,
1998). The total stiffness of the cylinder is given by the following equation:

2 2

A A
k, = ﬁ( — + 1 )
Vi+V, Vi,+V,

(10.21)

The natural frequency, @,, of a hydraulic system is determined by the combined mass, m, of the
cylinder and the load using the following equation:

w, = JE‘ (10.22)
m
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10.6 Fluid Power Systems Control

System Steady-State Characteristics

The steady-state characteristics of a fluid power system determine loading performance, speed control
capability, and the efficiency of the system. Modeling a hydraulic system without loss of generality, a
system consisting of an open-center four-way directional control valve and a single-rod double acting
cylinder is used to analyze the steady-state characteristics of the system (Fig. 10.1). In this system, the
orifice area of the cylinder-to-tank (C-T) port in the control valve is always larger than that of the pump-
to-cylinder (P-C) port. Therefore, it is reasonable to assume that the P-C orifice controls the cylinder
speed during extension (Zhang, 2000).

Based on Newton’s Law, the force balance on the piston is determined by the head-end chamber pressure,
P,, the head-end piston area, A,, the rod-end chamber pressure, P,, the rod-end piston area, A,, and the
external load, F, when the friction and leakage are neglected.

PA,-P,A, =F (10.23)

If neglecting the line losses from actuator to reservoir, the rod-end pressure equals zero. Then, the
head-end pressure is determined by the external load to the system.

(10.24)

In order to push the fluid passing the control valve and entering the head-end of the cylinder, the
discharge pressure, P,, of the hydraulic pump has to be higher than the cylinder chamber pressure.
The difference between the pump discharge pressure and the cylinder chamber pressure is determined
by the hydraulic resistance across the control valve. Based on the orifice equation, the flow rate entering

the cylinder head-end chamber is
2
q = CiA, /l—)(Pp—Pl) (10.25)

Using a control coefficient, K, to represent C, and p, the cylinder speed can be described using the
following equation:

KA, F
= P,—— 10.2
v A, P A (10.26)

Equation (10.13) describes the speed-load relationship of a hydraulic cylinder under a certain fluid
passing area (orifice area) of the control valve. Depicted in Fig. 10.4, the cylinder speed decreases as the
external load applied to the cylinder increases. When there is no external load, the cylinder speed reaches
a maximum. Conversely, when the external load researches the valve of F = P,A, then the cylinder will
stall. The stall load is independent of the size of the fluid passing area in the valve. Such characteristics
of a fluid power system eliminate the potential of overloading, which makes it a safer power transmission
method.

In system analysis, the speed stiffness, k,, is often used to describe the consistency of the cylinder speed
under changing system load (Li et al., 2000).

L _ 2P -F)

=5 : (10.27)
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FIGURE 10.4 Hydraulic cylinder load-speed relationship under the same system pressure.

Equation (10.27) indicates that the increase in speed stiffness can be achieved either by increasing the
system pressure or the cylinder size, or by decreasing the speed.

System Dynamic Characteristics

To analyze the dynamic characteristics of this hydraulic cylinder actuation system, one can use flow
continuity and system momentum equations to model the cylinder motion. Neglecting system leakage,
friction, and line loss, the following are the governing equations for the hydraulic system:

_ _ dy V,dP,
q = kXA/PP—Pl = AIE’+?W (1028)
2
PA, = mZ—};+F (10.29)
t

To perform dynamic analysis on this hydraulic system, it is essential to derive its transfer function
based on the above nonlinear equation, which can be obtained by taking the Laplace transform on the
linearized form of the above equations (Watton, 1989).

I<A—Il<"6i(s)—(is+ ! )5F(5)

Al AR,
Sv(s) = : 1 = (10.30)
—Lms’ + ——ms+1
Aip ATkR,
Making
Al kK,
@, = Vlﬁ) = 2k1R mﬁ 5 and Ks =
m 2NV A] 1
Equation (10.30) can be represented as
1(V, 1
—| =s+— |6F(s)
K.5i Az(ﬂ k Rv)
Sv(s) = K01 A i (10.31)
izsz+z—gs+1 izsz+2—§s+1
w, @, w, w,
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Based on the stability criterion for a second-order system, it should satisfy

L, 2
WS Pl =0 (10.32)

The speed control coefficient, K, is the gain between the control signal current and the cylinder speed.
A higher gain can increase the system sensitivity in speed control.

E/H System Feedforward-Plus-PID Control

Equation (10.31) indicates that the speed control of a hydraulic cylinder is a third-order system. Its
dynamic behaviors are affected by spool valve characteristics, system pressure, and cylinder size. There-
fore, it is a challenging job to realize accurate and smooth speed control on a hydraulic cylinder. A
feedforward plus proportional integral derivative (FPID) controller has proven capable of achieving high-
speed control performance of a hydraulic cylinder (Zhang, 1999).

An FPID controller consists of a feedforward loop and a PID loop (Fig. 10.5). The feedforward loop is
designed to compensate for the nonlinearity of the hydraulic system, including the deadband of the
system and the nonlinear flow gain of the control valve. It uses a feedforward gain to determine the basic
control input based on demand speed. This feedforward gain is scheduled based on the inverse valve
transform, which provides the steady-state control characteristics of the E/H valve in terms of cylinder
speed and control-current to valve PWM driver.

The PID loop complements the feedforward control via the speed tracking error compensation. The
PID controller is developed based on the transfer function of the linearized system for the hydraulic
cylinder speed control system.

. K.
5(s) = EKP+ < +Kps (10.33)

The robustness of the FPID control was evaluated based on its performance and stability. Performance
robustness deals with unexpected external disturbances and stability robustness deals with internal
structural or parametric changes in the system. The design of this FPID controller was based on a worst-
case scenario of system operating conditions in tuning both the PID gains and the feedforward gain.

A\ 4

Ge(9)

— Gpip (9) | G (s)

A 4

y 3

He(s)

FIGURE 10.5 Schematic block diagram of the feedforward-plus-PID controller. G,(s) is the feedforward gain,
Gypip(s) is the overall gain of the feedback PID controller, G, (s) is hydraulic system gain, and H(s) is the sensor gain.
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E/H System Generic Fuzzy Control

Fuzzy control is an advanced control technology that can mimic a human’s operating strategy in con-
trolling complex systems and can handle systems with uncertainty and nonlinearity (Pedrycz, 1993). One
common feature of fuzzy controllers is that most such controllers are designed based on natural language
control laws. This feature makes it possible to design a generic controller for different plants if the control
of those plants can be described using the same natural language control laws (Zhang, 2001).

The speed control on a hydraulic cylinder actually is achieved by regulating the supplied flow rate to
the cylinder. In different hydraulic systems, the size of the cylinder and the capability of hydraulic system
are usually different, but the control principles are very similar. Representing cylinder speed control
operation, using natural language without loss of generality, the control laws are the same for all systems:

To have a fast motion, open the valve fully.

To make a slow motion, keep the valve open a_little.

To hold the cylinder at its current position, return the valve to the center.
To make a reverse motion, operate the valve to the other direction.

This natural language model represents the general roles in controlling the cylinder speed via an E/H
control valve on all hydraulic systems. The differences in system parameters on different systems can be
handled by redefining the domain of the fuzzy variable, such as fully, a_lot, and a_little, using fuzzy
membership functions (Passino and Yurkovich, 1998). This model provides the basis for designing a
generic fuzzy controller for E/H systems. The adoption of the generic controller on different systems can
be as easy as redefining the fuzzy membership function based on its system parameters.

Figure 10.6 shows the block diagram of a generic fuzzy controller consisting of two input variable
fuzzifiers, a control rule base, and a control command defuzzifier. The two input fuzzifiers were designed
to convert real-valued input variables into linguistic variables with appropriate fuzzy memberships. Each
fuzzifier consists of a set of fuzzy membership functions defining the domain for each linguistic input
variable. A real-valued input variable is normally converted into two linguistic values with associated
memberships. The definitions of these fuzzy values play a critical role in the design of generic fuzzy
controllers and are commonly defined based upon hydraulic system parameters. The fuzzy controller uses
fuzzy control rules to determine control actions according to typical behaviors in the speed control of
hydraulic cylinders. The control outputs are also linguistic values and associated with fuzzy memberships.
For example, if the demanding speed is negative_small (NS) and the error in speed was positive_small
(PS), the appropriate valve control action will be positive_small (PS).

The appropriate control actions were determined based on predefined control rules. Since each real-
valued variable commonly maps into two fuzzy values, the fuzzy inference engine fires at least two control
rules containing these fuzzy values to determine the appropriate control action. Therefore, at least two
appropriate fuzzy-valued control actions will be selected. However, the E/H controller can only implement
one specific real-value control command at a given time. It is necessary to convert multiple fuzzy-valued
control commands into one real-valued control signal in this fuzzy controller.

Commands|

fuzzifier Soral
Control ignal > G, (s) >
Rules Defuzzifier

Status

fuzzifier

A
He ) ¢

FIGURE 10.6 Block diagram of fuzzy E/H control system. The fuzzy controller consists of input variable fuzzifiers,
control rules, and a signal defuzzifier.
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The defuzzification process converts two or more fuzzy-valued outputs to one real-valued output.
There are many defuzzification methods, such as center of gravity (COG) and center of area (COA),
available for different applications (Passino and Yurkovich, 1998). By COA approach, the real-valued
control signal, u, was determined by the domain and the memberships of the selected fuzzy control
commands, U(y;), using the following equation:

y = Zimtipt(u)du (10.34)

2?:1;“(”1)‘1”

The COA method naturally averages the domains of selected fuzzy control commands, and thus reduces
the sensitivity of the system to noise. The use of a COA approach increased the robustness and accuracy
of the control.

The performance of the fuzzy controller depends on the appropriation of domain definition for both
input and output fuzzy variables. Properly defined fuzzy variables for a specific E/H system will improve
the stability, accuracy, and nonlinearity compensation of the fuzzy controller. Normally, a triangular
fuzzy membership function, gy, was defined by domain values of a;, a;, and a,, for each fuzzy value
(FV) in the fuzzy controller.

My a a, a
Ham a a, 4as
Hxs a, as dy
s = | Uyp| = |as a, as (10.35)
Hps a, as dg
Hpy as de d;
| Mpr | |96 a7 4y

where 1, is a set of fuzzy membership functions for each fuzzy input or output variable; a,, g, are the
boundaries; and g; is the full membership point of the fuzzy value.

Equation (10.35) uses a set of seven domain values to define seven fuzzy values in the real-valued operating
range. The tuning of the fuzzy controller was to determine the domain values for each of the fuzzy values.
The following vector presents the domains of fuzzy membership functions for a particular variable:

A ={a, a, a5 a, a5 as a,} (10.36)

10.7 Programmable Electrohydraulic Valves

Proportional directional control valves are by far the most common means for motion control of hydraulic
motors or cylinders in fluid power systems (McCloy, 1973). Normally, a proportional direction control
valve uses a sliding spool to control the direction and the amount of fluid passing through the valve. For
different applications, the spool in a proportional direction control valve is often specially designed to
provide the desired control characteristics. As a result, valves are specific and cannot be interchangeable
even if they are exactly of the same size. The multiplicity of such specific valves make them inconvenient and
costly to manufacture, distribute, and service. To provide a solution to these problems, researchers at the
University of Illinois at Urbana-Champaign (Book and Goering, 1999; Hu et al., 2001) developed a generic
programmable electrohydraulic (E/H) control valve. A generic programmable valve is a set of individually

©2002 CRC Press LLC



“£1 Controller

B H
Valve 5
< ) L1 1

L1 |

FIGURE 10.7 System schematic of a hydraulic system using generic programmable E/H valves.

controlled E/H valves capable of fulfilling flow and pressure control requirements. One set of such generic
valves can replace a proportional direction control valve and other auxiliary valves, such as line release valves,
in a circuit.

A generic programmable E/H valve is normally constructed using five bi-directional, proportional
flow control sub-valves, three pressure sensors, and an electronic controller. Figure 10.7 shows the
schematic of the generic valve circuit. Sub-valves 1 and 2 connect the pump and the head-end or the
rod-end chambers of the cylinder and provide equilibrium ports of P-to-A and P-to-B as in a conventional
direction control valve, while sub-valves 3 and 4 connect cylinder chambers A or B to the tank and
provide equilibrium ports of A-to-T and B-to-T of a direction control valve. Sub-valve 5 connects the
pump and the tank directly and provides a dual-function of line release and an equilibrium port of P-
to-T of a direction control valve. By controlling the opening and closing of these sub-valves, the basic
functions of the generic valve can be realized. In operation, the controller output control signals for each
sub-valve are based on a predefined control logic.

With proper logic in the on-off control of all five sub-valves, the generic programmable valve was
capable of realizing several basic functions, including open-center, closed-center, float-center, make-up,
and pressure release functions. By applying modulation control, the generic valve can realize proportional
functions such as meter-in/meter-out, load sensing, regeneration, and anti-cavitation. For example, in a
conventional tandem-center or closed-center direction control valve, the ports A and B are normally
closed for holding the pressure in cylinder chambers, while the ports P and T are either normally open
or closed. To fulfill this function, the generic valve keeps sub-valves 1-4 closed to hold the cylinder
chamber pressure, and fully opens sub-valve 5 to bleed the flow back to the tank, either at low pressure
(tandem-center function) or when the system pressure exceeds a preset level (closed-center function).
In conventional open-center direction control valves, all ports are normally connected. To fulfill this
function, the generic valve keeps all sub-valves open. Similarly, to provide float-center function, the
generic valve needs to open sub-valves 3 and 4 to release pressure in both the head-end and the rod-end
chambers of the cylinder. In both cases, sub-valve 5 will be opened only when the system pressure exceeds
a preset level.

It is almost impossible to achieve the regeneration function from a conventional direction control
valve. In achieving this function, a generic valve needs to open sub-valves 1 and 2 to lead the returning
flow of the rod-end chamber back to the head-end chamber to provide additional flow for increasing
the extending speed. Make-up function in a conventional hydraulic system is provided by a separate
make-up valve for supplying fluid directly from the tank in case of cavitation. The generic valve can also
provide this function by actuating the corresponding cylinder-to-tank sub-valves open when the system
pressure is below a certain level.
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11.1 Introduction

The role played by electrical and electronic engineering in mechanical systems has dramatically increased
in importance in the past two decades, thanks to advances in integrated circuit electronics and in materials
that have permitted the integration of sensing, computing, and actuation technology into industrial
systems and consumer products. Examples of this integration revolution, which has been referred to as
a new field called Mechatronics, can be found in consumer electronics (auto-focus cameras, printers,
microprocessor-controlled appliances), in industrial automation, and in transportation systems, most
notably in passenger vehicles. The aim of this chapter is to review and summarize the foundations of
electrical engineering for the purpose of providing the practicing mechanical engineer a quick and useful
reference to the different fields of electrical engineering. Special emphasis has been placed on those topics
that are likely to be relevant to product design.

11.2 Fundamentals of Electric Circuits

This section presents the fundamental laws of circuit analysis and serves as the foundation for the study
of electrical circuits. The fundamental concepts developed in these first pages will be called on through
the chapter.

The fundamental electric quantity is charge, and the smallest amount of charge that exists is the charge
carried by an electron, equal to

g, = —1.602 x 10" coulomb (11.1)

As you can see, the amount of charge associated with an electron is rather small. This, of course, has
to do with the size of the unit we use to measure charge, the coulomb (C), named after Charles Coulomb.
However, the definition of the coulomb leads to an appropriate unit when we define electric current,
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since current consists of the flow of very large numbers of charge particles. The other charge-carrying
particle in an atom, the proton, is assigned a positive sign and the same magnitude. The charge of a
proton is

q, = +1.602x 10" coulomb (11.2)

Electrons and protons are often referred to as elementary charges.

Electric current is defined as the time rate of change of charge passing through a predetermined area.
If we consider the effect of the enormous number of elementary charges actually flowing, we can write
this relationship in differential form:

d
i= ﬁ (C/sec) (11.3)

The units of current are called amperes (A), where 1 A = 1 C/sec. The electrical engineering convention
states that the positive direction of current flow is that of positive charges. In metallic conductors, however,
current is carried by negative charges; these charges are the free electrons in the conduction band, which
are only weakly attracted to the atomic structure in metallic elements and are therefore easily displaced
in the presence of electric fields.

In order for current to flow there must exist a closed circuit. Figure 11.1 depicts a simple circuit,
composed of a battery (e.g., a dry-cell or alkaline 1.5-V battery) and a light bulb.

Note that in the circuit of Fig. 11.1, the current, i, flowing from the battery to the resistor is equal to
the current flowing from the light bulb to the battery. In other words, no current (and therefore no
charge) is “lost” around the closed circuit. This principle was observed by the German scientist G.R.
Kirchhoff and is now known as Kirchhoff’s current law (KCL). KCL states that because charge cannot
be created but must be conserved, the sum of the currents at a node must equal zero (in an electrical circuit,
a node is the junction of two or more conductors). Formally:

n

Zi,, = 0 Kirchhoff’s current law (11.4)

n=l1

The significance of KCL is illustrated in Fig. 11.2, where the simple circuit of Fig. 11.2 has been augmented
by the addition of two light bulbs (note how the two nodes that exist in this circuit have been emphasized
by the shaded areas). In applying KCL, one usually defines currents entering a node as being negative
and currents exiting the node as being positive. Thus, the resulting expression for the circuit of Fig. 11.2 is

i+i,+i5,+i; =0

Charge moving in an electric circuit gives rise to a current, as stated in the preceding section. Naturally,
it must take some work, or energy, for the charge to move between two points in a circuit, say, from
point a to point b. The total work per unit charge associated with the motion of charge between two

i = Current flowing
in closed circuit

—_—

Light
bulb
1.5V

battery

FIGURE 11.1 A simple electrical circuit.
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Node 2
Tlustration of KCL at
FIGURE 11.2 Illustration of Kirchhoff’s current law. node I: =i+ i+ h+5=0

Hlustration of Kirchhoff’s
FIGURE 11.3 Voltages around a circuit. voltage law: vi - v2 =0

points is called voltage. Thus, the units of voltage are those of energy per unit charge:

1 ]oule

Lvolt = 5 lomb

(11.5)
The voltage, or potential difference, between two points in a circuit indicates the energy required to
move charge from one point to the other. As will be presently shown, the direction, or polarity, of the
voltage is closely tied to whether energy is being dissipated or generated in the process. The seemingly
abstract concept of work being done in moving charges can be directly applied to the analysis of electrical
circuits; consider again the simple circuit consisting of a battery and a light bulb. The circuit is drawn
again for convenience in Fig. 11.3, and nodes are defined by the letters a and b. A series of carefully
conducted experimental observations regarding the nature of voltages in an electric circuit led Kirchhoff
to the formulation of the second of his laws, Kirchhoff’s voltage law, or KVL. The principle underlying
KVL is that no energy is lost or created in an electric circuit; in circuit terms, the sum of all voltages
associated with sources must equal the sum of the load voltages, so that the net voltage around a closed
circuit is zero. If this were not the case, we would need to find a physical explanation for the excess (or
missing) energy not accounted for in the voltages around a circuit. KVL may be stated in a form similar
to that used for KCL:

N

Zv” = 0 Kirchhoff’s voltage law (11.6)

n=1

where the v, are the individual voltages around the closed circuit. Making reference to Fig. 11.3, we can
see that it must follow from KVL that the work generated by the battery is equal to the energy dissipated
in the light bulb to sustain the current flow and to convert the electric energy to heat and light:

Vab = Vpa
or
Vi=",
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A symbolic representation of the
battery-light bulb circuit of Figure
2.5.

source (D) [oad ] v.

FIGURE 11.4 Sources and loads in an electrical circuit. b

One may think of the work done in moving a charge from point a to point b and the work done
moving it back from b to a as corresponding directly to the voltages across individual circuit elements. Let
Q be the total charge that moves around the circuit per unit time, giving rise to the current 7. Then the
work done in moving Q from b to a (i.e., across the battery) is

W,, = Qx 15V (11.7)

Similarly, work is done in moving Q from a to b, that is, across the light bulb. Note that the word potential
is quite appropriate as a synonym of voltage, in that voltage represents the potential energy between two
points in a circuit: if we remove the light bulb from its connections to the battery, there still exists a
voltage across the (now disconnected) terminals b and a.

A moment’s reflection upon the significance of voltage should suggest that it must be necessary to
specify a sign for this quantity. Consider, again, the same dry-cell or alkaline battery, where, by virtue of
an electrochemically induced separation of charge, a 1.5-V potential difference is generated. The potential
generated by the battery may be used to move charge in a circuit. The rate at which charge is moved
once a closed circuit is established (i.e., the current drawn by the circuit connected to the battery) depends
now on the circuit element we choose to connect to the battery. Thus, while the voltage across the battery
represents the potential for providing energy to a circuit, the voltage across the light bulb indicates the
amount of work done in dissipating energy. In the first case, energy is generated; in the second, it is
consumed (note that energy may also be stored, by suitable circuit elements yet to be introduced). This
fundamental distinction required attention in defining the sign (or polarity) of voltages.

We shall, in general, refer to elements that provide energy as sources, and to elements that dissipate
energy as loads. Standard symbols for a generalized source-and-load circuit are shown in Fig. 11.4.
Formal definitions will be given in a later section.

Electric Power and Sign Convention

The definition of voltage as work per unit charge lends itself very conveniently to the introduction of
power. Recall that power is defined as the work done per unit time. Thus, the power, P, either generated
or dissipated by a circuit element can be represented by the following relationship:

work work  charge
Power = ime = unit charge time

= voltage X current (11.8)

Thus, the electrical power generated by an active element, or that dissipated or stored by a passive

element, is equal to the product of the voltage across the element and the current flowing through it.
P=VI (11.9)

It is easy to verify that the units of voltage (joules/coulomb) times current (coulombs/second) are indeed

those of power (joules/second, or watts).
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FIGURE 11.5 The passive sign convention.

It is important to realize that, just like voltage, power is a signed quantity, and that it is necessary to
make a distinction between positive and negative power. This distinction can be understood with reference
to Fig. 11.5, in which a source and a load are shown side by side. The polarity of the voltage across the
source and the direction of the current through it indicate that the voltage source is doing work in moving
charge from a lower potential to a higher potential. On the other hand, the load is dissipating energy,
because the direction of the current indicates that charge is being displaced from a higher potential to a
lower potential. To avoid confusion with regard to the sign of power, the electrical engineering community
uniformly adopts the passive sign convention, which simply states that the power dissipated by a load is
a positive quantity (or, conversely, that the power generated by a source is a positive quantity). Another
way of phrasing the same concept is to state that if current flows from a higher to a lower voltage (+ to ),
the power dissipated will be a positive quantity.

Circuit Elements and Their i-v Characteristics

The relationship between current and voltage at the terminals of a

circuit element defines the behavior of that element within the circuit. + #:‘
In this section, we shall introduce a graphical means of representing
the terminal characteristics of circuit elements. Figure 11.6 depicts the v

representation that will be employed throughout the chapter to denote

a generalized circuit element: the variable i represents the current flow- -
ing through the element, while v is the potential difference, or voltage,

across the element.

Suppose now that a known voltage were imposed across a circuit  FIGURE 11.6 Generalized repre-
element. The current that would flow as a consequence of this voltage,  sentation of circuit elements.
and the voltage itself, form a unique pair of values. If the voltage
applied to the element were varied and the resulting current measured, it would be possible to construct
a functional relationship between voltage and current known as the i-v characteristic (or volt-ampere
characteristic). Such a relationship defines the circuit element, in the sense that if we impose any prescribed
voltage (or current), the resulting current (or voltage) is directly obtainable from the i-v characteristic.
A direct consequence is that the power dissipated (or generated) by the element may also be determined
from the i-v curve.

The i-v characteristics of ideal current and voltage sources can also be useful in visually representing
their behavior. An ideal voltage source generates a prescribed voltage independent of the current drawn
from the load; thus, its i-v characteristic is a straight vertical line with a voltage axis intercept corre-
sponding to the source voltage. Similarly, the i-v characteristic of an ideal current source is a horizontal
line with a current axis intercept corresponding to the source current. Figure 11.7 depicts this behavior.

Resistance and Ohm’s Law

When electric current flows through a metal wire or through other circuit elements, it encounters a
certain amount of resistance, the magnitude of which depends on the electrical properties of the material.
Resistance to the flow of current may be undesired—for example, in the case of lead wires and connection

©2002 CRC PressLLC



4N WA 0T N B
T

O N N I R T
I

L1111 1 1 1 N Y ) Y Y
0123456728 v 0123456728 v

i-v characteristic i-v characteristic
of a 3 A current source of a 6V voltage source

FIGURE 11.7 i-v characteristics of ideal sources.
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FIGURE 11.8 The resistance element.

cable—or it may be exploited in an electrical circuit in a useful way. Nevertheless, practically all circuit
elements exhibit some resistance; as a consequence, current flowing through an element will cause energy
to be dissipated in the form of heat. An ideal resistor is a device that exhibits linear resistance properties
according to Ohm’s law, which states that

V = IR (11.10)

that is, that the voltage across an element is directly proportional to the current flow through it. R is the
value of the resistance in units of ohms (€2), where

1Q=1V/A (11.11)

The resistance of a material depends on a property called resistivity, denoted by the symbol p; the
inverse of resistivity is called conductivity and is denoted by the symbol o. For a cylindrical resistance
element (shown in Fig. 11.8), the resistance is proportional to the length of the sample, [, and inversely
proportional to its cross-sectional area, A, and conductivity, o.

y= (11.12)
oA

It is often convenient to define the conductance of a circuit element as the inverse of its resistance.
The symbol used to denote the conductance of an element is G, where

G = l—ésiemens (S), wherel1S =1A/V (11.13)
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TABLE 11.1 Common Resistor Values (1/8—, 1/4—, 1/2—, 1-, 2-W Rating)

Q Code Q Multiplier ~ kQ  Multiplier =~ kQ  Multiplier =~ kQ Multiplier
10 Brn-blk-blk 100 Brown 1.0 Red 10 Orange 100 Yellow
12 Brn-red-blk 120 Brown 1.2 Red 12 Orange 120 Yellow
15  Brn-grn-blk 150 Brown 1.5 Red 15 Orange 150 Yellow
18  Brn-gry-blk 180 Brown 1.8 Red 18 Orange 180 Yellow
22 Red-red-blk 220 Brown 2.2 Red 22 Orange 220 Yellow
27 Red-vlt-blk 270 Brown 2.7 Red 27 Orange 270 Yellow
33 Org-org-blk 330 Brown 3.3 Red 33 Orange 330 Yellow
39  Org-wht-blk 390 Brown 3.9 Red 39 Orange 390 Yellow
47 Ylw-vlt-blk 470 Brown 4.7 Red 47 Orange 470 Yellow
56  Grn-blu-blk 560 Brown 5.6 Red 56 Orange 560 Yellow
68  Blu-gry-blk 680 Brown 6.8 Red 68 Orange 680 Yellow
82  Gry-red-blk 820 Brown 8.2 Red 82 Orange 820 Yellow
by by by by
Color bands

black 0 blue 6

brown 1 violet 7

red 2 gray 8

orange 3 white 9

yellow 4 silver 10%

green 5 gold 5%

Resistor value = (b; b,) X 1073;
FIGURE 11.9 Resistor color code. by =% tolerance in actual value

Thus, Ohm’s law can be rested in terms of conductance, as
=GV (11.14)

Ohm’s law is an empirical relationship that finds widespread application in electrical engineering
because of its simplicity. It is, however, only an approximation of the physics of electrically conducting
materials. Typically, the linear relationship between voltage and current in electrical conductors does not
apply at very high voltages and currents. Further, not all electrically conducting materials exhibit linear
behavior even for small voltages and currents. It is usually true, however, that for some range of voltages
and currents, most elements display a linear i-v characteristic.

The typical construction and the circuit symbol of the resistor are shown in Fig. 11.8. Resistors made
of cylindrical sections of carbon (with resistivity p = 3.5 X 10° Qm) are very common and are com-
mercially available in a wide range of values for several power ratings (as will be explained shortly).
Another commonly employed construction technique for resistors employs metal film. A common power
rating for resistors used in electronic circuits (e.g., in most consumer electronic appliances such as radios
and television sets) is }} W. Table 11.1 lists the standard values for commonly used resistors and the color
code associated with these values (i.e., the common combinations of the digits b,b,b; as defined in Fig. 11.9.
For example, if the first three color bands on a resistor show the colors red (b, = 2), violet (b, = 7), and
yellow (b; = 4), the resistance value can be interpreted as follows:

R = 27x10* = 270,000 Q = 270 kQ

In Table 11.1, the leftmost column represents the complete color code; columns to the right of it only
show the third color, since this is the only one that changes. For example, a 10-Q resistor has the code
brown-black-black, while a 100-Q resistor has brown-black-brown.
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In addition to the resistance in ohms, the maximum allowable power dissipation (or power rating)
is typically specified for commercial resistors. Exceeding this power rating leads to overheating and can
cause the resistor to literally start on fire. For a resistor R, the power dissipated is given by

P=VI=TIR=— (11.15)

That is, the power dissipated by a resistor is proportional to the square of the current flowing through
it, as well as the square of the voltage across it. The following example illustrates a common engineering
application of resistive elements: the resistance strain gauge.

Example 11.1 Resistance Strain Gauges

A common application of the resistance concept to engineering measurements is the resistance strain
gauge. Strain gauges are devices that are bonded to the surface of an object, and whose resistance varies
as a function of the surface strain experienced by the object. Strain gauges may be used to perform
measurements of strain, stress, force, torque, and pressure. Recall that the resistance of a cylindrical
conductor of cross-sectional area A, length L, and conductivity o is given by the expression

L

R:EA

If the conductor is compressed or elongated as a consequence of an external force, its dimensions will
change, and with them its resistance. In particular, if the conductor is stretched, its cross-sectional area
will decrease and the resistance will increase. If the conductor is compressed, its resistance decreases,
since the length, L, will decrease. The relationship between change in resistance and change in length is
given by the gauge factor, G, defined by

_ AR/R
" AL/L

and since the strain € is defined as the fractional change in length of an object by the formula

_ AL
T L

the change in resistance due to an applied strain € is given by the expression
AR = R,Ge

where R, is the resistance of the strain gauge under no strain and is called the zero strain resistance. The
value of G for resistance strain gauges made of metal foil is usually about 2.

Figure 11.10 depicts a typical foil strain gauge. The maximum strain that can be measured by a foil
gauge is about 0.4-0.5%; that is, AL/L = 0.004 to 0.005. For a 120-Q gauge, this corresponds to a change
in resistance of the order of 0.96—1.2 Q. Although this change in resistance is very small, it can be detected
by means of suitable circuitry. Resistance strain gauges are usually connected in a circuit called the
Wheatstone bridge, which we analyze later in this section.

Open and Short Circuits

Two convenient idealizations of the resistance element are provided by the limiting cases of Ohm’s law
as the resistance of a circuit element approaches zero or infinity. A circuit element with resistance
approaching zero is called a short circuit. Intuitively, one would expect a short circuit to allow for
unimpeded flow of current. In fact, metallic conductors (e.g., short wires of large diameter) approximate
the behavior of a short circuit. Formally, a short circuit is defined as a circuit element across which the
voltage is zero, regardless of the current flowing through it. Figure 11.11 depicts the circuit symbol for
an ideal short circuit.
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TABLE 11.2  Resistance of Copper Wire

AWG Size  Number of Strands ~ Diameter per Strand  Resistance per 1000 ft (£2)

24 Solid 0.0201 28.4
24 7 0.0080 28.4
22 Solid 0.0254 18.0
22 7 0.0100 19.0
20 Solid 0.0320 11.3
20 7 0.0126 11.9
18 Solid 0.0403 7.2
18 7 0.0159 7.5
16 Solid 0.0508 4.5
16 19 0.0113 4.7

Circuit symbol for
the strain gauge

Metal-foil resistance strain gauge.
The foil is formed by a photo-
etching process and is less than
0.00002 in. thick. Typical resistance
values are 120, 350, and 1000 Q.
The wide areas are bonding pads
FIGURE 11.10  The resistance strain gauge. for electrical connections.

The short circuit:
v R=0
v =0 for any i

FIGURE 11.11 The short circuit. -

oO——
i
—_—
+
l The open circuit:

R —>eo
i=0foranyv

FIGURE 11.12 The open circuit. -

Physically, any wire or other metallic conductor will exhibit some resistance, though small. For practical
purposes, however, many elements approximate a short circuit quite accurately under certain conditions.
For example, a large-diameter copper pipe is effectively a short circuit in the context of a residential
electrical power supply, while in a low-power microelectronic circuit (e.g., an FM radio) a short length of
24 gauge wire (refer to Table 11.2 for the resistance of 24 gauge wire) is a more than adequate short circuit.

A circuit element whose resistance approaches infinity is called an open circuit. Intuitively, one would
expect no current to flow through an open circuit, since it offers infinite resistance to any current. In an
open circuit, we would expect to see zero current regardless of the externally applied voltage. Figure 11.12
illustrates this idea.
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R,
1
[ R
EQ
Rs
The current i flows through each of
the four series elements. Thus, by R2
KVL,
15=v,+v,+v,
Ry

N series resistors are equivalent to a
single resistor equal to the sum of
the individual resistances.

FIGURE 11.13  Voltage divider rule.

In practice, it is not too difficult to approximate an open circuit; any break in continuity in a conducting
path amounts to an open circuit. The idealization of the open circuit, as defined in Fig. 11.12, does not
hold, however, for very high voltages. The insulating material between two insulated terminals will break
down at a sufficiently high voltage. If the insulator is air, ionized particles in the neighborhood of the
two conducting elements may lead to the phenomenon of arcing; in other words, a pulse of current may
be generated that momentarily jumps a gap between conductors (thanks to this principle, we are able to
ignite the air-fuel mixture in a spark-ignition internal combustion engine by means of spark plugs). The
ideal open and short circuits are useful concepts and find extensive use in circuit analysis.

Series Resistors and the Voltage Divider Rule

Although electrical circuits can take rather complicated forms, even the most involved circuits can be reduced
to combinations of circuit elements in parallel and in series. Thus, it is important that you become acquainted
with parallel and series circuits as early as possible, even before formally approaching the topic of network
analysis. Parallel and series circuits have a direct relationship with Kirchhoff’s laws. The objective of this
section and the next is to illustrate two common circuits based on series and parallel combinations of
resistors: the voltage and current dividers. These circuits form the basis of all network analysis; it is therefore
important to master these topics as early as possible.

For an example of a series circuit, refer to the circuit of Fig. 11.13, where a battery has been connected
to resistors R, R,, and R;. The following definition applies.

Definition

Two or more circuit elements are said to be in series if the same current flows through each of the elements.
The three resistors could thus be replaced by a single resistor of value Ry, without changing the amount

of current required of the battery. From this result we may extrapolate to the more general relationship

defining the equivalent resistance of N series resistors:

N
Ry = ZRH (11.16)
n=1

which is also illustrated in Fig. 11.13. A concept very closely tied to series resistors is that of the voltage
divider.
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KCL applied at this node
e

o S
. ]

*il #iz ¢i3 SR, SR, SR: =R R R
<>l:;2:;3::n N EQ

<

> -
is Rl R2 R3 v
O —————————

N resistors in parallel are equivalent to a single equivalent
The voltage v appears across eaf:h parallel resistor with resistance equal to the inverse of the sum of
element; by KCL, is=ij+ip + i3 the inverse resistances.

FIGURE 11.14 Parallel circuits.

The general form of the voltage divider rule for a circuit with N series resistors and a voltage source is

R, (11.17)
= 14 .
R +R,+ - +R,+-+Ry°®

Vn

Parallel Resistors and the Current Divider Rule

A concept analogous to that of the voltage may be developed by applying Kirchhoff’s current law to a
circuit containing only parallel resistances.

Definition
Two or more circuit elements are said to be in parallel if the same voltage appears across each of the
elements. (See Fig. 11.14.)

N resistors in parallel act as a single equivalent resistance, R, given by the expression

1 1
L z ( )

or

1
Ry = 11.1
T /R +1/Ry+ - + 1/Ry (11.19)

Very often in the remainder of this book we shall refer to the parallel combination of two or more
resistors with the following notation:

R, ” R, ”

where the symbol || signifies “in parallel with.”
The general expression for the current divider for a circuit with N parallel resistors is the following:

1/R,

= s Current divid 11.20
" TR T 1R+ +1/R, + -+ 1/R, ¢ urrentavider (11.20)

Example 11.2 The Wheatstone Bridge

The Wheatstone bridge is a resistive circuit that is frequently encountered in a variety of measurement
circuits. The general form of the bridge is shown in Fig. 11.15(a), where R;, R,, and R, are known, while R,
is an unknown resistance, to be determined. The circuit may also be redrawn as shown in Fig. 11.15(b). The
latter circuit will be used to demonstrate the use of the voltage divider rule in a mixed series-parallel circuit.

©2002 CRC Press LLC



(@) (©)

FIGURE 11.15 Wheatstone bridge circuits.

The objective is to determine the unknown resistance R,.

1. Find the value of the voltage v,; = v,; — ¥}, in terms of the four resistances and the source voltage,
v,. Note that since the reference point d is the same for both voltages, we can also write v, = v, — v,
2. If Ry=R,=R; =1kQ, vg=12V, and v,, = 12 mV, what is the value of R?

Solution

1. First, we observe that the circuit consists of the parallel combination of three subcircuits: the
voltage source, the series combination of R, and R,, and the series combination of R, and R,. Since
these three subcircuits are in parallel, the same voltage will appear across each of them, namely,
the source voltage, vs.
Thus, the source voltage divides between each resistor pair, R;-R, and R;-R,, according to the
voltage divider rule: v, is the fraction of the source voltage appearing across R,, while v, is the
voltage appearing across R;:

Finally, the voltage difference between points a and b is given by

R2 Rx
Vab = V=Y = Vs\ T TR T R.4R.
1 +R, R;+R,
This result is very useful and quite general, and it finds application in numerous practical circuits.
2. In order to solve for the unknown resistance, we substitute the numerical values in the preceding
equation to obtain

R
0.012 = 12(1000 = )

2000 1000 + R,

which may be solved for R, to yield

R, = 996 Q

Practical Voltage and Current Sources

Idealized models of voltage and current sources fail to take into consideration the finite-energy nature
of practical voltage and current sources. The objective of this section is to extend the ideal models to
models that are capable of describing the physical limitations of the voltage and current sources used in
practice. Consider, for example, the model of an ideal voltage source. As the load resistance (R) decreases,
the source is required to provide increasing amounts of current to maintain the voltage v,(t) across
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FIGURE 11.16  Practical voltage source.

SEENRE e

A model for practical current Maximum output
sources consists of an ideal voltage for practical
source in parallel with an current source with
internal resistance. open-circuit load:
Vsmax=1sls

FIGURE 11.17 Practical current source.

its terminal:

ity = W (11.21)
R
This circuit suggests that the ideal voltage source is required to provide an infinite amount of current to
the load, in the limit as the load resistance approaches zero.

Figure 11.16 depicts a model for a practical voltage source; this is composed of an ideal voltage source,
vs, in series with a resistance, rq. The resistance 7, in effect poses a limit to the maximum current the
voltage source can provide:

Ys (11.22)

iS max —
s

It should be apparent that a desirable feature of an ideal voltage source is a very small internal resistance,
so that the current requirements of an arbitrary load may be satisfied.

A similar modification of the ideal current source model is useful to describe the behavior of a practical
current source. The circuit illustrated in Fig. 11.17 depicts a simple representation of a practical current
source, consisting of an ideal source in parallel with a resistor. Note that as the load resistance approaches
infinity (i.e., an open circuit), the output voltage of the current source approaches its limit,

Vs max = IsTs (11.23)

A good current source should be able to approximate the behavior of an ideal current source. Therefore,
a desirable characteristic for the internal resistance of a current source is that it be as large as possible.
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Measuring Devices

The Ammeter

The ammeter is a device that, when connected in series with a circuit element, can measure the current
flowing through the element. Figure 11.18 illustrates this idea. From Fig. 11.18, two requirements are
evident for obtaining a correct measurement of current:

1. The ammeter must be placed in series with the element whose current is to be measured (e.g.,
resistor R,).

2. The ammeter should not resist the flow of current (i.e., cause a voltage drop), or else it will not
be measuring the true current flowing the circuit. An ideal ammeter has zero internal resistance.

The Voltmeter

The voltmeter is a device that can measure the voltage across a circuit element. Since voltage is the
difference in potential between two points in a circuit, the voltmeter needs to be connected across the
element whose voltage we wish to measure. A voltmeter must also fulfill two requirements:

1. The voltmeter must be placed in parallel with the element whose voltage it is measuring.

2. The voltmeter should draw no current away from the element whose voltage it is measuring, or
else it will not be measuring the true voltage across that element. Thus, an ideal voltmeter has
infinite internal resistance.

Figure 11.19 illustrates these two points.

Once again, the definitions just stated for the ideal voltmeter and ammeter need to be augmented by
considering the practical limitations of the devices. A practical ammeter will contribute some series
resistance to the circuit in which it is measuring current; a practical voltmeter will not act as an ideal
open circuit but will always draw some current from the measured circuit. Figure 11.20 depicts the circuit
models for the practical ammeter and voltmeter.

Symbol for A series Circuit for the measurement
ideal ammeter circuit of the current i

FIGURE 11.18 Measurement of current.

+
©( )rEn @

A series Ideal Circuit for the measurement
circuit voltmeter of the voltage v,

FIGURE 11.19 Measurement of voltage.
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FIGURE 11.20 Models for practical ammeter and Practical Practical
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Ry
vs Ry
Measurement of the power Internal wattmeter connections
dissipated in the resistor R,:
Pz =V2 i

FIGURE 11.21 Measurement of power.

All of the considerations that pertain to practical ammeters and voltmeters can be applied to the
operation of a wattmeter, a measuring instrument that provides a measurement of the power dissipated
by a circuit element, since the wattmeter is in effect made up of a combination of a voltmeter and an
ammeter.

Figure 11.21 depicts the typical connection of a wattmeter in the same series circuit used in the
preceding paragraphs. In effect, the wattmeter measures the current flowing through the load and,
simultaneously, the voltage across it multiplies the two to provide a reading of the power dissipated by
the load.

11.3 Resistive Network Analysis

This section will illustrate the fundamental techniques for the analysis of resistive circuits. The methods
introduced are based on Kirchhoff’s and Ohm’s laws. The main thrust of the section is to introduce and
illustrate various methods of circuit analysis that will be applied throughout the book.

The Node Voltage Method

Node voltage analysis is the most general method for the analysis of electrical circuits. In this section, its
application to linear resistive circuits will be illustrated. The node voltage method is based on defining
the voltage at each node as an independent variable. One of the nodes is selected as a reference node
(usually—but not necessarily—ground), and each of the other node voltages is referenced to this node.
Once each node voltage is defined, Ohm’s law may be applied between any two adjacent nodes in order
to determine the current flowing in each branch. In the node voltage method, each branch current is
expressed in terms of one or more node voltages; thus, currents do not explicitly enter into the equations.
Figure 11.22 illustrates how one defines branch currents in this method.
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In the node voltage method, we
assign the node voltages v, and v;;
the branch current flowing from «
to b is then expressed in terms of
these node voltages.

Va—Vp
R

R
FIGURE 11.22 Branch current formulation in nodal VaO YWYy Ovs
analysis. i

By KCL: i} = 5 + i3. In the node
voltage method, we express KCL by

YazVb _Vb=Ve  Vb=Vd
Ry Ry R3

FIGURE 11.23  Use of KCL in nodal analysis.

Once each branch current is defined in terms of the node voltages, Kirchhoff’s current law is applied
at each node. The particular form of KCL employed in the nodal analysis equates the sum of the currents
into the node to the sum of the currents leaving the node:

Ziin = ziout (1124)

Figure 11.23 illustrates this procedure.

The systematic application of this method to a circuit with #» nodes would lead to writing 7 linear
equations. However, one of the node voltages is the reference voltage and is therefore already known,
since it is usually assumed to be zero. Thus, we can write n — 1 independent linear equations in the n — 1
independent variables (the node voltages). Nodal analysis provides the minimum number of equations
required to solve the circuit, since any branch voltage or current may be determined from knowledge of
nodal voltages.

The nodal analysis method may also be defined as a sequence of steps, as outlined below.

Node Voltage Analysis Method

1. Select a reference node (usually ground). All other node voltages will be referenced to this node.

2. Define the remaining n — 1 node voltages as the independent variables.

3. Apply KCL at each of the n — 1 nodes, expressing each current in terms of the adjacent node
voltages.

4. Solve the linear system of n — 1 equations in # — 1 unknowns.

In a circuit containing n nodes we can write at most n — 1 independent equations.

The Mesh Current Method

In the mesh current method, we observe that a current flowing through a resistor in a specified direction
defines the polarity of the voltage across the resistor, as illustrated in Fig. 11.24, and that the sum of
the voltages around a closed circuit must equal zero, by KVL. Once a convention is established regarding
the direction of current flow around a mesh, simple application of KVL provides the desired equation.
Figure 11.25 illustrates this point.
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The current i, defined as flowing
from left to right, establishes the
polarity of the voltage across R.
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FIGURE 11.24 Basic principle of mesh analysis. !

Once the direction of current flow
has been selected, KVL requires
that vy = vy + v;.
+ V2 -
AAAA.
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FIGURE 11.25 Use of KVL in mesh analysis. A mesh

Linear
network

FIGURE 11.26 One-port network. -O—

The number of equations one obtains by this technique is equal to the number of meshes in the circuit.
All branch currents and voltages may subsequently be obtained from the mesh currents, as will presently
be shown. Since meshes are easily identified in a circuit, this method provides a very efficient and sys-
tematic procedure for the analysis of electrical circuits. The following section outlines the procedure used
in applying the mesh current method to a linear circuit.

Mesh Current Analysis Method

1. Define each mesh current consistently. We shall always define mesh currents clockwise, for
convenience.

2. Apply KVL around each mesh, expressing each voltage in terms of one or more mesh currents.

3. Solve the resulting linear system of equations with mesh currents as the independent variables.

In mesh analysis, it is important to be consistent in choosing the direction of current flow. To avoid
confusion in writing the circuit equations, mesh currents will be defined exclusively clockwise when we
are using this method.

One-Port Networks and Equivalent Circuits

This general circuit representation is shown in Fig. 11.26. This configuration is called a one-port network
and is particularly useful for introducing the notion of equivalent circuits. Note that the network of
Fig. 11.26 is completely described by its i-v characteristic.

Thévenin and Norton Equivalent Circuits

This section discusses one of the most important topics in the analysis of electrical circuits: the concept
of an equivalent circuit. It will be shown that it is always possible to view even a very complicated circuit
in terms of much simpler equivalent source and load circuits, and that the transformations leading to
equivalent circuits are easily managed, with a little practice. In studying node voltage and mesh current
analysis, you may have observed that there is a certain correspondence (called duality) between current
sources and voltage sources, on the one hand, and parallel and series circuits, on the other. This duality
appears again very clearly in the analysis of equivalent circuits: it will shortly be shown that equivalent
circuits fall into one of two classes, involving either voltage or current sources and (respectively) either
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FIGURE 11.27 Illustration of Thévenin theorem.
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FIGURE 11.28 Illustration of Norton theorem.
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FIGURE 11.29 Computation of Thévenin resistance.

series or parallel resistors, reflecting this same principle of duality. The discussion of equivalent circuits
begins with the statement of two very important theorems, summarized in Figs. 11.27 and 11.28.

The Thévenin Theorem

As far as a load is concerned, any network composed of ideal voltage and current sources, and of linear
resistors, may be represented by an equivalent circuit consisting of an ideal voltage source, vy, in series
with an equivalent resistance, R;.

The Norton Theorem

As far as a load is concerned, any network composed of ideal voltage and current sources, and of linear
resistors, may be represented by an equivalent circuit consisting of an ideal current source, iy, in parallel
with an equivalent resistance, Ry.

Determination of Norton or Thévenin Equivalent Resistance

The first step in computing a Thévenin or Norton equivalent circuit consists of finding the equivalent
resistance presented by the circuit at its terminals. This is done by setting all sources in the circuit equal
to zero and computing the effective resistance between terminals. The voltage and current sources present
in the circuit are set to zero as follows: voltage sources are replaced by short circuits, current sources by
open circuits. We can produce a set of simple rules as an aid in the computation of the Thévenin (or
Norton) equivalent resistance for a linear resistive circuit.

Computation of Equivalent Resistance of a One-Port Network:

1. Remove the load.

2. Zero all voltage and current sources

3. Compute the total resistance between load terminals, with the load removed. This resistance is
equivalent to that which would be encountered by a current source connected to the circuit in
place of the load.

For example, the equivalent resistance of the circuit of Fig. 11.29 as seen by the load is:

R =(22) + D|2=1Q.

©2002 CRC Press LLC



FIGURE 11.31 Illustration of Norton equivalent circuit.

Computing the Thévenin Voltage

The Thévenin equivalent voltage is defined as follows: the equivalent (Thévenin) source voltage is equal
to the open-circuit voltage present at the load terminals with the load removed.

This states that in order to compute vy, it is sufficient to remove the load and to compute the open-
circuit voltage at the one-port terminals. Figure 11.30 illustrates that the open-circuit voltage, v, and the
Thévenin voltage, v;, must be the same if the Thévenin theorem is to hold. This is true because in the circuit
consisting of v and Ry, the voltage v, must equal v, since no current flows through R and therefore the
voltage across Ry is zero. Kirchhoff’s voltage law confirms that

vr = Rp(0) +voc = voc (11.25)

Computing the Norton Current

The computation of the Norton equivalent current is very similar in concept to that of the Thévenin
voltage. The following definition will serve as a starting point.

Definition
The Norton equivalent current is equal to the short-circuit current that would flow were the load
replaced by a short circuit.

An explanation for the definition of the Norton current is easily found by considering, again, an
arbitrary one-port network, as shown in Fig. 11.31, where the one-port network is shown together with
its Norton equivalent circuit.

It should be clear that the current, iy, flowing through the short circuit replacing the load is exactly
the Norton current, iy, since all of the source current in the circuit of Fig. 11.31 must flow through the
short circuit.

Experimental Determination of Thévenin and Norton Equivalents

Figure 11.32 illustrates the measurement of the open-circuit voltage and short-circuit current for an
arbitrary network connected to any load and also illustrates that the procedure requires some special
attention, because of the nonideal nature of any practical measuring instrument. The figure clearly
illustrates that in the presence of finite meter resistance, r,,, one must take this quantity into account in
the computation of the short-circuit current and open-circuit voltage; v and i appear between quotation
marks in the figure specifically to illustrate that the measured “open-circuit voltage” and “short-circuit
current” are, in fact, affected by the internal resistance of the measuring instrument and are not the true
quantities.
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FIGURE 11.32 Measurement of open-circuit voltage and short-circuit current.
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FIGURE 11.33  i-v characteristic of exponential resistor. Volts

The following are expressions for the true short-circuit current and open-circuit voltage.
. . T'in
iy = tsc| 1+ =
v = isc(1+ )
R
Ve = Voc (1 + —T)
rm

where iy is the ideal Norton current, v; the Thévenin voltage, and R; the true Thévenin resistance.

(11.26)

Nonlinear Circuit Elements

Description of Nonlinear Elements

There are a number of useful cases in which a simple functional relationship exists between voltage and
current in a nonlinear circuit element. For example, Fig. 11.33 depicts an element with an exponential
i-v characteristic, described by the following equations:

ov

i=1Ie , v>0

(11.27)
i=-I,, v<0
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FIGURE 11.34 Representation of nonlinear element in
a linear circuit.

There exists, in fact, a circuit element (the semiconductor diode) that very nearly satisfies this simple
relationship. The difficulty in the i-v relationship of Eq. (11.27) is that it is not possible, in general, to
obtain a closed-form analytical solution, even for a very simple circuit.

One approach to analyzing a circuit containing a nonlinear element might be to treat the nonlinear
element as a load, and to compute the Thévenin equivalent of the remaining circuit, as shown in Fig. 11.34.
Applying KVL, the following equation may then be obtained:

vy = Ry, +v, (11.28)

To obtain the second equation needed to solve for both the unknown voltage, v,, and the unknown
current, i, it is necessary to resort to the i-v description of the nonlinear element, namely, Eq. (11.27).
If, for the moment, only positive voltages are considered, the circuit is completely described by the
following system:

av,

i,=Ie ", v>0

(11.29)
v = Ryl +v,

The two parts of Eq. (11.29) represent a system of two equations in two unknowns. Any numerical
method of choice may now be applied to solve the system of Egs. (11.29).

11.4 AC Network Analysis

In this section we introduce energy-storage elements, dynamic circuits, and the analysis of circuits excited
by sinusoidal voltages and currents. Sinusoidal (or AC) signals constitute the most important class of
signals in the analysis of electrical circuits. The simplest reason is that virtually all of the electric power
used in households and industries comes in the form of sinusoidal voltages and currents.

Energy-Storage (Dynamic) Circuit Elements

The ideal resistor was introduced through Ohm’s law in Section 11.2 as a useful idealization of many
practical electrical devices. However, in addition to resistance to the flow of electric current, which is purely
a dissipative (i.e., an energy-loss) phenomenon, electric devices may also exhibit energy-storage properties,
much in the same way a spring or a flywheel can store mechanical energy. Two distinct mechanisms for
energy storage exist in electric circuits: capacitance and inductance, both of which lead to the storage of
energy in an electromagnetic field.

The Ideal Capacitor

A physical capacitor is a device that can store energy in the form of a charge separation when appropriately
polarized by an electric field (i.e., a voltage). The simplest capacitor configuration consists of two parallel
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FIGURE 11.35 Structure of parallel-plate capacitor.

conducting plates of cross-sectional area A, separated by air (or another dielectric’ material, such as mica
or Teflon). Figure 11.35 depicts a typical configuration and the circuit symbol for a capacitor.

The presence of an insulating material between the conducting plates does not allow for the flow of
DC current; thus, a capacitor acts as an open circuit in the presence of DC currents. However, if the voltage
present at the capacitor terminals changes as a function of time, so will the charge that has accumulated
at the two capacitor plates, since the degree of polarization is a function of the applied electric field,
which is time-varying. In a capacitor, the charge separation caused by the polarization of the dielectric
is proportional to the external voltage, that is, to the applied electric field:

Q=CV (11.30)

where the parameter C is called the capacitance of the element and is a measure of the ability of the
device to accumulate, or store, charge. The unit of capacitance is the coulomb/volt and is called the farad
(F). The farad is an unpractically large unit; therefore, it is common to use microfarads (1 yF = 10~° F)
or picofarads (1 pF = 10"'"* F). From Eq. (11.30) it becomes apparent that if the external voltage applied
to the capacitor plates changes in time, so will the charge that is internally stored by the capacitor:

q(t) = Cv(1) (11.31)

Thus, although no current can flow through a capacitor if the voltage across it is constant, a time-varying
voltage will cause charge to vary in time. The change with time in the stored charge is analogous to a
current. The relationship between the current and voltage in a capacitor is as follows:

(1) = ¢
i(t) = C 5 (11.32)

If the above differential equation is integrated, one can obtain the following relationship for the voltage
across a capacitor:

ve(t) = éj(’ iodt (11.33)

Equation (11.33) indicates that the capacitor voltage depends on the past current through the capacitor,
up until the present time, t. Of course, one does not usually have precise information regarding the flow

* A dielectric material contains a large number of electric dipoles, which become polarized in the presence of an
electric field.
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FIGURE 11.37 Combining capacitors in a circuit.

of capacitor current for all past time, and so it is useful to define the initial voltage (or initial condition)
for the capacitor according to the following, where t, is an arbitrary initial time:

t
Vy=ve(t=t,) = éj icdt (11.34)

The capacitor voltage is now given by the expression

t
ve(t) = é icdt+V, t2t, (11.35)

)

The significance of the initial voltage, V,, is simply that at time #, some charge is stored in the capacitor,
giving rise to a voltage, v, (t,), according to the relationship Q = CV. Knowledge of this initial condition
is sufficient to account for the entire past history of the capacitor current. (See Fig. 11.36.)

From the standpoint of circuit analysis, it is important to point out that capacitors connected in series
and parallel can be combined to yield a single equivalent capacitance. The rule of thumb, which is
illustrated in Fig. 11.37, is the following: capacitors in parallel add; capacitors in series combine according
to the same rules used for resistors connected in parallel.

Physical capacitors are rarely constructed of two parallel plates separated by air, because this config-
uration yields very low values of capacitance, unless one is willing to tolerate very large plate areas. In
order to increase the capacitance (i.e., the ability to store energy), physical capacitors are often made of
tightly rolled sheets of metal film, with a dielectric (paper or Mylar) sandwiched in-between. Table 11.3
illustrates typical values, materials, maximum voltage ratings, and useful frequency ranges for various
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TABLE 11.3  Capacitors

Material Capacitance Range ~ Maximum Voltage (V)  Frequency Range (Hz)
Mica 1 pF to 0.1 uF 100-600 10°-10"
Ceramic 10 pF to 1 pF 50-1000 10’-10"
Mylar 0.001 to 10 uF 50-500 10%-10°
Paper 1000 pF to 50 pF 100-105 10*-10°
Electrolytic 0.1 uFto 0.2 F 3-600 10-10*

types of capacitors. The voltage rating is particularly important, because any insulator will break down
if a sufficiently high voltage is applied across it. The energy stored in a capacitor is given by

We(t) = 3Cv) ()

Example 11.3 Capacitive Displacement Transducer and Microphone

As shown in Fig. 11.26, the capacitance of a parallel-plate capacitor is given by the expression

where € is the permittivity of the dielectric material, A the area of each of the plates, and d their separa-
tion. The permittivity of air is & = 8.854 X 10~~ F/m, so that two parallel plates of area 1 m’, separated
by a distance of 1 mm, would give rise to a capacitance of 8.854 x 10~ uF, a very small value for a very
large plate area. This relative inefficiency makes parallel-plate capacitors impractical for use in electronic
circuits. On the other hand, parallel-plate capacitors find application as motion transducers, that is, as
devices that can measure the motion or displacement of an object. In a capacitive motion transducer,
the air gap between the plates is designed to be variable, typically by fixing one plate and connecting the
other to an object in motion. Using the capacitance value just derived for a parallel-plate capacitor, one
can obtain the expression

_8.854x 107 A
h X

C

where C is the capacitance in picofarad, A is the area of the plates in square millimeter, and x is the
(variable) distance in milimeter. It is important to observe that the change in capacitance caused by the
displacement of one of the plates is nonlinear, since the capacitance varies as the inverse of the displace-
ment. For small displacements, however, the capacitance varies approximately in a linear fashion.

The sensitivity, S, of this motion transducer is defined as the slope of the change in capacitance per
change in displacement, x, according to the relation

_dC _ 8.854x107” A

g = 4¢ _
dx 2x°

(pF/mm)

Thus, the sensitivity increases for small displacements. This behavior can be verified by plotting the
capacitance as a function of x and noting that as x approaches zero, the slope of the nonlinear C(x) curve
becomes steeper (thus the greater sensitivity). Figure 11.38 depicts this behavior for a transducer with
area equal to 10 mm’.
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FIGURE 11.38 Response of a capacitive displacement transducer.
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FIGURE 11.39 Capacitive pressure transducer and related bridge circuit.

This simple capacitive displacement transducer actually finds use in the popular capacitive (or con-
denser) microphone, in which the sound pressure waves act to displace one of the capacitor plates. The
change in capacitance can then be converted into a change in voltage or current by means of a suitable
circuit. An extension of this concept that permits measurement of differential pressures is shown in
simplified form in Fig. 11.39. In the figure, a three-terminal variable capacitor is shown to be made up
of two fixed surfaces (typically, spherical depressions ground into glass disks and coated with a conducting
material) and of a deflecting plate (typically made of steel) sandwiched between the glass disks. Pressure
inlet orifices are provided, so that the deflecting plate can come into contact with the fluid whose pressure
it is measuring. When the pressure on both sides of the deflecting plate is the same, the capacitance between
terminals b and d, C,,;, will be equal to that between terminals b and ¢, C,. If any pressure differential
exists, the two capacitances will change, with an increase on the side where the deflecting plate has come
closer to the fixed surface and a corresponding decrease on the other side.

This behavior is ideally suited for the application of a bridge circuit, similar to the Wheatstone bridge
circuit illustrated in Example 11.2, and also shown in Fig. 11.39. In the bridge circuit, the output voltage,
Vouo 18 precisely balanced when the differential pressure across the transducer is zero, but it will deviate
from zero whenever the two capacitances are not identical because of a pressure differential across the
transducer. We shall analyze the bridge circuit later in Example 11.4.

The Ideal Inductor

The ideal inductor is an element that has the ability to store energy in a magnetic field. Inductors are
typically made by winding a coil of wire around a core, which can be an insulator or a ferromagnetic
material, shown in Fig. 11.40. When a current flows through the coil, a magnetic field is established, as
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FIGURE 11.40 Iron-core inductor.

you may recall from early physics experiments with electromagnets. In an ideal inductor, the resistance
of the wire is zero, so that a constant current through the inductor will flow freely without causing a
voltage drop. In other words, the ideal inductor acts as a short circuit in the presence of DC currents. If a
time-varying voltage is established across the inductor, a corresponding current will result, according to
the following relationship:

di
v (1) = LE" (11.36)

where L is called the inductance of the coil and is measured in henry (H), where

1H =1 Vsec/A (11.37)

Henrys are reasonable units for practical inductors; millihenrys (mH) and microhenrys (uH) are also
used.
The inductor current is found by integrating the voltage across the inductor:

i) = %j v, dt (11.38)

If the current flowing through the inductor at time ¢ = ¢, is known to be I, with

t,

I, = iy (t=1t,) = %j v, dt (11.39)

then the inductor current can be found according to the equation
. 1!
i(t) = ZJ vdt+I, t>t, (11.40)
fy

Inductors in series add. Inductors in parallel combine according to the same rules used for resistors
connected in parallel. See Figs. 11.41-11.43.

Table 11.4 and Figs. 11.36, 11.41, and 11.43 illustrate a useful analogy between ideal electrical and
mechanical elements.
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TABLE 11.4 Analogy Between Electrical
and Mechanical Variables

Mechanical System Electrical System
Force, f (N) Current, i (A)
Velocity, u (m/sec) Voltage, v (V)

Damping, B (N sec/m) Conductance, 1/R (S)
Compliance, 1/k (m/N)  Inductance, L (H)
Mass, M (kg) Capacitance, C (F)

The defining equation for the
inductance circuit element is
analogous to the equation of
motion of a spring acted upon by a

force.
—_—
i) +
Lev,
i=% o
umts
| dt
I X ———
koo
f
FIGURE 11.41 Defining equation for the ideal induc- f= k_)r” dt
tor and analogy with force-spring system.
— i) (A)
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FIGURE 11.42 Combining inductors in a circuit.

FIGURE 11.43 Analogy between electrical and mechanical elements.
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Time-Dependent Signal Sources

Figure 11.44 illustrates the convention that will be employed to denote time-dependent signal sources.

One of the most important classes of time-dependent signals is that of periodic signals. These signals
appear frequently in practical applications and are a useful approximation of many physical phenomena.
A periodic signal x(¢) is a signal that satisfies the following equation:

x(t) = x(t+nT) n=1,2,3,... (11.41)

where T'is the period of x(¢). Figure 11.45 illustrates a number of the periodic waveforms that are typically
encountered in the study of electrical circuits. Waveforms such as the sine, triangle, square, pulse, and
sawtooth waves are provided in the form of voltages (or, less frequently, currents) by commercially
available signal (or waveform) generators. Such instruments allow for selection of the waveform peak
amplitude, and of its period.

As stated in the introduction, sinusoidal waveforms constitute by far the most important class of time-
dependent signals. Figure 11.46 depicts the relevant parameters of a sinusoidal waveform. A generalized
sinusoid is defined as follows:

x(t) = A cos(wt+ ¢) (11.42)
0] O
v @ in(® v @), i
O O
Generalized time-dependent sources Sinusoidal source

FIGURE 11.44 Time-dependent signal sources.
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where A is the amplitude, @ the radian frequency, and ¢ the phase. Figure 11.46 summarizes the
definitions of A, @, and ¢ for the waveforms

x,(t) = Acos(wt) and x,(t) = A cos(wt+ @)

where

f = natural frequency = %(cycles/sec, or Hz)

e
[

= radian frequency = 2xf (radians/sec) (11.43)

ZﬂATT (radians) = 360 ATT (degrees)

The phase shift, ¢, permits the representation of an arbitrary sinusoidal signal. Thus, the choice of the
reference cosine function to represent sinusoidal signals—arbitrary as it may appear at first—does not
restrict the ability to represent all sinusoids. For example, one can represent a sine wave in terms of a
cosine wave simply by introducing a phase shift of 7172 radians:

Asin(wt) = Acos(wt—g) (11.44)

It is important to note that, although one usually employs the variable ® (in units of radians per
second) to denote sinusoidal frequency, it is common to refer to natural frequency, f, in units of cycles
per second, or hertz (Hz). The relationship between the two is the following:

o = 2nf (11.45)
Average and RMS Values

Now that a number of different signal waveforms have been defined, it is appropriate to define suitable
measurements for quantifying the strength of a time-varying electrical signal. The most common types
of measurements are the average (or DC) value of a signal waveform, which corresponds to just mea-
suring the mean voltage or current over a period of time, and the root-mean-square (rms) value, which
takes into account the fluctuations of the signal about its average value. Formally, the operation of computing
the average value of a signal corresponds to integrating the signal waveform over some (presumably, suitably
chosen) period of time. We define the time-averaged value of a signal x(t) as

(x(1)) = HTx(t) dr (11.46)

where T is the period of integration. Figure 11.47 illustrates how this process does, in fact, correspond
to computing the average amplitude of x() over a period of T seconds.

(Acos(wt+ ¢)) =0
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FIGURE 11.47 Averaging a signal waveform.
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A useful measure of the voltage of an AC waveform is the rms value of the signal, x(¢), defined as follows:

X, /%jsz(t) dr (11.47)

Note immediately that if x(t) is a voltage, the resulting x,,,, will also have units of volts. If you analyze
Eq. (11.47), you can see that, in effect, the rms value consists of the square root of the average (or mean)
of the square of the signal. Thus, the notation rms indicates exactly the operations performed on x(t) in
order to obtain its rms value.

Solution of Circuits Containing Dynamic Elements

The major difference between the analysis of the resistive circuits and circuits containing capacitors and
inductors is now that the equations that result from applying Kirchhoff’s laws are differential equations,
as opposed to the algebraic equations obtained in solving resistive circuits. Consider, for example, the
circuit of Fig. 11.48 which consists of the series connection of a voltage source, a resistor, and a capacitor.
Applying KVL around the loop, we may obtain the following equation:

ve(t) = vr(t) +ve(t) (11.48)

Observing that 7, = i, Eq. (11.48) may be combined with the defining equation for the capacitor (Eq. 4.6.6)
to obtain

vy(t) = Ric(t)+é'rmicdt (11.49)

Equation (11.49) is an integral equation, which may be converted to the more familiar form of a
differential equation by differentiating both sides of the equation, and recalling that

%ijicdt) = ig(t) (11.50)
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to obtain the following differential equation:

dic 1. _ ldvg
dt RCIC = EE (1151)

where the argument (¢) has been dropped for ease of notation.

Observe that in Eq. (11.51), the independent variable is the series current flowing in the circuit, and
that this is not the only equation that describes the series RC circuit. If, instead of applying KVL, for
example, we had applied KCL at the node connecting the resistor to the capacitor, we would have obtained
the following relationship:

_ dv.-
iy = VSRVC =i = CdltC (11.52)
or
dve 1 1
e, 2, = — 11.53
dt "TRC'CT RC” (11.53)

Note the similarity between Eqgs. (11.51) and (11.53). The left-hand side of both equations is identical,
except for the dependent variable, while the right-hand side takes a slightly different form. The solution
of either equation is sufficient, however, to determine all voltages and currents in the circuit.

We can generalize the results above by observing that any circuit containing a single energy-storage
element can be described by a differential equation of the form

al% +a(t) = F(t) (11.54)

where y(t) represents the capacitor voltage in the circuit of Fig. 11.48 and where the constants a, and 4,
consist of combinations of circuit element parameters. Equation (11.54) is a first-order ordinary differ-
ential equation with constant coefficients.

Consider now a circuit that contains two energy-storage elements, such as that shown in Fig. 11.49.
Application of KVL results in the following equation:

Ri(t)+L%+éJ.;i(t) dt = v(t) (11.55)

Equation (11.55) is called an integro-differential equation because it contains both an integral and a
derivative. This equation can be converted into a differential equation by differentiating both sides, to
obtain:

di(t)  dii(t) 1. . dvg(p)
R7+L—2+61(t) = T (1156)

L
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FIGURE 11.49 Second-order circuit. =
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or, equivalently, by observing that the current flowing in the series circuit is related to the capacitor
voltage by i(t) = Cdv,/dt, and that Eq. (11.55) can be rewritten as

2
ref¥e  pcdre®
dt dtz

+ve(t) = vs(t) (11.57)

Note that although different variables appear in the preceding differential equations, both Egs. (11.55)
and (11.57) can be rearranged to appear in the same general form as follows:

2
azddit(zt—)+alé%+aoy(t) = F(1t) (11.58)

where the general variable y(f) represents either the series current of the circuit of Fig. 11.49 or the
capacitor voltage. By analogy with Eq. (11.54), we call Eq. (11.58) a second-order ordinary differential
equation with constant coefficients. As the number of energy-storage elements in a circuit increases, one
can therefore expect that higher-order differential equations will result.

Phasors and Impedance

In this section, we introduce an efficient notation to make it possible to represent sinusoidal signals as
complex numbers, and to eliminate the need for solving differential equations.
Phasors

Let us recall that it is possible to express a generalized sinusoid as the real part of a complex vector
whose argument, or angle, is given by (@t + ¢) and whose length, or magnitude, is equal to the peak
amplitude of the sinusoid. The complex phasor corresponding to the sinusoidal signal Acos(@t + ¢)
is therefore defined to be the complex number Ae’*:

Ae’® = complex phasor notation for A cos( @t + ¢) (11.59)

1. Any sinusoidal signal may be mathematically represented in one of two ways: a time-domain form
v(t) = Acos(wt+ ¢)

and a frequency-domain (or phasor) form

V(jo) = Ae’

2. A phasor is a complex number, expressed in polar form, consisting of a magnitude equal to the
peak amplitude of the sinusoidal signal and a phase angle equal to the phase shift of the sinusoidal
signal referenced to a cosine signal.

3. When using phasor notation, it is important to make a note of the specific frequency, @, of the
sinusoidal signal, since this is not explicitly apparent in the phasor expression.

Impedance

We now analyze the i-v relationship of the three ideal circuit elements in light of the new phasor notation.
The result will be a new formulation in which resistors, capacitors, and inductors will be described in
the same notation. A direct consequence of this result will be that the circuit theorems of section 11.3
will be extended to AC circuits. In the context of AC circuits, any one of the three ideal circuit elements
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defined so far will be described by a parameter called impedance, which may be viewed as a complex
resistance. The impedance concept is equivalent to stating that capacitors and inductors act as frequency-
dependent resistors, that is, as resistors whose resistance is a function of the frequency of the sinusoidal
excitation. Figure 11.50 depicts the same circuit represented in conventional form (top) and in phasor-
impedance form (bottom); the latter representation explicitly shows phasor voltages and currents and
treats the circuit element as a generalized “impedance.” It will presently be shown that each of the three
ideal circuit elements may be represented by one such impedance element.
Let the source voltage in the circuit of Fig. 11.50 be defined by

vs(t) = Acoswt or V(jw) = A’ (11.60)

without loss of generality. Then the current i(t) is defined by the i-v relationship for each circuit element.
Let us examine the frequency-dependent properties of the resistor, inductor, and capacitor, one at a time.

The impedance of the resistor is defined as the ratio of the phasor voltage across the resistor to the
phasor current flowing through it, and the symbol Z; is used to denote it:

. Vi(jo)
Zi(jo) = ; = (11.61)
r(j@) (o)
The impedance of the inductor is defined as follows:
. Vi(jo) 90° .
Z,(jo) = : = wle = joL (11.62)
1(jo) 1(jo) J
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Note that the inductor now appears to behave like a complex frequency-dependent resistor, and that the
magnitude of this complex resistor, WL, is proportional to the signal frequency, ®. Thus, an inductor will
“impede” current flow in proportion to the sinusoidal frequency of the source signal. This means that
at low signal frequencies, an inductor acts somewhat like a short circuit, while at high frequencies it tends
to behave more as an open circuit. Another important point is that the magnitude of the impedance of
an inductor is always positive, since both L and @ are positive numbers. You should verify that the units
of this magnitude are also ohms.
The impedance of the ideal capacitor, Z.(jw), is therefore defined as follows:

o Vs(jo) 1 e = 1
Zei® = Jo5ay T ac® T ac T jac (11.63)

where we have used the fact that 1/j = ¢’ = —j. Thus, the impedance of a capacitor is also a frequency-
dependent complex quantity, with the impedance of the capacitor varying as an inverse function of
frequency, and so a capacitor acts like a short circuit at high frequencies, whereas it behaves more like
an open circuit at low frequencies. Another important point is that the impedance of a capacitor is always
negative, since both C and  are positive numbers. You should verify that the units of impedance for a
capacitor are ohms. Figure 11.51 depicts Z-(j®) in the complex plane, alongside Z,(jw) and Z,(j w).

The impedance parameter defined in this section is extremely useful in solving AC circuit analysis
problems, because it will make it possible to take advantage of most of the network theorems developed
for DC circuits by replacing resistances with complex-valued impedances. In its most general form, the
impedance of a circuit element is defined as the sum of a real part and an imaginary part:

Z(jo) = R(jo) +jX(jo) (11.64)

where R is called the AC resistance and X is called the reactance. The frequency dependence of R and
X has been indicated explicitly, since it is possible for a circuit to have a frequency-dependent resistance.
The examples illustrate how a complex impedance containing both real and imaginary parts arises in a
circuit.

Example 11.4 Capacitive Displacement Transducer

In Example 11.3, the idea of a capacitive displacement transducer was introduced when we considered
a parallel-plate capacitor composed of a fixed plate and a movable plate. The capacitance of this variable
capacitor was shown to be a nonlinear function of the position of the movable plate, x (see Fig. 11.39).
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In this example, we show that under certain conditions the impedance of the capacitor varies as a linear
function of displacement—that is, the movable-plate capacitor can serve as a linear transducer.
Recall the expression derived in Example 11.3:

_ 8.854x10°A
B X

C

where C is the capacitance in picofarad, A is the area of the plates in square millimeter, and x is the
(variable) distance in millimeter. If the capacitor is placed in an AC circuit, its impedance will be
determined by the expression

ZCZ.—

so that

X

Ze= e
¢ 8854 jwA

Thus, at a fixed frequency @, the impedance of the capacitor will vary linearly with displacement. This
property may be exploited in the bridge circuit of Example 11.3, where a differential pressure transducer
was shown as being made of two movable-plate capacitors, such that if the capacitance of one increased
as a consequence of a pressure differential across the transducer, the capacitance of the other had to decrease
by a corresponding amount (at least for small displacements). The circuit is shown again in Fig. 11.52 where
two resistors have been connected in the bridge along with the variable capacitors (denoted by C(x)).
The bridge is excited by a sinusoidal source.
Using phasor notation, we can express the output voltage as follows:

Ze, ) R
Vouljo) = Vs(jo) 2 — - )
‘ s ZeotZe,m Ri+Ry
If the nominal capacitance of each movable-plate capacitor with the diaphragm in the center position is
given by

where d is the nominal (undisplaced) separation between the diaphragm and the fixed surfaces of the
capacitors (in mm), the capacitors will see a change in capacitance given by

EA EA
d+x

Cdb = and Cbc =

d—

FIGURE 11.52 Bridge circuit for capacitive displace-
ment transducer.
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when a pressure differential exists across the transducer, so that the impedances of the variable capacitors
change according to the displacement

d-x d+x
Z = — Z = ——
o = g5ajon M o T §astjeA

and we obtain the following expression for the phasor output voltage, if we choose R, = R,.

d+x

. , 8.854j WA Rk
Vout(]w) - VS(](D) di-x . d+.x R1+R2
8.854jwA ' 8.854 j0A

. 1 X Rz
VS(J“’)(E TR Rz)

L X
= Vy(jo)—
Thus, the output voltage will vary as a scaled version of the input voltage in proportion to the displacement.
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Although various aspects of what is now known as thermodynamics have been of interest since antiquity,
formal study began only in the early nineteenth century through consideration of the motive power of
heat: the capacity of hot bodies to produce work. Today the scope is larger, dealing generally with energy
and entropy, and with relationships among the properties of matter. Moreover, in the past 25 years
engineering thermodynamics has undergone a revolution, both in terms of the presentation of funda-
mentals and in the manner that it is applied. In particular, the second law of thermodynamics has emerged
as an effective tool for engineering analysis and design.

12.1 Fundamentals

Classical thermodynamics is concerned primarily with the macrostructure of matter. It addresses the
gross characteristics of large aggregations of molecules and not the behavior of individual molecules.
The microstructure of matter is studied in kinetic theory and statistical mechanics (including quantum
thermodynamics). In this chapter, the classical approach to thermodynamics is featured.

Basic Concepts and Definitions

Thermodynamics is both a branch of physics and an engineering science. The scientist is normally
interested in gaining a fundamental understanding of the physical and chemical behavior of fixed,
quiescent quantities of matter and uses the principles of thermodynamics to relate the properties of
matter. Engineers are generally interested in studying systems and how they interact with their surround-
ings. To facilitate this, engineers have extended the subject of thermodynamics to the study of systems
through which matter flows.

System

In a thermodynamic analysis, the system is the subject of the investigation. Normally the system is a
specified quantity of matter and/or a region that can be separated from everything else by a well-defined
surface. The defining surface is known as the control surface or system boundary. The control surface may
be movable or fixed. Everything external to the system is the surroundings. A system of fixed mass is
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referred to as a control mass or closed system. When there is flow of mass through the control surface, the
system is called a control volume or open system. An isolated system is a closed system that does not
interact in any way with its surroundings.

State, Property

The condition of a system at any instant of time is called its state. The state at a given instant of time is
described by the properties of the system. A property is any quantity whose numerical value depends on
the state, but not the history of the system. The value of a property is determined in principle by some
type of physical operation or test.

Extensive properties depend on the size or extent of the system. Volume, mass, energy, entropy, and
exergy are examples of extensive properties. An extensive property is additive in the sense that its value
for the whole system equals the sum of the values for its parts. Intensive properties are independent of
the size or extent of the system. Pressure and temperature are examples of intensive properties.

Process, Cycle

Two states are identical if, and only if, the properties of the two states are identical. When any property
of a system changes in value there is a change in state, and the system is said to undergo a process. When
a system in a given initial state goes through a sequence of processes and finally returns to its initial state,
it is said to have undergone a thermodynamic cycle.

Phase and Pure Substance

The term phase refers to a quantity of matter that is homogeneous throughout in both chemical com-
position and physical structure. Homogeneity in physical structure means that the matter is all solid, or
all liquid, or all vapor (or equivalently all gas). A system can contain one or more phases. For example,
a system of liquid water and water vapor (steam) contains two phases. A pure substance is one that is
uniform and invariable in chemical composition. A pure substance can exist in more than one phase,
but its chemical composition must be the same in each phase. For example, if liquid water and water
vapor form a system with two phases, the system can be regarded as a pure substance because each phase
has the same composition. The nature of phases that coexist in equilibrium is addressed by the phase
rule (for discussion see Moran and Shapiro, 2000).

Equilibrium

Equilibrium means a condition of balance. In thermodynamics the concept includes not only a balance
of forces, but also a balance of other influences. Each kind of influence refers to a particular aspect of
thermodynamic (complete) equilibrium. Thermal equilibrium refers to an equality of temperature,
mechanical equilibrium to an equality of pressure, and phase equilibrium to an equality of chemical
potentials (for discussion see Moran and Shapiro, 2000). Chemical equilibrium is also established in
terms of chemical potentials. For complete equilibrium the several types of equilibrium must exist
individually.

Temperature

A scale of temperature independent of the thermometric substance is called a thermodynamic temperature
scale. The Kelvin scale, a thermodynamic scale, can be elicited from the second law of thermodynamics.
The definition of temperature following from the second law is valid over all temperature ranges and
provides an essential connection between the several empirical measures of temperature. In particular,
temperatures evaluated using a constant-volume gas thermometer are identical to those of the Kelvin scale
over the range of temperatures where gas thermometry can be used. On the Kelvin scale the unit is the
kelvin (K).

The Celsius temperature scale (also called the centigrade scale) uses the degree Celsius (0C), which
has the same magnitude as the kelvin. Thus, temperature differences are identical on both scales.
However, the zero point on the Celsius scale is shifted to 273.15 K, the triple point of water (Fig. 12.1b),
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as shown by the following relationship between the Celsius temperature and the Kelvin temperature:
T(°C ) = T(K)—273.15 (12.1)

Two other temperature scales are commonly used in engineering in the U.S. By definition, the Rankine
scale, the unit of which is the degree rankine (° R), is proportional to the Kelvin temperature according to

T(°R) = 1.8T(K) (12.2)

The Rankine scale is also an absolute thermodynamic scale with an absolute zero that coincides with the
absolute zero of the Kelvin scale. In thermodynamic relationships, temperature is always in terms of the
Kelvin or Rankine scale unless specifically stated otherwise.

A degree of the same size as that on the Rankine scale is used in the Fahrenheit scale, but the zero
point is shifted according to the relation

I(°F) = T(C R)—459.67 (12.3)
Substituting Eqs. (12.1) and (12.2) into Eq. (12.3) gives
FCF)=18T(°C)+3: (12.4)

This equation shows that the Fahrenheit temperature of the ice point (0° C) is 32° F and of the steam
point (100° C) is 212° E The 100 Celsius or Kelvin degrees between the ice point and steam point
corresponds to 180 Fahrenheit or Rankine degrees.

To provide a standard for temperature measurement taking into account both theoretical and practical
considerations, the International Temperature Scale of 1990 (ITS-90) is defined in such a way that the
temperature measured on it conforms with the thermodynamic temperature, the unit of which is the
kelvin, to within the limits of accuracy of measurement obtainable in 1990. Further discussion of ITS-90
is provided by Preston-Thomas (1990).

Irreversibilities

A process is said to be reversible if it is possible for its effects to be eradicated in the sense that there is
some way by which both the system and its surroundings can be exactly restored to their respective initial
states. A process is irreversible if both the system and surroundings cannot be restored to their initial states.
There are many effects whose presence during a process renders it irreversible. These include, but are
not limited to, the following: heat transfer through a finite temperature difference; unrestrained expansion
of a gas or liquid to a lower pressure; spontaneous chemical reaction; mixing of matter at different
compositions or states; friction (sliding friction as well as friction in the flow of fluids); electric current
flow through a resistance; magnetization or polarization with hysteresis; and inelastic deformation.
The term irreversibility is used to identify effects such as these.

Irreversibilities can be divided into two classes, internal and external. Internal irreversibilities are those
that occur within the system, while external irreversibilities are those that occur within the surroundings,
normally the immediate surroundings. As this division depends on the location of the boundary there
is some arbitrariness in the classification (by locating the boundary to take in the immediate surroundings,
all irreversibilities are internal). Nonetheless, valuable insights can result when this distinction between
irreversibilities is made. When internal irreversibilities are absent during a process, the process is said to
be internally reversible. At every intermediate state of an internally reversible process of a closed system,
all intensive properties are uniform throughout each phase present: the temperature, pressure, specific
volume, and other intensive properties do not vary with position.
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Laws of Thermodynamics

The first steps in a thermodynamic analysis are definition of the system and identification of the relevant
interactions with the surroundings. Attention then turns to the pertinent physical laws and relationships
that allow the behavior of the system to be described in terms of an engineering model, which is a
simplified representation of system behavior that is sufficiently faithful for the purpose of the analysis,
even if features exhibited by the actual system are ignored.

Thermodynamic analyses of control volumes and closed systems typically use, directly or indirectly,
one or more of three basic laws. The laws, which are independent of the particular substance or substances
under consideration, are

+ the conservation of mass principle,
+ the conservation of energy principle,

+ the second law of thermodynamics.

The second law may be expressed in terms of entropy or exergy.

The laws of thermodynamics must be supplemented by appropriate thermodynamic property data.
For some applications a momentum equation expressing Newton’s second law of motion also is required.
Data for transport properties, heat transfer coefficients, and friction factors often are needed for a compre-
hensive engineering analysis. Principles of engineering economics and pertinent economic data also can
play prominent roles.

12.2 Extensive Property Balances

The laws of thermodynamics can be expressed in terms of extensive property balances for mass, energy,
entropy, and exergy. Engineering applications are generally analyzed on a control volume basis. Accord-
ingly, the control volume formulations of the mass energy, entropy, and exergy balances are featured
here. They are provided in the form of overall balances assuming one-dimensional flow. Equations of
change for mass, energy, and entropy in the form of differential equations are also available in the literature
(Bird et al., 1960).

Mass Balance

For applications in which inward and outward flows occur, each through one or more ports, the extensive
property balance expressing the conservation of mass principle takes the form

Z—T = Zmi_Zme (12.5)

where dm/dt represents the time rate of change of mass contained within the control volume, ; denotes
the mass flow rate at an inlet port, and 7, denotes the mass flow rate at an exit port.

The volumetric flow rate through a portion of the control surface with area dA is the product of the
velocity component normal to the area, v,, times the area: v,dA. The mass flow rate through dA is p(v,dA),
where p denotes density. The mass rate of flow through a port of area A is then found by integration
over the area

m = JAp\gdA

For one-dimensional flow the intensive properties are uniform with position over area A, and the last
equation becomes

m= pvA = (12.6)
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where v denotes the specific volume (the reciprocal of density) and the subscript n has been dropped
from velocity for simplicity.

Energy Balance

Energy is a fundamental concept of thermodynamics and one of the most significant aspects of engi-
neering analysis. Energy can be stored within systems in various macroscopic forms: kinetic energy,
gravitational potential energy, and internal energy. Energy also can be transformed from one form to
another and transferred between systems. Energy can be transferred by work, by heat transfer, and by
flowing matter. The total amount of energy is conserved in all transformations and transfers. The extensive
property balance expressing the conservation of energy principle takes the form

d(U+KE+PE) - . : v : v,
_..—d..t—.... = Q—W+Zm,(hi+5+gz,)—2me(he+5+gze) (12,73)

e

where U, KE, and PE denote, respectively, the internal energy, kinetic energy, and gravitational potential
energy of the overall control volume.

The right side of Eq. (12.7a) accounts for transfers of energy across the boundary of the control volume.
Energy can enter and exit control volumes by work. Because work is done on or by a control volume
when matter flows across the boundary, it is convenient to separate the work rate (or power) into two
contributions. One contribution is the work rate associated with the force of the fluid pressure as mass
is introduced at the inlet and removed at the exit. Commonly referred to as flow work, this contribution
is accounted for by m;(p;v;) and m.(p,v,), respectively, where p denotes pressure and v denotes specific
volume. The other contribution, denoted by W in Eq. (12.7a), includes all other work effects, such as
those associated with rotating shafts, displacement of the boundary, and electrical effects. W is considered
positive for energy transfer from the control volume.

Energy also can enter and exit control volumes with flowing streams of matter. On a one-dimensional
flow basis, the rate at which energy enters with matter at inlet i is m2;(u; + Vf/ 2 + gz;), where the three
terms in parentheses account, respectively, for the specific internal energy, specific kinetic energy, and
specific gravitational potential energy of the substance flowing through port i. In writing Eq. (12.7a) the
sum of the specific internal energy and specific flow work at each inlet and exit is expressed in terms of
the specific enthalpy h(=u + pv). Finally, Q accounts for the rate of energy transfer by heat and is
considered positive for energy transfer fo the control volume.

By dropping the terms of Eq. (12.7a) involving mass flow rates an energy rate balance for closed
systems is obtained. In principle the closed system energy rate balance can be integrated for a process
between two states to give the closed system energy balance:

(U,-U,)+(KE,-KE,)+(PE,-PE,) = Q-W

(closed systems)

(12.7b)

where 1 and 2 denote the end states. Q and W denote the amounts of energy transferred by heat and
work during the process, respectively.

Entropy Balance

Contemporary applications of engineering thermodynamics express the second law, alternatively, as an
entropy balance or an exergy balance. The entropy balance is considered here.

Like mass and energy, entropy can be stored within systems and transferred across system boundaries.
However, unlike mass and energy, entropy is not conserved, but generated (or produced) by irreversibilities

©2002 CRC Press LLC



within systems. A control volume form of the extensive property balance for entropy is

ds Q . . »

yri ;Tj+zi‘mfsi—ze‘mese+5gen (12.8)
rates of entropy rate of entropy
transfer generation

where dS/dt represents the time rate of change of entropy within the control volume. The terms m;s;
and 1.5, account, respectively, for rates of entropy transfer into and out of the control volume accom-
panying mass flow. Q; represents the time rate of heat transfer at the location on the boundary where
the instantaneous temperature is T, and Q;/T; accounts for the accompanying rate of entropy transfer.
Sgen denotes the time rate of entropy generation due to irreversibilities within the control volume. An
entropy rate balance for closed systems is obtained by dropping the terms of Eq. (12.8) involving mass
flow rates.

When applying the entropy balance in any of its forms, the objective is often to evaluate the entropy
generation term. However, the value of the entropy generation for a given process of a system usually
does not have much significance by itself. The significance normally is determined through comparison:
the entropy generation within a given component would be compared with the entropy generation values
of the other components included in an overall system formed by these components. This allows the
principal contributors to the irreversibility of the overall system to be pinpointed.

Control Volumes at Steady State

Engineering systems are often idealized as being at steady state, meaning that all properties are unchanging
in time. For a control volume at steady state, the identity of the matter within the control volume changes
continuously, but the total amount of mass remains constant. At steady state, the mass rate balance
Eq. (12.5) reduces to

Zm; = Zm (12.9a)

At steady state, the energy rate balance Eq. (12.7a) becomes

2 2
. . . v; . v,
0= Q—W+ng(hi+3+gz,)—ze“me(he+3+gzc) (12.9b)

At steady state, the entropy rate balance Eq. (12.8) reads

0= z%ﬁm_zmesﬁs’gm (12.9¢)

j

Mass and energy are conserved quantities, but entropy is not generally conserved. Equation (12.9a)
indicates that the total rate of mass flow into the control volume equals the total rate of mass flow out
of the control volume. Similarly, Eq. (12.9b) states that the total rate of energy transfer into the control
volume equals the total rate of energy transfer out of the control volume. However, Eq. (12.9¢) shows
that the rate at which entropy is transferred out exceeds the rate at which entropy enters, the difference
being the rate of entropy generation within the control volume owing to irreversibilities.

Many applications involve control volumes having a single inlet and a single exit. For such cases
the mass rate balance, Eq. (12.9a), reduces to #1; = ni1.. Denoting the common mass flow rate by 1,
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Eqgs. (12.9b) and (12.9¢) give, respectively,

0=Q-W+ m[(h,-—he)+(vi;V“)+g(zi—ze)} (12.10a)
0= ~Q—+m(si—se)+s'gen (12.11a)
T,

where for simplicity T, denotes the temperature, or a suitable average temperature, on the boundary
where heat transfer occurs.

When energy and entropy rate balances are applied to particular cases of interest, additional simplifi-
cations are usually made. The heat transfer term Q is dropped when it is insignificant relative to other
energy transfers across the boundary. This may be the result of one or more of the following: (1) the outer
surface of the control volume is insulated; (2) the outer surface area is too small for there to be effective
heat transfer; (3) the temperature difference between the control volume and its surroundings is small
enough that the heat transfer can be ignored; (4) the gas or liquid passes through the control volume so
quickly that there is not enough time for significant heat transfer to occur. The work term W drops out
of the energy rate balance when there are no rotating shafts, displacements of the boundary, electrical
effects, or other work mechanisms associated with the control volume being considered. The effects of
kinetic and potential energy are frequently negligible relative to other terms of the energy rate balance.

The special forms of Eqgs. (12.10a) and (12.11a) listed in Table 12.1 are obtained as follows: When
there is no heat transfer, Eq. (12.11a) gives

= Sg—.‘““zo

. " (12.11b)

e Si

(no heat transfer)

Accordingly, when irreversibilities are present within the control volume, the specific entropy increases
as mass flows from inlet to outlet. In the ideal case in which no internal irreversibilities are present, mass
passes through the control volume with no change in its entropy—that is, isentropically.

For no heat transfer, Eq. (12.10a) gives

W = m[(hi—he)+(V?;V§)+g(Z;—Ze)] (12.10b)

(no heat transfer)

A special form that is applicable, at least approximately, to compressors, pumps, and turbines results
from dropping the kinetic and potential energy terms of Eq. (12.10b), leaving

W = ni(h;—h,)

(compressors, pumps, and turbines)

(12.10c¢)

In throttling devices a significant reduction in pressure is achieved by introducing a restriction into a line
through which a gas or liquid flows. For such devices W = 0 and Eq. (12.10c) reduces further to read

h,=h,

(throttling process)

(12.10d)

That is, upstream and downstream of the throttling device, the specific enthalpies are equal.
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TABLE12.1 Energy and Entropy Balances for One-Inlet, One-Outlet Control
Volumes at Steady State and No Heat Transfer

Energy balance

2 2
W= m[(h, )+ (V,‘ ;Vf) +g(z— Ze)} (12.10b)
Compressors, pumps, and turbines’
W = m(h;—h,) (12.10¢)
Throttling
ho=h, (12.10d)

Nozzles, diffusers’

v, = JVi+2(h;—h,) (12.10e)

Entropy balance

5= =220 (12.11b)

* For an ideal gas with constant ¢» Eq. (1) of Table 12.4 allows Eq. (12.10c) to
be written as

W = nmic,(T;-T,) (12.10¢)
The power developed in an isentropic process is obtained with Eq. (5) of Table 12.4 as
W= me,T,[1-(p/p)" " (s=0)

where ¢, = kR/(k-1).
" For an ideal gas with constant c,, Eq. (1) of Table 12.4 allows Eq. (12.10e) to be

written as
5 ,
v, = Vi +2¢,(T;=T,) (12.10¢")

The exit velocity for an isentropic process is obtained with Eq. (5”) of Table 12.4 as

vo= V426, T = (psp)* "] (s=0)
where ¢, = kR/(k - 1).

(12.10¢”)

(12.10€”)

A nozzle is a flow passage of varying cross-sectional area in which the velocity of a gas or liquid increas
es in the direction of flow. In a diffuser, the gas or liquid decelerates in the direction of flow. For such
devices, W = 0. The heat transfer and potential energy change are generally negligible. Then Eq.
(12.10b) reduces to

2 2
Vi—V,

o
I

hi—h,+

Solving for the exit velocity

<
Il

. = AVi+2(h;—h,) (12.10e)

(nozzle, diffuser)

The steady-state forms of the mass, energy, and entropy rate balances can be applied to control volumes
with multiple inlets and/or exits, for example, cases involving heat-recovery steam generators, feedwater
heaters, and counterflow and crossflow heat exchangers. Transient (or unsteady) analyses can be con-
ducted with Egs. (12.5), (12.7a), and (12.8). Illustrations of all such applications are provided by Moran
and Shapiro (2000).
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Exergy Balance

Exergy provides an alternative to entropy for applying the second law. When exergy concepts are combined
with principles of engineering economy, the result is known as thermoeconomics. Thermoeconomics allows
the real cost sources to be identified: capital investment costs, operating and maintenance costs, and the
costs associated with the destruction and loss of exergy. Optimization of systems can be achieved by a
careful consideration of such cost sources. From this perspective thermoeconomics is exergy-aided cost
minimization. Discussions of exergy analysis and thermoeconomics are provided by Moran (1989), Bejan
etal. (1996), Moran and Tsatsaronis (2000), and Moran and Shapiro (2000). In this section salient aspects
are presented.

Defining Exergy

An opportunity for doing work exists whenever two systems at different states are placed in communication
because, in principle, work can be developed as the two are allowed to come into equilibrium. When one
of the two systems is a suitably idealized system called an environment and the other is some system of
interest, exergy is the maximum theoretical useful work (shaft work or electrical work) obtainable as the
system of interest and environment interact to equilibrium, heat transfer occurring with the environment
only. (Alternatively, exergy is the minimum theoretical useful work required to form a quantity of matter
from substances present in the environment and bring the matter to a specified state.) Exergy is a measure
of the departure of the state of the system from that of the environment, and is therefore an attribute of
the system and environment together. Once the environment is specified, however, a value can be assigned
to exergy in terms of property values for the system only, so exergy can be regarded as an extensive property
of the system. Exergy can be destroyed and, like entropy, generally is not conserved.

Models with various levels of specificity are employed for describing the environment used to evaluate
exergy. Models of the environment typically refer to some portion of a system’s surroundings, the intensive
properties of each phase of which are uniform and do not change significantly as a result of any process
under consideration. The environment is regarded as composed of common substances existing in abun-
dance within the Earth’s atmosphere, oceans, and crust. The substances are in their stable forms as they
exist naturally, and there is no possibility of developing work from interactions—physical or chemical—
between parts of the environment. Although the intensive properties of the environment are assumed to
be unchanging, the extensive properties can change as a result of interactions with other systems. Kinetic
and potential energies are evaluated relative to coordinates in the environment, all parts of which are
considered to be at rest with respect to one another. For computational ease, the temperature T;, and
pressure p, of the environment are often taken as typical ambient values, such as 1 atm and 25°C (77°F).
However, these properties may be specified differently depending on the application.

When a system is in equilibrium with the environment, the state of the system is called the dead state.
At the dead state, the conditions of mechanical, thermal, and chemical equilibrium between the system
and the environment are satisfied: the pressure, temperature, and chemical potentials of the system equal
those of the environment, respectively. In addition, the system has no motion or elevation relative to
coordinates in the environment. Under these conditions, there is no possibility of a spontaneous change
within the system or the environment, nor can there be an interaction between them. The value of exergy
is zero. Another type of equilibrium between the system and environment can be identified. This is a
restricted form of equilibrium where only the conditions of mechanical and thermal equilibrium must
be satisfied. This state of the system is called the restricted dead state. At the restricted dead state, the
fixed quantity of matter under consideration is imagined to be sealed in an envelope impervious to mass
flow, at zero velocity and elevation relative to coordinates in the environment, and at the temperature
T, and pressure p,,.

Exergy Transfer and Exergy Destruction

Exergy can be transferred by three means: exergy transfer associated with work, exergy transfer associated
with heat transfer, and exergy transfer associated with the matter entering and exiting a control volume.
All such exergy transfers are evaluated relative to the environment used to define exergy. Exergy also is
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destroyed by irreversibilities within the system or control volume. Exergy balances can be written in
various forms, depending on whether a closed system or control volume is under consideration and
whether steady-state or transient operation is of interest. Owing to its importance for a wide range of
applications, an exergy rate balance for control volumes at steady state is presented alternatively as
Eqgs. (12.12a) and (12.12b).

0= ZEq,j—W+2E'i—zEe—E'D (12.12a)

rates of rate of
exergy exergy
transfer destruction

0= 2(1——)@ W+2m e —zm e,— Ep (12.12b)

W has the same significance as in Eq. (12.7a): the work rate excluding the flow work. Qj is the time rate of
heat transfer at the location on the boundary of the control volume where the instantaneous temperature
is T; . The associated rate of exergy transfer is

E,j = (1—%)@ (12.13)

As for other control volume rate balances, the subscripts i and e denote inlets and exits, respectively The
exergy transfer rates at control volume inlets and exits are denoted, respectively, as E; = mie; and
E, = m.e,. Finally, Ep accounts for the time rate of exergy destruction due to irreversibilities within
the control volume. The exergy destruction rate is related to the entropy generation rate by

Ep = TySgen (12.14)

The specific exergy transfer terms e; and e, are expressible in terms of four components: physical exergy
", kinetic exergy ¢, potential exergy ¢, and chemical exergy e

e=eM Ny (12.15a)

The first three components are evaluated as follows:

= (h=ho) = To(s—50) (12.15b)

w1l (12.15¢)
= _

=gz (12.15d)

In Eq. (12.15b), h, and s, denote, respectively, the specific enthalpy and specific entropy at the restricted
dead state. In Egs. (12.15¢) and (12.15d), v and z denote velocity and elevation relative to coordinates
in the environment, respectively.

To evaluate the chemical exergy (the exergy component associated with the departure of the chemical
composition of a system from that of the environment), alternative models of the environment can be
employed depending on the application; see for example Moran (1989) and Kotas (1995). Exergy analysis
is facilitated, however, by employing a standard environment and a corresponding table of standard

©2002 CRC Press LLC



chemical exergies. Standard chemical exergies are based on standard values of the environmental temper-
ature T, and pressure p, — for example, 298.15 K (25°C) and 1 atm, respectively. Standard environments
also include a set of reference substances with standard concentrations reflecting as closely as possible
the chemical makeup of the natural environment. Standard chemical exergy data is provided by Szargut
et al. (1988), Bejan et al. (1996), and Moran and Shapiro (2000).

Guidelines for Improving Thermodynamic Effectiveness

To improve thermodynamic effectiveness it is necessary to deal directly with inefficiencies related to
exergy destruction and exergy loss. The primary contributors to exergy destruction are chemical reaction,
heat transfer, mixing, and friction, including unrestrained expansions of gases and liquids. To deal with
them effectively, the principal sources of inefficiency not only should be understood qualitatively, but
also determined quantitatively, at least approximately. Design changes to improve effectiveness must be
done judiciously, however, for the cost associated with different sources of inefficiency can be different.
For example, the unit cost of the electrical or mechanical power required to provide for the exergy
destroyed owing to a pressure drop is generally higher than the unit cost of the fuel required for the
exergy destruction caused by combustion or heat transfer.

Chemical reaction is a significant source of thermodynamic inefficiency. Accordingly, it is generally
good practice to minimize the use of combustion. In many applications the use of combustion equipment
such as boilers is unavoidable, however. In these cases a significant reduction in the combustion irrevers-
ibility by conventional means simply cannot be expected, for the major part of the exergy destruction
introduced by combustion is an inevitable consequence of incorporating such equipment. Still, the exergy
destruction in practical combustion systems can be reduced by minimizing the use of excess air and by
preheating the reactants. In most cases only a small part of the exergy destruction in a combustion
chamber can be avoided by these means. Consequently, after considering such options for reducing the
exergy destruction related to combustion, efforts to improve thermodynamic performance should focus
on components of the overall system that are more amenable to betterment by cost-effective measures.
In other words, some exergy destructions and energy losses can be avoided, others cannot. Efforts should
be centered on those that can be avoided.

Nonidealities associated with heat transfer also typically contribute heavily to inefficiency. Accordingly,
unnecessary or cost-ineffective heat transfer must be avoided. Additional guidelines follow:

+ The higher the temperature T at which a heat transfer occurs in cases where T > T,, where T,
denotes the temperature of the environment, the more valuable the heat transfer and, consequently,
the greater the need to avoid heat transfer to the ambient, to cooling water, or to a refrigerated
stream. Heat transfer across T, should be avoided.

+ The lower the temperature T at which a heat transfer occurs in cases where T'< T, the more
valuable the heat transfer and, consequently, the greater the need to avoid direct heat transfer with
the ambient or a heated stream.

Since exergy destruction associated with heat transfer between streams varies inversely with the
temperature level, the lower the temperature level, the greater the need to minimize the stream-
to-stream temperature difference.

Although irreversibilities related to friction, unrestrained expansion, and mixing are often less signif-
icant than combustion and heat transfer, they should not be overlooked, and the following guidelines
apply:

+ Relatively more attention should be paid to the design of the lower temperature stages of turbines
and compressors (the last stages of turbines and the first stages of compressors) than to the remaining
stages of these devices. For turbines, compressors, and motors, consider the most thermodynamically
efficient options.

+ Minimize the use of throttling; check whether power recovery expanders are a cost-effective
alternative for pressure reduction.
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TABLE 12.2 Symbols and Definitions for Selected Properties

Property Symbol  Definition Property Symbol Definition
Pressure p Specific heat, constant volume c, (du/dT),
Temperature T Specific heat, constant pressure [ (0h!19T),
Specific volume v Volume expansivity B %(81}/ aT),
Specific internal energy u Isothermal compressivity K —%}(31}/ ap)r
Specific entropy s Isentropic compressibility o —‘—1/ (vl dp),
Specific enthalpy h u+pv Isothermal bulk modulus B —v(dp/Iv)y
Specific Helmholtz function v u—"Ts Isentropic bulk modulus B, —v(dp/dv),
Specific Gibbs function g h—-Ts Joule-Thomson coefficient 1 (T/dp),
Compressibility factor Z pv/IRT Joule coefficient n (dT/dv),
Specific heat ratio k ole, Velocity of sound c =2 (Ipl ),

+ Avoid processes using excessively large thermodynamic driving forces (differences in temperature,
pressure, and chemical composition). In particular, minimize the mixing of streams differing
significantly in temperature, pressure, or chemical composition.

+ The greater the mass flow rate the greater the need to use the exergy of the stream effectively.

Discussion of means for improving thermodynamic effectiveness also is provided by Bejan et al. (1996)
and Moran and Tsatsaronis (2000).

12.3 Property Relations and Data

Engineering thermodynamics uses a wide assortment of thermodynamic properties and relations among
these properties. Table 12.2 lists several commonly encountered properties. Pressure, temperature, and
specific volume can be found experimentally. Specific internal energy, entropy, and enthalpy are among
those properties that are not so readily obtained in the laboratory. Values for such properties are calculated
using experimental data of properties that are more amenable to measurement, together with appropriate
property relations derived using the principles of thermodynamics.

Property data are provided in the publications of the National Institute of Standards and Technology
(formerly the U.S. Bureau of Standards), of professional groups such as the American Society of Mechan-
ical Engineers (ASME), the American Society of Heating, Refrigerating, and Air Conditioning Engineers
(ASHRAE), and the American Chemical Society, and of corporate entities such as Dupont and Dow
Chemical. Handbooks and property reference volumes such as included in the list of references for this
chapter are readily accessed sources of data. Property data also are retrievable from various commercial
online data bases. Computer software increasingly is available for this purpose as well.

P-v-T Surface

Considerable pressure, specific volume, and temperature data have been accumulated for industrially
important gases and liquids. These data can be represented in the form p = f(v, T), called an equation
of state. Equations of state can be expressed in graphical, tabular, and analytical forms. Figure 12.1(a)
shows the p-v-T relationship for water. Figure 12.1(b) shows the projection of the p-v-T surface onto
the pressure-temperature plane, called the phase diagram. The projection onto the p-v plane is shown
in Fig. 12.1(¢).

Figure 12.1(a) has three regions labeled solid, liquid, and vapor where the substance exists only in a
single phase. Between the single phase regions lie two-phase regions, where two phases coexist in equi-
librium. The lines separating the single-phase regions from the two-phase regions are saturation lines.
Any state represented by a point on a saturation line is a saturation state. The line separating the liquid
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FIGURE 12.1 Pressure-specific volume-temperature surface and projections for water (not to scale).

phase and the two-phase liquid-vapor region is the saturated liquid line. The state denoted by f is a
saturated liquid state. The saturated vapor line separates the vapor region and the two-phase liquid-
vapor region. The state denoted by g is a saturated vapor state. The saturated liquid line and the saturated
vapor line meet at the critical point. At the critical point, the pressure is the critical pressure p., and the
temperature is the critical temperature T.. Three phases can coexist in equilibrium along the line labeled
triple line. The triple line projects onto a point on the phase diagram: the triple point.

When a phase change occurs during constant pressure heating or cooling, the temperature remains
constant as long as both phases are present. Accordingly, in the two-phase liquid-vapor region, a line of
constant pressure is also a line of constant temperature. For a specified pressure, the corresponding
temperature is called the saturation temperature. For a specified temperature, the corresponding pressure
is called the saturation pressure. The region to the right of the saturated vapor line is known as the
superheated vapor region because the vapor exists at a temperature greater than the saturation temper-
ature for its pressure. The region to the left of the saturated liquid line is known as the compressed liquid
region because the liquid is at a pressure higher than the saturation pressure for its temperature.
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When a mixture of liquid and vapor coexists in equilibrium, the liquid phase is a saturated liquid and
the vapor phase is a saturated vapor. The total volume of any such mixture is V= V;+ V;; or, alternatively,
mv = mpy+ mgv,,
mass of the mixture m and letting the mass fraction of the vapor in the mixture, m,/m, be symbolized

where m and v denote mass and specific volume, respectively. Dividing by the total
by x, called the quality, the apparent specific volume v of the mixture is
v = (1=x)v+xv,=vit+xvg (12.16a)

where v, = v, — v;. Expressions similar in form can be written for internal energy, enthalpy, and entropy:

u = (1-x)up+xu, = up+ xu, (12.16b)
h = (1-x)hs+xh, = hy+ xhy, (12.16c¢)
s = (L =x)sp+ x5, = s5p+ Xsp, (12.164d)

Thermodynamic Data Retrieval

Tabular presentations of pressure, specific volume, and temperature are available for practically important
gases and liquids. The tables normally include other properties useful for thermodynamic analyses, such
as internal energy, enthalpy, and entropy. The various steam tables included in the references of this
chapter provide examples. Computer software for retrieving the properties of a wide range of substances
is also available, as, for example, the ASME Steam Tables (1993) and Bornakke and Sonntag (1996).
Increasingly, textbooks come with computer disks providing thermodynamic property data for water,
certain refrigerants, and several gases modeled as ideal gases—see, e.g., Moran and Shapiro (2000).

The sample steam table data presented in Table 12.3 are representative of data available for substances
commonly encountered in engineering practice. The form of the tables and how they are used are assumed
to be familiar. In particular, the use of linear interpolation with such tables is assumed known.

Specific internal energy, enthalpy, and entropy data are determined relative to arbitrary datums and
such datums vary from substance to substance. Referring to Table 12.3a, the datum state for the specific
internal energy and specific entropy of water is seen to correspond to saturated liquid water at 0.01°C
(32.02°F), the triple point temperature. The value of each of these properties is set to zero at this state.
If calculations are performed involving only differences in a particular specific property, the datum
cancels. When there are changes in chemical composition during the process, special care must be
exercised. The approach followed when composition changes due to chemical reaction is considered in
Moran and Shapiro (2000).

Liquid water data (see Table 12.3d) suggests that at fixed temperature the variation of specific volume,
internal energy, and entropy with pressure is slight. The variation of specific enthalpy with pressure at
fixed temperature is somewhat greater because pressure is explicit in the definition of enthalpy. This
behavior for v, u, s, and h is exhibited generally by liquid data and provides the basis for the following
set of equations for estimating property data at liquid states from saturated liquid data:

v(T, p) = v(T) (12.17a)
u(T, p) = up(T) (12.17b)
h(T, p) = hy(T) + v;[p = pu(T)] (12.17¢)
s(T, p) = sp(T) (12.174)
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The subscript f denotes the saturated liquid state at the temperature T, and p,, is the corresponding
saturation pressure. The underlined term of Eq. (12.17¢) is usually negligible, giving h(T, p) = h/(T).

Graphical representations of property data also are commonly used. These include the p-T and p-v
diagrams of Fig. 12.1, the T-s diagram of Fig. 12.2, the h-s (Mollier) diagram of Fig. 12.3, and the p-h
diagram of Fig. 12.4. The compressibility charts considered next use the compressibility factor as one of
the coordinates.

Compressibility Charts

The p-v-T relation for a wide range of common gases is illustrated by the generalized compressibility
chart of Fig. 12.5. In this chart, the compressibility factor, Z, is plotted vs. the reduced pressure, py, reduced
temperature, Ty, and pseudoreduced specific volume, v where

7 = (12.18)

>U\|"Q
~

In this expression 7 is the specific volume on a molar basis (m’/kmol, for example) and R is the universal
gas constant (8314 N - m/kmol - K, for example). The reduced properties are

’ 14

v = — 1219
" (RT/p) (12:19)

T
) T ==
Pr RE T

where p.and T, denote the critical pressure and temperature, respectively. Values of p. and T. are obtainable
from the literature—see, for example, Moran and Shapiro (2000). The reduced isotherms of Fig. 12.5
represent the best curves fitted to the data of several gases. For the 30 gases used in developing the chart,
the deviation of observed values from those of the chart is at most on the order of 5% and for most
ranges is much less.

Analytical Equations of State

Considering the isotherms of Fig. 12.5, it is plausible that the variation of the compressibility factor might
be expressed as an equation, at least for certain intervals of p and T. Two expressions can be written that
enjoy a theoretical basis. One gives the compressibility factor as an infinite series expansion in pressure,

Z=1+B(Mp+C(T)p"+D(T)p’ + - (12.20a)

and the other is a series in 1/7,

z=1+80, 8D DD, (12.20b)
v v v

Such equations of state are known as virial expansions, and the coefficients B,C,D...and B,C,D...
are called virial coefficients. In principle, the virial coefficients can be calculated using expressions from
statistical mechanics derived from consideration of the force fields around the molecules. Thus far the
first few coefficients have been calculated for gases consisting of relatively simple molecules. The coeffi-
cients also can be found, in principle, by fitting p-v-T data in particular realms of interest. Only the first
few coefficients can be found accurately this way, however, and the result is a fruncated equation valid
only at certain states.

Over 100 equations of state have been developed in an attempt to portray accurately the p-v-T behavior
of substances and yet avoid the complexities inherent in a full virial series. In general, these equations
exhibit little in the way of fundamental physical significance and are mainly empirical in character. Most
are developed for gases, but some describe the p-v-T behavior of the liquid phase, at least qualitatively.
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TABLE 12.3 Sample Steam Table Data

Properties of Saturated Water (Liquid-Vapor): Temperature Table
Enthalpy (kJ/kg)

Specific Volume (m’/kg)

Internal Energy (kJ/kg)

Entropy (kJ/kg - K)

Saturated Saturated Saturated  Saturated Saturated Saturated Saturated  Saturated
Temp Pressure Liquid Vapor Liquid Vapor Liquid Evap. Vapor Liquid Vapor
°0) (bar) (v, x 10°) (vp) () (1) h) ) () (s) (s)
.01 0.00611 1.0002 206.136 0.00 2375.3 0.01 2501.3 2501.4 0.0000 9.1562
4 0.00813 1.0001 157.232 16.77 2380.9 16.78 2491.9 2508.7 0.0610 9.0514
5 0.00872 1.0001 147.120 20.97 2382.3 20.98 2489.6 2510.6 0.0761 9.0257
6 0.00935 1.0001 137.734 25.19 2383.6 25.20 2487.2 2512.4 0.0912 9.0003
8 0.01072 1.0002 120.917 33.59 2386.4 33.60 2482.5 2516.1 0.1212 8.9501
(b) Properties of Saturated Water (Liquid-Vapor): Pressure Table
Specific Volume (m’/kg) Internal Energy (kJ/kg) Enthalpy (kJ/kg) Entropy (kJ/kg - K)
Saturated Saturated Saturated  Saturated Saturated Saturated Saturated  Saturated
Pressure Temp Liquid Vapor Liquid Vapor Liquid Evap. Vapor Liquid Vapor
(bar) C)  (yx10") (v,) () (1) h) By () (s) (s)
0.04 28.96 1.0040 34.800 121.45 2415.2 121.46 2432.9 2554.4 0.4226 8.4746
0.06 36.16 1.0064 23.739 151.53 2425.0 151.53 2415.9 2567.4 0.5210 8.3304
0.08 41.51 1.0084 18.103 173.87 2432.2 173.88 2403.1 2577.0 0.5926 8.2287
0.10 45.81 1.0102 14.674 191.82 2437.9 191.83 2392.8 2584.7 0.6493 8.1502
0.20 60.06 1.0172 7.649 251.38 2456.7 251.40 2358.3 2609.7 0.8320 7.9085
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(c) Properties of Superheated Water Vapor

T(°C) v(mj/kg) u(kJ/kg) h(kJ/kg) s(kJ/kg - K) v(ms/kg) u(kJ/kg) h(kJ/kg) s(kJ/kg - K)
p = 0.06 bar = 0.006 MPa (T, 36.16°C) p=0.35 bar = 0.035 MPa (T, = 72.69°C)
Sat. 23.739 2425.0 2567.4 8.3304 4.526 2473.0 26314 7.7158
80 27.132 2487.3 2650.1 8.5804 4.625 2483.7 2645.6 7.7564
120 30.219 2544.7 2726.0 8.7840 5.163 2542.4 2723.1 7.9644
160 33.302 2602.7 2802.5 8.9693 5.696 2601.2 2800.6 8.1519
200 36.383 2661.4 2879.7 9.1398 6.228 2660.4 2878.4 8.3237

(d) Properties of Compressed Liquid Water

vx 10’ vx 10’
T(°C) (m3/kg) u(kJ/kg) h(kJ/kg) s(kJ/kg - K) (ma/kg) u(kJ/kg) h(kJ/kg) s(kJ/kg - K)
p = 25 bar = 2.5 MPa (T,,, 223.99°C) p =50 bar = 5.0 MPa (T, = 263.99°C)
20 1.0006 83.80 86.30 0.2961 0.9995 83.65 88.65 0.2956
80 1.0280 334.29 336.86 1.0737 1.0268 333.72 338.85 1.0720
140 1.0784 587.82 590.52 1.7369 1.0768 586.76 592.15 1.7343
200 1.1555 849.9 852.8 2.3294 1.1530 848.1 853.9 2.3255
Sat. 1.1973 959.1 962.1 2.5546 1.2859 1147.8 1154.2 2.9202

Source: Moran, M.J. and Shapiro, H.N. 2000. Fundamentals of Engineering Thermodynamics, 4th ed. Wiley, New York, as extracted from
Keenan, J.H., Keyes, EG., Hill, P.G., and Moore, ].G. 1969. Steam Tables. Wiley, New York.
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Every equation of state is restricted to particular states. The realm of applicability is often indicated by
giving an interval of pressure, or density, where the equation can be expected to represent the p-v-T
behavior faithfully. For further discussion of equations of state see Reid and Sherwood (1966) and Reid
et al. (1987).

Ideal Gas Model
Inspection of the generalized compressibility chart, Fig. 12.5, shows that when py, is small, and for many
states when Ty is large, the value of the compressibility factor Z is close to 1. In other words, for pressures
that are low relative to p, , and for many states with temperatures high relative to T, the compressibility
factor approaches a value of 1. Within the indicated limits, it may be assumed with reasonable accuracy
that Z = 1—i.e.,

pv=RT or pv=RT (12.21a)

Other forms of this expression in common use are

pV=nRT,  pV=mRT (12.21b)

In these equations, n = m/M, ¥ = Mv, and the specific gas constant is R = R/ M, where M denotes the
molecular weight.
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TABLE 12.4 Ideal Gas Expressions for Ah, Au, and As

Variable Specific Heats Constant Specific Heats”
TZ )
h(TZ)_h(Tl) = J‘T Cp(T) dT (1) h(Tz)fh(Tl) = CP(TZ*TI) (1)
6, (T P a T P> ,
s(Ty, py) —s(Ty, py) = J-TILT)(Z'T—RIHITT 2) s(Ty, po) —s(Ty, py) = Cplnﬁ_RlnE 2)
1
u(Ty)-u(T) = [ (D dT () w(T)-u(T) = e(T,=T) )
e (T v, T ’ )
ST -s(Tyv) = [Sarering @ os(T ) = eFeRRE @)
5= s =5
pTy) _ ps 5) T, (pz)(k—l)/k )
pA(TY) p T, \p, (5"
v(Ty) vV, T, Vz)k—] )
=2 6 T, _ (v ]
Ty (©) T (vl (6

P

* Alternatively, s(T,,p,) —s(Ty,p;) = SO(TZ)_SO(TI)_RlnPf

b .
¢, and ¢, are average values over the temperature interval from T, to T,.

It can be shown that (du/dv); vanishes identically for a gas whose equation of state is exactly given
by Eq. (12.21), and thus the specific internal energy depends only on temperature. This conclusion is
supported by experimental observations beginning with the work of Joule, who showed that the internal
energy of air at low density depends primarily on temperature.

The above considerations allow for an ideal gas model of each real gas: (1) the equation of state is given
by Eq. (12.21) and (2) the internal energy, enthalpy, and specific heats (Table 12.2) are functions of
temperature alone. The real gas approaches the model in the limit of low reduced pressure. At other
states the actual behavior may depart substantially from the predictions of the model. Accordingly, caution
should be exercised when invoking the ideal gas model lest error is introduced.

Specific heat data for gases can be obtained by direct measurement. When extrapolated to zero pressure,
ideal gas-specific heats result. Ideal gas-specific heats also can be calculated using molecular models of
matter together with data from spectroscopic measurements. The following ideal gas-specific heat rela-
tions are frequently useful:

c,(T) =c(T)+R (12.22a)

(12.22b)

where k=c,/c,.

For processes of an ideal gas between states 1 and 2, Table 12.4 gives expressions for evaluating the
changes in specific enthalpy, Ah, specific entropy, As, and specific internal energy, Au. Relations also are
provided for processes of an ideal gas between states having the same specific entropy: s, = s,. Property
relations and data required by the expressions of Table 12.4: h, u, c,, ¢,, p,, v,, and s° are obtainable from
the literature—see, for example, Moran and Shapiro (2000).

12.4 Vapor and Gas Power Cycles

Vapor and gas power systems develop electrical or mechanical power from sources of chemical, solar, or
nuclear origin. In vapor power systems the working fluid, normally water, undergoes a phase change from
liquid to vapor, and conversely. In gas power systems, the working fluid remains a gas throughout, although
the composition normally varies owing to the introduction of a fuel and subsequent combustion.
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The processes taking place in power systems are sufficiently complicated that idealizations are typically
employed to develop tractable thermodynamic models. The air standard analysis of gas power systems
considered in the present section is a noteworthy example. Depending on the degree of idealization, such
models may provide only qualitative information about the performance of the corresponding real-world
systems. Yet such information frequently is useful in gauging how changes in major operating parameters
might affect actual performance. Elementary thermodynamic models also can provide simple settings to
assess, at least approximately, the advantages and disadvantages of features proposed to improve ther-
modynamic performance.

Work and Heat Transfer in Internally Reversible Processes

Expressions giving work and heat transfer in internally reversible processes are useful in describing the
themodynamic performance of vapor and gas cycles. Important special cases are presented in the dis-
cussion to follow. For a gas as the system, the work of expansion arises from the force exerted by the
system to move the boundary against the resistance offered by the surroundings:

W = dex:jszdx
1 1

where the force is the product of the moving area and the pressure exerted by the system there. Noting
that Adx is the change in total volume of the system,

W = jzpdv
1

This expression for work applies to both actual and internal expansion processes. However, for an
internally reversible process p is not only the pressure at the moving boundary but also the pressure
throughout the system. Furthermore, for an internally reversible process the volume equals mv, where
the specific volume v has a single value throughout the system at a given instant. Accordingly, the work
of an internally reversible expansion (or compression) process per unit of system mass is

(V—V)im = J'zp dv (12.23)
rev 1

m

When such a process of a closed system is represented by a continuous curve on a plot of pressure vs.
specific volume, the area under the curve is the magnitude of the work per unit of system mass: area a-
b-c’-d” of Fig. 12.6.

For one-inlet, one-exit control volumes in the absence of internal irreversibilities, the following expres-
sion gives the work developed per unit of mass flowing:

2 2
i —V,

("‘r/,\;l‘/)im = _f" dp + Vl_z“ +g(z;-z,) (12.24a)

rev

where the integral is performed from inlet to exit (see Moran and Shapiro (2000) for discussion). If there
is no significant change in kinetic or potential energy from inlet to exit, Eq. (12.24a) reads

(%’)im = —fvdp (Ake = Ape = 0) (12.24b)

rev 1
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FIGURE 12.6 Internally reversible process on p-v coordinates.

The specific volume remains approximately constant in many applications with liquids. Then Eq. (12.24b)
becomes

(%/)im = —v(p.—p;) (v = constant) (12.24c¢)

rev

When the states visited by a unit of mass flowing without irreversibilities from inlet to outlet are described
by a continuous curve on a plot pressure vs. specific volume, as shown in Fig. 12.6, the magnitude of
the integral [vdp of Eqgs. (12.24a) and (12.24b) is represented by the area a-b-c-d behind the curve.

For an internally reversible process of a closed system between state 1 and state 2, the heat transfer
per unit of system mass is

(%)im = jlszs (12.25)

rev

For a one-inlet, one-exit control volume in the absence of internal irreversibilities, the following expres-
sion gives the heat transfer per unit of mass flowing from inlet i to exit e:

(%)t = des (12.26)

rev

When any such process is represented by a continuous curve on a plot of temperature vs. specific entropy;,
the area under the curve is the magnitude of the heat transfer per unit of mass.

Polytropic Processes

An internally reversible process described by the expression pv" = constant is called a polytropic process and
n is the polytropic exponent. In certain applications n can be obtained by fitting pressure-specific volume
data. Although this expression can be applied when real gases are considered, it most generally appears in
practice together with the use of the ideal gas model. Table 12.5 provides several expressions applicable to
polytropic processes and the special forms they take when the ideal gas model is assumed. The expressions
for |pdv and Jvdp have application to work evaluations with Egs. (12.23) and (12.24), respectively.

©2002 CRC Press LLC



TABLE 12.5 Polytropic Processes: pv" = Constant”

General Ideal Gas”
,\" i\ T n/(n—1)
b2 _ (_2) (1) P2 _ (_1) = (_Z) (1)
P Vi P V2 T,
n = 0: constant pressure n = 0: constant pressure
n = teo: constant specific volume n = *eo: constant specific volume

n = 1: constant temperature
n = k: constant specific entropy when k is constant

n=1 n=1
2 v 2 v
ledv = pv lnv—j 2) ledv = RTlnﬁ 2)
2 P 2 P> ,
_ =_ = 3 — =_ —= 3
J.1 vdp D1Vy lnp1 (3) J.l vdp RTlnp1 (3"
n#l n#l
2 _ PVa—pina 2 _ R(T,-Ty)
jlpdv_ 1-n jlpdv_ 1-n
v ]iz (n=1)/n B RT, (p_z)(n—l)/n ,
-2p-G ] e =) @)
2 n 2 nR
~J vdp = T (v i) [ vdp = (T =T

nP1V1 pz (n=1)/n. VIRTI (pz)(rkl)/rl "
= Fiy (22 = 122
-Gy ] o )] ®

* For polytropic processes of closed systems where volume change is the only work mode, Egs. (2), (4), and
(2), (4") are applicable with Eq. (12.23) to evaluate the work. When each unit of mass passing through a one-inlet,
one-exit control volume at steady state undergoes a polytropic process, Egs. (3), (5), and (3’), (5") are applicable
with Egs. (12.24a) and (12.24b) to evaluate the power. Also note that generally, —ﬁvdp = nﬁpdv.

b P n=-1 T

= n= o
n==¢h & " =1
¥ =0
& n=
& {
4 \\)
n=0 9 ce‘\s"
7’*% ? n=1
o,
% X
2!
) =
%, n=1
%
n= t® nek
v s

Rankine and Brayton Cycles

In their simplest embodiments vapor power and gas turbine power plants are represented conventionally
in terms of four components in series, forming, respectively, the Rankine cycle and the Brayton cycle
shown schematically in Table 12.6. The thermodynamically ideal counterparts of these cycles are com-
posed of four internally reversible processes in series: two isentropic processes alternated with two
constant pressure processes. Table 12.6 provides property diagrams of the actual and corresponding ideal
cycles. Each actual cycle is denoted 1-2-3-4-1; the ideal cycle is 1-2s-3-4s-1. For simplicity, pressure drops
through the boiler, condenser, and heat exchangers are not shown. Invoking Eq. (12.26) for the ideal
cycles, the heat added per unit of mass flowing is represented by the area under the isobar from state 2s
to state 3: area a-2s-3-b-a. The heat rejected is the area under the isobar from state 4s to state 1: area
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TABLE 12.6 Rankine and Brayton Cycles

Rankine Cycle Brayton Cycle

éin

Heat exchanger

Compressor Turbine

! I
————Heat exchanger |- — — —
! I

[ IR SO ——

Qout

w,,} .
o =m(hy=h)  (>0) (1)
W[

Qu = m(hy—hy)  (>0) @)
W, = m(hy—h)  (>0) 3)
Qou = m(hy—hy)  (>0) 4)

a-1-4s-b-a. Enclosed area 1-2s-3-4s-1 represents the net heat added per unit of mass flowing. For any
power cycle, the net heat added equals the net work done.

Expressions for the principal energy transfers shown on the schematics of Table 12.6 are provided by
Egs. (1) to (4) of the table. They are obtained by reducing Eq. (12.10a) with the assumptions of negligible
heat loss and negligible changes in kinetic and potential energy from the inlet to the exit of each component.
All quantities are positive in the directions of the arrows on the figure.

The thermal efficiency of a power cycle is defined as the ratio of the net work developed to the total
energy added by heat transfer. Using expressions (1)—(3) of Table 12.6, the thermal efficiency is

(hy—hy) = (h, = hy))

-,
h,—h,
= 1=
T, (12.27)

To obtain the thermal efficiency of the ideal cycle, h,, replaces h, and h, replaces h, in Eq. (12.27).
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Decisions concerning cycle operating conditions normally recognize that the thermal efficiency tends to
increase as the average temperature of heat addition increases and/or the temperature of heat rejection
decreases. In the Rankine cycle, a high average temperature of heat addition can be achieved by superheating
the vapor prior to entering the turbine and/or by operating at an elevated steam-generator pressure. In the
Brayton cycle an increase in the compressor pressure ratio p,/p, tends to increase the average temperature of
heat addition. Owing to materials limitations at elevated temperatures and pressures, the state of the working
fluid at the turbine inlet must observe practical limits, however. The turbine inlet temperature of the Brayton
cycle, for example, is controlled by providing air far in excess of what is required for combustion. In a
Rankine cycle using water as the working fluid, a low temperature of heat rejection is typically achieved
by operating the condenser at a pressure below 1 atm. To reduce erosion and wear by liquid droplets on
the blades of the Rankine cycle steam turbine, at least 90% steam quality should be maintained at the
turbine exit: x, > 0.9.

The back work ratio, bwr, is the ratio of the work required by the pump or compressor to the work
developed by the turbine:

bwr = (12.28)

As a relatively high specific volume vapor expands through the turbine of the Rankine cycle and a much
lower specific volume liquid is pumped, the back work ratio is characteristically quite low in vapor power
plants—in many cases on the order of 1-2%. In the Brayton cycle, however, both the turbine and compressor
handle a relatively high specific volume gas, and the back ratio is much larger, typically 40% or more.

The effect of friction and other irreversibilities for flow through turbines, compressors, and pumps is
commonly accounted for by an appropriate isentropic efficiency. Referring to Table 12.6 for the states, the
isentropic turbine efficiency is

hs—hy
= 12.2
nt h3 _ h45 ( 93)
The isentropic compressor efficiency is
hy—h,
= = 12.29b
= (12.290)

In the isentropic pump efficiency, 7,, which takes the same form as Eq. (12.29b), the numerator is
frequently approximated via Eq. (12.24c) as h,,— h, = v;Ap, where Ap is the pressure rise across the pump.

Simple gas turbine power plants differ from the Brayton cycle model in significant respects. In actual
operation, excess air is continuously drawn into the compressor, where it is compressed to a higher
pressure; then fuel is introduced and combustion occurs; finally the mixture of combustion products
and air expands through the turbine and is subsequently discharged to the surroundings. Accordingly,
the low-temperature heat exchanger shown by a dashed line in the Brayton cycle schematic of Table 12.6
is not an actual component, but included only to account formally for the cooling in the surroundings
of the hot gas discharged from the turbine.

Another frequently employed idealization used with gas turbine power plants is that of an air-standard
analysis. An air-standard analysis involves two major assumptions: (1) As shown by the Brayton cycle
schematic of Table 12.6, the temperature rise that would be brought about by combustion is effected
instead by a heat transfer from an external source. (2) The working fluid throughout the cycle is air,
which behaves as an ideal gas. In a cold air-standard analysis the specific heat ratio k for air is taken as
constant. Equations (1) to (6) of Table 12.4 apply generally to air-standard analyses. Equations (1”) to (6")
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of Table 12.4 apply to cold air-standard analyses, as does the following expression for the turbine power
obtained from Table 12.1 (Eq. (10c”)):

. .kRT _
W = mp—=11=(pu/p)" "] (12.30)

An expression similar in form can be written for the power required by the compressor.

Otto, Diesel, and Dual Cycles

Although most gas turbines are also internal combustion engines, the name is usually reserved to
reciprocating internal combustion engines of the type commonly used in automobiles, trucks, and buses.
Two principal types of reciprocating internal combustion engines are the spark-ignition engine and the
compression-ignition engine. In a spark-ignition engine a mixture of fuel and air is ignited by a spark
plug. In a compression ignition engine air is compressed to a high-enough pressure and temperature that
combustion occurs spontaneously when fuel is injected.

In a four-stroke internal combustion engine, a piston executes four distinct strokes within a cylinder
for every two revolutions of the crankshaft. Figure 12.7 gives a pressure-displacement diagram as it might
be displayed electronically. With the intake valve open, the piston makes an intake stroke to draw a fresh
charge into the cylinder. Next, with both valves closed, the piston undergoes a compression stroke raising
the temperature and pressure of the charge. A combustion process is then initiated, resulting in a high-
pressure, high-temperature gas mixture. A power stroke follows the compression stroke, during which
the gas mixture expands and work is done on the piston. The piston then executes an exhaust stroke in
which the burned gases are purged from the cylinder through the open exhaust valve. Smaller engines
operate on two-stroke cycles. In two-stroke engines, the intake, compression, expansion, and exhaust
operations are accomplished in one revolution of the crankshaft. Although internal combustion engines
undergo mechanical cycles, the cylinder contents do not execute a thermodynamic cycle, since matter is
introduced with one composition and is later discharged at a different composition.

A parameter used to describe the performance of reciprocating piston engines is the mean effective
pressure, or mep. The mean effective pressure is the theoretical constant pressure that, if it acted on the
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FIGURE 12.7 Pressure-displacement diagram for a reciprocating internal combustion engine.
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piston during the power stroke, would produce the same net work as actually developed in one cycle.
That is,

mep = Det work for one cycle (12.31)
p displacement volume ’

where the displacement volume is the volume swept out by the piston as it moves from the top dead
center to the bottom dead center. For two engines of equal displacement volume, the one with a higher
mean effective pressure would produce the greater net work and, if the engines run at the same speed,
greater power.

Detailed studies of the performance of reciprocating internal combustion engines may take into
account many features, including the combustion process occurring within the cylinder and the effects
of irreversibilities associated with friction and with pressure and temperature gradients. Heat transfer
between the gases in the cylinder and the cylinder walls and the work required to charge the cylinder
and exhaust the products of combustion also might be considered. Owing to these complexities, accurate
modeling of reciprocating internal combustion engines normally involves computer simulation.

To conduct elementary thermodynamic analyses of internal combustion engines, considerable simpli-
fication is required. A procedure that allows engines to be studied qualitatively is to employ an air-
standard analysis having the following elements: (1) a fixed amount of air modeled as an ideal gas is the
system; (2) the combustion process is replaced by a heat transfer from an external source and represented
in terms of elementary thermodynamic processes; (3) there are no exhaust and intake processes as in an
actual engine: the cycle is completed by a constant-volume heat rejection process; (4) all processes are
internally reversible.

The processes employed in air-standard analyses of internal combustion engines are selected to represent
the events taking place within the engine simply and mimic the appearance of observed pressure-displace-
ment diagrams. In addition to the constant volume heat rejection noted previously, the compression stroke
and at least a portion of the power stroke are conventionally taken as isentropic. The heat addition is
normally considered to occur at constant volume, at constant pressure, or at constant volume followed by
a constant pressure process, yielding, respectively, the Otto, Diesel, and Dual cycles shown in Table 12.7.

Reducing the closed system energy balance, Eq. (12.7b), gives the following expressions for work and
heat applicable in each case shown in Table 12.7:

1% w.
—2 = u, —u,, ﬁ=u3—u4, %zul—m (12.32)

Table 12.7 provides additional expressions for work, heat transfer, and thermal efficiency identified with
each case individually. All expressions for work and heat adhere to the respective sign conventions of
Eq. (12.7b). Equations (1) to (6) of Table 12.4 apply generally to air-standard analyses. In a cold air-
standard analysis the specific heat ratio k for air is taken as constant. Equations (1”) to (6”) of Table 12.4
apply to cold air-standard analyses, as does Eq. (4") of Table 12.5, with n = k for the isentropic processes
of these cycles.

Referring to Table 12.7, the ratio of specific volumes v,/v, is the compression ratio, r. For the Diesel
cycle, the ratio v,/v, is the cutoff ratio, r.. Figure 12.8 shows the variation of the thermal efficiency with
compression ratio for an Otto cycle and Diesel cycles having cutoff ratios of 2 and 3. The curves are
determined on a cold air-standard basis with k = 1.4 using the following expression:

k
-1
n=1- %[h} (constant k) (12.33)
r c

where the Otto cycle corresponds to r, = 1.
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TABLE 12.7 Otto, Diesel, and Dual Cycles

(a) Otto Cycle (b) Diesel Cycle (c) Dual cycle

p
v
T
w. § s
23
3 _ w. W, Que
m WB:PZ(Vs—Vz) mz =0, Wz:ux—uz
QZ%
—_ = U—U W )
m P Q_z}=h3_h2 7“=P3(V3_Vz); Qr::hs_hx
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FIGURE 12.8 Thermal efficiency of the cold air-standard Otto and Diesel cycles, k = 1.4.

As all processes are internally reversible, areas on the p-v and T-s diagrams of Table 12.7 can be
interpreted, respectively, as work and heat transfer. Invoking Eq. (12.23) and referring to the p-v diagrams,
the areas under process 3-4 of the Otto cycle, process 2-3-4 of the Diesel cycle, and process x-3-4 of the
Dual cycle represent the work done by the gas during the power stroke, per unit of mass. For each cycle,
the area under the isentropic process 1-2 represents the work done on the gas during the compression
stroke, per unit of mass. The enclosed area of each cycle represents the net work done per unit mass.
With Eq. (12.25) and referring to the T-s diagrams, the areas under process 2-3 of the Otto and Diesel
cycles and under process 2-x-3 of the Dual cycle represent the heat added per unit of mass. For each
cycle, the area under the process 4-1 represents the heat rejected per unit of mass. The enclosed area of
each cycle represents the net heat added, which equals the net work done, each per unit of mass.
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13.5 Modeling and Simulating MEMS, i.e., Systems
with Micro- (or Nano-) Scale Feature Sizes,
Mixed Digital (Discrete) and Analog
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13.6 A “Recipe” for Successful MEMS Simulation

Carla Purdy 13.7  Conclusion: Continuing Progress in MEMS
University of Cincinnati Modeling and Simulation

13.1 Introduction

Accurate modeling and efficient simulation, in support of greatly reduced development cycle time and
cost, are well established techniques in the miniaturized world of integrated circuits (ICs). Simulation
accuracies of 5% or less for parameters of interest are achieved fairly regularly [1], although even much
less accurate simulations (25-30%, e.g.) can still be used to obtain valuable information [2]. In the IC
world, simulation can be used to predict the performance of a design, to analyze an already existing
component, or to support automated synthesis of a design. Eventually, MEMS simulation environments
should also be capable of these three modes of operation. The MEMS developer is, of course, most
interested in quick access to particular techniques and tools to support the system currently under
development. In the long run, however, consistently achieving acceptably accurate MEMS simulations will
depend both on the ability of the CAD (computer-aided design) community to develop robust, efficient,
user-friendly tools which will be widely available both to cutting-edge researchers and to production
engineers and on the existence of readily accessible standardized processes. In this chapter we focus on
fundamental approaches which will eventually lead to successful MEMS simulations becoming routine.
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We also survey available tools which a MEMS developer can use to achieve good simulation results. Many
of these tools build MEMS development systems on platforms already in existence for other technologies,
thus leveraging the extensive resources which have gone into previous development and avoiding “rein-
venting the wheel.”

For our discussion of modeling and simulation, the salient characteristics of MEMS are:

1. inclusion and interaction of multiple domains and technologies,

2. both two- and three-dimensional behaviors,

3. mixed digital (discrete) and analog (continuous) input, output, and signals, and
4. micro- (or nano-) scale feature sizes.

Techniques for the manufacture of reliable (two-dimensional) systems with micro- or nano-scale feature
sizes (Characteristic 4) are very mature in the field of microelectronics, and it is logical to attempt to extend
these techniques to MEMS, while incorporating necessary changes to deal with Characteristics 1-3. Here
we survey some of the major principles which have made microelectronics such a rapidly evolving field,
and we look at microelectronics tools which can be used or adapted to allow us to apply these principles
to MEMS. We also discuss why applying such strategies to MEMS may not always be possible.

13.2 The Digital Circuit Development Process: Modeling
and Simulating Systems with Micro- (or Nano-) Scale
Feature Sizes

A typical VLSI digital circuit or system process flow is shown in Fig. 13.1, where the dotted lines show
the most optimistic point to which the developer must return if errors are discovered. Option A, for a
“mature” technology, is supported by efficient and accurate simulators, so that even the first actual
implementation (“first silicon”) may have acceptable performance. As a process matures, the goal is to
have better and better simulations, with a correspondingly smaller chance of discovering major perfor-
mance flaws after implementation. However, development of models and simulators to support this goal
is in itself a major task. Option B (immature technology), at its extreme, would represent an experimental
technology for which not enough data are available to support even moderately robust simulations. In
modern software and hardware development systems, the emphasis is on tools which provide increasingly
good support for the initial stages of this process. This increases the probability that conceptual or design
errors will be identified and modifications made as early in the process as possible and thus decreases
both development time and overall development cost.

At the microlevel, the development cycle represented by Option A is routinely achieved today for many
digital circuits. In fact, the entire process can in some cases be highly automated, so that we have “silicon
compilers” or “computers designing computers.” Thus, not only design analysis, but even design synthesis
is possible. This would be the case for well-established silicon-based CMOS technologies, for example.
There are many characteristics of digital systems which make this possible. These include:

+ Existence of a small set of basic digital circuit elements. All Boolean functions can be realized by
combinations of the logic functions AND, OR, NOT. In fact, all Boolean functions can be realized
by combinations of just one gate,a NAND (NOT-AND) gate. So if a “model library” of basic gates
(and a few other useful parts, such as I/O pins, multiplexors, and flip-flops) is developed, systems
can be implemented just by combining suitable library elements.

+ A small set of standardized and well-understood technologies, with well-characterized fabrication
processes that are widely available. For example, in the United States, the MOSIS service [3]
provides access to a range of such technologies. Similar services elsewhere include CMP in France
(4], Europractice in Europe [5], VDEC in Japan [6], and CMC in Canada [7].

+ A well-developed educational infrastructure and prototyping facilities. These are provided by all of
the services listed above. These types of organization and educational support had their origins in
the work of Mead and Conway [8] and continue to produce increasingly sophisticated VLSI engineers.
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An important aspect of this infrastructure is that it also provides, at relatively low cost, access to
example devices and systems, made with stable fabrication processes, whose behavior can be tested
and compared to simulation results, thereby enabling improvements in simulation techniques.

+ “Levels and views” (abstraction and encapsulation or “information hiding”) (see [9]). This concept
is illustrated in Fig. 13.2(a). For the VLSI domain, we can identify at least five useful levels of
abstraction, from the lowest (layout geometry) to the highest (system specification). We can also
“view” a system behaviorally, structurally, or physically. In the behavioral domain we describe the
functionality of the circuit without specifying how this functionality will be achieved. This allows us
to think clearly about what the system needs to do, what inputs are needed, and what outputs will
be provided. Thus we can view the component as a “black box” that has specified responses to given
inputs. The current through a MOS field effect transistor (MOSFET), given as a function of the
gate voltage, is a (low-level) behavioral description, for example. In the physical domain we specify
the actual physical parts of the circuit. At the lowest levels in this domain, we must choose what
material each piece of the circuit will be made from (for example, which pieces of wire will lie in
each of the metal layers usually provided in a CMOS circuit) and exactly where each piece will be
placed in the actual physical layout. The physical description will be translated directly into mask
layouts for the circuit. The structural domain is intermediate between physical and behavioral. It
provides an interface between the functionality specified in the behavioral domain, which ignores
geometry, and the geometry specified in the physical domain, which ignores functionality. In this
intermediate domain, we can carry out logic optimization and state minimization, for example.

©2002 CRC PressLLC



(a) Levels Views
Behavioral Structural Physical
4 Performance CPUs, Memory, Physical
Specifications ~ |Switches, Controllers,  partitions
Buses
3 Algorithms Modules,
d Data Structures Clusters
2 . ALUs, MUXs,
Register Transfers Registers Floorplans
1 Boolean Equations, Gates, Cells,
FSMs Flip-flops Modules
0 Transfer Functions, | Transistors, Wires, Layout
Timing Contacts, Vias Geometry
(b) Levels Views
Behavioral Structural Physical
4 Performance Sensors, Physical
Specifications Actuators, Partitions
Systems
3 Multiple Energy
Domain Clusters
Components
2 Domain-Domain Floorolans
Components P
1 Single Energy
Domain Cells,
c Modules
omponents
0 . Beams,
Transf$_r F_unctlons, Membranes, Holes, GLe?))rﬁ:ttry
iming Grooves, Joints

FIGURE 13.2 A taxonomy for component development (“levels and views”): (a) standard VLSI classifications,
(b) a partial classification for MEMS components.

A schematic diagram is an example of a structural description. Of course, not all circuit charac-
teristics can be completely encapsulated in a single one of these views. For example, if we change
the physical size of a wire, we will probably affect the timing, which is a behavioral property. The
principle of encapsulation leads naturally to the development of extensive IP (intellectual prop-
erty), i.e., libraries of increasingly sophisticated components that can be used as “black boxes” by
the system developer.

Well-developed models for basic elements that clearly delineate effects due to changes in design,
fabrication process, or environment. For example, in [10], the factors in the basic first-order equa-
tions for I, the drain-to-source current in an NMOS transistor, can clearly be divided into those
under the control of the designer (W/L, the width-to-length ratio for the transistor channel), those
dependent on the fabrication process (&, the permittivity of the gate insulator, and ¢, the thickness
of the gate insulator), those dependent on environmental factors (V, and V,, the drain-to-source
and gate-to-source voltages, respectively), and those that are a function of both the fabrication
process and the environment ({4, the effective surface mobility of the carriers in the channel, and V,,
the threshold voltage). More detailed information on modeling MOSFETs can be found in [11].
Identification of fundamental parameters in one stage of the development process can be of great
value in other stages. For example, the minimum feature size A for a given technology can be used
to develop a set of “design rules” that express mandatory overlaps and spacings for the different
physical materials. A design tool can then be developed to “enforce” these rules, and the conse-
quences can be used to simplify, to some extent, the modeling and simulation stages. The parameter

A can also be used to express effects due to scaling when scaling is valid.
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+ Mature tools for design and simulation, which have evolved over many generations and for which
moderately priced versions are available from multiple sources. For example, many of today’s tools
incorporate versions of the design tool MAGIC [12] and the simulator SPICE (Simulation Program
with Integrated Circuit Emphasis) [13], both of which were originally developed at the University
of California, Berkeley. Versions of the SPICE simulator typically support several device models
(currently, for example, six or more different MOS models and five different transmission line
models), so that a developer can choose the level of device detail appropriate to the task at hand.
Free or low-cost versions of both MAGIC and SPICE, as well as extended versions of both tools, are
widely available. Many different techniques, such as model binning (optimizing models for specific
ranges of model parameters) and inclusion of proprietary process information, are employed to
produce better models and simulation results, especially in the HSPICE version of SPICE and in
other high-end versions of these tools [11].

Integrated development systems that are widely available and that provide support for a variety
of levels and views, extensive component libraries, user-friendly interfaces and online help, as well
as automatic translation between domains, along with error and constraint checking. In an inte-
grated VLSI development system, sophisticated models, simulators, and translators keep track of
circuit information for multiple levels and views, while allowing the developer to focus on one
level or view at a time. Many development systems available today also support, at the higher
levels of abstraction, structured “programming” languages such as VHDL (Very Large Scale Inte-
grated Circuit Hardware Description Language) [14,15] or Verilog [16].

A digital circuit developer has many options, depending on performance constraints, number of units

to be produced, desired cost, available development time, etc. At one extreme the designer may choose

to develop a “custom” circuit, creating layout geometries, sizing individual transistors, modeling RC
effects in individual wires, and validating design choices through extensive low-level SPICE-based sim-
ulations. At the other extreme, the developer can choose to produce a PLD (programmable logic device),
with a predetermined basic layout geometry consisting of cells incorporating programmable logic and
storage (Fig. 13.3) that can be connected as needed to produce the desired device functionality. A high end
PLD may contain as many as 100,000 (100 K) cells similar to the one in Fig. 13.3 and an additional 100 K
bytes of RAM (random access memory) storage. In an integrated development system, such as those
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CLOCK v
RESET > MEMORY
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MEM
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FIGURE 13.3 A generic programmable logic device architecture.
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provided by [17] and [18], the developer enters the design in either schematic form or a high level
language, and then the design is automatically “compiled” and mapped to the PLD geometry, and
functional and timing simulations can be run. If the simulation results are acceptable, an actual PLD can
then be programmed directly, as a further step in the development process, and even tested, to some
extent, with the same set of test data as was used for the simulation step. This “rapid prototyping” [19]
for the production of a “chip” is not very different from the production of a working software program
(and the PLD can be reprogrammed if different functionality is later desired). Such a system, of course,
places many constraints on achievable designs. In addition, the automated steps, which rely on heuristics
rather than exact techniques to find acceptable solutions to the many computationally complex problems
that need to be solved during the development process, sacrifice performance for ease of development,
so that a device designed in such a system will never achieve the ultimate performance possible for the
given technology. However, the trade-offs include ease of use, much shorter development times, and the
management of much larger numbers of individual circuit elements than would be possible if each
individual element were tuned to its optimum performance. In addition, if a high-level language is used
for input, an acceptable design can often be translated, with few changes, to a more powerful design
system that will allow implementation in more flexible technologies and additional fine tuning of circuit
performance. In Fig. 13.4 we see some of the levels of abstraction which are present in such a development

TRANSISTOR
(PHYSICAL VIEW)

LIBRARY
COMPONENT
(PHYS. / BEHAV./
STRUCT.)
|| NETLIST
(STRUCTURAL)
nl: a b ol
n2: a c o2
VHDL
n3: ol 02 03 | oty HALFADDER is
port (A,B: in bit;
S,COUT: out bit);
end ADDER;

architecture A of HALFADDER is
component XOR

port (X1,X2: in bit; O: out bit);
end component;
component AND

port (X1,X2: in bit; O: out bit);
end component;

begin
G1: XOR
port map (A,B,S);
G2: AND
Port map (A,B,COUT);
end A;

FIGURE 13.4 Levels of abstraction—half adder.
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process, with the lowest level being detailed transistor models and the highest a VHDL description of a
half adder.

13.3 Analog and Mixed-Signal Circuit Development: Modeling
and Simulating Systems with Micro- (or Nano-) Scale
Feature Sizes and Mixed Digital (Discrete) and Analog
(Continuous) Input, Output, and Signals

At the lowest level, digital circuits are in fact analog devices. A CMOS inverter, for example, does not
“switch” instantaneously from a voltage level representing binary 0 to a voltage level representing binary
1. However, by careful design of the inverter’s physical structures, it is possible to make the switching
time from the range of voltage outputs which are considered to be “0” to the range considered to be “1”
(or vice versa) acceptably short. In MOSFETs, for example, the two discrete signals of interest can be
identified with the transistor, modeled as a switch, being “open” or “closed,” and the “switching” from one
state to another can be ignored except at the very lowest levels of abstraction. In much design and simulation
work, the analog aspects of the digital circuit’s behavior can thus be ignored. Only at the lower levels of
abstraction will the analog properties of VLSI devices or the quantum effects occurring, e.g., in a MOSFET
need to be explicitly taken into account, ideally by powerful automated development tools supported by
detailed models. At higher levels this behavior can be encapsulated and expressed in terms of minimum
and maximum switching times with respect to a given capacitive load and given voltage levels. Even in
digital systems, however, as submicron feature sizes become more common, more attention must be paid
to analog effects. For example, at small feature sizes, wire delay due to RC effects and crosstalk in nearby
wires become more significant factors in obtaining good simulation results [20]. It is instructive to examine
how simulation support for digital systems can be extended to account for these factors.

Typically, analog circuit devices are much more likely to be “hand-crafted” than digital devices. SPICE
and SPICE-like simulations are commonly used to measure performance at the level of transistors, resistors,
capacitors, and inductors. For example, due to the growing importance of wireless and mobile computing,
a great deal of work in analog design is currently addressing the question of how to produce circuits
(digital, analog, and mixed-signal) that are “low-power,” and simulations for devices to be used in these
circuits are typically carried out at the SPICE level. Unless a new physical technology is to be employed,
the simulations will mostly rely on the commonly available models for transistors, transmission lines, etc.,
thus encapsulating the lowest level behaviors.

Let us examine the factors given above for the success of digital system simulation and development
to see how the analog domain compares. We assume a development cycle similar to that shown in Fig. 13.1.

+ Is there a small set of basic circuit elements? In the analog domain it is possible to identify sets of
components, such as current mirrors, op-amps, etc. However, there is no “universal” gate or small
set of gates from which all other devices can be made, as is true in the digital domain. Another
complicating factor is that elementary analog circuit elements are usually defined in terms of
physical performance. There is no clean notion of 0/1 behavior. Because analog signals are con-
tinuous, it is often much more difficult to untangle complex circuit behaviors and to carry out
meaningful simulations where clean parameter separations give clear results. Once a preliminary
analog device or circuit design has been developed, the process of using simulations to decide on
exact parameter values is known as “exploring the design space.” This process necessarily exhibits
high computational complexity. Often heuristic methods such as simulated annealing, neural nets,
or a genetic algorithm can be used to perform the necessary search efficiently [21].

+ Is there a small set of well-understood technologies? In this area, the analog and mixed signal
domain is similar to the digital domain. Much analog development activity focuses on a few
standard and well-parameterized technologies. In general, analog devices are much more sensi-
tive to variations in process parameters, and this must be accounted for in analog simulation.
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Statistical techniques to model process variation have been included, for example, in the APLAC
tool [22], which supports object-oriented design and simulation for analog circuits. Modeling and
simulation methods, which incorporate probabilistic models, will become increasingly important
as nanoscale devices become more common and as new technologies depending on quantum
effects and biology-based computing are developed. Several current efforts, for example, are aimed
at developing a “BIOSPICE” simulator, which would incorporate more stochastic system behavior
[23].

+ Is there a well-developed educational infrastructure and prototyping facilities? All the organiza-
tions, which support education and prototyping in the digital domain [3-7], provide similar
support for analog and mixed-signal design.

+ Are encapsulation and abstraction widely employed? In the past few years, a great deal of progress
has been made in incorporating these concepts into analog and mixed-signal design systems. The
wide availability of very powerful computers, which can perform the necessary design and simu-
lation tasks in reasonable amounts of time, has helped to make this progress possible. In [24], for
example, top-down, constraint-driven methods are described, and in [25] a rapid prototyping
method for synthesizing analog and mixed signal systems, based on the tool suite VASE (VHDL-
AMS Synthesis Environment), is demonstrated. These methods rely on classifications similar to
those given for digital systems in Fig. 13.2(a).

+ Are there well-developed models, mature tools, and integrated development systems which are widely
available? In the analog domain, there is still much more to be done in these areas than in the digital
domain, but prototypes do exist. In particular, the VHDL and Verilog languages have been extended
to allow for analog and mixed-signal components. The VHDL extension, e.g., VHDL-AMS [14], will
allow the inclusion of any algebraic or ordinary differential equation in a simulation. However, there
does not exist a completely functional VHDL-AMS simulator, although a public domain version,
incorporating many useful features, is available at [26] and many commercial versions are under
development (e.g., [27]). Thus, at present, expanded versions of MAGIC and SPICE are still the most
widely-used design and simulation tools. While there have been some attempts to develop design
systems with configurable devices similar to the digital devices shown in Fig. 13.3, these have not so
far been very successful. Currently, more attention is being focused on component-based develop-
ment with design reuse for SOC (systems on a chip) through initiatives such as [28].

13.4 Basic Techniques and Available Tools for MEMS
Modeling and Simulation

Before trying to answer the above questions for MEMS, we need to look specifically at the tools and
techniques the MEMS designer has available for the modeling and simulation tasks. As pointed out in
[29,30], the bottom line is, in any simulator, all models are not created equal. The developer must be
very clear about what parameters are of greatest interest and then must choose the models and simulation
techniques (including implementation in a tool or tools) that are most likely to give the most accurate
values for those parameters in the least amount of simulation time. For example, the model used to
determine static behavior may be different from the model needed for an adequate determination of
dynamic behavior. Thus, it is useful to have a range of models and techniques available.

Basic Modeling and Simulation Techniques
We need to make the following choices:

+ What kind of behavior are we interested in? IC simulators, for example, typically support DC
operating analysis, DC sweep analysis (stepping current or voltage source values) and transient
sweep analysis (stepping time values), along with several other types of transient analysis [30].
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+ Will the computation be symbolic or numeric?

+ Will use of an exact equation, nodal analysis, or finite element analysis be most appropriate?
Currently, these are the techniques which are favored by most MEMS developers.

To show what these choices entail, let us look at a simple example that combines electrical and mechanical
parts. The cantilever beam in Fig. 13.5(a), fabricated in metal, polysilicon, or a combination, may be
combined with an electrically isolated plate to form a parallel plate capacitor. If a mechanical force or a
varying voltage is applied to the beam (Fig. 13.5(b1)), an accelerometer or a switch can be obtained [31].
If instead the plate can be moved back and forth, a more efficient accelerometer design results (Fig. 13.5(b2));
this is the basic design of Analog Devices” accelerometer, probably the first truly successful commercial
MEMS device [32,33]. If several beams are combined into two “combs,” a comb-drive sensor or actuator
results, as in Fig. 13.5(b3) [34]. Let us consider just the simplest case, as shown in Fig. 13.5(b1).

If we assume the force on the beam is concentrated at its end point, then we can use the method of [35]
to calculate the “pull-in” voltage, i.e., the voltage at which the plates are brought together, or to a stopper which
keeps the two plates from touching. We model the beam as a dampened spring-mass system and look for
the force E which, when translated into voltage, will give the correct x value for the beam to be “pulled in.”

F=mxC¢ + BxC + kx

Here mass m = pWTL, where p is the density of the beam material, I = WT?/12 is the moment of inertia,
k = 3EI/L’, E is the Young’s modulus of the beam material, and B = (k/EI )1/4. This second-order linear
differential equation can be solved numerically to obtain the pull-down voltage. In this case, since a
closed form expression can be obtained for x, symbolic computation would also be an option. In [36]
it is shown that for this simple problem several commonly used methods and tools will give the same
result, as is to be expected.

To obtain a more accurate model of the beam we can use the method of nodal analysis, that treats the
beam as a graph consisting of a set of edges or “devices,” linked together at “nodes.” Nodal analysis
assumes that at equilibrium the sum of all values around each closed loop (the “across” quantities) will
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FIGURE 13.5 Cantilever beam and beam-—capacitor options: (a) cantilever beam dimensions, (b) basic beam—
capacitor designs.

©2002 CRC PressLLC



be zero, as will the sum of all values entering or leaving a given node (the “through” quantities). Thus,
for example, the sum of all forces and moments on each node must be zero, as must the sum of all
currents flowing into or out of a given node. This type of modeling is sometimes referred to as “lumped
parameter,” since quantities such as resistance and capacitance, which are in fact distributed along a graph
edge, are modeled as discrete components. In the electrical domain Kirchhoff’s laws are examples of these
rules. This method, which is routinely applied to electrical circuits in elementary network analysis courses
(see, e.g., [37]), can easily be applied to other energy domains by using correct domain equivalents (see,
e.g., [38]). A comprehensive discussion of the theory of nodal analysis can be found in [39]. In Fig. 13.5(a),
the cantilever beam has been divided into four “devices,” subbeams between node i and i + 1,1 =1, 2,
3, 4, where the positions of nodes i and i + 1 are described by (x;, y;, 8) and (x;,,, ¥i,1» 8,) the coordinates
and slope at P; and P,,,. The beam is assumed to have uniform width W and thickness T, and each
subbeam is treated as a two-dimensional structure free to move in three-space. In [40] a modified version
of nodal analysis is used to develop numerical routines to simulate several MEMS behaviors, including
static and transient behavior of a beam-capacitor actuator. This modified method also adds position
6, and 6, giving

coordinates z; and z;,, and replaces the slope 6, at each node with a vector of slopes, 8,, 8, ,

each node six degrees of freedom.

Since nodal analysis is based on linear elements represented as the edges in the underlying graph, it
cannot be used to model many complex structures and phenomena such as fluid flow or piezoelectricity.
Even for the cantilever beam, if the beam is composed of layers of two different materials (e.g., polysilicon
and metal), it cannot be adequately modeled using nodal analysis. The technique of finite element analysis
(FEA) must be used instead. For example, in some follow-up work to that reported in [36], nodal analysis
and symbolic computation gave essentially the same results, but the FEA results were significantly different.
Finite element analysis for the beam begins with the identification of subelements, as in Fig. 13.5(a), but
each element is treated as a true three-dimensional object. Elements need not all have the same shape, for
example, tetrahedral and cubic “brick” elements could be mixed together, as appropriate. In FEA, one cubic
element now has eight nodes, rather than two (Fig. 13.6), so computational complexity is increased. Thus,
developing efficient computer software to carry out FEA for a given structure can be a difficult task in itself.
But this general method can take into account many features that cannot be adequately addressed using
nodal analysis, including, for example, unaligned beam sections, and surface texture (Fig. 13.7). FEA, which
can incorporate static, transient, and dynamic behavior, and which can treat heat and fluid flow, as well as
electrical, mechanical, and other forces, is explained in detail in [41]. The basic procedure is as follows:

+ Discretize the structure or region of interest into finite elements. These need not be homogeneous,
either in size or in shape. Each element, however, should be chosen so that no sharp changes in
geometry or behavior occur at an interior point.

+ For each element, determine the element characteristics using a “local” coordinate system. This

will represent the equilibrium state (or an approximation if that state cannot be computed exactly)
for the element.

Transform the local coordinates to a global coordinate system and “assemble” the element equa-
tions into one (matrix) equation.

+ Impose any constraints implied by restricted degrees of freedom (e.g., a fixed node in a mechanical
problem).

Solve (usually numerically) for the nodal unknowns.

From the global solution, calculate the element resultants.

A Catalog of Resources for MEMS Modeling and Simulation

To make our discussion of the state-of-the-art of MEMS simulation less confusing, we first list some of
the tools and products available. This list is by no means comprehensive, but it will provide us with a
range of approaches for comparison. It should be noted that this list is accurate as of July 2001, but the
MEMS development community is itself developing, with both commercial companies and university
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research sites frequently taking on new identities and partners and also expanding the range of services
they offer.

A. Widely Available Tools for General Numeric and Symbolic Computation

These tools are relatively easy to learn to use. Most engineering students will have mastered at least one
before obtaining a bachelor’s degree. They can be used to model a device “from scratch” and to perform
simple simulations. For more complex simulations, they are probably not appropriate for two reasons.
First, neither is optimized to execute long computations efficiently. Second, developing the routines
necessary to carry out a complex nodal or finite element analysis will in itself be a time-consuming task
and will in most cases only replicate functionality already available in other tools listed here.

+ Mathematica [42]. In [36] Mathematica simulation results for a cantilever beam-capacitor system
are compared with results from several other tools.

+ Matlab (integrated with Maple) [43]. In [44], for example, Matlab simulations are shown to give
good approximations for a variety of parameters for microfluidic system components.

B. Tools Originally Developed for Specific Energy Domains

Low-cost easy to use versions of some of these tools (e.g., SPICE, ANSYS) are also readily available.
Phenomena from other energy domains can be modeled using domain translation.

+ SPICE (analog circuits) [13]. SPICE is the de facto standard for analog circuit simulators. It is
also used to support simulation of transistors and other components for digital systems. SPICE
implements numerical methods for nodal analysis. Several authors have used SPICE to simulate
MEMS behavior in other energy domains. In [35], for example, the equation for the motion of a
damped spring, which is being used to calculate pull-in voltage, is translated into the electrical
domain and reasonable simulation accuracy is obtained. In [45] steady-state thermal behavior for
flow-rate sensors is simulated by dividing the device to be modeled into three-dimensional “bricks,”
modeling each brick as a set of thermal resistors, and translating the resulting conduction and
convection equations into electrical equivalents.

APLAC [22]. This object-oriented analog and mixed-signal simulator incorporates routines, which
allow statistical modeling of process variation.

+ VHDL-AMS [14,26,27]. The VHDL-AMS language, designed to support digital, analog, and mixed-
signal simulation, will in fact support simulation of general algebraic and ordinary differential
equations. Thus mixed-energy domain simulations can be carried out. VHDL-AMS, which is
typically built on a SPICE kernel, uses the technique of nodal analysis. Some VHDL-AMS MEMS
models have been developed (see, e.g., [46,47]). Additional information about VHDL-AMS is
available at [48].

ANSYS [49]. Student versions of the basic ANSYS software are widely available. ANSYS is now
partnering with MemsPro (see below). ANSYS models both mechanical and fluidic phenomena
using FEA techniques. A survey of the ANSYS MEMS initiative can be found at [50].

+ CFD software [51]. This package, which also uses FEA, was developed to model fluid flow and
temperature phenomena.

C. Tools Developed Specifically for MEMS

The tools in this category use various simplifying techniques to provide reasonably accurate MEMS
simulations without all the computational overhead of FEA.

+ SUGAR [40,52]. This free package is built on a Matlab core. It uses nodal analysis and modified
nodal analysis to model electrical and mechanical elements. Mechanical elements must be built
from a fixed set of components including beams and gaps.
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+ NODAS v 1.4 [53]. This downloadable tool provides a library of parameterized components
(beams, plate masses, anchors, vertical and horizontal electrostatic comb drives, and horizontal
electrostatic gaps) that can be interconnected to form MEMS systems. The tool outputs parameters
that can be used to perform electromechanical simulations with the Saber simulator [27]. A detailed
example is available at [54], and a description of how the tool works (for v 1.3) is also available [55].
Useful information is also available in [70].

D. “Metatools” Which Attempt to Integrate Two or More Domain-Specific Tools
into One Package

+ MEMCAD, currently being supported by the firm Coventor [56]. This product was previously
supported by Microcosm, Inc. It provides low-level simulation capability by integrating domain-
specific FEA tools into one package to support coupled energy domain simulations. It also supports
process simulation. Much of the extensive research underlying this tool is summarized in [57].

+ MemsPro [58], which currently incorporates links to ANSYS. MemsPro itself is an offshoot of
Tanner Tools, Inc. [59], which originally produced a version of MAGIC [12] that would run on
PCs. The MemsPro system provides integrated design and simulation capability. Process “design
rules” can be defined by the user. SPICE simulation capability is integrated into the toolset, and
a data file for use with ANSYS can also be generated. MemsPro does not do true energy domain
coupling at this time. Some library components are also available.

E. Other Useful Resources

+ The MEMS Clearinghouse website [60]. This website contains links to products, research groups,
and conference information. One useful link is the Material Properties database [61], which
includes results from a wide number of experiments by many different research groups. Informa-
tion from this database can be used for initial “back of the envelope” calculations for component
feasibility, for example.

+ The Cronos website [62]. This company provides prototyping and production-level fabrication
for all three process approaches (surface micromachining, bulk micromachining, and high aspect
ratio manufacturing). It is also attempting to build a library of MEMS components for both surface
micromachining (MUMPS, or the Multi-User MEMS Process [63]) and bulk micromachining.

13.5 Modeling and Simulating MEMS, i.e., Systems with Micro-
(or Nano-) Scale Feature Sizes, Mixed Digital (Discrete)
and Analog (Continuous) Input, Output, and Signals,
Two- and Three-Dimensional Phenomena, and Inclusion
and Interaction of Multiple Domains and Technologies

In preceding sections we briefly described the current state-of-the-art in modeling and simulation in
both the digital and analog domains. While the digital tools are much more developed, in both the digital
and analog domains there exist standard, well-characterized technologies, standard widely available tools,
and stable educational and prototyping programs. In the much more complex realm of MEMS, this is
not the case. Let us compare MEMS, point by point, with digital and analog circuits.

+ Is there a small set of basic elements? The answer to this question is emphatically no. Various
attempts have been made by researchers to develop a comprehensive basic set of building blocks,
beginning with Petersen’s identification of the fundamental component set consisting of beams,
membranes, holes, grooves, and joints [64]. Most of these efforts focus on adding mechanical and
electromechanical elements. In the SUGAR system, for example, the basic elements are the beam
and the electrostatic gap. In the Carnegie Mellon tool MEMSYN [65], which is supported by the
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NODAS simulator, basic elements include beams and gaps, as well as plate masses, anchors, and
electrostatic comb drives (vertical and horizontal). For the MUMPS process there is the Consol-
idated Micromechanical Element Library (CaMEL), which contains both a nonparameterized cell
database and a library of parameterized elements (which can be accessed through a component
“generator,” but not directly by the user). CaMEL supports the creation of a limited set of com-
ponents, including motors and resonators, in a fixed surface-micromachined technology. But the
bottom line for MEMS is that no set of basic building blocks has yet been identified which can
support all the designs, in many different energy domains and in a variety of technologies, which
researchers are interested in building. Moreover, there is no consensus as to how to effectively
limit design options so that such a fundamental set could be identified. In addition, the continuous
nature of most MEMS behavior presents the same kinds of difficulties that are faced with analog
elements. Development of higher level component libraries, however, is a fairly active field, with,
for example, ANSYS, CFD, MEMCAD, Carnegie Mellon, and MemsPro all providing libraries of
previously designed and tested components for systems developers to use. Most of these compo-
nents are in the electromechanical domain. As mentioned above, a few VHDL-AMS models are
also available, but these will not be of practical value until more robust and complete VHDL-AMS
simulators are developed and more experimental results can be obtained to validate these models.

+ Is there a small set of well-understood technologies? Again the answer must be no. Almost all
digital and analog circuits are essentially two-dimensional, but, in the case of MEMS, many designs
can be developed either in the “2.5-dimensional” technology known as micromachining or in the
true three-dimensional technology known as bulk micromachining. Thus, before doing any mod-
eling or simulation, the MEMS developer must first choose not only among very different fabri-
cation techniques but also among actual processes. Both the Carnegie Mellon and Cronos tools,
for example, are based on processes that are being developed in parallel with the tools. MOSIS
does provide central access to technology in which all but the final steps of surface micromachining
can be done, but no other centrally maintained processing is available to the community of MEMS
researchers in general. For surface micromachining, the fact that the final processing steps are
performed in individual research labs is problematic for producing repeatable experimental
results. For bulk micromachining examples, fabrication in small research labs rather than in a
production environment is more the norm than the exception, so standardization for bulk pro-
cesses is difficult to achieve. In addition, because much MEMS work is relatively low-volume,
most processes are not well enough characterized for low-level modeling to be very effective. In
such circumstances it is very difficult to have reliable process characterizations on which to build
robust models.

+ Is there a well-developed educational infrastructure and prototyping facilities? Again we must
answer no. Introductory MEMS courses, especially, are much more likely to emphasize fabrication
techniques than modeling and simulation. In [66] a set of teaching modules for a MEMS course
emphasizing integrated design and simulation is described. However, this course requires the use
of devices previously fabricated for validating design and simulation results, rather than expecting
students to complete the entire design-simulate-test-fabricate sequence in one quarter or semester.
In addition, well-established institutional practices make it difficult to provide the necessary support
for multidisciplinary education which MEMS requires.

+ Are encapsulation and abstraction widely employed? In the 1980s many researchers believed that
multiple levels of abstraction were not useful for MEMS devices. Currently, however, the concept
of intermediate-level “macromodels” has gained much support [57,70], and increasing emphasis
is being placed on developing macromodels for MEMS components that will be a part of larger
systems. In addition, there are several systems in development that are based on sets of more primitive
components. But this method of development is not the norm, in large part because of the rich set
of possibilities inherent in MEMS in general. In Fig. 13.2(b) we have given a partial classification of
MEMS corresponding to the classification for digital devices in Fig. 13.2(a). At this point it is not
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Simulation Levels
Tool Supported
Mathematica, all
Matlab
MEMCAD low
SPICE low to medium
APLAC low to medium
ANSYS, CFD low to medium
SUGAR, NODAS low to medium
MemsPro low to medium
VHDL-AMS medium to high

*Because MEMCAD incorporates process simulations, it supports both physical
and behavioral views. All other tools support the behavioral view.

FIGURE 13.8 Available MEMS simulation tools, by level and view.

clear what the optimum number of levels of abstraction for MEMS would be. In Fig. 13.8 we have
attempted to classify some of the tools from Section 13.4 in terms of their ability to support various
levels (since these are simulators, they all support the “behavioral” view. MEMCAD, which allows
fabrication process simulation, also supports the “physical” view). Note that VHDL-AMS is the
only tool, besides the general-purpose Mathematica and Matlab, that supports a high-level view
of MEMS.

+ Are there well-developed models, mature tools, and integrated development systems which are
widely available? While such systems do not currently exist, it is predicted that some examples
should become available within the next ten years [57].

13.6 A “Recipe” for Successful MEMS Simulation

A useful set of guidelines for analog simulation can be found in [67]. From this we can construct a set
of guidelines for MEMS simulation.

1. Be sure you have access to the necessary domain-specific knowledge for all energy domains of
interest before undertaking the project.

Never use a simulator unless you know the range of answers beforehand.

Never simulate more of the system than is necessary.

Always use the simplest model that will do the job.

Use the simulator exactly as you would do the experiment.

Use a specified procedure for exploring the design space. In most cases this means that you should
change only one parameter at a time.

7. Understand the simulator you are using and all the options it makes available.

8. Use the correct multipliers for all quantities.

9. Use common sense.

AN ANl

10. Compare your results with experiments and make them available to the MEMS community.
11. Be sensitive to the possibility of microlevel phenomena, which may make your results invalid.

The last point is particularly important. Many phenomena, which can be ignored at larger feature sizes,
will need to be taken into account at the micro level. For example, at the micro scale, fluid flow can behave
in dramatically different ways [44]. Many other effects of scaling feature sizes down to the microlevel,
including an analysis of why horizontal cantilever beam actuators are “better” than vertical cantilever beam
actuators, are discussed in Chapter 9 of [68]. Chapters 4 and 5 of [68] also provide important information
for low-level modeling and simulation.
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13.7 Conclusion: Continuing Progress in MEMS
Modeling and Simulation

In the past fifteen years, much progress has been made in providing MEMS designers with simulators
and other tools which will give them the ability to make MEMS as useful and ubiquitous as was predicted
in [64]. While there is still much to be done, the future is bright for this flexible and powerful technology.
One of the main challenges remaining for modeling and simulation is to complete the design and
development of a high-level MEMS description language, along with supporting models and simulators,
both to speed prototyping and to provide a common user-friendly language for designers. One candidate
for such a language is VHDL-AMS. In [69], the strengths and weaknesses of VHDL-AMS as a tool for
MEMS development are discussed. Strengths include the ability to handle both discrete and continuous
behavior, smooth transitions between levels of abstraction, the ability to handle both conservative and
nonconservative systems simultaneously, and the ability to import code from other languages. Major
drawbacks include the inability to do symbolic computation, the limitation to ordinary differential
equations, lack of support for frequency domain simulations, and inability to do automatic unit conver-
sions. It remains to be seen whether VHDL-AMS will eventually be extended to make it more suitable
to support the MEMS domain. But it is highly likely that VHDL-AMS or some similar language will
eventually come to be widely used and appreciated in the MEMS community.
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14.1 Introduction

Electromagnetic-based MEMS are widely used in various sensing and actuation applications. For these
MEMS, rotational and translational motion microdevices are needed to be devised, designed, and con-
trolled. We introduce the classifier paradigm to perform the structural synthesis of MEMS upon electro-
magnetic features. As motion microdevices are devised, the following issues are emphasized: modeling,
analysis, simulation, control, optimization, and validation. Innovative results are researched and studied
applying the classifier, structural synthesis, design, analysis, and optimization concepts developed. The
need for innovative integrated methods to perform the comprehensive analysis, high-fidelity modeling,
and design of MEMS has facilitated theoretical developments within the overall spectrum of engineering
and science. This chapter provides one with viable tools to perform structural synthesis, modeling, analysis,
optimization, and control of MEMS.

Microelectromechanical systems integrate motion microstructures and devices as well as ICs on a
single chip or on a hybrid chip. To fabricate MEMS, modified advanced microelectronics fabrication
technologies, techniques, processes, and materials are used. Due to the use of complementary metal oxide
semiconductor (CMOS) lithography-based technologies in fabrication microstructures, microdevices,
and ICs, MEMS leverage microelectronics.

The following definition for MEMS was given in [1]:

Batch-fabricated microscale devices (ICs and motion microstructures) that convert physical parame-
ters to electrical signals and vice versa, and in addition, microscale features of mechanical and electrical
components, architectures, structures, and parameters are important elements of their operation and
design.

The scope of MEMS has been further expanded towards devising novel paradigms, system-level inte-
gration high-fidelity modeling, data-intensive analysis, control, optimization, fabrication, and implemen-
tation. Therefore, we define MEMS as:

Batch-fabricated microscale systems (motion and radiating energy microdevices/microstructures—
driving/sensing circuitry—controlling/processing ICs) that

1. convert physical stimuli, events, and parameters to electrical and mechanical signals and vice versa,

2. perform actuation and sensing,

3. comprise control (intelligence, decision making, evolutionary learning, adaptation, self-organization,
etc.), diagnostics, signal processing, and data acquisition features,

and microscale features of electromechanical, electronic, optical, and biological components (structures,
devices, and subsystems), architectures, and operating principles are basics of their operation, design,
analysis, and fabrication.

The integrated design, analysis, optimization, and virtual prototyping of intelligent and high-performance
MEMS, system intelligence, learning, adaptation, decision making, and self-organization can be add-
ressed, researched, and solved through the use of advanced electromechanical theory, state-of-the-art
hardware, novel technologies, and leading-edge software. Many problems in MEMS can be formulated,
attacked, and solved using the microelectromechanics. In particular, microelectromechanics deals with
benchmarking and emerging problems in integrated electrical-mechanical-computer engineering, sci-
ence, and technologies. Microelectromechanics is the integrated design, analysis, optimization, and virtual
prototyping of high-performance MEMS, system intelligence, learning, adaptation, decision making, and
control through the use of advanced hardware, leading-edge software, and novel fabrication technologies
and processes. Integrated multidisciplinary features approach quickly, and the microelectromechanics
takes place.

The computer-aided design tools are required to support MEMS analysis, simulation, design, optimi-
zation, and fabrication. Much effort has been devoted to attain the specified steady-state and dynamic
performance of MEMS to meet the criteria and requirements imposed. Currently, MEMS are designed,
optimized, and analyzed using available software packages based on the linear and steady-state analysis.
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However, highly detailed nonlinear electromagnetic and mechanical modeling must be performed to
design high-performance MEMS. Therefore, the research is concentrated on high-fidelity mathematical
modeling, data intensive analysis, and nonlinear simulations, as well as control (design of control algo-
rithms to attain the desired performance). The reported synthesis, modeling, analysis, simulation, opti-
mization, and control concepts, tools, and paradigms ensure a cost-effective solution and can be used to
guarantee rapid prototyping of high-performance state-of-the-art MEMS. It is often very difficult, and
sometimes impossible, to solve a large array of nonlinear analysis and design problems for motion
microdevices using conventional methods. Innovative concepts, methods, and tools that fully support
the analysis, modeling, simulation, control, design, and optimization are needed. The fabrication tech-
nologies used in MEMS were developed [2,3], and micromachining technologies are discussed in this
chapter. This chapter solves a number of long-standing problems for electromagnetic-based MEMS.

14.2 MEMS Motion Microdevice Classifier
and Structural Synthesis

It was emphasized that the designer must design MEMS by devising novel high-performance motion
microdevices, radiating energy microdevices, microscale driving/sensing circuitry, and controlling/pro-
cessing ICs. A step-by-step procedure in the design of motion microdevices is:

+ define application and environmental requirements,

+ specify performance specifications,

+ devise motion microstructures and microdevices, radiating energy microdevices, microscale driv-
ing/sensing circuitry, and controlling/processing ICs,

develop the fabrication process using micromachining and CMOS technologies,
+ perform electromagnetic, energy conversion, mechanical, and sizing/dimension estimates,

+ perform electromagnetic, mechanical, vibroacoustic, and thermodynamic design with performance
analysis and outcome prediction,

+ verify, modify, and refine design with ultimate goals and objectives to optimize the performance.

In this section, the design and optimization of motion microdevices is reported.

To illustrate the procedure, consider two-phase permanent-magnet synchronous slotless microma-
chines as documented in Fig. 14.1.

It is evident that the electromagnetic system is endless, and different geometries can be utilized as
shown in Fig. 14.1. In contrast, in translational (linear) synchronous micromachines, the open-ended
electromagnetic system results. The attempts to classify microelectromechanical motion devices were
made in [1,4,5]; however, the qualitative and quantitative comprehensive analysis must be researched.

Motion microstructure geometry and electromagnetic systems must be integrated into the synthesis,
analysis, design, and optimization. Motion microstructures can have the plate, spherical, torroidal, conical,
cylindrical, and asymmetrical geometry. Using these distinct geometry and electromagnetic systems,
we propose to classify MEMS. This idea is extremely useful in the study of existing MEMS as well as in
the synthesis of an infinite number of innovative motion microdevices. In particular, using the possible
geometry and electromagnetic systems (endless, open-ended, and integrated), novel high-performance
MEMS can be synthesized.

The basic electromagnetic micromachines (microdevices) under consideration are direct- and alternating-
current, induction and synchronous, rotational and translational (linear). That is, microdevices are classified
using a type classifier

Y={yye V)

Motion microdevices are categorized using a geometric classifier (plate P, spherical S, torroidal T,
conical N, cylindrical C, or asymmetrical A geometry) and an electromagnetic system classifier (endless
E, open-ended O, or integrated I). The microdevice classifier, documented in Table 14.1, is partitioned
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TABLE 14.1 Classification of Electromagnetic Microdevices Using the Electromagnetic
System—Geometry Classifier

G Geometry
M Plate, P Spherical, S Torroidal, T Conical, N Cylindrical, C | Asymmetrical, A
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FIGURE 14.1 Permanent-magnet synchronous micromachines with different geometry.
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into three horizontal and six vertical strips, and contains 18 sections, each identified by ordered pairs of
characters, such as (E, P) or (O, C).
In each ordered pair, the first entry is a letter chosen from the bounded electromagnetic system set

M= {E O, I}

The second entry is a letter chosen from the geometric set

G ={P,S,T,N,C, A}

That is, for electromagnetic microdevices, the electromagnetic system—geometric set is

Mx G = {(E, F), (E, S), (E, T),....(I, N),(I, C), (I, A)}

In general, we have
MXxG = {(m,g):m e Mandg € G}

Other categorization can be applied. For example, single-, two-, three-, and multi-phase microdevices
are classified using a phase classifier

H=1{h:h € H}

Therefore, YX M X GX H={(y,m,g,h):y € ,m € M,g € Gandh € H}

Topology (radial or axial), permanent magnets shaping (strip, arc, disk, rectangular, triangular, or
other shapes), permanent magnet characteristics (BH demagnetization curve, energy product, hysterisis
minor loop), commutation, emf distribution, cooling, power, torque, size, torque-speed characteristics,
as well as other distinct features of microdevices can be easily classified.

That is, the devised electromagnetic microdevices can be classified by an N-tuple as

{microdevice type, electromagnetic system, geometry, topology, phase, winding, connection, cooling}.

Using the classifier, which is given in Table 14.1 in terms of electromagnetic system—geometry, the
designer can classify the existing motion microdevices as well as synthesize novel high-performance
microdevices. As an example, the spherical, conical, and cylindrical geometries of a two-phase permanent-
magnet synchronous microdevice are illustrated in Fig. 14.2.

This section documents new results in structural synthesis which can be used to optimize the microde-
vice performance. The conical (existing) and spherical-conical (devised) microdevice geometries are
illustrated in Fig. 14.2. Using the innovative spherical-conical geometry, which is different compared to
the existing conical geometry, one increases the active length L, and average diameter D,. For radial flux
microdevices, the electromagnetic torque T, is proportional to the squared rotor diameter and axial
length. In particular, T, = kTDfL,, where k; is the constant. From the above relationship, it is evident

Endless Electromagnetic System Conical Geometry Cylindrical Geometry
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FIGURE 14.2 Two-phase permanent-magnet synchronous microdevice (micromachine) geometry.
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that the spherical-conical micromotors develop higher electromagnetic torque compared with the con-
ventional design. In addition, improved cooling, reduced undesirable torques components, as well as
increased ruggedness and robustness contribute to the viability of the proposed solution. Thus, using
the classifier paradigm, novel microdevices with superior performance can be devised.

14.3 MEMS Fabrication

Microelectromechanics, which integrates micromechanics and microelectronics, requires affordable, low-
cost, high-yield fabrication technologies which allow one to fabricate 3-D microscale structures and
devices. Micromachining is a key fabrication technology for microscale structures, devices, and MEMS.
Microelectromechanical systems fabrication technologies fall into three broad categories: bulk machining,
surface machining, and LIGA (LIGA-like) techniques [1-3].

Bulk Micromachining

Bulk and surface micromachining are based on the modified CMOS and specifically designed microma-
chining processes. Bulk micromachining of silicon uses wet and dry etching techniques in conjunction
with etch masks and etch-stop-layers to develop microstructures from the silicon substrate. Microstruc-
tures are fabricated by etching areas of the silicon substrate to release the desired 3-D microstructures.
The anisotropic and isotropic wet etching processes, as well as concentration dependent etching techniques,
are widely used in bulk micromachining. The microstructures are formed by etching away the bulk of
the silicon wafer to fabricate the desired 3-D structures. Bulk machining with its crystallographic and
dopant-dependent etch processes, when combined with wafer-to-wafer bonding, produces complex 3-D
microstructures with the desired geometry. Through bulk micromachining, one fabricates microstruc-
tures by etching deeply into the silicon wafer. There are several ways to etch the silicon wafer. The
anisotropic etching uses etchants that etch different crystallographic directions at different rates. Through
anisotropic etching, 3-D structures (cons, pyramids, cubes, and channels into the surface of the silicon
wafer) are fabricated. In contrast, the isotropic etching etches all directions in the silicon wafer at same
(or close) rate, and, therefore, hemisphere and cylinder structures can be made. Deep reactive ion etching
uses plasma to etch straight walled structures (cubes, rectangular, triangular, etc.).

Surface Micromachining

Surface micromachining has become the major fabrication technology in recent years because complex
3-D microscale structures and devices can be fabricated. Surface micromachining with single-crystal
silicon, polysilicon, silicon nitride, silicon oxide, and silicon dioxide (as structural and sacrificial materials
which deposited and etched) is widely used to fabricate microscale structures and devices on the surface
of a silicon wafer. This affordable low-cost high-yield technology is integrated with IC fabrication
processes guaranteeing the needed microstructures-IC fabrication compatibility. The techniques for
depositing and patterning thin films are used to produce complex microstructures and microdevices on
the surface of silicon wafers (surface silicon micromachining) or on the surface of other substrates. Surface
micromachining technology allows one to fabricate the structure as layers of thin films. This technology
guarantees the fabrication of 3-D microdevices with high accuracy, and the surface micromachining can
be called a thin film process. Each thin film is usually limited to thickness up to 5 pm, which leads to
fabrication of high-performance planar-type microscale structures and devices. The advantage of surface
micromachining is the use of standard CMOS fabrication processes and facilities, as well as compliance
with ICs. Therefore, this technology is widely used to manufacture microscale actuators and sensors
(microdevices).

Surface micromachining is based on the application of sacrificial (temporary) layers that are used to
maintain subsequent layers and are removed to reveal (release) fabricated (released or suspended) micro-
structures. This technology was first demonstrated for ICs and applied to fabricate microstructures in
the 80s. On the surface of a silicon wafer, thin layers of structural and sacrificial materials are deposited
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FIGURE 14.4 Cross-section schematics for slotless permanent-magnet brushless micromotor with ICs.

and patterned. Then, the sacrificial material is removed, and a micromechanical structure or device is
fabricated. Figure 14.3 illustrates a typical process sequence of the surface micromachining fabrication
technology.

Usually, the sacrificial layer is made of silicon dioxide (SiO,), phosphorous-doped silicon dioxide, or
silicon nitride (Si;N,). The structural layers are then typically formed with polysilicon, and the sacrificial
layer is removed. In particular, after fabrication of the surface microstructures and microdevices (micro-
machines), the silicon wafer can be wet bulk etched to form cavities below the surface components, which
allows a wider range of desired motion for the device. The wet etching can be done using hydrofluoric
and buffered hydrofluoric acids, potassium hydroxide, ethylene-diamene-pyrocatecol, tetramethylam-
monium hydroxide, or sodium hydroxide. Surface micromachining technology was used to fabricate
rotational micromachines [6]. For example, heavily-phosphorous-doped polysilicon can be used to
fabricate rotors and stators, and silicon nitride can be applied as the structural material to attain electrical
insulation. The cross-section of the slotless micromotor fabricated on the silicon substrate with polysilicon
stator with deposited windings, polysilicon rotor with deposited permanent-magnets, and bearing is
illustrated in Fig. 14.4. The micromotor is controlled by the driving/sensing and controlling/processing
ICs. To fabricate micromotor and ICs on a single- or double-sided chip (which significantly enhances
the performance), similar fabrication technologies and processes are used, and the compatibility issues
are addressed and resolved. The surface micromachining processes were integrated with the CMOS
technology (e.g., similar materials, lithography, etching, and other techniques). To fabricate the integrated
MEMS, post-, mixed-, and pre-CMOS/micromachining techniques can be applied [1-3].

LIGA and LIGA-Like Technologies

There is a critical need to develop the fabrication technologies allowing one to fabricate high-aspect-
ratio microstructures. The LIGA process, which denotes Lithography—Galvanoforming-Molding (in
German words, Lithografie-Galvanik—Abformung), is capable of producing 3-D microstructures of up
to centimeter high with the aspect ratio (depth versus lateral dimension) more than 100 [2,7,8]. The
LIGA technology is based upon X-ray lithography, which guarantees shorter wavelength (in order from
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few to 10 A, which leads to negligible diffraction effects) and larger depth of focus compared with optical
lithography. The ability to fabricate microstructures and microdevices in the centimeter range is partic-
ularly important in the actuators and drives applications since the specifications are imposed on the rated
force and torque developed by the microdevices, and due to the limited force and torque densities, the
designer faces the need to increase the actuator dimensions.

14.4 MEMS Electromagnetic Fundamentals and Modeling

The MEMS classifier, structural synthesis, and optimization were reported in Section 14.2. The classifica-
tion and optimization are based on the consideration and synthesis of the electromagnetic system, analysis
of the magnetomotive force, design of the MEMS geometry and topology, and optimization of other
quantities. Different rotational (radial and axial) and translational motion microdevices are classified
using endless (closed), open-ended (open), and integrated electromagnetic systems.

Our goal is to approach and solve a wide range of practical problems encountered in nonlinear design,
modeling, analysis, control, and optimization of motion microstructures and microdevices with driving/
sensing circuitry controlled by ICs for high-performance MEMS. Studying MEMS, the emphases are
placed on:

+ design of high-performance MEMS through devising innovative motion microdevices with radi-
ating energy microdevices, microscale driving/sensing circuitry, and controlling/signal processing
ICs,

+ optimization and analysis of rotational and translation motion microdevices,

+ development of high-performance signal processing and controlling ICs for microdevices devised,

+ development of mathematical models with minimum level of simplifications and assumptions in
the time domain,

+ design of optimal robust control algorithms,

+ design of intelligent systems through self-adaptation, self-organization, evolutionary learning, deci-
sion-making, and intelligence,

+ development of advanced software and hardware to attain the highest degree of intelligence,
integration, efficiency, and performance.

In this section, our goal is to perform nonlinear modeling, analysis, and simulation. To attain these
objectives, we apply the MEMS synthesis paradigm, develop nonlinear mathematical models to model
complex electromagnetic-mechanical dynamics, perform optimization, design closed-loop control sys-
tems, and perform data-intensive analysis in the time domain.

, To model electromagnetic motion microdevices, using the magnetic vector and electric scalar potentials
A and V; respectively, one usually solves the partial differential equations

> =
—VZZ +Uuc % + us% = —-ucvv

using finite element analysis. Here, U, 0, and € are the permeability, conductivity, and permittivity.

However, to design electromagnetic MEMS as well as to perform electromagnetic—-mechanical analysis
and optimization, differential equations must be solved in the time domain. In fact, basic phenomena
cannot be comprehensively modeled, analyzed, and assessed applying traditional finite element analysis,
which gives the steady-state solutions and models. There is a critical need to develop the modeling tools
that will allow one to augment nonlinear electromagnetics and mechanics in a single electromagnetic—
mechanical modeling core to attain high-fidelity analysis with performance assessment and outcome
prediction.

Operating principles of MEMS are based upon electromagnetic principles. A complete electromagnetic
model is derived in terms of five electromagnetic field vectors. In particular, three electric field vectors
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and two magnetic field vectors are used. The electric field vectors are the electric field intensity, Z", the
electric ﬂlg( density, D, and the current density, J. The magnetic field vectors are the magnetic field
intensity H and the magnetic field density B. The differential equations for microelectromechanical
motion device are found using Maxwell’s equations, constitutive (auxiliary) equations, and classical
mechanics.

Maxwell’s partial differential equations in the E- and H domain in the point form are

0—11 X5 V5 2, t

%
VXE(x,y,2t) = St

8E(x ¥, 2, 1)

VXI?I(x,y,z,t) = ST-F]()C V2, ) = gw

%
o + OE(x, y, 2, t)

VoE(x ) = Bﬂz_t)

%
V- -H(x,y,2,t) =0

where €is the permittivity, i is the permeability, o'is the conductivity, and p, is the volume charge density.
The constitutive (auxiliary) equations are given using the permittivity € permeability tensor u, and
conductivity o. In particular, one has

av N2

> > >
e€E or D=¢E+

> > =
,uH or B=u(H+M)
>

—v v Ov

%
= O'E or J=pw
The Maxwell’s equations can be solved using the boundary conditions on the field vectors. In two-
region media, we have
> > > > > > > s > > > > >
anX (B - E) =0, avxX(H:-H)=J, anv-(D,-D)=p, an-(B,—B)=0

where ;s is the surface current density vector, ; ~ is the surface normal unit vector at the boundary from
region 2 into region 1, and p; is the surface charge density.

The constitutive relations that describe media can be integrated with Maxwell’s equations, which relate
the fields in order to find two partial differential equations. Using the electric and magnetic field intensities
E and H to model electromagnetic fields in MEMS, one has

- > >
T S S B S S
VXx(VXE) =V(V-E)-V'E = 3t_’u3t2 uaat usatz
> OH  OH
Vx(VxH) =V(V. H) VH——uGat ,ueF
t

The following pair of homogeneous and inhomogeneous wave equations

22 BZT 82% Py
VE-uoc=-ue— = V(—)

ot o €
VH-uo?d _ eﬁ =
" ot s 81‘2
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is equivalent to four Maxwell’s equations and constitutive relations. For some cases, these two equations
can be solved independently. It must be emphasized that it is not always possible to use the boundary
conditions using only E and H, and thus, the problem not always can be simplified to two electromagnetic
field vectors. Therefore, the electric scalar and magnetic vector potentials are used. Denoting the magnetic

vector potential as A and the electric scalar potential as V, we have

é

> > - > oA

VXA:B:uH and E:—E—VV

The electromagnetic field is derivative from the potentials. Using the Lorentz equation

> 9V
V-A =S

the inhomogeneous vector potential wave equation to be solved is

> >
> 9A ,  J'A
VA+puo= +ue=—= = —uocvVv
HO =+ 1 oF H
To model motion microdevices, the mechanical equations must be used, and Newton’s second law is

usually applied to derive the equations of motion.
Using the volume charge density p,, the Lorenz force, which relates the electromagnetic and mechanical

phenomena, is found as

> > 5 > > > >
F=p(E+vxB) = pE+] xB

The electromagnetic force can be found by applying the Maxwell stress tensor method. This concept
employs a volume integral to obtain the stored energy, and stress at all points of a bounding surface can
be determined. The sum of local stresses gives the net force. In particular, the electromagnetic stress is

F j( E+] xB)d 1§ T ds
= v y = — wp - ds
P T

The electromagnetic stress energy tensor (the second Maxwell stress tensor) is

s s
0o E E E
E. o B -B
Top = »x > ’ > ’
-E, -B. 0 B,
s >
-E. B, -B. 0|

In general, the electromagnetic torque developed by motion microstructures is found using the elec-
tromagnetic field. In particular, the electromagnetic stress tensor is given as

T, =T +T"
E,D,-1ED; E\D, E,D, B,H, —;BH, B,H, B,H,

E,D, E,D,-iED; E,D, + B,H, B,H, —;B;H, B,H,

E.D, E,D,  E,D;-;ED; B,H, B;H, B;H, —;B;H,
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For the Cartesian, cylindrical, and spherical coordinate systems, which can be used to develop the
mathematical model, we have

. = Es, Dx:Dl)Dy:DZ’Dz:DS’
H.,=H,,H,=H,,H =H;, B,=B,,B,=B,, B,=B;
E.=E,Ey=E,,E,=E;, D,=D,,Dyg=D,, D,=Ds,
H.,=H,Hy,=H,,H =H;, B,=B,,By=B,, B,=B;
E,, Eg=E,, Es=E;, D,=D;, Dyg=D,, Dy= Ds,
H,=H,, Hy=H,, Hy=H;, B,=B,,By=B,, B,=5B;

E

o=

Maxwell’s equations can be solved using the MATLAB environment.
In motion microdevices, the designer analyzes the torque or force production mechanisms.
Newton’s second law for rotational and translational motions is

do > de
itk Do,

dt dt
dv 12 dx
i PR Tl

where ®, and 6, are the angular velocity and displacement, v and x are the linear velocity and displacement,
3. T is the net torque, 2.Fs is the net force, ] is the equivalent moment of inertia, and m is the mass.

14.5 MEMS Mathematical Models

The problems of modeling and control of MEMS are very important in many applications. A mathe-
matical model is a mathematical description (in the form of functions or equations) of MEMS, which
integrate motion microdevices (microscale actuators and sensors), radiating energy microdevices, micro-
scale driving/sensing circuitry, and controlling/signal processing ICs. The purpose of the model devel-
opment is to understand and comprehend the phenomena, as well as to analyze the end-to-end behavior.

To model MEMS, advanced analysis methods are required to accurately cope with the involved highly
complex physical phenomena, effects, and processes. The need for high-fidelity analysis, computationally-
efficient algorithms, and simulation time reduction increases significantly for complex microdevices, restrict-
ing the application of Maxwell’s equations to problems possible to solve. As was illustrated in the previous
section, nonlinear electromagnetic and energy conversion phenomena are described by the partial differ-
ential equations. The application of Maxwell’s equations fulfills the need for data-intensive analysis capa-
bilities with outcome prediction within overall modeling domains as particularly necessary for simulation
and analysis of high-performance MEMS. In addition, other modeling and analysis methods are applied.
The lumped mathematical models, described by ordinary differential equations, can be used. The process
of mathematical modeling and model development is given below.

The first step is to formulate the modeling problem:

+ examine and analyze MEMS using a multilevel hierarchy concept, develop multivariable input-
output subsystem pairs, e.g., motion microstructures (microscale actuators and sensors), radiating
energy microdevices, microscale circuitry, ICs, controller, input/output devices;

+ understand and comprehend the MEMS structure and system configuration;
+ gather the data and information;

+ develop input-output variable pairs, identify the independent and dependent control, disturbance,
output, reference (command), state and performance variables, as well as events;
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+ making accurate assumptions, simplify the problem to make the studied MEMS mathematically
tractable (mathematical models, which are the idealization of physical phenomena, are never
absolutely accurate, and comprehensive mathematical models simplify the reality to allow the
designer to perform a thorough analysis and make accurate predictions of the system performance).

The second step is to derive equations that relate the variables and events:

+ define and specify the basic laws (Kirchhoff, Lagrange, Maxwell, Newton, and others) to be used
to obtain the equations of motion. Mathematical models of electromagnetic, electronic, and
mechanical microscale subsystems can be found and augmented to derive mathematical models
of MEMS using defined variables and events;

+ derive mathematical models;

The third step is the simulation, analysis, and validation:

identify the numerical and analytic methods to be used in analysis and simulations;

analytically and/or numerically solve the mathematical equations (e.g., differential or difference
equations, nonlinear equations, etc.);

using information variables (measured or observed) and events, synthesize the fitting and mis-
match functionals;

verify the results through the comprehensive comparison of the solution (model input-state-output-
event mapping sets) with the experimental data (experimental input-state-output-event mapping
sets);

calculate the fitting and mismatch functionals;

examine the analytical and numerical data against new experimental data and evidence.

If the matching with the desired accuracy is not guaranteed, the mathematical model of MEMS must be
refined, and the designer must start the cycle again.

Electromagnetic theory and classical mechanics form the basis for the development of mathematical
models of MEMS. It was illustrated that MEMS can be modeled using Maxwell’s equations and torsional-
mechanical equations of motion. However, from modeling, analysis, design, control, and simulation
perspectives, the mathematical models as given by ordinary differential equations can be derived and used.

Consider the rotational microstructure (bar magnet, current loop, and microsolenoid) in a uniform
magnetic field, see Fig. 14.5. The microstructure rotates if the electromagnetic torque is developed. The
electromagnetic field must be studied to find the electroma%netlc torque.

The torque tends to align the magnetic moment i with B, and

v

A
T =mx

FIGURE 14.5 Clockwise rotation of the motion microstructure.
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For a microstructure with outside diameter D,, the magnet strength is Q. Hence, the magnetic moment
is m = QD,, and the force is found as F = QB.
The electromagnetic torque is

T = ZF%D,sinot = QD,Bsina = mBsino

Using the unit vector in the magnetic moment direction 4,,, one obtains

> 5 > > > > >
T=mXB=a,mXB = QD,an,XB

For a current loop with the area A, the torque is found as

> 50 > > ) >
T=mxB=a,mXB = iAa,XB

For a solenoid with N turns, one obtains

> S>> > R >
T=mxB =a,mXB = 1iANa, XB

As the electromagnetic torque is found, using Newton’s second law, one has

do, _
dr 7

do, 1> 1> >
==Y Ty ==(T-Ty),
DL AR
%
where T7 is the load torque.
The electromotive (emf) and magnetomotive (mmf) forces can be used in the model development.
We have

9
> > N4 > oB >
emf = $ E-dl = § (vxB)-dl - [ Gds
I ! s Ot
motional induction transformer induction

generation

and
> > > > (;B >
mmf = LH‘ dl = ij.ds +i—(§?ds
For preliminary design, it is sufficiently accurate to apply Faraday’s or Lenz’s laws, which give the
electromotive force in term of the time-varying magnetic field changes. In particular,

emf:_d_l//:_a_l//_a_l//der:_a_v/_&_vlw

dt ot 006, dt Jt 36, "

where y is the transformer term.

The total flux linkages are
1
V= L_Ln-N Sq)p

where Ny is the number of turns and @, is the flux per pole.
For radial topology micromachines, we have

MiN;
P = Z_Rin st

Pg

e

(o} L
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where i is the current in the phase microwinding (supplied by the IC), R, , is the inner stator radius, L
is the inductance, P is the number of poles, and g, is the equivalent gap, which includes the airgap and
radial thickness of the permanent magnet.

Denoting the number of turns per phase as Ng, the magnetomotive force is

iN
mmf = I—PS cosP@,

The simplified expression for the electromagnetic torque for radial topology brushless micromachines
is

1 .
T = EPBagzstL,D,
where B,, is the air gap flux density, B,, = (1tiNy/2Pg,) cosP,, i, is the total current, L, is the active length
(rotor axial length), and D, is the outside rotor diameter.
The axial topology brushless micromachines can be designed and fabricated. The electromagnetic
torque is given as

T = k,B,,iNsD>

ag’s

where k, is the nonlinear coefficient, which is found in terms of active conductors and thin-film permanent
magnet length; and D, is the equivalent diameter, which is a function of windings and permanent-magnet

topography.

Example 14.5.1: Mathematical Model of the Translational
Microtransducer

Figure 14.6 illustrates a simple translational microstructure with a stationary member and movable
translational microstructure (plunger), which can be fabricated using continuous batch-fabrication
process [2]. The winding can be “printed” using the micromachining/CMOS technology.

We apply Newton’s second law of motion to study the dynamics. Newton’s law states that the accel-
eration of an object is proportional to the net force. The vector sum of all forces is found as

d’x

dx 2
F(t) = m? +Bv$ + (kgx+ k,x™) + F(t)

——

Winding

Spring, ks Magnetic force; F, (t)
C—
ug(t) «(«@ Translational Motion x(t)
Microstructure:
Plunger

Damper, B,,

ICs

Winding

r |

FIGURE 14.6  Microtransducer schematics with translational motion microstructure.
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where x is the displacement of a translational microstructure (plunger), m is the mass of a movable
plunger, B, is the viscous friction coefficient, k,, and k,, are the spring constants (the spring can be made
from polysilicon), and F,(t) is the magnetic force which is found using the coenergy W, F,(i, x) = oW, x)
The stretch and restoring forces are not directly proportional to the displacement, and these forces
are different on either side of the equilibrium position. The restoring/stretching force exerted by the
polysilicon spring is expressed as (k,x + k,x°).
Assuming that the magnetic system is linear, the coenergy is expressed as

W.(i, x) = %L(x)iz

Then
. _ 1.2dL(x)
F,(i,x) = 21 Ix
The inductance is found as
N’ N Z.Uf.UoAng

L(x) =

where R, and R, are the reluctances of the ferromagnetic material and air gap, A;and A, are the associated
cross section areas, and /; and (x + 2d) are the lengths of the magnetic material and the air gap.
Hence

dL _ AN’ LA A,

dx AL+ 24 (x+2d)

Using Kirchhoff’s law, the voltage equation for the phase microcircuitry is

where the flux linkage y is expressed as w = L(x)i.
One obtains

u,=ri +L(x)Z—: + fdﬁz(xx)fﬁ

and thus

di ro. 2N’ U oA A,

1
—_— = - —i+ v+ —u,
dt LX) L(x)[A + 24,0, (x +2d))° L(x)

Augmenting this equation with differential equation

2
F(r) = m3% 4 g 9%

dt2 v—d—; + (kslx + kslxz) + Fe( r)
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three nonlinear differential equations for the studied translation microdevise are found as

ar - 2 AdrAumred T T “a
N e, AA, of My N petoAA,
dx _ |
dt
2 2 2
v NEBAA o L eridy -2
m m

At AL+ 24, (x + 2d) )

Example 14.5.2: Mathematical Model of an Elementary Synchronous
Reluctance Micromotor

Consider a single-phase reluctance micromotor, which can be straightforwardly fabricated using con-
ventional CMOS, LIGA, and LIGA-like technologies. Ferromagnetic materials are used to fabricate
microscale stator and rotor, and windings can be deposited on the stator, see Fig. 14.7.

The quadrature and direct magnetic axes are fixed with the microrotor, which rotates with angular
velocity @,. These magnetic axes rotate with the angular velocity @. Assume that the initial conditions
are zero. Hence, the angular displacements of the rotor 6, and the angular displacement of the quadrature
magnetic axis 6 are equal, and

0,=0= J‘: o,(1)dt = J.: (1) dr.

The magnetizing reluctance R,, is a function of the rotor angular displacement 6,. Using the number
of turns N, the magnetizing inductance is

N;

L,(6,) = 0y

R

This magnetizing inductance varies twice per one revolution of the rotor and has minimum and maxi-
mum values, and

2

L =N
mmin g{m max(er)

2

Ly o = s
’ max 9{m min(er)

0,=0,7,2m,...

1xinln
=355

Stator

;s Direct Magnetic Axis

op, T,

6,=6

h

t

6r= _[m, (r)dt+ 60
t
0

FIGURE 14.7 Microscale single-phase reluctance motor with rotational motion microstructure (microrotor).
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FIGURE 14.8 Magnetizing inductance L,,(6,).

Assume that this variation is a sinusoidal function of the rotor angular displacement. Then,

L,(0)=L,—L,,cos26,

where L,, is the average value of the magnetizing inductance and L,,, is half of the amplitude of the
sinusoidal variation of the magnetizing inductance.

The plot for L,,(6,) is documented in Fig. 14.8.

The electromagnetic torque, developed by single-phase reluctance motors is found using the expression
for the coenergy W.(i,,, 6,). From W (i,, 6,) = %(L,S + Ly — Ly, cos26,)i-,, one finds

T aWc(ius) 97) 8[%1&5([’!5 + im - LAmCOS 2 er)]

’ =5 5 = L,,i.sin26,

The electromagnetic torque is not developed by synchronous reluctance motors if IC feeds the
dc current or voltage to the motor winding because T, = L Amiis sin 26,. Hence, conventional control
algorithms cannot be applied, and new methods, which are based upon electromagnetic features must
be researched. The average value of T, is not equal to zero if the current is a function of 6,. As an
illustration, let us assume that the following current is fed to the motor winding:

i,, =iy Re(/sin28,)

Then, the electromagnetic torque is

T,=L,,i.sin26, = L,,i,(Re./sin26,)" sin26,# 0

and

1 2 . 1 .
T,y = ;L_JO Lo, sin26,d6, = ZLAmli/f
The mathematical model of the microscale single-phase reluctance motor is found by using Kirchhoff’s
and Newton’s second laws

. dy,
uus = TSl{lSJr dtas

ae
T,-B,w,-T, =] d—zr (torsional-mechanical equation)
t

(circuitry equation)
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From W, = (L, + Ly —L,,, c0s26,)i,,, one obtains a set of three first-order nonlinear differential
equations. In particular, we have

di,, T ) 2L i i 1

= — Los— = Iaswr Sln20r+ T Yas
dt [, +L,-L,,c0s26, L, +Ly—L,,cos26, Ly + Ly — Ly,,c0820,
do, 1 2 .
7{ - }(LAmlasSleer_Bmwr_TL)
ae, ®
de 7

Example 14.5.3: Mathematical Model of Two-Phase Permanent-Magnet
Stepper Micromotors

For two-phase permanent-magnet stepper micromotors, we have

. dy,
uas = T51ﬂ5+ dtas

dy,
_ . bs
Ups = Tslps +

dt

where the flux linkages are W, = L, i, + Loy + Woon and Wy, = Ly do + Ly + Wi

Here, u,, and u,, are the phase voltages in the stator microwindings as and bs; i, and i, are the phase
currents in the stator microwindings; v, and y,, are the stator flux linkages; r, are the resistances of the
stator microwindings; L., Lo Lo and Ly, are the mutual inductances.

The electrical angular velocity and displacement are found using the number of rotor tooth RT,

asbs>

o, = RTw,,,

6, = RTO,,

where @, and @,,, are the electrical and rotor angular velocities, and 6,and 6,,, are the electrical and rotor
angular displacements.

The flux linkages are functions of the number of the rotor tooth RT, and the magnitude of the flux
linkages produced by the permanent magnets y,,. In particular,

Yosm = Wi COS(RTerm) and Wism = Wi Sin(RTerm)
The self-inductance of the stator windings is
Lss = Lasas = Lbsbs = Lls + I:m

The stator microwindings are displaced by 90 electrical degrees. Hence, the mutual inductances between
the stator microwindings are zero, L4, = L, = 0.
Then, we have

W, = L,i, + y,cos(RTH,,) and Vs = Lty + W, sin(RTH,,)
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Taking note of the circuitry equations, one has

d[Lyiz + Y,,08(RTH,,,)]

lﬂS

uﬂS = TSiﬂS + dt = rSiIlS + LSS dt - RTmermSin(RTerm)
d[L.i,.+ v, sin(RTO di
Up, = Tyl + [, Wysing )] = rsibs+LSS—--h-5+RTl//ma),mcos(RT9m)
dt dt
Therefore, we obtain
di, r,. RTy,, . 1
Fri _fsslas + L. ,, sin(RT8,,) + —L-Ssuas
dib .. RT 1
= 5 i T + —
dt Lsslhs Lss wrm COS(R erm) Lssubs
Using Newton’s second law, we have
do 1
ZZm _ Z(T.—B -T
dt ]( e mwrm L)
de.,, - w
dt - rm

The expression for the electromagnetic torque developed by permanent-magnet stepper micromotors
must be found. Taking note of the relationship for the coenergy

-2
sslas

Wc = %(L + LssiIZJs) + WmiasCOS(RTerm) + l//mibSSin(RTerm) + WPM

one finds the electromagnetic torque:

_ow,
aerm

T, = = —RTwy,[i,sin(RT8H,,) —i,cos(RTH,,)]

Hence, the transient evolution of the phase currents i,, and iy, rotor angular velocity @,,, and dis-

placement 6,,, is modeled by the following differential equations:

di,, 1. V., . 1

dt - _L_sslus + Lss @, Sln(RTerm) + I;uas

dihs _ T R Yo 1

dt - - L_Sslbs - Lss @, COS(RTerm) + Zubs
do RTy,, . . B 1

o= - “[i,sin(RT8H,, ) —i,cos(RTH,,)] - —0,, —=T

¥r 7 [ ( ) — i c08( )] 7 i
derm — a)

dt - rm
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These four nonlinear differential equations are rewritten in the state-space form as

dlas r RTI// .
dt —L—S 0 0 O0fr. 7 “,,sin(RTH,,,)
. 5§ 1 5§
dlb as
b RT
| _| 0 —If—; 0 Off ts | - Lr”’w,mcos(RTerm)
dw”" B @, RT
dt 0 0 — 0y - ]W”’[iassin(RTG,m)—ibscos(RTO,m)]
derm "
7 0 0 1 0 0
i L )] L J

T,

+
(e
::hl’_‘
| —
=
(A S

Ups

S - O O

o O
o O

The analysis of the torque equation
Te = -R Tl//m [ias sin (R Term) - ibSCOS (R Term )]

guides one to the conclusion that the expressions for a balanced two-phase current sinusoidal set is

= —2iysin(RT6,,) and i, = 2iy,cos(RTH,,)

ias
If these phase currents are fed, the electromagnetic torque is a function of the current magnitude i,,, and
T, = J2RTVY, iy

The phase currents needed to be fed are the functions of the rotor angular displacement. Assuming
that the inductances are negligibly small, we have the following phase voltages needed to be supplied:

U, = —a2uysin(RTH,,) and u,, = J2uycos(RT6,,)

Example 14.5.4: Mathematical Model of Two-Phase Permanent-Magnet
Synchronous Micromotors

Consider two-phase permanent-magnet synchronous micromotors. Using Kirchhoff’s voltage law, we have

. dy,
uﬂs = rslﬂs + dtas

. dy,
Ups Tyt d_ts

where the flux linkages are expressed as W, = L,das + Logpeips + Wasm a0d Wy, = Lydos + Lygidne + Wi
The flux linkages are periodic functions of the angular displacement (rotor position), and let

l//asm = l//m sm erm and lllhsm = _wﬂl Cos erm
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The self-inductances of the stator windings are found to be

L,=1L

sS

asas = Lbsbs = L15+Lm

The stator windings are displaced by 90 electrical degrees, and hence, the mutual inductances between
the stator windings are Ly, = L,,,,=0. Thus, we have

Was = Lssias + lllm Sin erm and th = Lssihs - l//m cos Orm
Therefore, one finds

d(L.i, + v, sin@ . di
uas = rSl(lS ( = dl/;m rrn) = rSlﬂS + LSS‘&‘?‘ + l//m wrm COS erm

d(Lssibs - Y, COS erm )
dt

. . diy, .
Ups = Tslps + = Tlps + Lss dt - l//ma)rm S erm

Using Newton’s second law

ae
Te_Bmwrm _TL = ] ;m
dt
we have
do 1
" — (T,-B,,, —T
dt ]( e mwrm L)
derm - o
dt - rm

The expression for the electromagnetic torque developed by permanent-magnet motors can be obtained
by using the coenergy

1 .

Wc = E(Lsslzs + LssiIZJs) + l//miasSin erm - l//mibscos erm + WPM
Then, one has
aw,. Py, . .
T, = 58 - = zll/m(lascos 0., +i,sinb,,)

rm

Augmenting the circuitry transients with the torsional-mechanical dynamics, one finds the mathemat-
ical model of two-phase permanent-magnet micromotors in the following form:

di T, . '
d;s == L_;las - II//I_SS ®,,,, COs erm + Lissuus
dibs s . m . 1
At = _L_55 bt L_ss @, SIn Orm + L_ssuhs
dw Py, . o B,
d;m = zl]m(lascos erm + 781N erm) - Twrm - %TL
derm — w
dt - rm
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FIGURE 14.9 Air-gap mmf and the phase current waveforms.

For two-phase motors (assuming the sinusoidal winding distributions and the sinusoidal mmf wave-
forms), the electromagnetic torque is expressed as

Py,

Te 2 (laSCOS erm + lhssnl erm)

Hence, to guarantee the balanced operation, one feeds

i, = A2imcosB,, and i, = 2iusiné,,

to maximize the electromagnetic torque. In fact, one obtains

Py,
¢ 2

Py,

—1
ﬁ M

—(i,c0s6,, +1i,sin0,,) = l//”‘A[21M(cos 0,,+sin’0,,) =

The air-gap mmf and the phase current waveforms are plotted in Fig. 14.9.

14.6 Control of MEMS

Mathematical models of MEMS can be developed with different degrees of complexity. It must be
emphasized that in addition to the models of microscale motion devices, the fast dynamics of ICs should
be examined. Due to the complexity of complete mathematical models of ICs, impracticality of the
developed equations, and very fast dynamics, the IC dynamics can be modeled using reduced-order
differential equation or as unmodeled dynamics. For MEMS, modeled using linear and nonlinear dif-
ferential equations

x(t)=Ax+Bu, u,,,<u<u y = Hx

max>

x(t) = F,(t, x, 1, 2) + B,(t, X, p)thy Uiy S U< Uy, ¥y = H(x)

different control algorithms can be designed.

Here, the state, control, output, and reference (command) vectors are denoted as x, u, y, and r;
parameter uncertainties (e.g., time-varying coefficients, unmodeled dynamics, unpredicted changes, etc.)
are modeled using z and p vectors.
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The matrices of coefficients are A, B, and H. The smooth mapping fields of the nonlinear model are
denoted as F,(-), B,(-), and H(-).

It should be emphasized that the control is bounded. For example, using the IC duty ratio d,, as the
control signal, we have 0 < d;, < 1 or —1 < d;, < +1. Four-quadrant ICs are used due to superior
Susgu,

min —

performance, and —1 < dj, < +1. Hence, we have —1 < u < +1. However, in general, u

Proportional-Integral-Derivative Control

Many MEMS can be controlled by the proportional-integral-derivative (PID) controllers, which, taking
note of control bounds, are given as [9]

u de
u(t) = satum“( jedt dt)
min
2]+1 2j+1 2j+1
2u+1
- Z +2kUJ. e+ zkd] ¢l <<
- min > Umin S US Upyyx
proportmnal integral derwatlve

where k, k;, and k,; are the matrices of the proportional, integral, and derivative feedback gains; ¢, B, o,

U, o, and yare the nonnegative integers.
In the nonlinear PID controllers, the tracking error is used. In particular,

e = 1 -y

reference/command  output

Linear bounded controllers can be straightforwardly designed. For example, letting ¢= 8 = o= u=0,
we have the following linear PI control law:

u(t) = ‘“‘“‘( Loe(t) + k,ojetdt)

The PID controllers with the state feedback extension can be synthesized as
umax
u(t) = sat, (e, x)

S 2]+1 o 2j+1 2j+1

dV(e, x
_ U Zk +Zkuj 2u+1dt+2kd 2 4+ G(1) B2l (e, x)
- satu . X e > Umin = US Uy
minl =0 j=0 j=0 d
X
proportional integral derivative

where V(e, x) is the function that satisfies the general requirements imposed on the Lyapunov pair [9],
e.g., the sufficient conditions for stability are used.

It is evident that nonlinear feedback mappings result, and the nonquadratic function V{(e, x) can be
synthesized and used to obtain the control algorithm and feedback gains.
Tracking Control

Tracking control is designed for the augmented systems, which are modeled using the state variables and
the reference dynamics. In particular, from

x(t) = Ax+ Bu, x“f(t) =r(t)—y(t) = r(t) — Hx(t)
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one finds

xz(t) =Azxz+Bzu+Nzr, y=Hx, Xy = |: erf:|, Azz |:A 0:|’ BE= |:g:|’ NZ = |:(I):|
x
Minimizing the quadratic performance functional
i
= 1jf (ngxZ +u Gu)dt
2J,,
one finds the control law using the first-order necessary condition for optimality. In particular, we have

_ rdV LB oV
u=-G Bzaz G [0] oxx

Here, Q is the positive semi-definite constant-coefficient matrix, and G is the positive weighting constant-
coefficient matrix.
The solution of the Hamilton—Jacobi equation

oV 1 r A% A% 1,19V
G = pen(5) a5 mo g

is satisfied by the quadratic return function V = 1 x;sz. Here, K is the symmetric matrix, which must
be found by solving the nonlinear differential equation

-K=Q+A;K+K'A;—K'B;G 'BiK, K(t) = K

The controller is given as

T

u = —Glengz = —Gfl[lg] Kxy

From X.f(t) = e(t), one has

x() = Je(n)dt

Therefore, we obtain the integral control law

) = -]

In this control algorithm, the error vector is used in addition to the state feedback.
As was illustrated, the bounds are imposed on the control, and u,,;, < u < u,,.. Therefore, the bounded
controllers must be designed. Using the nonquadratic performance functional [9]

f
J = J.f (ngxz + GJ‘tanflu du)dt
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with positive semi-definite constant-coefficient matrix Q and positive-definite matrix G, one finds
T T

T R Pt B R P SRS

This controller is obtained assuming that the solution of the functional partial differential equation
can be approximated by the quadratic return function

V= %ngxz

where K is the symmetric matrix.

Time-Optimal Control

A time-optimal controller can be designed using the functional
1o
J= EJ‘tU(szxz)dt

Taking note of the Hamilton—Jacobi equation

T
—‘98—‘; = min [1x§sz + (3—;;) (Axy + B;_u)}

Si<ust[ 2
the relay-type controller is found to be

u= —sgn(ng%;), -1<u<l

This “optimal” control algorithm cannot be implemented in practice due to the chattering phenom-
enon. Therefore, relay-type control laws with dead zone

u= —sgn(ngz-;)

dead zone

are commonly used.

Sliding Mode Control

Soft-switching sliding mode control laws are synthesized in [9]. Sliding mode soft-switching algorithms
provide superior performance, and the chattering effect is eliminated.
To design controllers, we model the states and errors dynamics as

x(t) = Ax+Bu, -1<u<l

é(t) = Nr(t)— HAx— HBu
The smooth sliding manifold is
M = {(t,x,e) € RyXXXE|v(t,x,e) =0}

= M{(t x,e) € Ryy X XXE|vi(t, x,e) =0}
j=1
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The time-varying nonlinear switching surface is U(t, x, e) = K,..(, x, €) = 0. The soft-switching control
law is given as

u(t,x,e) =-Go(v), -1<u<l, G>0

where ¢(-) is the continuous real-analytic function of class C*(€ > 1), for example, tanh and erf.

Constrained Control of Nonlinear MEMS: Hamilton-Jacobi Method

Constrained optimization of MEMS is a topic of great practical interest. Using the Hamilton—Jacobi theory,
the bounded controllers can be synthesized for continuous-time systems modeled as

.MEMS MEMS MEMS, 2 MEMS
x (1) = F(xM"™) + B,(x") y = Hx
MEMS MEMS
umin S u < umax’ X (tO) = xO
Here, K EMS o X, is the state vector; u € U is the vector of control inputs: y € Y is the measured output;

E(-), B{(-) and H(-) are the smooth mappings; F,(0) =0, B,(0) =0, and H(0) = 0; and w is the nonnegative
integer.
To design the tracking controller, we augment the MEMS dynamics

.MEMS MEMS

% (t) — FS(X MEMS)uZW-H

MEMS
)

)+ B,(x y = H(x

MEMS MEMS
Umin Sus U max> X (t()) =X

. . ref
with the exogenous dynamics X (t) = Nr—y = Nr— H(xMEMS).
Using the augmented state vector

one obtains

MEMS
%(t) = F(x, )+ Bx)u™™, upn<u<u,,, x(t)=x, x= { y }
Fs(xMEMS) 0 B (xMEMS)
F(x,r) = + , B =7
(x, 1) LH(xMEMsJ [N} (x) { 0 }

The set of admissible control U consists of the Lebesgue measurable function u(-), and a bounded
controller should be designed within the constrained control set

U={ue R"umn<u;<u; i=1,..,m}.

imin = imax>

We map the control bounds imposed by a bounded, integrable, one-to-one, globally Lipschitz, vector-
valued continuous function ® € C*(e > 1). Our goal is to analytically design the bounded admissible state-
feedback controller in the closed form as u = ®(x). The most common @ are the algebraic and transcen-
dental (exponential, hyperbolic, logarithmic, trigonometric) continuously differentiable, integrable, one-
to-one functions. For example, the odd one-to-one integrable function tanh with domain (—eo, +0) maps
the control bounds. This function has the corresponding inverse function tanh™ with range (—oo, +oo).

The performance cost to be minimized is given as

] = f[Wx(x)+Wu(u)]dt - f[Wx(x)i—(Zw-i—1)j(fl)_l(u))TG_ldiag(uzw)du}dt

where G € R™" is the positive-definite diagonal matrix.
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Performance integrands W.(-) and W,(-) are real-valued, positive-definite, and continuously differen-
tiable integrand functions. Using the properties of ® one concludes that inverse function @' is integrable.
Hence, integral

j (@' (u)) G diag(u*")du

exists.

Example

Consider a nonlinear dynamic system

Su<u

min — max

x 3
— =ax+bu, u

d
dt
Taking note of
W, (1) = 2w+ 1)j(cb‘l(u))TG‘ldiag(u”)du
one has the positive-definite integrand

W, (u) = 3jtanh_1uG_1u2du = %uStanh_lu+éu2+éln(l—uz), G' = 315

In general, if the hyperbolic tangent is used to map the saturation effect, for the single-input case, one has

2w+1

W, (1) = (2w+1)J.u “tanh™' Edu = u""*"'tanh” ——kj

Necessary conditions that the control function u(-) guarantees a minimum to the Hamiltonian

H = W/(x)+ Q2w+ 1)I(qf‘(u))TG*ldiag(u”)du + %[P(x, )+ B(x)u’""]

are: first-order necessary condition nl,

oH
— T 0
du
and second-order necessary condition 12,
2
._...Q....I._.I....TF >0
du X du

The positive-definite return function V(-), Ve C, k > 1, is
V(x,) = inf J(x,, u) = inf J(x,, ®(-))=0
uelU
The Hamilton—Jacobi—Bellman equation is given as

oV min{Wx(x)+(2w+ l)j(d> (u)) 'c 'diag(u’ )du+8V&(x) [F(x, r)+B(x)u2WH]}

at uelU
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The controller should be derived by finding the control value that attains the minimum to nonquadratic
functional. The first-order necessary condition (n1) leads us to an admissible bounded control law. In
particular,

"= —@(GB(x)Ta‘(;SCx)), ueU

The second-order necessary condition for optimality (2) is met because the matrix G~ is positive-
definite. Hence, a unique, bounded, real-analytic, and continuous control candidate is designed.

If there exists a proper function V(x) which satisfies the Hamilton—Jacobi equation, the resulting closed-
loop system is robustly stable in the specified state X and control U sets, and robust tracking is ensured
in the convex and compact set XY(X,, U,R, E;). That is, there exists an invariant domain of stability

S = {x eR, e e R [x(t)] <Q.(|xo]» ) +Q,(lul)s (Ol <€ (leg]» ) +€ (lIrl) +€ Iy,
Vx € X(X,,U), Vt € [t5,0), Ve € E(Ep, R, Y)} c R*x R",

and control u(-), u € U steers the tracking error to the set

Sp(8) = {ee R": e € Ep,x € X(X,U),re R, ye Y, te[ty,)
() <€ ,(|le],t) + 8, 8 20, Ve € E(Ey,R,Y), Vt € [ty,00) } R

Here @, and @, are the KL-functions; and @ ,, @, and @ | are the K-functions.

The solution of the functional equation should be found using nonquadratic return functions. To
obtain V(-), the performance cost must be evaluated at the allowed values of the states and control. Linear
and nonlinear functionals admit the final values, and the minimum value of the nonquadratic cost is
given by power-series forms [9]. That is,

2(i+y+1)

n
Juin = 2 v(x0) T M =012, ¥ =0,1,2,.
i=0

The solution of the partial differential equation is satisfied by a continuously differentiable positive-
definite return function

i+y+1 T i+y+l1

n
_ 2y+1 2y+1) 2y
V(x) = 22(i+y+ 1)(x Kix

i=0

where matrices K; are found by solving the Hamilton—Jacobi equation.

The quadratic return function in V(x) = leKOx is found by letting 17 = y = 0. This quadratic candidate
may be employed only if the designer enables to neglect the high-order terms in Taylor’s series expansion.
Using n =1 and y = 0, one obtains

Vix) = Sx" Ko+ 2 () K,
2 4
while for 7 =4 and y = 1, we have the following function:

V(x) = Z(XM)TKO:CZ/3 + %xTle + g(x‘“a)TKZxM3 + %(3c5/3)TI<3xS/3 + A—ll(xz)TKA;x2
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The nonlinear bounded controller is given as

n i—y i+y+1
—(I)[GB(x)TEdiag[x(t)szK,-(t)x(t) 2 )

u =
i=0
=y
™0 -0 0
1=y
iy 0 X" . 0 0
diag[x(t)zyﬂ} = : : : : :
i-y
0 0 <0
i-y
0 o 0 XM

If matrices K; are diagonal, we have the following control algorithm:

N2l
u = —CD[GB(x)TZKix”“]

i=0

Constrained Control of Nonlinear Uncertain MEMS: Lyapunov Method

Over the horizon [t), e°) we consider the dynamics of MEMS modeled as

x(t) = Fz(t’ X, T, Z) +Bp(t’ X, P)u> )’ = H(X), umin S u S umax) x(tO) = xO

where t € R, is the time; x € X is the state-space vector; u € U is the vector of bounded control inputs;
r €R and y €Y are the measured reference and output vectors; z € Z and p € P are the parameter
uncertainties, functions z(-) and p(-) are Lebesgue measurable and known within bounds; Z and P are
the known nonempty compact sets; and F,(-), B,(-), and H(:) are the smooth mapping fields.

Let us formulate and solve the motion control problem by synthesizing robust controllers that guar-
antee stability and robust tracking. Our goal is to design control laws that robustly stabilize nonlinear
systems with uncertain parameters and drive the tracking error e(t) = r(t) — y(t), e € E robustly to the
compact set. For MEMS modeled by nonlinear differential equations with parameter variations, the
robust tracking of the measured output vector y € Y must be accomplished with respect to the measured
uniformly bounded reference input vector r € R.

The nominal and uncertain dynamics are mapped by F(-), B(+), and Z(-). Hence, the system evolution
is described as

X(t) = F(t,x, r) + B(t, x)u+ Z(t, x, u, z, p), y = H(x), Upin SUZ U, X(1) = X,

There exists a norm of E(t,x,u,z,p), and [|2(t,x,u,z, p)| < p(t,x), where p(-) is the continuous
Lebesgue measurable function. Our goal is to solve the motion control problem, and tracking controllers
must be synthesized using the tracking error vector and the state variables. Furthermore, to guarantee
robustness and to expand stability margins, to improve dynamic performance, and to meet other require-
ments, nonqudratic Lyapunov functions V(t, e, x) will be used in stability analysis and design of robust
tracking control laws.
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Suppose that a set of admissible control U consists of the Lebesgue measurable function u(-). It was
demonstrated that the Hamilton—Jacobi theory can be used to find control laws, and the minimization
of nonquadratic performance functionals leads one to the bounded controllers.

Letting u = ®(t, e, x), one obtains a set of admissible controllers. Applying the error and state feedback
we define a family of tracking controllers as

11dV(t, e, x)

u = Q(x)P(t,e,x) = —Q(x)‘l)(GE(t)BE(t,x) p 5%

+ Gy(D)B(tx)" L&) x)), s=4

ox dt

where Q(-) is the nonlinear function; Gi(-) and Gy(-) are the diagonal matrix-functions defined on [f,,00);
Bg(+) is the matrix-function; and V(-) is the continuous, differentiable, and real-analytic function.

Let us design the Lyapunov function. This problem is a critical one and involves well-known difficulties.
The quadratic Lyapunov candidates can be used. However, for uncertain nonlinear systems, nonquadratic
functions V(t, e, x) allow one to realize the full potential of the Lyapunov-based theory and lead us to
the nonlinear feedback maps which are needed to achieve conflicting design objectives. We introduce
the following family of Lyapunov candidates:

i+f+1 T i+f+1 i+y+1 T i+y+1

. & 2+1 2p+1 2p+1 2y+1 211 27+1
V(t,e,x) = Zom( ) Kgi(t)e +2m( ) Kyi(t)x

where K;(+) and Ky;(+) are the symmetric matrices; &, 8, 1, and yare the nonnegative integers; £ =0, 1,
3B=0,1,2,...;1=0,1,2,...;and y=0, 1, 2,...
The well-known quadratic form of V(t, e, x) is found by letting { = =11 =y = 0, and we have

V(t,e,x) = %eTKEO(t)e-F%xTKXO(t)x
By using {=1, =0, n=1, and y= 0, one obtains a nonquadratic candidate:
V(t,e,x) = e KEO(t)€+ ¢’ KEl(t)e +2x KXO(t)x+4x KX](t)x

One obtains the following tracking control law:

i-f i+fB+1
—Q(x)@(GE(t)BEa x) Zdlag[e(oz”“}%(w— e(t) !

i=0

i-y i+y+1
+ Gy (1)B(t, x) Zdlag[x(t)”“}@(r)x(r)””J

i=0

i

LA 0 0
i-p

i-p 0o &M o 0
dlag[e(t)zﬁ“J : s : :
0 0 et o

B

0 0 0 f
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and

i-y
70 w0 0
=Y
iy 0 X .0 0
diag[x(t)zﬁﬂ — . . . . .
=Y
0 0 AR
=Y
0 o o X

If matrices Kj; and K; are diagonal, we have

[ 2i+1 n 2i+1
u = —Q(x)cb(GE<t>BE(t, )" Y K56 + G0, x)TZKer)x(r)”“)

i=0 i=0

A closed-loop uncertain system is robustly stable in X(X,, U, Z, P) and robust tracking is guaranteed
in the convex and compact set E(E,, ¥, R) if for reference inputs r € R and uncertainties in Z and P there
exists a C*(x = 1) function V(-), as well as K__-functions py, (), Px,()> P (), () and K-functions py;(+),
Prs(+), such that the following sufficient conditions:

Pxi(Ixl) + pe(llell) < V(2 e, x) < pxy (Ix]) + pra(llel)

dV(t,e,
TALED) <) - prslel)

are guaranteed in an invariant domain of stability S, and XE(X,, E,, U, R, Z, P) C S.

The sufficient conditions under which the robust control problem is solvable were given. Computing
the derivative of the V/(t, e, x), the unknown coefficients of V(¢,e,x) can be found. That is, matrices
Kpi(-) and Ky,(-) are obtained. This problem is solved using the nonlinear inequality concept [9].

Example 14.6.1: Control of Two-Phase Permanent-Magnet
Stepper Micromotors

High-performance MEMS with permanent-magnet stepper micromotors have been designed and man-
ufactured. Controllers are needed to be designed to control permanent-magnet stepper micromotors,
and the angular velocity and position are regulated by changing the magnitude of the voltages applied
or currents fed to the stator windings (see Example 14.5.3). The rotor displacement is measured or
observed in order to properly apply the voltages to the phase windings. To solve the motion control
problem, the controller must be designed. It is illustrated that novel control algorithms are needed to be
deployed to maximize the torque developed. In fact, conventional controllers

u= —G_IBTa—V and u = —@(G_IBT(?—V)
ox ox

cannot be used.
Using the coenergy concept, one finds the expression for the electromagnetic torque as given by

Te = _RTWm[iusSin(RTerm) - ibscos(RTerm)]

and thus, one must fed the phase currents as sinusoidal and cosinusoidal functions of the rotor displacement.
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The mathematical model of permanent-magnet stepper micromotor was found in Example 14.5.3 as

dius Ts . RTI//m . 1

E = —L—“lﬂs + L—Ssa),msm(RTG,m) + L_SSuﬂS

dibs Ts . RTWm 1

E; - _I:—S—Slbs - Tss—wmrcos(RTerm) + Z;ubs
do, RTy,, . . B 1

- = ———"[i,sin(RTH,,) —i,,cos(RTH,,)] - —®,,— =T

S — Ve sin(RT,,) ~ iy cos(RT6,,)] - @, ~ 1T,
a0, _

dt - rm

The rotor resistance is a function of temperature because the resistivity is pr = py[(1 + 05,(T° = 20°)].
Hence, 7,(*) € [Fimin Temax)- The susceptibility of the permanent magnets (thin films) decreases with

increasing temperature. Other servo-system parameters also vary; in particular, L () € [Ly i Lymax] and
B,() € [Bmin B

The following equation of motion in vector form results:

mmin ~'m max] .

X(t)=F(t,x,r,d,z) + B,(p)u, tpy,<usu

min = max

1 u
x(tO) = xO’ X = b b u = { aﬂ’ Y = erm

Ups

Here, x € X and u € U are the state and control vectors, r € R and y € Y are the measured reference and
output, d € D is the disturbance, d = T}, and z € Z and p € P are the unknown and bounded parameter
uncertainties.

Our goal is to design the bounded control u(-) within the constrained set

U={ueR u,, <u<u,, <0, u,, >0} cR”
An admissible control law, which guarantees a balanced two-phase voltage applied to the ab windings

and ensures the maximal electromagnetic torque production, is synthesized as

u = |Has| = —sin(RT4,,,) 0
Uy, 0 cos(RT®H,,)

10V (t, x, €)
ox

+ G,(1)B,

10V (t, x, €)
x dD(GX(t)B TRy

4 G»(t)BTl IV(t, x, e))

‘s de

where e € E is the measured tracking error, e(t) = r(¢) — y(t); ®(-) is the bounded function (erf, sat, tanh),
and @ € U, |O()| £ Vi Vi 18 the rated voltage; G.(+), G,(+), and Gy(+) are bounded and symmetric,
G,>0,G,>0,G,; > 0;and V() is the C*(k > 1) continuously differentiable, real-analytic function.

For X,c X,ue U,reR,de D,z Z, and p € P, we obtain the state evolution set X. The state-output
set is

XY(X,,U,R,D,Z,P) = {(x,y) e XXY:x,€ Xy, ue Uyre R,de D,ze Z,pe P,te [t;,,>)}
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and a reference-output map can be found. Our goal is to find the bounded controller such that the tracking
error e(-):[ty,o0) > E with E; C E evolves in the specified closed set

S.8) = {ee R':ey€ By, x € X(Xp,U,R,D, Z, P), t € [t, )]
[e(®] <p.(t,]el) + p.(llrl) + paClidl) + p,(llyl) + 6,620, Ve € E(Ey,R,D,Y),Vte [ty,00)}

Here, p,(-) is the KL-function; p,(-), p,(-) and py(-) are the K-functions.
A positive-invariant domain of stability is found for the closed-loop system with x,€ X, e,€ Ej, u € U,
reR,deD,zeZand p €P. In particular,

S, = {xe R, ee R : |x()] < pu(t.]x0]) + o, () + paClidl)+ S,
Vxe X(X,,U,R, D, Z,P),Vt € [ty,),]le(t) < p.(t]e]) + p.(lIrl])
+pd("d") +Py("}’||) + 5) ve € E(EO) R) D) Y)) Vt € [t0>°°) })

where p,(-) is the KL-function.
To study the robustness, tracking, and disturbance rejection, we consider a state-error set

XE(X,, Ey,U,R,D,Z,P) = {(x,e) € XXE:x,€ Xy,e,€ Ey,ue U,
re R,de D,ze Z,p € P,t € [t;,)}

The robust tracking, stability, and disturbance rejection are guaranteed if XE  S,. The admissible set
S, is found by using the Lyapunov stability theory [9], and

S, = {xe R'ee R':x,€ X,,e,€ Ej,ue U,re R,de D, ze Z,pe P|

dV(t, x,e)
dt

Vxe X(X,,U,R, P, Z,P),Yee E(E,,R,D,Y),Vt € [t,,) }

pullxll + pllel < V(1. x, e) < psllxd| + pallell, < = pslxll = pellell,

where p,(-), p,(+), p5(:) and p,(-) are the K_-functions; and p;(-) and p,(-) are the K-functions.
If in XE there exists a C* Lyapunov function V(¢ x, e) such that for all x, € X,,e,€ Ej,ue U,
re R,de D,ze Z,and p € P on [t,, ) sufficient condition for stability (s1)

pillxl + pollell < V(t, x, ) < psllxll + pyllell

and inequality

av(t, x,
LX) < —pufxl - poel

which is the sufficient condition for stability s2, hold, then

1. solution x(-):[#y,00) > X for closed-loop system is robustly bounded and stable,
2. convergence of the error vector e(-):[t,, «0) >E to S, is ensured in XE,
3. XE is convex and compact, and XE C S,.

That is, if criteria (s1) and (s2) are guaranteed, we have XE C S..
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Using the nonquadratic Lyapunov candidate

n 2’)/-{- 1 jrysl T jry+l 2ﬁ+ 1 jABr1 . T j+B+1
\ t,x, — 27+1) t 2y+1 + ( 2ﬁ+l) K.(t 2B+1
(e 22(J+7+1)( oD Z2(J+l3+1) alh)e
jru+1 T JHu+l

2u+1 2/1+1) ) U+
22(]+/1+ 1)(6 Ky(ne

one obtains the bounded controller as

. n J=r Jry+l
u= | Has| = —sin(RT8,,) 0 @ Gx(t)BTZdiag[xzyH}Kxj(t)xzyﬂ
U, 0 cos(RTH,,,) o

2j+1 21”1
+G,(1)B! ZKej(t)ezﬁ+l+G(t)B ZKU(t) e J

j=0 j=0

Here, K,(-) are the unknown matrix-functions, and K,;(-) and Kj(-) are the unknown coefficients; 1 =0, 1,
,.,7/012 56=0,1,2,..;8=0,1,2,...;0=0,1,2,...;and u=0, 1, 2,.

Under the assumption that X, Ey, R, D, Z, and P are admissible, the robust tracking problem is solvable
in XE. That is, the bounded real-analytic control u(-) guarantees the robust stability and steers the tracking
error to S,. Furthermore, stability is guaranteed, disturbance rejection is ensured, and specified input-
output tracking performance can be achieved.

Applying the controller designed, one maximizes the electromagnetic torque developed by permanent-
magnet stepper micromotors. This can be easily shown by using the expression for the electromagnetic
torque, the balanced two-phase sinusoidal voltage set (applied phase voltages u,, and u,,), as well as the
trigonometric identity sin‘a+ cos’a = 1.

The tracking controller can be designed using the tracking error. In particular, we have

"y {uﬂ _ {—sin(RTerm) 0

s 2j+1 21111
| G,()BIY K,.(t)e™™' + G,(1)B! Ki(t) e
Uy, 0 cos(RT8.,,) ( go' z !

The controller design, implementation, and experimental verification are reported in [9].

14.7 Conclusions

This chapter reports the current status, documents innovative results, and researches novel paradigms
in synthesis, modeling, analysis, simulation, control, and optimization of high-performance MEMS.
These results are obtained applying reported nonlinear modeling, analysis, synthesis, control, and opti-
mization methods which allow one to attain performance assessment and predict outcomes. Novel MEMS
were devised. The application of the plate, spherical, torroidal, conical, cylindrical, and asymmetrical
motor geometry, as well as endless, open-ended, and integrated electromagnetic systems, allows one to
classify MEMS. This idea is extremely useful in the studying of existing MEMS as well as in the synthesis
of innovative high-performance MEMS. For example, asymmetrical (unconventional) geometry and
integrated electromagnetic system can be applied. Optimization can be performed, and the classifier
paradigm serves as a starting point from which advanced configurations can be synthesized and straight-
forwardly interpreted. Microscale motion devices geometry and electromagnetic systems, which play a
central role, are related. Structural synthesis and optimization of MEMS are formalized and interpreted
using innovative ideas. The MEMS classifier paradigm, in addition to being qualitative, leads one to
quantitative analysis. In fact, using the cornerstone laws of electromagnetics and mechanics (e.g., Maxwell’s,
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Kirchhoff and Newton equations), the differential equations to model electromagnetic and mechanical
phenomena and effects can be derived and applied to attain the performance analysis with outcome
prediction. Mathematical models for MEMS are found. Making use of these mathematical models,
analysis and optimization were performed, and nonlinear control algorithms were designed. The elec-
tromagnetics features and phenomena were integrated into the analysis, modeling, synthesis, and opti-
mization. It is shown that to meet the specified level of performance, novel high-performance MEMS
should be synthesized, high-fidelity modeling must be performed, advanced controllers have to be
synthesized, and highly detailed dynamic nonlinear simulations must be carried out. The results reported
have direct application to the analysis and design of high-performance MEMS. Different MEMS can be
devised, synthesized, defined, and designed, and a number of long-standing issues related to geometrical
variability and electromagnetics are studied. These benchmarking results allow one to reformulate and
refine extremely important problems in MEMS theory, and solve a number of very complex issues in
design and optimization with the ultimate goal to synthesize innovative high-performance, high torque,
and power densities MEMS.
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15.1 Introduction

One of the fascinating aspects of mechatronic systems is that their function depends on interactions
between electrical and mechanical behavior and often magnetic, fluid, thermal, chemical, or other effects
as well. At the same time, this can present a challenge as these phenomena are normally associated with
different disciplines of engineering and physics. One useful approach to this multidisciplinary or “multi-
physics” problem is to establish analogies between behavior in different domains—for example, resonance
due to interaction between inertia and elasticity in a mechanical system is analogous to resonance due to
interaction between capacitance and inductance in an electrical circuit. Analogies can provide valuable
insight about how a design works, identify equivalent ways a particular function might be achieved, and
facilitate detailed quantitative analysis. They are especially useful in studying dynamic behavior, which
often arises from interactions between domains; for example, even in the absence of elastic effects, a mass
moving in a magnetic field may exhibit resonant oscillation. However, there are many ways that analogies
may be established and, unfortunately, the most appropriate analogy between electrical circuits, mechan-
ical and fluid systems remains unresolved: is force like current, or is force more like voltage? In this
contribution we examine the physical basis of the analogies in common use and how they may be extended
beyond mechanical and electrical systems.
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15.2 History

It is curious that one of the earliest applications of analogies between electrical and mechanical systems
was to enable the demonstration and study of transients in electrical networks that were otherwise too
fast to be observed by the instrumentation of the day by identifying mechanical systems with equivalent
dynamic behavior; that was the topic of a series of articles on “Models and analogies for demonstrating
electrical principles” (The Engineer, 1926). Improved methods capable of observing fast electrical tran-
sients directly (especially the cathode ray oscilloscope, still in use today) rendered this approach obsolete
but enabled quantitative study of nonelectrical systems via analogous electrical circuits (Nickle, 1925).
Although that method had considerably more practical importance at the time than it has today (we
now have the luxury of vastly more powerful tools for numerical computation of electromechanical system
responses), in the late 20s and early ’30s a series of papers (Darrieus, 1929; Hihnle, 1932; Firestone, 1933)
formulated a rational method to use electrical networks as a framework for establishing analogies between
physical systems.

15.3 The Force-Current Analogy: Across
and Through Variables

Firestone identified two types of variable in each physical domain—“across” and “through” variables—
which could be distinguished based on how they were measured. An “across” variable may be measured
as a difference between values at two points in space (conceptually, across two points); a “through” variable
may be measured by a sensor in the path of power transmission between two points in space (conceptually,
it is transmitted through the sensor). By this classification, electrical voltage is analogous to mechanical
velocity and electrical current is analogous to mechanical force. Of course, this classification of variables
implies a classification of network elements: a mass is analogous to a capacitor, a spring is analogous to
an inductor and so forth.

The “force-is-like-current” or “mass-capacitor” analogy has a sound mathematical foundation. Kirchhoff’s
node law or current law, introduced in 1847 (the sum of currents into a circuit node is identically zero)
can be seen as formally analogous to D’Alembert’s principle, introduced in 1742 (the sum of forces on
a body is identically zero, provided the sum includes the so-called “inertia force,” the negative of the
body mass times its acceleration). It is the analogy used in linear-graph representations of lumped-
parameter systems, proposed by Trent in 1955. Linear graphs bring powerful results from mathematical
graph theory to bear on the analysis of lumped-parameter systems. For example, there is a systematic
procedure based on partitioning a graph into its free and links for selecting sets of independent variables
to describe a system. Graph-theoretic approaches are closely related to matrix methods that in turn
facilitate computer-aided methods. Linear graphs provide a unified representation of lumped-parameter
dynamic behavior in several domains that has been expounded in a number of successful textbooks (e.g.,
Shearer et al., 1967; Rowell & Wormley, 1997).

The mass-capacitor analogy also appears to afford some practical convenience. It is generally easier to
identify points of common velocity in a mechanical system than to identify which elements experience
the same force; and it is correspondingly easier to identify the nodes in an electrical circuit than all of
its loops. Hence with this analogy it is straightforward to identify an electrical network equivalent to a
mechanical system, at least in the one-dimensional case.

Drawbacks of the Across-Through Classification

Despite the obvious appeal of establishing analogies based on practical measurement procedures, the
force-current analogy has some drawbacks that will be reviewed below: (i) on closer examination,
measurement-based classification is ambiguous; (ii) its extension to more than one-dimensional mechan-
ical systems is problematical; and (iii) perhaps most important, it leads to analogies (especially between
mechanical and fluid systems) that defy common physical insight.
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Measurement as a Basis for Analogies

Even a cursory review of state-of-the-art measurement technologies shows that the across-through
classification may be an anachronism or, at best, an over-simplification. Velocity (an “across” variable)
may be measured by an integrating accelerometer that is attached only to the point where velocity is
measured—that’s how the human inner ear measures head velocity. While the velocity is measured with
respect to an inertial reference frame (as it should be), there is no tangible connection to that frame. As
a further example, current in a conductor (a “through” variable) may be measured without inserting an
ammeter in the current path; sensors that measure current by responding to the magnetic field next to
the conductor are commercially available (and preferred in some applications). Moreover, in some cases
similar methods can be applied to measure both “across” and “through” variables. For example, fluid
flow rate is classified as a through variable, presumably by reference to its measurement by, for example,
a positive-displacement meter in the flow conduit; that’s the kind of fluid measurement commonly used in
a household water meter. However, optical methods that are used to measure the velocity of a rigid body
(classified as an across variable) are often adapted to measure the volumetric flow rate of a fluid (laser
doppler velocimetry is a notable example). Apparently the same fundamental measurement technology
can be associated with an across variable in one domain and a through variable in another. Thus, on
closer inspection, the definition of across and through variables based on measurement procedures is,
at best, ambiguous.

Beyond One-Dimensional Mechanical Systems

The apparent convenience of equating velocities in a mechanical system with voltages at circuit nodes
diminishes rapidly as we go beyond translation in one dimension or rotation about a fixed axis. A
translating body may have two or three independent velocities (in planar and spatial motion, respectively).
Each independent velocity would appear to require a separate independent circuit node, but the kinetic
energy associated with translation can be redistributed at will among these two or three degrees of freedom
(e.g., during motion in a circle at constant speed the total kinetic energy remains constant while that
associated with each degree of freedom varies). This requires some form of connection between the
corresponding circuit nodes in an equivalent electrical network, but what that connection should be is
not obvious.

The problem is further exacerbated when we consider rotation. Even the simple case of planar motion
(i.e., a body that may rotate while translating) requires three independent velocities, hence three inde-
pendent nodes in an equivalent electrical network. Reasoning as above we see that these three nodes
must be connected but in a different manner from the connection between three nodes equivalent to
spatial translation. Again, this connection is hardly obvious, yet translating while rotating is ubiquitous
in mechanical systems—that’s what a wheel usually does.

Full spatial rotation is still more daunting. In this case interaction between the independent degrees
of freedom is especially important as it gives rise to gyroscopic effects, including oscillatory precession
and nutation. These phenomena are important practical considerations in modern mechatronics, not
arcane subtleties of classical mechanics; for example, they are the fundamental physics underlying several
designs for a microelectromechanical (MEMS) vibratory rate gyroscope (Yazdi et al., 1998).

Physical Intuition

In our view the most important drawback of the across-through classification is that it identifies force
as analogous to fluid flow rate as well as electrical current (with velocity analogous to fluid pressure as
well as voltage). This is highly counter-intuitive and quite confusing. By this analogy, fluid pressure is
not analogous to force despite the fact that pressure is commonly defined as force per unit area. Fur-
thermore, stored kinetic energy due to fluid motion is not analogous to stored kinetic energy due to
motion of a rigid body. Given the remarkable similarity of the physical processes underlying these two
forms of energy storage, it is hard to understand why they should not be analogous.
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Insight is the ultimate goal of modeling. It is a crucial factor in producing innovative and effective
designs and depends on developing and maintaining a “physical intuition” about the way devices behave.
It is important that analogies between physical effects in different domains can be reconciled with the
physical intuition and any method that requires a counter-intuitive analogy is questionable; at a minimum
it warrants careful consideration.

15.4 Maxwell’s Force-Voltage Analogy:
Etfort and Flow Variables

An alternative analogy classifies variables in each physical domain that (loosely speaking) describe motion
or cause it. Thus fluid flow rate, electrical current, and velocity are considered analogous (sometimes
generically described as “flow” variables). Conversely, fluid pressure, electrical voltage, and force are con-
sidered analogous (sometimes generically described as “effort” variables).

The “force-is-like-voltage” analogy is the oldest drawn between mechanical and electrical systems. It
was first proposed by Maxwell (1873) in his treatise on electricity and magnetism, where he observed
the similarity between the Lagrangian equations of classical mechanics and electromechanics. That was
why Firestone (1933) presented his perspective that force is like current as “A new analogy between
mechanical and electrical systems” (emphasis added). Probably because of its age, the force-voltage
analogy is deeply embedded in our language. In fact, voltage is still referred to as “electromotive force”
in some contexts. Words like “resist” or “impede” also have this connotation: a large resistance or impedance
implies a large force for a given motion or a large voltage for a given current.

In fact, Maxwell’s classification of velocity as analogous to electrical current (with force analogous to
voltage) has a deeper justification than the similarity of one mathematical form of the equations of
mechanics and electromechanics; it can be traced to a similarity of the underlying physical processes.

Systems of Particles

Our models of the physical world are commonly introduced by describing systems of particles distributed
in space. The particles may have properties such as mass, charge, etc., though in a given context we will
deliberately choose to neglect most of those properties so that we may concentrate on a single physical
phenomenon of interest. Thus, to describe electrical capacitance, we consider only charge, while to describe
translational inertia, we consider only mass and so forth.

Given that this common conceptual model is used in different domains, it may be used to draw
analogies between the variables of different physical domains. From this perspective, quantities associated
with the motion of particles may be considered analogous to one another; thus mechanical velocity,
electrical current, and fluid flow rate are analogous. Accordingly, mechanical displacement, displaced
fluid volume, and displaced charge are analogous; and thus force, fluid pressure, and voltage are analo-
gous. This classification of variables obviously implies a classification of network elements: a spring relates
mechanical displacement and force; a capacitor relates displaced charge and voltage. Thus a spring is
analogous to a capacitor, a mass to an inductor, and for this reason, this analogy is sometimes termed
the “mass-inductor” analogy.

Physical Intuition

The “system-of-particles” models naturally lead to the “intuitive” analogy between pressure, force, and
voltage. But, is such a vague and ill-defined concept as “physical intuition” an appropriate consideration
in drawing analogies between physical systems? After all, physical intuition might largely be a matter of
usage and familiarity, rooted in early educational and cultural background.

We think not; instead we speculate that physical intuition may be related to conformity with a mental
model of the physical world. That mental model is important for thinking about physical systems and,
if shared, for communicating about them. Because the “system-of-particles” model is widely assumed
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(sometimes explicitly, sometimes implicitly) in the textbooks and handbooks of basic science and engi-
neering we speculate that it may account for the physical intuition shared by most engineers. If so, then
conforming with that common “system-of-particles” mental model is important to facilitate designing,
thinking, and communicating about mechatronic systems. The force-voltage analogy does so; the force-
current analogy does not.

Dependence on Reference Frames

The “system-of-particles” model also leads to another important physical consideration in the choice of
analogies between variables: the way they depend on reference frames. The mechanical displacement that
determines the elastic potential energy stored in a spring and the displaced charge that determines the
electrostatic potential energy stored in a capacitor may be defined with respect to any reference frame
(whether time-varying or stationary). In contrast, the motion required for kinetic energy storage in a
rigid body or a fluid must be defined with respect to an inertial frame. Though it may often be overlooked,
the motion of charges required for magnetic field storage must also be defined with respect to an inertial
frame (Feynman et al., 1963).

To be more precise, the constitutive equations of energy storage based on motion (e.g., in a mass or
an inductor) require an inertial reference frame (or must be modified in a non-inertial reference frame).
In contrast, the constitutive equations of energy storage based on displacement (e.g., in a spring or a
capacitor) do not. Therefore, the mass-inductor (force-voltage) analogy is more consistent with funda-
mental physics than the mass-capacitor (force-current) analogy.

The modification of the constitutive equations for magnetic energy storage in a non-inertial reference
frame is related to the transmission of electromagnetic radiation. However, Kirchhoff’s laws (more aptly
termed “Kirchhoff’s approximations”), which are the foundations of electric network theory, are equiv-
alent to assuming that electromagnetic radiation is absent or negligible. It might, therefore, be argued
that the dependence of magnetic energy storage on an inertial reference frame is negligible for electrical
circuits, and hence is irrelevant for any discussion of the physical basis of analogies between electrical
circuits and other lumped-parameter dynamic-system models. That is undeniably true and could be used
to justify the force-current analogy. Nevertheless, because of the confusion that can ensue, the value of
an analogy that is fundamentally inconsistent with the underlying physics of lumped-parameter models is
questionable.

15.5 A Thermodynamic Basis for Analogies

Often in the design and analysis of mechatronic systems it is necessary to consider a broader suite of
phenomena than those of mechanics and electromechanics. For instance, it may be important to consider
thermal conduction, convection, or even chemical reactions and more. To draw analogies between the
variables of these domains it is helpful to examine the underlying physics. The analogous dynamic
behavior observed in different physical domains (resonant oscillation, relaxation to equilibrium, etc.) is
not merely a similarity of mathematical forms, it has a common physical basis which lies in the storage,
transmission, and irreversible dissipation of energy. Consideration of energy leads us to thermodynamics;
we show next that thermodynamics provides a broader basis for drawing analogies and yields some
additional insight.

All of the displacements considered to be analogous above (i.e., mechanical displacement, displaced
fluid volume, and displaced charge) may be associated with an energy storage function that requires
equilibrium for its definition, the displacement being the argument of that energy function. Generically,
these may be termed potential energy functions. To elaborate, elastic energy storage requires sustained
but recoverable deformation of a material (e.g., as in a spring); the force required to sustain that
deformation is determined at equilibrium, defined when the time rate of change of relative displacement
of the material particles is uniformly zero (i.e., all the particles are at rest relative to each other).
Electrostatic energy storage requires sustained separation of mobile charges of opposite sign (e.g., as in
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a capacitor); the required voltage is determined at equilibrium, defined when the time rate of change of
charge motion is zero (i.e., all the charges are at rest relative to each other).

Extensive and Intensive Variables

In the formalism of thermodynamics, the amount of stored energy and the displacement that determines
it are extensive variables. That is, they vary with the spatial extent (i.e., size or volume) of the object
storing the energy. The total elastic energy stored in a uniform rod of constant cross-sectional area in an
idealized uniform state of stress is proportional to the length (and hence volume) of the rod; so is the
total relative displacement of its ends; both are extensive variables. The total electrostatic energy stored
in an idealized parallel-plate capacitor (i.e., one with no fringe fields) is proportional to the area of the
plates (and hence, for constant gap, the volume they enclose); so is the total separated charge on the
plates; both are extensive variables (cf., Breedveld, 1984).

Equilibrium of these storage elements is established by an intensive variable that does not change with
the size of the object. This variable is the gradient (partial derivative) of the stored energy with respect to
the corresponding displacement. Thus, at equilibrium, the force on each cross-section of the rod is the
same regardless of the length or volume of the rod; force is an intensive variable. If the total charge
separated in the capacitor is proportional to area, the voltage across the plates is independent of area;
voltage is an intensive variable.

Dynamics is not solely due to the storage of energy but arises from the transmission and deployment
of power. The instantaneous power into an equilibrium storage element is the product of the (intensive)
gradient variable (force, voltage) with the time rate of change of the (extensive) displacement variable
(velocity, current). Using this thermodynamics-based approach, all intensive variables are considered
analogous, as are all extensive variables and their time rates of change, and so on.

Drawing analogies from a thermodynamic classification into extensive and intensive variables may
readily be applied to fluid systems. Consider the potential energy stored in an open container of incom-
pressible fluid: The pressure at any specified depth is independent of the area at that depth and the
volume of fluid above it; pressure is an intensive variable analogous to force and voltage, as our common
physical intuition suggests it should be. Conversely, the energy stored in the fluid above that depth is
determined by the volume of fluid; energy and volume are extensive variables, volume playing the role
of displacement analogous to electrical charge and mechanical displacement. Pressure is the partial
derivative of stored energy with respect to volume and the instantaneous power into storage is the product
of pressure with volumetric flow rate, the time rate of change of volume flowing past the specified depth.

An important advantage of drawing analogies from a classification into extensive and intensive vari-
ables is that it may readily be generalized to domains to which the “system-of-particles” image may be
less applicable. For example, most mechatronic designs require careful consideration of heating and
cooling but there is no obvious flow of particles associated with heat flux. Nevertheless, extensive and
intensive variables associated with equilibrium thermal energy storage can readily be identified. Drawing
on classical thermodynamics, it can be seen that (total) entropy is an extensive variable and plays the
role of a displacement. The gradient of energy with respect to energy is temperature, an intensive variable,
which should be considered analogous to force, voltage, and pressure. Equality of temperature establishes
thermal equilibrium between two bodies that may store heat (energy) and communicate it to one another.

A word of caution is appropriate here as a classification into extensive and intensive variables properly
applies only to scalar quantities such as pressure, volume, etc. As outlined below, the classification can
be generalized in a rigorous way to nonscalar quantities, but care is required (cf., Breedveld, 1984).

Equilibrium and Steady State

In some (though not all) domains energy storage may also be based on motion. Kinetic energy storage
may be associated with rigid body motion or fluid motion; magnetic energy storage requires motion of
charges. The thermodynamics-based classification properly groups these different kinds of energy stor-
age as analogous to one another and generically they may be termed kinetic energy storage elements.
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All of the motion variables considered to be analogous (i.e., velocity, fluid flow rate, current) may be
associated with an energy storage function that is defined by steady state (rather than by equilibrium).
For a rigid body, steady motion requires zero net force, and hence constant momentum and kinetic
energy. For the magnetic field that stores energy in an inductor, steady current requires zero voltage, and
hence constant magnetic flux and magnetic energy.

It might reasonably be argued that any distinction between equilibrium and steady state is purely a
matter of perspective and common usage, rather than a fundamental feature of the physical world. For
example, with an alternative choice of reference frames, “sustained motion” could be redefined as “rest”
or “equilibrium.” From this perspective, a zero-relative-velocity “equilibrium” between two rigid bodies
(or between a rigid body and a reference frame) could be defined by zero force. Following this line of
reasoning any distinction between the mass-inductor and mass-capacitor analogies would appear to be
purely a matter of personal choice. However, while the apparent equivalence of “equilibrium” and “steady
state” may be justifiable in the formal mathematical sense of zero rate of change of a variable, in a
mechanical system, displacement (or position) and velocity (or momentum) are fundamentally different.
For example, whereas velocity, force, and momentum may be transformed between reference frames as
rank-one tensors, position (or displacement) may not be transformed as a tensor of any kind. Thus, a
distinction between equilibrium and steady state reflects an important aspect of the structure of physical
system models.

Analogies, Not Identities

It is important to remember that any classification to establish analogies is an abstraction. At most,
dynamic behavior in different domains may be similar; it is not identical. We have pointed out above
that if velocity or current is used as the argument of an energy storage function, care must be taken to
identify an appropriate inertial reference frame and/or to understand the consequences of using a non-
inertial frame. However, another important feature of these variables is that they are fundamentally
vectors (i.e., they have a definable spatial orientation). One consequence is that the thermodynamic
definition of extensive and intensive variables must be generalized before it may be used to classify these
variables (cf., Breedveld, 1984). In contrast, a quantity such as temperature or pressure is fundamentally
a scalar. Furthermore, both of these quantities are intrinsically “positive” scalars insofar as they have well-
defined, unique and physically meaningful zero values (absolute zero temperature, the pressure of a
perfect vacuum). Quite aside from any dependence on inertial reference frames, the across-through
analogy between velocity (a vector with no unique zero value) and pressure (a scalar with a physically
important zero) will cause error and confusion if used without due care.

This consideration becomes especially important when similar elements of a model are combined (for
example, a number of bodies moving with identical velocity may be treated as a single rigid body) to
simplify the expression of dynamic equations or improve their computability. The engineering variables
used to describe energy storage can be categorized into two groups: (i) positive-valued scalar variables
and (ii) nonscalar variables. Positive-valued scalar variables have a physically meaningful zero or absolute
reference; examples include the volume of stored fluid, the number of moles of a chemical species, entropy,
etc. Nonscalar' variables have a definable spatial orientation. Even in the one-dimensional case they can
be positive or negative, the sign denoting direction with respect to some reference frame; examples include
displacement, momentum, etc. These variables generally do not have a physically meaningful zero or
absolute reference, though some of them must be defined with respect to an inertial frame.

Elements of a model that describe energy storage based on scalar variables can be combined in only one
way: they must be in mutual equilibrium; their extensive variables are added, while the corresponding
intensive variables are equal, independent of direction, and determine the equilibrium condition. For
model elements that describe energy storage based on nonscalar variables there are usually two options.

"The term “vector variables” suggests itself but these variables may include three-dimensional spatial orientation,
which may not be described as a vector.
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Electrical capacitors, for instance, may be combined in parallel or in series and the resulting equivalent
capacitor may readily be determined. In a parallel connection, equilibrium is determined by voltage (an
intensive variable) and the electric charges (extensive variables) are added as before. However, a series
connection is the “dual” in the sense that the roles of charge and voltage are exchanged: equality of charges
determines equilibrium and the voltages are added. Mechanical springs may also be combined in two ways.
However, that is not the case for translational masses and rotational inertias; they may only be combined
into a single equivalent rigid body if their velocities are equal and in that case their momenta are added.

The existence of two “dual” ways to combine some, but not all, of the energy storage elements based
on nonscalar quantities is somewhat confusing. It may have contributed to the lengthy debate (if we date
its beginning to Maxwell, lasting for over a century!) on the best analogy between mechanical and electrical
systems. Nevertheless, the important point is that series and parallel connections may not be generalized
in a straightforward way to all domains.

Nodicity

As insight is the foremost goal of modeling, analogies should be chosen to promote insight. Because there
may be fundamental differences between all of the physical domains, care should be exercised in drawing
analogies to ensure that special properties of one domain should not be applied inappropriately to other
domains. This brings us to what may well be the strongest argument against the across-through classification.
History suggests that it originated with the use of equivalent electrical network representations of nonelec-
trical systems. Unfortunately, electrical networks provide an inappropriate basis for developing a general
representation of physical system dynamics. This is because electrical networks enjoy a special property,
nodicity, which is quite unusual among the physical system domains (except as an approximation).

Nodicity refers to the fact that any sub-network (cut-set) of an electrical network behaves as a node
in the sense that a Kirchhoff current balance equation may be written for the entire sub-network. As a
result of nodicity, electrical network elements can be assembled in arbitrary topologies and yet still
describe a physically realizable electrical network. This property of “arbitrary connectability” is not a
general property of lumped-parameter physical system models. Most notably, mass elements cannot be
connected arbitrarily; they must always be referenced to an inertial frame. For that reason, electrical
networks can be quite misleading when used as a basis for a general representation of physical system
dynamics. This is not merely a mathematical nicety; some consequences of non-nodic behavior for control
system analysis have recently been explored (Won and Hogan, 1998).

By extension, because each of the physical domains has its unique characteristics, any attempt to
formulate analogies by taking one of the domains (electrical, mechanical, or otherwise) as a starting point
is likely to have limitations. A more productive approach is to begin with those characteristics of physical
variables common to all domains and that is the reason to turn to thermodynamics. In other words, the
best way to identify analogies between domains may be to “step outside” all of them. By design, general
characteristics of all domains such as the extensive nature of stored energy, the intensive nature of the
variables that define equilibrium, and so forth, are not subject to the limitations of any one (such as
nodicity). That is the main advantage of drawing analogies based on thermodynamic concepts such as
the distinction between extensive and intensive variables.

15.6 Graphical Representations

Analogies are often associated with abstract graphical representations of multi-domain physical system
models. The force-current analogy is usually associated with the linear graph representation of networks
introduced by Trent (1955); the force-voltage analogy is usually associated with the bond graph represen-
tation introduced by Paynter (1960). Bond graphs classify variables into efforts (commonly force, voltage,
pressure, and so forth) and flows (commonly velocity, current, fluid flow rate, and so forth). Bond graphs
extend all the practical benefits of the force-current (across-through) analogy to the force-voltage (effort-
flow) analogy: they provide a unified representation of lumped-parameter dynamic behavior in several
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domains that has been expounded in a number of successful textbooks (e.g., Karnopp et al., 1975,
1999), there are systematic methods for selecting sets of independent variables to describe a system,
ways to take advantage of the ease of identifying velocities and voltages, and matrix methods to facilitate
computer analysis. In fact, several computer-aided modeling support packages using the bond-graph
language are now available. Furthermore, bond graphs have been applied successfully to describe the
dynamics of spatial mechanisms (including gyroscopic effects) while, to the authors’ knowledge, linear
graphs have not.

Although the force-voltage analogy is most commonly used with bond graphs, the force-current
analogy can be used just as readily; the underlying mathematical formalism is indifferent to the choice
of which variables are chosen as analogous. In fact, pursuing this line of thought, the choice is unnecessary
and may be avoided; doing so affords a way to clarify the potential confusion over the role of intensive
variables and the dual types of connection available for some elements in some domains.

In the Generalized Bond Graph (GBG) approach (Breedveld, 1984) all energy storage becomes anal-
ogous and only one type of storage element, a (generalized) capacitor, is identified. Its displacement is
an extensive variable; the gradient of its energy storage function with respect to that displacement is an
intensive variable. In some (but not all) domains a particular kind of coupling known as a gyrator is
found that gives rise to the appearance of a dual type of energy storage, a (generalized) inertia as well as
the possibility of dual ways to connect elements. The GBG representation emphasizes the point that the
presence of dual types of energy storage and dual types of connection is a special property (albeit an
important one) of a limited number of domains. In principle, either a “mass-capacitor” analogy or a
“mass-inductor” analogy can be derived from a GBG representation by choosing to associate the gyrating
coupling with either the “equilibrium” or “steady-state” energy storage elements.

The important point to be taken here is that the basis of analogies between domains does not depend
on the use of a particular abstract graphical representation. The practical value of establishing analogies
between domains and the merits of a domain-independent approach based on intensive vs. extensive
variables remains regardless of which graph-theoretic tools (if any) are used for analysis.

15.7 Concluding Remarks

In the foregoing we articulated some important considerations in the choice of analogies between
variables in different physical domains. From a strictly mathematical viewpoint there is little to choose;
both analogies may be used as a basis for rigorous, self-consistent descriptions of physical systems. The
substantive and important factors emerge from a physical viewpoint—considering the structured way
physical behavior is described in the different domains. Summarizing:

+ The “system-of-particles” model that is widely assumed in basic science and engineering naturally
leads to the intuitive analogy between force and voltage, velocity and current, a mass and an
inductor, and so on.

+ The measurement procedures used to motivate the distinction between across and through vari-
ables at best yield an ambiguous classification.

Nodicity (the property of “arbitrary connectability”) is not a general property of lumped-
parameter physical system models. Thus, electrical networks, which are nodic, can be quite
misleading when used as a basis for a general representation of physical system dynamics.

+ The intuitive analogy between velocity and current is consistent with a thermodynamic classifi-
cation into extensive and intensive variables. As a result, the analogy can be generalized to dynamic
behavior in domains to which the “system-of-particles” image may be less applicable.

+ The force-voltage or mass-inductor analogy reflects an important distinction between equilibrium
energy-storage phenomena and steady-state energy-storage phenomena: the constitutive equations
of steady-state energy storage phenomena require an inertial reference frame (or must be modified
in a non-inertial reference frame) while the constitutive equations of equilibrium energy storage
phenomena do not.
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Our reasoning is based on an assumption that models of physical system dynamics should properly
reflect the way descriptions of physical phenomena depend on reference frames and should be compatible
with thermodynamics. The across-through classification of variables does not meet these requirements.
By contrast, the classification of variables based on the system-of-particles point of view that leads to an
analogy between force, pressure, and voltage on the one hand and velocity, fluid flow, and current on
the other not only satisfies these criteria, but is the least artificial from a common-sense point of view.
We believe this facilitates communication and promotes insight, which are the ultimate benefits of using
analogies.
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Sensors and actuators are two critical components of every closed loop control system. Such a system is
also called a mechatronics system. A typical mechatronics system as shown in Fig. 16.1 consists of a sensing
unit, a controller, and an actuating unit. A sensing unit can be as simple as a single sensor or can consist
of additional components such as filters, amplifiers, modulators, and other signal conditioners. The
controller accepts the information from the sensing unit, makes decisions based on the control algorithm,
and outputs commands to the actuating unit. The actuating unit consists of an actuator and optionally
a power supply and a coupling mechanism.

16.1 Sensors

Sensor is a device that when exposed to a physical phenomenon (temperature, displacement, force, etc.)
produces a proportional output signal (electrical, mechanical, magnetic, etc.). The term transducer is
often used synonymously with sensors. However, ideally, a sensor is a device that responds to a change
in the physical phenomenon. On the other hand, a transducer is a device that converts one form of
energy into another form of energy. Sensors are transducers when they sense one form of energy input
and output in a different form of energy. For example, a thermocouple responds to a temperature change
(thermal energy) and outputs a proportional change in electromotive force (electrical energy). Therefore,
a thermocouple can be called a sensor and or transducer.

Classification

Table 16.1 lists various types of sensors that are classified by their measurement objectives. Although this
list is by no means exhaustive, it covers all the basic types including the new generation sensors such as
smart material sensors, microsensors, and nanosensors.
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TABLE 16.1 Type of Sensors for Various Measurement Objectives

Sensor

Features

Linear/Rotational variable differential
transducer (LVDT/RVDT)

Optical encoder

Electrical tachometer

Hall effect sensor

Capacitive transducer

Strain gauge elements

Interferometer

Magnetic pickup

Gyroscope
Inductosyn

Seismic accelerometer
Piezoelectric accelerometer

Strain gauge
Dynamometers/load cells
Piezoelectric load cells
Tactile sensor

Ultrasonic stress sensor

Pitot tube

Orifice plate

Flow nozzle, venturi tubes
Rotameter

Ultrasonic type

Turbine flow meter

Electromagnetic flow meter

Thermocouples
Thermistors
Thermodiodes, thermo transistors

RTD—resistance temperature detector

Linear/Rotational sensors

High resolution with wide range capability

Very stable in static and quasi-static applications

Simple, reliable, and low-cost solution

Good for both absolute and incremental measurements
Resolution depends on type such as generator or magnetic pickups
High accuracy over a small to medium range

Very high resolution with high sensitivity

Low power requirements

Good for high frequency dynamic measurements

Very high accuracy in small ranges

Provides high resolution at low noise levels

Laser systems provide extremely high resolution in large ranges
Very reliable and expensive

Output is sinusoidal

Very high resolution over small ranges

Acceleration sensors

Good for measuring frequencies up to 40% of its natural frequency
High sensitivity, compact, and rugged
Very high natural frequency (100 kHz typical)

Force, torque, and pressure sensor

Good for both static and dynamic measurements
They are also available as micro- and nanosensors
Good for high precision dynamic force measurements
Compact, has wide dynamic range, and high

Good for small force measurements

Flow sensors

Widely used as a flow rate sensor to determine speed in aircrafts
Least expensive with limited range

Accurate on wide range of flow

More complex and expensive

Good for upstream flow measurements

Used in conjunction with variable inductance sensor

Good for very high flow rates

Can be used for both upstream and downstream flow measurements
Not suited for fluids containing abrasive particles

Relationship between flow rate and angular velocity is linear
Least intrusive as it is noncontact type

Can be used with fluids that are corrosive, contaminated, etc.
The fluid has to be electrically conductive

Temperature sensors

This is the cheapest and the most versatile sensor

Applicable over wide temperature ranges (-20000C to 120000C typical)
Very high sensitivity in medium ranges (up to 10000C typical)
Compact but nonlinear in nature

Ideally suited for chip temperature measurements

Minimized self heating

More stable over a long period of time compared to thermocouple
Linear over a wide range
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TABLE 16.1 Type of Sensors for Various Measurement Objectives (Continued)

Sensor Features

Infrared type Noncontact point sensor with resolution limited by wavelength
Infrared thermography Measures whole-field temperature distribution
Proximity sensors
Inductance, eddy current, hall effect, Robust noncontact switching action
photoelectric, capacitance, etc. The digital outputs are often directly fed to the digital controller
Light sensors

Photoresistors, photodiodes, photo
transistors, photo conductors, etc.

Measure light intensity with high sensitivity
Inexpensive, reliable, and noncontact sensor

Charge-coupled diode

Optical fiber
As strain sensor

As level sensor

As force sensor

As temperature sensor
Piezoelectric

As strain sensor

As force sensor

As accelerometer
Magnetostrictive

As force sensors

As torque sensor

Micro CCD image sensor
Fiberscope
Micro-ultrasonic sensor

Captures digital image of a field of vision

Smart material sensors

Alternate to strain gages with very high accuracy and bandwidth
Sensitive to the reflecting surface’s orientation and status
Reliable and accurate

High resolution in wide ranges

High resolution and range (up to 200000C)

Distributed sensing with high resolution and bandwidth
Most suitable for dynamic applications
Least hysteresis and good setpoint accuracy

Compact force sensor with high resolution and bandwidth
Good for distributed and noncontact sensing applications
Accurate, high bandwidth, and noncontact sensor

Micro- and nano-sensors

Small size, full field image sensor
Small (0.2 mm diameter) field vision scope using SMA coil actuators
Detects flaws in small pipes

Micro-tactile sensor Detects proximity between the end of catheter and blood vessels

CONTROLLED
SYSTEM

CONTROLLER

FIGURE 16.1 A typical mechatronics system.

Sensors can also be classified as passive or active. In passive sensors, the power required to produce
the output is provided by the sensed physical phenomenon itself (such as a thermometer) whereas the
active sensors require external power source (such as a strain gage).

Furthermore, sensors are classified as analog or digital based on the type of output signal. Analog
sensors produce continuous signals that are proportional to the sensed parameter and typically require
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analog-to-digital conversion before feeding to the digital controller. Digital sensors on the other hand
produce digital outputs that can be directly interfaced with the digital controller. Often, the digital outputs
are produced by adding an analog-to-digital converter to the sensing unit. If many sensors are required,
it is more economical to choose simple analog sensors and interface them to the digital controller
equipped with a multi-channel analog-to-digital converter.

Principle of Operation

Linear and Rotational Sensors

Linear and rotational position sensors are two of the most fundamental of all measurements used in a
typical mechatronics system. The most common type position sensors are listed in Table 16.1. In general,
the position sensors produce an electrical output that is proportional to the displacement they experience.
There are contact type sensors such as strain gage, LVDT, RVDT, tachometer, etc. The noncontact type
includes encoders, hall effect, capacitance, inductance, and interferometer type. They can also be classified
based on the range of measurement. Usually the high-resolution type of sensors such as hall effect, fiber
optic inductance, capacitance, and strain gage are suitable for only very small range (typically from 0.1 mm
to 5 mm). The differential transformers on the other hand, have a much larger range with good resolution.
Interferometer type sensors provide both very high resolution (in terms of microns) and large range of
measurements (typically up to a meter). However, interferometer type sensors are bulky, expensive, and
requires large set up time.

Among many linear displacement sensors, strain gage provides high
resolution at low noise level and is least expensive. A typical resistance
strain gage consists of resistive foil arranged as shown in the Fig. 16.2.
A typical setup to measure the normal strain of a member loaded in
tension is shown in Fig. 16.3. Strain gage 1 is bonded to the loading
member whereas strain gage 2 is bonded to a second member made
of same material, but not loaded. This arrangement compensates for
any temperature effect. When the member is loaded, the gage 1
elongates thereby changing the resistance of the gage. The change in
resistance is transformed into a change in voltage by the voltage-
sensitive wheatstone bridge circuit. Assuming that the resistance of
all four arms are equal initially, the change in output voltage (Dv,)
due to change in resistance (DR,) of gage 1 is

FIGURE 16.2 Bonded strain gage.

Dv, DR, /R
v, ~ 4+2(DR,/R)

Acceleration Sensors

Measurement of acceleration is important for systems subject to shock and vibration. Although acceler-
ation can be derived from the time history data obtainable from linear or rotary sensors, the accelerom-
eters whose output is directly proportional to the acceleration is preferred. Two common types include

FIGURE 16.3 Experimental setup to measure normal

strain using strain gages.
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| CONTROL UNIT |

FIGURE 16.4 Ultrasonic flow sensor arrangement.

the seismic mass type and the piezoelectric accelerometer. The seismic mass type accelerometer is based
on the relative motion between a mass and the supporting structure. The natural frequency of the seismic
mass limits its use to low to medium frequency applications. The piezoelectric accelerometer, however,
is compact and more suitable for high frequency applications.

Force, Torque, and Pressure Sensors

Among many type of force/torque sensors, the strain gage dyanamometers and piezoelectric type are most
common. Both are available to measure force and/or torque either in one axis or multiple axes. The dyna-
mometers make use of mechanical members that experiences elastic deflection when loaded. These types
of sensors are limited by their natural frequency. On the other hand, the piezoelectric sensors are
particularly suitable for dynamic loadings in a wide range of frequencies. They provide high stiffness,
high resolution over a wide measurement range, and are compact.

Flow Sensors

Flow sensing is relatively a difficult task. The fluid medium can be liquid, gas, or a mixture of the two.
Furthermore, the flow could be laminar or turbulent and can be a time-varying phenomenon. The venturi
meter and orifice plate restrict the flow and use the pressure difference to determine the flow rate. The pitot
tube pressure probe is another popular method of measuring flow rate. When positioned against the flow,
they measure the total and static pressures. The flow velocity and in turn the flow rate can then be determined.
The rotameter and the turbine meters when placed in the flow path, rotate at a speed proportional to the flow
rate. The electromagnetic flow meters use noncontact method. Magnetic field is applied in the transverse
direction of the flow and the fluid acts as the conductor to induce voltage proportional to the flow rate.

Ultrasonic flow meters measure fluid velocity by passing high-frequency sound waves through fluid. A
schematic diagram of the ultrasonic flow meter is as shown in Fig. 16.4. The transmitters (T) provide
the sound signal source. As the wave travels towards the receivers (R), its velocity is influenced by the
velocity of the fluid flow due to the doppler effect. The control circuit compares the time to interpret
the flow rate. This can be used for very high flow rates and can also be used for both upstream and
downstream flow. The other advantage is that it can be used for corrosive fluids, fluids with abrasive
particles, as it is like a noncontact sensor.

Temperature Sensors

A variety of devices are available to measure temperature, the most common of which are thermocouples,
thermisters, resistance temperature detectors (RTD), and infrared types.

Thermocouples are the most versatile, inexpensive, and have a wide range (up to 120000C typical). A
thermocouple simply consists of two dissimilar metal wires joined at the ends to create the sensing
junction. When used in conjunction with a reference junction, the temperature difference between the
reference junction and the actual temperature shows up as a voltage potential. Thermisters are semicon-
ductor devices whose resistance changes as the temperature changes. They are good for very high
sensitivity measurements in a limited range of up to 10000C. The relationship between the temperature
and the resistance is nonlinear. The RTDs use the phenomenon that the resistance of a metal changes
with temperature. They are, however, linear over a wide range and most stable.
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Infrared type sensors use the radiation heat to sense the temperature from a distance. These noncontact
sensors can also be used to sense a field of vision to generate a thermal map of a surface.

Proximity Sensors

They are used to sense the proximity of an object relative to another object. They usually provide a on
or off signal indicating the presence or absence of an object. Inductance, capacitance, photoelectric, and
hall effect types are widely used as proximity sensors. Inductance proximity sensors consist of a coil wound
around a soft iron core. The inductance of the sensor changes when a ferrous object is in its proximity.
This change is converted to a voltage-triggered switch. Capacitance types are similar to inductance except
the proximity of an object changes the gap and affects the capacitance. Photoelectric sensors are normally
aligned with an infrared light source. The proximity of a moving object interrupts the light beam causing
the voltage level to change. Hall effect voltage is produced when a current-carrying conductor is exposed
to a transverse magnetic field. The voltage is proportional to transverse distance between the hall effect
sensor and an object in its proximity.

Light Sensors

Light intensity and full field vision are two important measurements used in many control applications.
Phototransistors, photoresistors, and photodiodes are some of the more common type of light intensity
sensors. A common photoresistor is made of cadmium sulphide whose resistance is maximum when the
sensor is in dark. When the photoresistor is exposed to light, its resistance drops in proportion to the
intensity of light. When interfaced with a circuit as shown in Fig. 16.5 and balanced, the change in light
intensity will show up as change in voltage. These sensors are simple, reliable, and cheap, used widely
for measuring light intensity.

Smart Material Sensors

There are many new smart materials that are gaining more applications as sensors, especially in distributed
sensing circumstances. Of these, optic fibers, piezoelectric, and magnetostrictive materials have found appli-
cations. Within these, optic fibers are most used.

Optic fibers can be used to sense strain, liquid level, force, and temperature with very high resolution.
Since they are economical for use as in situ distributed sensors on large areas, they have found numerous
applications in smart structure applications such as damage sensors, vibration sensors, and cure-monitoring
sensors. These sensors use the inherent material (glass and silica) property of optical fiber to sense the
environment. Figure 16.6 illustrates the basic principle of operation of an embedded optic fiber used
to sense displacement, force, or temperature. The relative change in the transmitted intensity or spectrum
is proportional to the change in the sensed parameter.

POTENTIOMETER
v —yfi~

PHOTO <
RESISTOR ~ LIGHT
FIGURE 16.5 Light sensing with photoresistors. <

Vout

Host material Optical fiber
> _
Known source Relative change
of light in Intensity or

Spectrum or Phase

Environmental disturbance,
e.g., deflection, or temperature,
or force

FIGURE 16.6 Principle of operation of optic fiber sensing.
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Micro- and Nanosensors

Microsensors (sometimes also called MEMS) are the miniaturized version of the conventional macrosen-
sors with improved performance and reduced cost. Silicon micromachining technology has helped the
development of many microsensors and continues to be one of the most active research and development
topics in this area.

Vision microsensors have found applications in medical technology. A fiberscope of approximately 0.2 mm
in diameter has been developed to inspect flaws inside tubes. Another example is a microtactile sensor,
which uses laser light to detect the contact between a catheter and the inner wall of blood vessels during
insertion that has sensitivity in the range of 1 mN. Similarly, the progress made in the area of nanotech-
nology has fuelled the development of nanosensors. These are relatively new sensors that take one step
further in the direction of miniaturization and are expected to open new avenues for sensing applications.

Selection Criteria

A number of static and dynamic factors must be considered in selecting a suitable sensor to measure the
desired physical parameter. Following is a list of typical factors:

Range—Difference between the maximum and minimum value of the sensed parameter
Resolution—The smallest change the sensor can differentiate

Accuracy—Difference between the measured value and the true value

Precision—Ability to reproduce repeatedly with a given accuracy

Sensitivity—Ratio of change in output to a unit change of the input

Zero offset—A nonzero value output for no input

Linearity—Percentage of deviation from the best-fit linear calibration curve

Zero Drift—The departure of output from zero value over a period of time for no input
Response time—The time lag between the input and output

Bandwidth—Frequency at which the output magnitude drops by 3 dB

Resonance—The frequency at which the output magnitude peak occurs

Operating temperature—The range in which the sensor performs as specified
Deadband—The range of input for which there is no output

Signal-to-noise ratio—Ratio between the magnitudes of the signal and the noise at the output

Choosing a sensor that satisfies all the above to the desired specification is difficult, at best. For example,
finding a position sensor with micrometer resolution over a range of a meter eliminates most of the sensors.
Many times the lack of a cost-effective sensor necessitates redesigning the mechatronic system. It is, therefore,
advisable to take a system level approach when selecting a sensor and avoid choosing it in isolation.

Once the above-referred functional factors are satisfied, a short list of sensors can be generated. The
final selection will then depend upon the size, extent of signal conditioning, reliability, robustness,
maintainability, and cost.

Signal Conditioning

Normally, the output from a sensor requires post processing of the signals before they can be fed to the
controller. The sensor output may have to be demodulated, amplified, filtered, linearized, range quantized,
and isolated so that the signal can be accepted by a typical analog-to-digital converter of the controller.
Some sensors are available with integrated signal conditioners, such as the microsensors. All the electronics
are integrated into one microcircuit and can be directly interfaced with the controllers.

Calibration

The sensor manufacturer usually provides the calibration curves. If the sensors are stable with no drift,
there is no need to recalibrate. However, often the sensor may have to be recalibrated after integrating
it with a signal conditioning system. This essentially requires that a known input signal is provided to
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the sensor and its output recorded to establish a correct output scale. This process proves the ability to
measure reliably and enhances the confidence.

If the sensor is used to measure a time-varying input, dynamic calibration becomes necessary. Use of
sinusoidal inputs is the most simple and reliable way of dynamic calibration. However, if generating
sinusoidal input becomes impractical (for example, temperature signals) then a step input can substitute
for the sinusoidal signal. The transient behavior of step response should yield sufficient information
about the dynamic response of the sensor.

16.2 Actuators

Actuators are basically the muscle behind a mechatronics system that accepts a control command (mostly
in the form of an electrical signal) and produces a change in the physical system by generating force,
motion, heat, flow, etc. Normally, the actuators are used in conjunction with the power supply and a
coupling mechanism as shown in Fig. 16.7. The power unit provides either AC or DC power at the rated
voltage and current. The coupling mechanism acts as the interface between the actuator and the physical
system. Typical mechanisms include rack and pinion, gear drive, belt drive, lead screw and nut, piston,
and linkages.

Classification

Actuators can be classified based on the type of energy as listed in Table 16.2. The table, although not
exhaustive, lists all the basic types. They are essentially of electrical, electromechanical, electromagnetic,
hydraulic, or pneumatic type. The new generations of actuators include smart material actuators, micro-
actuators, and Nanoactuators.

Actuators can also be classified as binary and continuous based on the number of stable-state outputs.
A relay with two stable states is a good example of a binary actuator. Similarly, a stepper motor is a good
example of continuous actuator. When used for a position control, the stepper motor can provide stable
outputs with very small incremental motion.

Principle of Operation

Electrical Actuators

Electrical switches are the choice of actuators for most of the on-off type control action. Switching devices
such as diodes, transistors, triacs, MOSFET, and relays accept a low energy level command signal from
the controller and switch on or off electrical devices such as motors, valves, and heating elements. For
example, a MOSFET switch is shown in Fig. 16.8. The gate terminal receives the low energy control signal
from the controller that makes or breaks the connection between the power supply and the actuator load.
When switches are used, the designer must make sure that switch bounce problem is eliminated either
by hardware or software.

Electromechanical Actuators

The most common electromechanical actuator is a motor that converts electrical energy to mechanical
motion. Motors are the principal means of converting electrical energy into mechanical energy in industry.
Broadly they can be classified as DC motors, AC motors, and stepper motors. DC motors operate on DC

ACTUATING UNIT
POWER
SUPPLY

ron lscrumrorhBIEREL L 1o
CONTROLLER CONTROLLED

SYSTEM

FIGURE 16.7 A typical actuating unit.
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TABLE 16.2 Type of Actuators and Their Features

Actuator

Features

Diodes, thyristor, bipolar transistor, triacs, diacs, power
MOSEFET, solid state relay, etc.

Electrical

Electronic type
Very high frequency response
Low power consumption

Electromechanical

DC motor Wound field Separately
excited
Shunt
Series
Compound
Permanent Conventional
magnet PM motor
Moving-coil PM
motor
Torque motor
Electronic commutation (brushless
motor)
AC motor AC induction motor

AC synchronous motor

Universal motor

Stepper motor Hybrid

Variable reluctance

Speed can be controlled either by the voltage across the
armature winding or by varying the field current

Constant-speed application

High starting torque, high acceleration torque, high speed
with light load

Low starting torque, good speed regulation

Instability at heavy loads

High efficiency, high peak power, and fast response

Higher efficiency and lower inductance than conventional
DC motor

Designed to run for a long periods in a stalled or a low rpm
condition

Fast response

High efficiency, often exceeding 75%

Long life, high reliability, no maintenance needed

Low radio frequency interference and noise production

The most commonly used motor in industry

Simple, rugged, and inexpensive

Rotor rotates at synchronous speed

Very high efficiency over a wide range of speeds and loads

Need an additional system to start

Can operate in DC or AC

Very high horsepower per pound ratio

Relatively short operating life

Change electrical pulses into mechanical movement

Provide accurate positioning without feedback

Low maintenance

Electromagnetic

Solenoid type devices
Electromagnets, relay

Large force, short duration
On/off control

Hydraulic and Pneumatic

Cylinder

Hydraulic motor ~ Gear type
Vane type
Piston type

Air motor Rotary type
Reciprocating

Valves Directional control valves

Pressure control valves
Process control valves

Suitable for liner movement
Wide speed range

High horsepower output
High degree of reliability
No electric shock hazard
Low maintenance

Smart Material actuators

Piezoelectric &
Electrostrictive

High frequency with small motion
High voltage with low current excitation
High resolution

©2002 CRC PressLLC

(continued)



TABLE 16.2 Type of Actuators and Their Features (Continued)

Actuator Features
Magnetostrictive High frequency with small motion
Low voltage with high current excitation
Shape Memory Alloy Low voltage with high current excitation
Low frequency with large motion
Electrorheological fluids Very high voltage excitation

Good resistance to mechanical shock and vibration
Low frequency with large force

Micro- and Nanoactuators

Micromotors Suitable for micromechanical system

Microvalves Can use available silicon processing technology, such as
electrostatic motor

Micropumps Can use any smart material

—
o> —fe—| =
Gate —

Drain

FIGURE 16.8 n-channel power MOSFET.

voltage and varying the voltage can easily control their speed. They are widely used in applications ranging
from thousands of horsepower motors used in rolling mills to fractional horsepower motors used in
automobiles (starter motors, fan motors, windshield wiper motors, etc.). Although they are costlier, they
need DC power supply and require more maintenance compared to AC motors.

The governing equation of motion of a DC motor can be written as:

ao
T=] 7+ T+ Tos

where T is torque, J is the total inertia, w1is the angular mechanical speed of the rotor, T; is the torque
applied to the motor shaft, and T}, is the internal mechanical losses such as friction.

AC motors are the most popular since they use standard AC power, do not require brushes and commu-
tator, and are therefore less expensive. AC motors can be further classified as the induction motors, synchro-
nous motors, and universal motors according to their physical construction. The induction motor is simple,
rugged, and maintenance free. They are available in many sizes and shapes based on number of phases
used. For example, a three-phase induction motor is used in large-horsepower applications, such as pump
drives, steel mill drives, hoist drives, and vehicle drives. The two-phase servomotor is used extensively in
position control systems. Single-phase induction motors are widely used in many household appliances.
The synchronous motor is one of the most efficient electrical motors in industry, so it is used in industry
to reduce the cost of electrical power. In addition, synchronous motors rotate at synchronous speed, so they
are also used in applications that require synchronous operations. The universal motors operate with either
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AC or DC power supply. They are normally used in fractional horsepower application. The DC universal
motor has the highest horsepower-per-pound ratio, but has a relatively short operating life.

The stepper motor is a discrete (incremental) positioning device that moves one step at a time for each
pulse command input. Since they accept direct digital commands and produce a mechanical motion, the
stepper motors are used widely in industrial control applications. They are mostly used in fractional
horsepower applications. With the rapid progress in low cost and high frequency solid-state drives, they
are finding increased applications.

Figure 16.9 shows a simplified unipolar stepper motor. The
winding-1 is between the top and bottom stator pole, and the
winding-2 is between the left and right motor poles. The rotor is
a permanent magnet with six poles resulting in a single step angle
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of 30c0. With appropriate excitation of winding-1, the top stator
pole becomes a north pole and the bottom stator pole becomes

pd

a south pole. This attracts the rotor into the position as shown.

’
|

—

Now if the winding-1 is de-energized and winding-2 is energized,
the rotor will turn 30c0. With appropriate choice of current flow
through winding-2, the rotor can be rotated either clockwise or ~ FIGURE 16.9  Unipolar stepper motor.
counterclockwise. By exciting the two windings in sequence, the

motor can be made to rotate at a desired speed continuously.

Electromagnetic Actuators

The solenoid is the most common electromagnetic actuator. A DC solenoid actuator consists of a soft
iron core enclosed within a current carrying coil. When the coil is energized, a magnetic field is established
that provides the force to push or pull the iron core. AC solenoid devices are also encountered, such as
AC excitation relay.

A solenoid operated directional control valve is shown in Fig. 16.10. Normally, due to the spring force,
the soft iron core is pushed to the extreme left position as shown. When the solenoid is excited, the soft
iron core will move to the right extreme position thus providing the electromagnetic actuation.

Another important type is the electromagnet. The electromagnets are used extensively in applications
that require large forces.

Hydraulic and Pneumatic Actuators

Hydraulic and pneumatic actuators are normally either rotary motors or linear piston/cylinder or control
valves. They are ideally suited for generating very large forces coupled with large motion. Pneumatic
actuators use air under pressure that is most suitable for low to medium force, short stroke, and high-
speed applications. Hydraulic actuators use pressurized oil that is incompressible. They can produce very
large forces coupled with large motion in a cost-effective manner. The disadvantage with the hydraulic
actuators is that they are more complex and need more maintenance.

The rotary motors are usually used in applications where low speed and high torque are required. The
cylinder/piston actuators are suited for application of linear motion such as aircraft flap control. Control
valves in the form of directional control valves are used in conjunction with rotary motors and cylinders
to control the fluid flow direction as shown in Fig. 16.10. In this solenoid operated directional control
valve, the valve position dictates the direction motion of the cylinder/piston arrangement.

Core
FIGURE 16.10 Solenoid operated directional control Solenoi
valve. |
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FIGURE 16.11 Phase changes of Shape Memory Alloy.

FIGURE 16.12 Piezoelectric actuator.

Smart Material Actuators

Unlike the conventional actuators, the smart material actuators typically become part of the load bearing
structures. This is achieved by embedding the actuators in a distributed manner and integrating into the
load bearing structure that could be used to suppress vibration, cancel the noise, and change shape. Of
the many smart material actuators, shape memory alloys, piezoelectric (PZT), magnetostrictive, Electrorheo-
logical fluids, and ion exchange polymers are most common.

Shape Memory Alloys (SMA) are alloys of nickel and titanium that undergo phase transformation
when subjected to a thermal field. The SMAs are also known as NITINOL for Nickel Titanium Naval
Ordnance Laboratory. When cooled below a critical temperature, their crystal structure enters martensitic
phase as shown in Fig. 16.11. In this state the alloy is plastic and can easily be manipulated. When the
alloy is heated above the critical temperature (in the range of 50—-800C), the phase changes to austenitic
phase. Here the alloy resumes the shape that it formally had at the higher temperature. For example, a
straight wire at room temperature can be made to regain its programmed semicircle shape when heated
that has found applications in orthodontics and other tensioning devices. The wires are typically heated
by passing a current (up to several amperes), 0 at very low voltage (2-10 V typical).

The PZT actuators are essentially piezocrystals with top and bottom conducting films as shown in
Fig. 16.12. When an electric voltage is applied across the two conducting films, the crystal expands in
the transverse direction as shown by the dotted lines. When the voltage polarity is reversed, the crystal
contracts thereby providing bidirectional actuation. The interaction between the mechanical and elec-
trical behavior of the piezoelectric materials can be expressed as:

T=c"S-eE

where T is the stress, ¢ is the elastic coefficients at constant electric field, S is the strain, ¢ is the dielectric
permitivity, and E is the electric field.
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FIGURE 16.14 Magnetostrictive rod actuator.

One application of these actuators is as shown in Fig. 16.13. The two piezoelectric patches are excited
with opposite polarity to create transverse vibration in the cantilever beam. These actuators provide high
bandwidth (0-10 kHz typical) with small displacement. Since there are no moving parts to the actuator,
it is compact and ideally suited for micro and nano actuation. Unlike the bidirectional actuation of
piezoelectric actuators, the electrostriction effect is a second-order effect, i.e., it responds to an electric
field with unidirectional expansion regardless of polarity.

Magnetostrictive material is an alloy of terbium, dysprosium, and iron that generates mechanical strains
up to 2000 microstrain in response to applied magnetic fields. They are available in the form of rods,
plates, washers, and powder. Figure 16.14 shows a typical magnetostrictive rod actuator that is surrounded
by a magnetic coil. When the coil is excited, the rod elongates in proportion to the intensity of the
magnetic field established. The magnetomechanical relationship is given as:

e =S"c+dH

where, €1is the strain, S” the compliance at constant magnetic filed, O the stress, d the magnetostriction
constant, and H the magnetic field intensity.

Ion exchange polymers exploit the electro-osmosis phenomenon of the natural ionic polymers for
purposes of actuation. When a voltage potential is applied across the cross-linked polyelectrolytic net-
work, the ionizable groups attain a net charge generating a mechanical deformation. These types of
actuators have been used to develop artificial muscles and artificial limbs. The primary advantage is their
capacity to produce large deformation with a relatively low voltage excitation.

Micro- and Nanoactuators

Microactuators, also called micromachines, microelectromechanical system (MEMS), and microsystems
are the tiny mobile devices being developed utilizing the standard microelectronics processes with the
integration of semiconductors and machined micromechanical elements. Another definition states that
any device produced by assembling extremely small functional parts of around 1-15 mm is called a
micromachine.

In electrostatic motors, electrostatic force is dominant, unlike the conventional motors that are based
on magnetic forces. For smaller micromechanical systems the electrostatic forces are well suited as an
actuating force. Figure 16.15 shows one type of electrostatic motor. The rotor is an annular disk with
uniform permitivity and conductivity. In operation, a voltage is applied to the two conducting parallel
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FIGURE 16.15 Electrostatic motor: 1-rotor, 2-stator electrodes.

plates separated by an insulation layer. The rotor rotates with a constant velocity between the two coplanar
concentric arrays of stator electrodes.

Selection Criteria

The selection of the proper actuator is more complicated than selection of the sensors, primarily due to
their effect on the dynamic behavior of the overall system. Furthermore, the selection of the actuator
dominates the power needs and the coupling mechanisms of the entire system. The coupling mechanism
can sometimes be completely avoided if the actuator provides the output that can be directly interfaced
to the physical system. For example, choosing a linear motor in place of a rotary motor can eliminate
the need of a coupling mechanism to convert rotary motion to linear motion.

In general, the following performance parameters must be addressed before choosing an actuator for
a specific need:

Continuous power output—The maximum force/torque attainable continuously without exceeding the
temperature limits

Range of motion—The range of linear/rotary motion

Resolution—The minimum increment of force/torque attainable

Accuracy—Linearity of the relationship between the input and output

Peak force/torque—The force/torque at which the actuator stalls

Heat dissipation—Maximum wattage of heat dissipation in continuous operation

Speed characteristics—Force/torque versus speed relationship

No load speed—Typical operating speed/velocity with no external load

Frequency response—The range of frequency over which the output follows the input faithfully, appli-
cable to linear actuators

Power requirement—Type of power (AC or DC), number of phases, voltage level, and current capacity

In addition to the above-referred criteria, many other factors become important depending upon the
type of power and the coupling mechanism required. For example, if a rack- and-pinion coupling mecha-
nism is chosen, the backlash and friction will affect the resolution of the actuating unit.
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17.1 Introduction

Time and frequency standards supply three basic types of information: time-of-day, time interval, and
frequency. Time-of-day information is provided in hours, minutes, and seconds, but often also includes
the date (month, day, and year). A device that displays or records time-of-day information is called a
clock. If a clock is used to label when an event happened, this label is sometimes called a time tag or time
stamp. Date and time-of-day can also be used to ensure that events are synchronized, or happen at the
same time.

Time interval is the duration or elapsed time between two events. The standard unit of time interval
is the second(s). However, many engineering applications require the measurement of shorter time
intervals, such as milliseconds (1 ms = 10~ s), microseconds (1 Us = 10° s), nanoseconds (1 ns = 107 s),
and picoseconds (1 ps = 10" s). Time is one of the seven base physical quantities, and the second is one
of seven base units defined in the International System of Units (SI). The definitions of many other
physical quantities rely upon the definition of the second. The second was once defined based on the
earth’s rotational rate or as a fraction of the tropical year. That changed in 1967 when the era of atomic
time keeping formally began. The current definition of the SI second is:

The duration of 9,192,631,770 periods of the radiation corresponding to the transition between two
hyperfine levels of the ground state of the cesium-133 atom.

Frequency is the rate of a repetitive event. If T is the period of a repetitive event, then the frequency
fis its reciprocal, 1/T. Conversely, the period is the reciprocal of the frequency, T = 1/f. Since the period
is a time interval expressed in seconds (s), it is easy to see the close relationship between time interval
and frequency. The standard unit for frequency is the hertz (Hz), defined as events or cycles per second.
The frequency of electrical signals is often measured in multiples of hertz, including kilohertz (kHz),
megahertz (MHz), or gigahertz (GHz), where 1 kHz equals one thousand (10°) events per second, 1 MHz
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TABLE 17.1 Uncertainties of Physical Realizations
of the Base SI Units

SI Base Unit Physical Quantity Uncertainty
Candela Luminous intensity 1x 10"
Kelvin Temperature 3% 107
Mole Amount of substance 8x 10"
Ampere Electric current 4% 10°
Kilogram Mass 1x10"
Meter Length 1x 10"
Second Time interval 1x 107"

equals one million (10°) events per second, and 1 GHz equals one billion (10°) events per second. A
device that produces frequency is called an oscillator. The process of setting multiple oscillators to the
same frequency is called syntonization.

Of course, the three types of time and frequency information are closely related. As mentioned, the
standard unit of time interval is the second. By counting seconds, we can determine the date and the
time-of-day. And by counting events or cycles per second, we can measure frequency.

Time interval and frequency can now be measured with less uncertainty and more resolution than
any other physical quantity. Today, the best time and frequency standards can realize the SI second with
uncertainties of = 1 x 10", Physical realizations of the other base SI units have much larger uncertainties,
as shown in Table 17.1 [1-5].

Coordinated Universal Time (UTC)

The world’s major metrology laboratories routinely measure their time and frequency standards and
send the measurement data to the Bureau International des Poids et Measures (BIPM) in Sevres, France.
The BIPM averages data collected from more than 200 atomic time and frequency standards located at
more than 40 laboratories, including the National Institute of Standards and Technology (NIST). As a
result of this averaging, the BIPM generates two time scales, International Atomic Time (TAI), and
Coordinated Universal Time (UTC). These time scales realize the SI second as closely as possible.

UTC runs at the same frequency as TAI. However, it differs from TAI by an integral number of seconds.
This difference increases when leap seconds occur. When necessary, leap seconds are added to UTC on
either June 30 or December 31. The purpose of adding leap seconds is to keep atomic time (UTC) within
0.9 s of an older time scale called UT1, which is based on the rotational rate of the earth. Leap seconds
have been added to UTC at a rate of slightly less than once per year, beginning in 1972 [3,5].

Keep in mind that the BIPM maintains TAI and UTC as “paper” time scales. The major metrology
laboratories use the published data from the BIPM to steer their clocks and oscillators and generate real-
time versions of UTC. Many of these laboratories distribute their versions of UTC via radio signals, which
are discussed in section 17.4.

You can think of UTC as the ultimate standard for time-of-day, time interval, and frequency. Clocks
synchronized to UTC display the same hour, minute, and second all over the world (and remain within
one second of UT1). Oscillators syntonized to UTC generate signals that serve as reference standards for
time interval and frequency.

17.2 Time and Frequency Measurement

Time and frequency measurements follow the conventions used in other areas of metrology. The fre-
quency standard or clock being measured is called the device under test (DUT ). A measurement compares
the DUT to a standard or reference. The standard should outperform the DUT by a specified ratio, called
the test uncertainty ratio (TUR). Ideally, the TUR should be 10:1 or higher. The higher the ratio, the less
averaging is required to get valid measurement results.
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FIGURE 17.2 Measurement using a time interval counter.

The test signal for time measurements is usually a pulse that occurs once per second (1 pps). The
pulse width and polarity varies from device to device, but TTL levels are commonly used. The test signal
for frequency measurements is usually at a frequency of 1 MHz or higher, with 5 or 10 MHz being
common. Frequency signals are usually sine waves, but can also be pulses or square waves. If the frequency
signal is an oscillating sine wave, it might look like the one shown in Fig. 17.1. This signal produces one
cycle (3600 or 27Tradians of phase) in one period. The signal amplitude is expressed in volts, and must
be compatible with the measuring instrument. If the amplitude is too small, it might not be able to drive
the measuring instrument. If the amplitude is too large, the signal must be attenuated to prevent
overdriving the measuring instrument.

This section examines the two main specifications of time and frequency measurements—accuracy
and stability. It also discusses some instruments used to measure time and frequency.

Accuracy

Accuracy is the degree of conformity of a measured or calculated value to its definition. Accuracy is
related to the offset from an ideal value. For example, time offset is the difference between a measured
on-time pulse and an ideal on-time pulse that coincides exactly with UTC. Frequency offset is the difference
between a measured frequency and an ideal frequency with zero uncertainty. This ideal frequency is
called the nominal frequency.

Time offset is usually measured with a time interval counter (TIC), as shown in Fig. 17.2. A TIC has
inputs for two signals. One signal starts the counter and the other signal stops it. The time interval
between the start and stop signals is measured by counting cycles from the time base oscillator. The
resolution of a low cost TIC is limited to the period of its time base. For example, a TIC with a 10-MHz
time base oscillator would have a resolution of 100 ns. More elaborate TICs use interpolation schemes
to detect parts of a time base cycle and have much higher resolution—1 ns resolution is commonplace,
and 20 ps resolution is available.
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FIGURE 17.4 Phase comparison using an oscilloscope.

Frequency offset can be measured in either the frequency domain or time domain. A simple frequency
domain measurement involves directly counting and displaying the frequency output of the DUT with
a frequency counter. The reference for this measurement is either the counter’s internal time base oscillator,
or an external time base (Fig. 17.3). The counter’s resolution, or the number of digits it can display, limits
its ability to measure frequency offset. For example, a 9-digit frequency counter can detect a frequency
offset no smaller than 0.1 Hz at 10 MHz (1 x 10®). The frequency offset is determined as

fmeasured — fnominal

f(offset) =

fnominal

where f, ..curea 1S the reading from the frequency counter, and f, ... is the frequency labeled on the
oscillator’s nameplate, or specified output frequency.

Frequency offset measurements in the time domain involve a phase comparison between the DUT and
the reference. A simple phase comparison can be made with an oscilloscope (Fig. 17.4). The oscilloscope
will display two sine waves (Fig. 17.5). The top sine wave represents a signal from the DUT, and the
bottom sine wave represents a signal from the reference. If the two frequencies were exactly the same,
their phase relationship would not change and both would appear to be stationary on the oscilloscope
display. Since the two frequencies are not exactly the same, the reference appears to be stationary and
the DUT signal moves. By measuring the rate of motion of the DUT signal we can determine its frequency
offset. Vertical lines have been drawn through the points where each sine wave passes through zero. The
bottom of the figure shows bars whose width represents the phase difference between the signals. In this
case the phase difference is increasing, indicating that the DUT is lower in frequency than the reference.

Measuring high accuracy signals with an oscilloscope is impractical, since the phase relationship
between signals changes very slowly and the resolution of the oscilloscope display is limited. More precise
phase comparisons can be made with a TIC, using a setup similar to Fig. 17.2. If the two input signals
have the same frequency, the time interval will not change. If the two signals have different frequencies,
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the time interval will change, and the rate of change is the frequency offset. The resolution of a TIC
determines the smallest frequency change that it can detect without averaging. For example, a low cost
TIC with a single-shot resolution of 100 ns can detect frequency changes of 1 x 107 in 1 s. The current
limit for TIC resolution is about 20 ps, which means that a frequency change of 2 x 10™"" can be detected
in 1 s. Averaging over longer intervals can improve the resolution to <1 ps in some units [6].

Since standard frequencies like 5 or 10 MHz are not practical to measure with a TIC, frequency dividers
(shown in Fig. 17.2) or frequency mixers are used to convert the test frequency to a lower frequency.
Divider systems are simpler and more versatile, since they can be easily built or programmed to accom-
modate different frequencies. Mixer systems are more expensive, require more hardware including an
additional reference oscillator, and can often measure only one input frequency (e.g., 10 MHz), but they
have a higher signal-to-noise ratio than divider systems.

If dividers are used, measurements are made from the TIC, but instead of using these measurements
directly, we determine the rate of change from reading to reading. This rate of change is called the phase
deviation. We can estimate frequency offset as follows:

—At
f(offset) = =

where At is the amount of phase deviation, and T is the measurement period.

To illustrate, consider a measurement of +1 pis of phase deviation over a measurement period of 24 h.
The unit used for measurement period (h) must be converted to the unit used for phase deviation (us).
The equation becomes

—At —1 us 11
f(OffSCt] = T = 86,400,000,000 s = —-1.16 X 10

As shown, a device that accumulates 1 s of phase deviation/day has a frequency offset of -1.16 x 10"
with respect to the reference. This simple example requires only two time interval readings to be made,
and At is simply the difference between the two readings. Often, multiple readings are taken and the
frequency offset is estimated by using least squares linear regression on the data set, and obtaining At
from the slope of the least squares line. This information is usually presented as a phase plot, as shown
in Fig. 17.6. The device under test is high in frequency by exactly 1 x 107, as indicated by a phase deviation
of 1 ns/s [2,7,8].
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FIGURE 17.6 A sample phase plot.
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FIGURE 17.7 The relationship between accuracy and stability.

Dimensionless frequency offset values can be converted to units of frequency (Hz) if the nominal
frequency is known. To illustrate this, consider an oscillator with a nominal frequency of 5 MHz and a
frequency offset of +1.16 x 10" To find the frequency offset in hertz, multiply the nominal frequency
by the offset:

-11

(5% 10° (+1.16 x 10™") = 5.80 x 10~ = +0.0000580 Hz

Then, add the offset to the nominal frequency to get the actual frequency:

5,000,000 Hz + 0.0000580 Hz = 5,000,000.0000580 Hz

Stability

Stability indicates how well an oscillator can produce the same time or frequency offset over a given time
interval. It doesn’t indicate whether the time or frequency is “right” or “wrong,” but only whether it stays
the same. In contrast, accuracy indicates how well an oscillator has been set on time or on frequency. To
understand this difference, consider that a stable oscillator that needs adjustment might produce a
frequency with a large offset. Or, an unstable oscillator that was just adjusted might temporarily produce
a frequency near its nominal value. Figure 17.7 shows the relationship between accuracy and stability.
Stability is defined as the statistical estimate of the frequency or time fluctuations of a signal over a
given time interval. These fluctuations are measured with respect to a mean frequency or time offset.
Short-term stability usually refers to fluctuations over intervals less than 100 s. Long-term stability can
refer to measurement intervals greater than 100 s, but usually refers to periods longer than 1 day.
Stability estimates can be made in either the frequency domain or time domain, and can be calculated
from a set of either frequency offset or time interval measurements. In some fields of measurement,
stability is estimated by taking the standard deviation of the data set. However, standard deviation only
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works with stationary data, where the results are time independent, and the noise is white, meaning that
it is evenly distributed across the frequency band of the measurement. Oscillator data is usually nonsta-
tionary, since it contains time dependent noise contributed by the frequency offset. With stationary data,
the mean and standard deviation will converge to particular values as more measurements are made.
With nonstationary data, the mean and standard deviation never converge to any particular values.
Instead, there is a moving mean that changes each time we add a measurement.

For these reasons, a non-classical statistic is often used to estimate stability in the time domain. This
statistic is sometimes called the Allan variance, but since it is the square root of the variance, its proper
name is the Allan deviation. The equation for the Allan deviation (0,(7)) is

M-1

1 2
c, (1) = mz:t()’m =)

i=

where y; is a set of frequency offset measurements containing y,, y,, ¥3, and so on, M is the number of
values in the y; series, and the data are equally spaced in segments T seconds long. Or

Z[lerZ 2x1+1 + X; ]

5 (1) = 2(N )t

where x; is a set of phase measurements in time units containing x;, x,, x3, and so on, N is the number
of values in the x; series, and the data are equally spaced in segments T seconds long. Note that while
standard deviation subtracts the mean from each measurement before squaring their summation, the
Allan deviation subtracts the previous data point. This differencing of successive data points removes
the time dependent noise contributed by the frequency offset.

An Allan deviation graph is shown in Fig. 17.8. It shows the stability of the device improving as the
averaging period (T) gets longer, since some noise types can be removed by averaging. At some point,
however, more averaging no longer improves the results. This point is called the noise floor, or the point
where the remaining noise consists of nonstationary processes such as flicker noise or random walk. The
device measured in Fig. 17.8 has a noise floor of ~5 x 10" at T = 100 s.

Practically speaking, a frequency stability graph also tells us how long we need to average to get rid of
the noise contributed by the reference and the measurement system. The noise floor provides some
indication of the amount of averaging required to obtain a TUR high enough to show us the true frequency
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FIGURE 17.8 A frequency stability graph.
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TABLE 17.2  Statistics Used to Estimate Time and Frequency Stability
and Noise Types

Name Mathematical Notation Description
Allan deviation o, (1) Estimates frequency stability. Particularly
suited for intermediate- to long-term
measurements.
Modified Allan MOD g, (1) Estimates frequency stability. Unlike the
deviation normal Allan deviation, it can

distinguish between white and flicker
phase noise, which makes it more
suitable for short-term stability
estimates.

Time deviation o (1) Used to measure time stability. Clearly
identifies both white and flicker phase
noise, the noise types of most interest
when measuring time or phase.

Total deviation 0y, ora(T) Estimates frequency stability. Particularly
suited for long-term estimates where T
exceeds 10% of the total data sample.

1

o,(17)
¥
T2 iz

T

1
Flicker | Random
Freq, | Walk Freq.

White 1| Flicker | White

|
|
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i I
I
I
Noise type: Phase | Phase | Freq, 1

FIGURE 17.9 Using a frequency stability graph to identify noise types.

offset of the DUT. If the DUT is an atomic oscillator (section 17.4) and the reference is a radio controlled
transfer standard (section 17.5) we might have to average for 24 h or longer to have confidence in the
measurement result.

Five noise types are commonly discussed in the time and frequency literature: white phase, flicker phase,
white frequency, flicker frequency, and random walk frequency. The slope of the Allan deviation line can
help identify the amount of averaging needed to remove these noise types (Fig. 17.9). The first type of
noise to be removed by averaging is phase noise, or the rapid, random fluctuations in the phase of the
signal. Ideally, only the device under test would contribute phase noise to the measurement, but in practice,
some phase noise from the measurement system and reference needs to be removed through averaging.
Note that the Allan deviation does not distinguish between white phase noise and flicker phase noise.
Table 17.2 shows several other statistics used to estimate stability and identify noise types for various
applications.

Identifying and eliminating sources of oscillator noise can be a complex subject, but plotting the first
order differences of a set of time domain measurements can provide a basic understanding of how noise
is removed by averaging. Figure 17.10 was made using a segment of the data from the stability graph in
Fig. 17.8. It shows phase plots dominated by white phase noise (1 s averaging), white frequency noise
(64 s averages), flicker frequency noise (256 s averages), and random walk frequency (1024 s averages).
Note that the white phase noise plot has a 2 ns scale, and the other plots use a 100 ps scale [8-12].
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FIGURE 17.10 Phase plots of four noise types.

17.3 Time and Frequency Standards

All time and frequency standards are based on a periodic event that repeats at a constant rate. The device
that produces this event is called a resonator. In the simple case of a pendulum clock, the pendulum is the
resonator. Of course, a resonator needs an energy source before it can move back and forth. Taken
together, the energy source and resonator form an oscillator. The oscillator runs at a rate called the
resonance frequency. For example, a clock’s pendulum can be set to swing back and forth at a rate of
once per second. Counting one complete swing of the pendulum produces a time interval of 1 s. Counting
the total number of swings creates a time scale that establishes longer time intervals, such as minutes,
hours, and days. The device that does the counting and displays or records the results is called a clock.
Table 17.3 shows how the frequency uncertainty of a clock’s resonator corresponds to the timing uncer-
tainty of a clock.

Throughout history, clock designers have searched for more stable resonators, and the evolution of
time and frequency standards is summarized in Table 17.4. The uncertainties listed for modern standards
represent current (year 2001) devices, and not the original prototypes. Note that the performance of
time and frequency standards has improved by 13 orders of magnitude in the past 700 years, and by
about nine orders of magnitude in the past 100 years.

The stability of time and frequency standards is closely related to their quality factor, or Q. The Q of
an oscillator is its resonance frequency divided by its resonance width. The resonance frequency is the
natural frequency of the oscillator. The resonance width is the range of possible frequencies where the
oscillator will oscillate. A high-Q resonator will not oscillate at all unless it is near its resonance frequency.
Obviously, a high resonance frequency and a narrow resonance width are both advantages when seeking
a high Q. Generally speaking, the higher the Q, the more stable the oscillator, since a high Q means that
an oscillator will stay close to its natural resonance frequency.

This section begins by discussing quartz oscillators, which achieve the highest Q of any mechanical-
type device. It then discusses oscillators with much higher Q factors, based on the atomic resonance of
rubidium and cesium. Atomic oscillators use the quantized energy levels in atoms and molecules as the
source of their resonance. The laws of quantum mechanics dictate that the energies of a bound system,
such as an atom, have certain discrete values. An electromagnetic field at a particular frequency can boost
an atom from one energy level to a higher one. Or, an atom at a high energy level can drop to a lower
level by emitting energy. The resonance frequency (f) of an atomic oscillator is the difference between
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Table 17.3 Relationship of Frequency Uncertainty to Time Uncertainty

Frequency Uncertainty Measurement Period Time Uncertainty

+1.00 x 107 s +1ms
+1.00 X 10°° s +1 s
£1.00 x 107 1s +1ns
*2.78 x 107 1h +1ms
278 x 107 1h +1 s
278 x 1077 1h +1ns
£1.16 x 10° 1 day +1ms
*1.16 x 107" 1 day 1 s
£1.16 x 107 1 day £1ns

TABLE 17.4  The Evolution of Time and Frequency Standards

Timing Frequency

Standard Resonator Date of Origin Uncertainty (24 h)  Uncertainty (24 h)

Sundial Apparent motion of 3500 B.C. NA NA
the sun

Verge escapement Verge and foliet 14th century 15 min 1x107
mechanism

Pendulum Pendulum 1656 10's 1x10"

Harrison Spring and balance 1759 350 ms 4x10°

chronometer (H4) wheel

Shortt pendulum Two pendulums, 1921 10 ms 1x107
slave and master

Quartz crystal Quartz crystal 1927 10 us 1x10™"

Rubidium gas cell ¥Rb resonance 1958 100 ns 1x107"
(6,834,682,608 Hz)

Cesium beam '**Cs resonance 1952 1 ns 1x10™
(9,192,631,770 Hz)

Hydrogen maser Hydrogen resonance 1960 1 ns 1x10™
(1,420,405,752 Hz)

Cesium fountain '¥Cs resonance 1991 100 ps 1x10"

(9,192,631,770 Hz)

the two energy levels divided by Planck’s constant (h):

The principle underlying the atomic oscillator is that since all atoms of a specific element are identical,
they should produce exactly the same frequency when they absorb or release energy. In theory, the atom
is a perfect “pendulum” whose oscillations are counted to measure time interval. The discussion of atomic
oscillators is limited to devices that are commercially available, and excludes the primary and experimental
standards found in laboratories such as NIST. Table 17.5 provides a summary [1,4,8].

Quartz Oscillators

Quartz crystal oscillators are by far the most common time and frequency standards. An estimated two
billion (2 x 10”) quartz oscillators are manufactured annually. Most are small devices built for wrist-
watches, clocks, and electronic circuits. However, they are also found inside test and measurement
equipment, such as counters, signal generators, and oscilloscopes; and interestingly enough, inside every
atomic oscillator.
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TABLE 17.5 Summary of Oscillator Types
Oscillator Commercial
Type Quartz (TCXO) Quartz (OCXO) Rubidium Cesium Beam Hydrogen Maser
Q 10* to 10° 3.2%x10° 107 10° 10°
(5 MHz)
Resonance Various Various 6.834682608 GHz 9.192631770 GHz 1.420405752 GHz
frequency
Leading cause None None Rubidium lamp Cesiumbeamtube  Hydrogen
of failure (life expectancy (life expectancy depletion (life
>15 years) of 3 to 25 years) expectancy
>7 years)
Stability, (1),  1x10” to 1x10" 5%10"" to 5%10"" to 1x10"

T=1s 1 %107 5x10™" 5x10™"

Noise floor, 1x10” 1x10™" 1x10™" 1x10™ 1x 107"

o,(1) (T=1t010°s) (T=1t010°s) (1=10t010°s) (1=10t010's) (T=10"to10’s)
Aging/year 5x 107 5% 107 1x10™" None ~1x10"
Frequency 1x10° 1x10%to 5% 10" to 5x 10" to 1x10" to

offset after 1x10™"° 5x10™ 1x10™" 1x10"

warm-up
Warm-Up <10 s to <5 min to <5 min to 30 min to 24 hto

period 1x10° 1x10° 5x10™° 5% 107" 1x 10"

A quartz crystal inside the oscillator is the resonator. It can be made of either natural or synthetic
quartz, but all modern devices use synthetic quartz. The crystal strains (expands or contracts) when a
voltage is applied. When the voltage is reversed, the strain is reversed. This is known as the piezoelectric
effect. Oscillation is sustained by taking a voltage signal from the resonator, amplifying it, and feeding it
back to the resonator. The rate of expansion and contraction is the resonance frequency and is determined
by the cut and size of the crystal. The output frequency of a quartz oscillator is either the fundamental
resonance or a multiple of the resonance, called an overtone frequency. Most high stability units use either
the third or fifth overtone to achieve a high Q. Overtones higher than fifth are rarely used because they
make it harder to tune the device to the desired frequency. A typical Q for a quartz oscillator ranges from
10" to 10°. The maximum Q for a high stability quartz oscillator can be estimated as Q = 1.6 x 10/f,
where f is the resonance frequency in megahertz.

Environmental changes due to temperature, humidity, pressure, and vibration can change the reso-
nance frequency of a quartz crystal, but there are several designs that reduce these environmental effects.
The oven-controlled crystal oscillator (OCXO) encloses the crystal in a temperature-controlled chamber
called an oven. When an OCXO is turned on, it goes through a “warm-up” period while the temperatures
of the crystal resonator and its oven stabilize. During this time, the performance of the oscillator
continuously changes until it reaches its normal operating temperature. The temperature within the
oven then remains constant, even when the outside temperature varies. An alternate solution to the
temperature problem is the temperature-compensated crystal oscillator (TCXO). In a TCXO, the signal
from a temperature sensor is used to generate a correction voltage that is applied to a voltage-variable
reactance, or varactor. The varactor then produces a frequency change equal and opposite to the
frequency change produced by temperature. This technique does not work as well as oven control, but
is less expensive. Therefore, TCXOs are used when high stability over a wide temperature range is not
required.

Quartz oscillators have excellent short-term stability. An OCXO might be stable (0,(1), at T=1s) to
1 x 10™"%. The limitations in short-term stability are due mainly to noise from electronic components in
the oscillator circuits. Long-term stability is limited by aging, or a change in frequency with time due to
internal changes in the oscillator. Aging is usually a nearly linear change in the resonance frequency that
can be either positive or negative, and occasionally, a reversal in direction of aging occurs. Aging has many
possible causes including a build-up of foreign material on the crystal, changes in the oscillator circuitry,
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FIGURE 17.11 Rubidium oscillator.

or changes in the quartz material or crystal structure. A high quality OCXO might age at a rate of <5 X
10” per year, while a TCXO might age 100 times faster.

Due to aging and environmental factors such as temperature and vibration, it is hard to keep even the
best quartz oscillators within 1 x 10" of their nominal frequency without constant adjustment. For this
reason, atomic oscillators are used for applications that require better long-term accuracy and stability
[4,13,14].

Rubidium Oscillators

Rubidium oscillators are the lowest priced members of the atomic oscillator family. They operate at
6,834,682,608 Hz, the resonance frequency of the rubidium atom (87Rb), and use the rubidium frequency
to control the frequency of a quartz oscillator. A microwave signal derived from the crystal oscillator is
applied to the *’Rb vapor within a cell, forcing the atoms into a particular energy state. An optical beam
is then pumped into the cell and is absorbed by the atoms as it forces them into a separate energy state.
A photo cell detector measures how much of the beam is absorbed, and its output is used to tune a
quartz oscillator to a frequency that maximizes the amount of light absorption. The quartz oscillator is
then locked to the resonance frequency of rubidium, and standard frequencies are derived from the
quartz oscillator and provided as outputs (Fig. 17.11).

Rubidium oscillators continue to get smaller and less expensive, and offer perhaps the best price-to-
performance ratio of any oscillator. Their long-term stability is much better than that of a quartz oscillator
and they are also smaller, more reliable, and less expensive than cesium oscillators.

The Q of a rubidium oscillator is about 10”. The shifts in the resonance frequency are due mainly to
collisions of the rubidium atoms with other gas molecules. These shifts limit the long-term stability.
Stability (0,(1), at T= 1) is typically 1 X 107", and about 1 x 107 at 1 day. The frequency offset of a
rubidium oscillator ranges from 5 x 10" to 5 x 10™"* after a warm-up period of a few minutes or hours,
so they meet the accuracy requirements of most applications without adjustment.

Cesium Oscillators

Cesium oscillators are primary frequency standards since the SI second is defined from the resonance
frequency of the cesium atom (*Cs), which is 9,192,631,770 Hz. A properly working cesium oscillator
should be close to its nominal frequency without adjustment, and there should be no change in frequency
due to aging.

Commercially available oscillators use cesium beam technology. Inside a cesium oscillator, '*Cs atoms
are heated to a gas in an oven. Atoms from the gas leave the oven in a high-velocity beam that travels
through a vacuum tube toward a pair of magnets. The magnets serve as a gate that allows only atoms of
a particular magnetic energy state to pass into a microwave cavity, where they are exposed to a microwave

©2002 CRC PressLLC



Vacuum Cavity
State Selection State Detection

Magnets Magnets
-/')\Getler i

crowave
Interrogation Detector
Cavity

> = Getter

Cesium
Oven

Frequency Quartz Servo
Synthesizer Oscillator Feedback

FIGURE 17.12 Cesium beam oscillator.

frequency derived from a quartz oscillator. If the microwave frequency matches the resonance frequency
of cesium, the cesium atoms change their magnetic energy state.

The atomic beam then passes through another magnetic gate near the end of the tube. Those atoms
that changed their energy state while passing through the microwave cavity are allowed to proceed to a
detector at the end of the tube. Atoms that did not change state are deflected away from the detector.
The detector produces a feedback signal that continually tunes the quartz oscillator in a way that
maximizes the number of state changes so that the greatest number of atoms reaches the detector.
Standard output frequencies are derived from the locked quartz oscillator (Fig. 17.12).

The Q of a commercial cesium standard is a few parts in 10°. The beam tube is typically <0.5 m in
length, and the atoms travel at velocities of >100 m/s inside the tube. This limits the observation time
to a few milliseconds, and the resonance width to a few hundred hertz. Stability (0(1),at T=15)is
typically 5 x 10" and reaches a noise floor near 1 x 10" at about 1 day, extending out to weeks or
months. The frequency offset is typically near 1 x 10™'* after a warm-up period of 30 min.

17.4 Time and Frequency Transfer

Many applications require clocks or oscillators at different locations to be set to the same time (synchro-
nization), or the same frequency (syntonization). Time and frequency transfer techniques are used to
compare and adjust clocks and oscillators at different locations. Time and frequency transfer can be as
simple as setting your wristwatch to an audio time signal, or as complex as controlling the frequency of
oscillators in a network to parts in 10",

Time and frequency transfer can use signals broadcast through many different media, including coaxial
cables, optical fiber, radio signals (at numerous places in the radio spectrum), telephone lines, and the
Internet. Synchronization requires both an on-time pulse and a time code. Syntonization requires extract-
ing a stable frequency from the broadcast. The frequency can come from the carrier itself, or from a time
code or other information modulated onto the carrier.

This section discusses both the fundamentals of time and frequency transfer and the radio signals used
as calibration references. Table 17.6 provides a summary.

Fundamentals of Time and Frequency Transfer

Signals used for time and frequency transfer are generally referenced to atomic oscillators that are steered
to agree as closely as possible with UTC. Information is sent from a transmitter (A) to a receiver (B) and
is delayed by 7,,, commonly called the path delay (Fig. 17.13).

To illustrate path delay, consider a radio signal broadcast over a path 1000 km long. Since radio signals
travel at the speed of light (~3.3 ps/km), we can calibrate the path by applying a 3.3-ms correction to
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TABLE 17.6  Summary of Time and Frequency Transfer Signals and Methods

Time Uncertainty Frequency
Signal or Link Receiving Equipment (24 h) Uncertainty (24 h)
Dial-Up Computer Time Computer, client <15 ms Notrecommended
Service software, modem, for frequency
and phone line measurements
Internet Time Service Computer, client <ls Notrecommended
software, and for frequency
Internet connection measurements
HF Radio (3 to 30 MHz) HF receiver and 1 to 20 ms 10°to0 107
antenna
LF Radio (30 to 300 kHz)  LF receiver and 1 to 100 us 10" to 107
antenna
Global Positioning System  GPS receiver antenna <20 ns <2x 10"

(GPS)

Tab
Transmitter ) Receiver
A = Medium P B

FIGURE 17.13 One-way time and frequency transfer.

our measurement. Of course, for many applications the path delay is simply ignored. For example, if our
goal is simply to synchronize a computer clock within 1 s of UTC, there is no need to worry about a
100-ms path delay through a network. And, of course, path delay is not important to frequency transfer
systems, since on-time pulses are not required. Instead, frequency transfer requires only a stable path
where the delays remain relatively constant.

More sophisticated transfer systems estimate and remove all or part of the path delay. This is usually
done in one of two ways. The first way is to estimate T,, and send the time out early by this amount. For
example, if T, is at least 20 ms for all users, the time can be sent 20 ms early. This advancement of the
timing signal removes at least some of the delay for all users.

A Detter technique is to compute T, and to apply a correction to the received signal. A correction for
T,, can be computed if the position of both the transmitter and receiver are known. If the transmitter is
stationary, a constant can be used for the transmitter position. If the transmitter is moving (a satellite,
for example) it must broadcast its position in addition to broadcasting time. The Global Positioning
System (GPS) provides the best of both worlds—each GPS satellite broadcasts its position and the receiver
can use coordinates from multiple satellites to compute its own position.

The transmitted information often includes a time code so that a clock can be set to the correct time-
of-day. Most time codes contain the UTC hour, minute, and second; the month, day, and year; and
advance warning of daylight saving time and leap seconds.

Radio Time and Frequency Transfer Signals

There are many types of radio receivers designed to receive time and frequency signals. Some are designed
primarily to produce time-of-day information or an on-time pulse, others are designed to output standard
frequencies, and some can be used for both time and frequency transfer. The following sections look at
three types of time and frequency radio signals that distribute UTC—high frequency (HF), low frequency
(LF), and GPS satellite signals.

©2002 CRC PressLLC



HF Radio Signals (Including WWV and WWVH)

High frequency (HF) radio broadcasts occupy the radio spectrum from 3 to 30 MHz. These signals are
commonly used for time and frequency transfer at moderate performance levels. Some HF broadcasts
provide audio time announcements and digital time codes. Other broadcasts simply provide a carrier
frequency for use as a reference.

HF time and frequency stations include NIST radio stations WWV and WWVH. WWYV is located near
Fort Collins, Colorado, and WWVH is on the island of Kauai, Hawaii. Both stations broadcast continuous
time and frequency signals on 2.5, 5, 10, and 15 MHz, and WWYV also broadcasts on 20 MHz. All
frequencies broadcast the same program, and at least one frequency should be usable at all times. The
stations can also be heard by telephone; dial (303) 499-7111 for WWYV or (808) 335-4363 for WWVH.

WWYV and WWVH signals can be used in one of three modes:

+ The audio portion of the broadcast includes seconds pulses or ticks, standard audio frequencies,
and voice announcements of the UTC hour and minute. WWYV uses a male voice, and WWVH
uses a female voice.

+ A binary time code is sent on a 100 Hz subcarrier at a rate of 1 bit per second. The time code
contains the hour, minute, second, year, day of year, leap second and Daylight Saving Time (DST)
indicators, and a UT1 correction. This code can be read and displayed by radio clocks.

+ The carrier frequency can be used as a reference for the calibration of oscillators. This is done
most often with the 5 and 10 MHz carrier signals, since they match the output frequencies of
standard oscillators.

The time broadcast by WWV and WWVH will be late when it arrives at the user’s location. The time
offset depends upon the receiver’s distance from the transmitter, but should be <15 ms in the continental
United States. A good estimate of the time offset requires knowledge of HF radio propagation. Most
users receive a signal that has traveled up to the ionosphere and was then reflected back to earth. Since
the height of the ionosphere changes throughout the day, the path delay also changes. Path delay variations
limit the received frequency uncertainty to parts in 10’ when averaged for 1 day.

HF radio stations such as WWV and WWVH are useful for low level applications, such as the manual
synchronization of analog and digital clocks, simple frequency calibrations, and calibrations of stop
watches and timers. However, LF and GPS signals are better choices for more demanding applica-
tions [2,7,15].

LF Radio Signals (Including WWVB)

Before the advent of satellites, low frequency (LF) signals were the method of choice for time and
frequency transfer. While the use of LF signals has diminished in the laboratory, they still have two major
advantages—they can often be received indoors without an external antenna and several stations broad-
cast a time code. This makes them ideal for many consumer electronic products that display time-of-
day information.

Many time and frequency stations operate in the LF band from 30 to 300 kHz (Table 17.7). The
performance of the received signal is influenced by the path length and signal strength. Path length is
important because the signal is divided into ground wave and sky wave. The ground wave signal is more
stable. Since it travels the shortest path between the transmitter and receiver, it arrives first and its path
delay is much easier to estimate. The sky wave is reflected from the ionosphere and produces results
similar to those obtained with HF reception. Short paths make it possible to continuously track the
ground wave. Longer paths produce a mixture of sky wave and ground wave. And over very long paths,
only sky wave reception is possible.

Signal strength is also important. If the signal is weak, the receiver might search for a new cycle of the
carrier to track. Each time the receiver adjusts its tracking point by one cycle, it introduces a phase step
equal to the period of the carrier. For example, a cycle slip on a 60 kHz carrier introduces a 16.67 s
phase step. However, a strong ground wave signal can produce very good results. An LF receiver that
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TABLE 17.7 LF Time and Frequency Broadcast Stations

Frequency
Call Sign Country (kHz) Always On?
DCF77 Germany 77.5 Yes
DGI Germany 177 Yes
HBG Switzerland 75 Yes
JG2AS Japan 40 Yes
MSF United Kingdom 60 Yes
RBU Russia 66.666 No
RTZ Russia 50 Yes
TDF France 162 Yes
WWVB United States 60 Yes

continuously tracks the same cycle of a ground wave signal can transfer frequency with an uncertainty
of about 1 x 10" when averaged for 1 day.

NIST operates LF radio station WWVB from Fort Collins, Colorado at a transmission frequency of
60 kHz. The station broadcasts 24 h per day, with an effective radiated output power of 50 kW. The
WWVB time code is synchronized with the 60 kHz carrier and contains the year, day of year, hour,
minute, second, and flags that indicate the status of daylight saving time, leap years, and leap seconds.
The time code is received and displayed by wristwatches, alarm clocks, wall clocks, and other consumer
electronic products [2,7,15].

Global Positioning System (GPS)

The GPS is a navigation system developed and operated by the U.S. Department of Defense (DoD) that
is usable nearly anywhere on the earth. The system consists of a constellation of at least 24 satellites that
orbit the earth at a height of 20,200 km in six fixed planes inclined 55 from the equator. The orbital
period is 11 h 58 m, which means that each satellite will pass over the same place on earth twice per day.
By processing signals received from the satellites, a GPS receiver can determine its position with an
uncertainty of <10 m.

The satellites broadcast on two carrier frequencies, L1 at 1575.42 MHz and L2 at 1227.6 MHz. Each
satellite broadcasts a spread spectrum waveform, called a pseudo random noise (PRN) code on L1 and
L2, and each satellite is identified by the PRN code it transmits. There are two types of PRN codes. The
first type is a coarse acquisition (C/A) code with a chipping rate of 1023 chips per millisecond. The second
is a precision (P) code with a chipping rate of 10230 chips per millisecond. The C/A code is broadcast
on L1, and the P code is broadcast on both L1 and L2. GPS reception is line-of-sight, which means that
the receiving antenna must have a clear view of the sky [16].

Each satellite carries either rubidium or cesium oscillators, or a combination of both. These oscillators
are steered from DoD ground stations and are referenced to the United States Naval Observatory time scale,
UTC (USNO), which by agreement is always maintained within 100 ns of UTC (NIST). The oscillators
provide the reference for both the carrier and the code broadcasts.

GPS signals now dominate the world of high performance time and frequency transfer, since they
provide reliable reception and exceptional results with minimal effort. A GPS receiver can automatically
compute its latitude, longitude, and altitude from position data received from the satellites. The receiver
can then calibrate the radio path and synchronize its on-time pulse. In addition to the on-time pulse,
many receivers provide standard frequencies such as 5 or 10 MHz by steering an OCXO or rubidium
oscillator using the satellite signals. GPS receivers also produce time-of-day and date information.

A GPS receiver calibrated for equipment delays has a timing uncertainty of <20 ns relative to UTC
(NIST), and the frequency uncertainty is often <2 X 10" when averaged for 1 day. Figure 17.14 shows
an Allan deviation plot of the output of a low cost GPS receiver. The stability is near 1 x 10™" after about
1 day of averaging.
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FIGURE 17.14 Frequency stability of GPS receiver.

17.5 Closing

As noted earlier, time and frequency standards and measurements have improved by about nine orders
of magnitude in the past 100 years. This rapid advance has made many new products and technologies
possible. While it is impossible to predict what the future holds, we can be certain that oscillator Qs will
continue to increase, measurement uncertainties will continue to decrease, and new technologies will

continue to emerge.
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Mechatronic systems use a variety of sensors and actuators to measure and manipulate mechanical,
electrical, and thermal systems. Sensors have many characteristics that affect their measurement capa-
bilities and their suitability for each application. Analog sensors have an output that is continuous over
a finite region of inputs. Examples of analog sensors include potentiometers, LVDTs (linear variable
differential transformers), load cells, and thermistors. Digital sensors have a fixed or countable number
of different output values. A common digital sensor often found in mechatronic systems is the incremental
encoder. An analog sensor output conditioned by an analog-to-digital converter (ADC) has the same
digital output characteristics, as seen in Fig. 18.1.

18.1 Range

The range (or span) of a sensor is the difference between the minimum (or most negative) and maximum
inputs that will give a valid output. Range is typically specified by the manufacturer of the sensor. For
example, a common type K thermocouple has a range of 80000C (from -5000C to 75000C). A ten-turn
potentiometer would have a range of 3600 degrees.
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18.2 Resolution

The resolution of a sensor is the smallest increment of input that can be reliably detected. Resolution is
also frequently known as the least count of the sensor. Resolution of digital sensors is easily determined.
A 1024 ppr (pulse per revolution) incremental encoder would have a resolution of

I revolution 360 degrees degrees
1024 pulses * 1 revolution = 0.3516 pulse

The resolution of analog sensors is usually limited only by low-level electrical noise and is often much
better than equivalent digital sensors.

18.3 Sensitivity

Sensor sensitivity is defined as the change in output per change in input. The sensitivity of digital sensors
is closely related to the resolution. The sensitivity of an analog sensor is the slope of the output versus
input line. A sensor exhibiting truly linear behavior has a constant sensitivity over the entire input range.
Other sensors exhibit nonlinear behavior where the sensitivity either increases or decreases as the input
is changed, as shown in Fig. 18.2.

18.4 Error

Error is the difference between a measured value and the true input value. Two classifications of errors
are bias (or systematic) errors and precision (or random) errors. Bias errors are present in all measure-
ments made with a given sensor, and cannot be detected or removed by statistical means. These bias
errors can be further subdivided into

« calibration errors (a zero or null point error is a common type of bias error created by a nonzero
output value when the input is zero),

+ loading errors (adding the sensor to the measured system changes the system), and

+ errors due to sensor sensitivity to variables other than the desired one (e.g., temperature effects
on strain gages).
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18.5 Repeatability

Repeatability (or reproducibility) refers to a sensor’s ability to give identical outputs for the same input.
Precision (or random) errors cause a lack of repeatability. Fortunately, precision errors can be accounted
for by averaging several measurements or other operations such as low-pass filtering. Electrical noise and
hysteresis (described later) both contribute to a loss of repeatability.

18.6 Linearity and Accuracy

The accuracy of a sensor is inversely proportional to error, i.e., a highly accurate sensor produces low
errors. Many manufacturers specify accuracy in terms of the sensor’s linearity. A least-squares straight-
line fit between all output measurements and their corresponding inputs determines the nominal output
of the sensor. Linearity (or accuracy) is specified as a percentage of full scale (maximum valid input), as
shown in Fig. 18.3, or as a percentage of the sensor reading, as shown in Fig. 18.4. Figures 18.3 and 18.4
show both of these specifications for 10% linearity, which is much larger than most actual sensors.
Accuracy and precision are two terms that are frequently confused. Figure 18.5 shows four sets of
histograms for ten measurements of angular velocity of an actuator turning at a constant 100 rad/s. The
first set of data shows a high degree of precision (low standard deviation) and repeatability, but the
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FIGURE 18.3 Linearity specified at full scale.
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FIGURE 18.5 Examples of accuracy and precision.

average accuracy is poor. The second set of data shows a low degree of precision (high standard deviation),
but the average accuracy is good. The third set of data shows both low precision and low accuracy, while
the fourth set of data shows both high precision, high repeatability, and high accuracy.

18.7 Impedance

Impedance is the ratio of voltage and current flow for a sensor. For a simple resistive sensor (such as a
strain gage or a thermistor), the impedance Z is the same as the resistance R, which has units of ohms (W),

For more complicated sensors, impedance includes the effects of capacitance, C, and inductance, L.
Inclusion of these terms makes the impedance frequency sensitive, but the units remain ohms:

<

1

Zc=7=]'a)_ and Z, =7 =jlo

~I<

where j = J-1 s the imaginary number and w is the driving frequency. The impedance form is
particularly nice for analyzing simple circuits, as parallel and series inductances can be treated just like
resistances. Two types of impedance are important in sensor applications: input impedance and output
impedance. Input impedance is a measure of how much current must be drawn to power a sensor (or
signal conditioning circuit). Input impedance is frequently modeled as a resistor in parallel with the
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input terminals. High input impedance is desirable, since the device will then draw less current from the
source. Oscilloscopes and data acquisition equipment frequently have input impedances of 1 MQ or
more to minimize this current draw. Output impedance is a measure of a sensor’s (or signal conditioning
circuit’s) ability to provide current for the next stage of the system. Output impedance is frequently
modeled as a resistor in series with the sensor output. Low output impedance is desirable, but is often
not available directly from a sensor. Piezoelectric sensors in particular have high output impedances and
cannot source much current (typically micro-amps or less). Op-amp circuits are frequently used to buffer
sensor outputs for this reason. Op-amp circuits (especially voltage followers) provide nearly ideal cir-
cumstances for many sensors, since they have high input impedance but can substantially lower output
impedance.

18.8 Nonlinearities

Linear systems have the property of superposition. If the response of the system to input A is output A,
and the response to input B is output B, then the response to input C (= input A + input B) will be
output C ( = output A + output B). Many real systems will exhibit linear or nearly linear behavior over
some range of operation. Therefore, linear system analysis is correct, at least over these portions of a
system’s operating envelope. Unfortunately, most real systems have nonlinearities that cause them to
operate outside of this linear region, and many common assumptions about system behavior, such as
superposition, no longer apply. Several nonlinearities commonly found in mechatronic systems include
static and coulomb friction, eccentricity, backlash (or hysteresis), saturation, and deadband.

18.9 Static and Coulomb Friction

In classic linear system analysis, friction forces are assumed to be proportional to velocity, i.e., viscous
friction. With an actuator velocity of zero, there should be no friction. In reality, a small amount of static
(no velocity) or Coulomb friction is almost always present, even in roller or ball type anti-friction
bearings. A typical plot of friction force vs. velocity is given in Fig. 18.6. Note that the static friction force
can assume any value between some upper and lower limit at zero velocity. Static friction has two primary
effects on mechatronic systems:

1. Some of the actuator torque or force is wasted overcoming friction forces, which leads to ineffi-
ciency from an energy viewpoint.

2. As the actuator moves the system to its final location, the velocity approaches zero and the actuator
force/torque will approach a value that exactly balances frictional and gravity loads. Since static
friction can assume any value at zero velocity, the actuator will come to slightly different final
resting positions each time—depending on the final value of static friction. This effect contributes
to some loss of repeatability in mechatronic systems.

friction
force

P
-
ot
-

ol finear (viscous)

>
velocity

FIGURE 18.6 Static and Coulomb friction.
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18.10 Eccentricity

The ideal relationships for gears, pulleys, and chain drives assume that the point of gear contact remains
at a fixed distance from the center of rotation for each gear. In reality, the true center of the gears pitch
circle and the center of rotation will be separated by a small amount, known as the eccentricity. Small
tooth-to-tooth errors can also cause local variations in the pitch circle radius. The combination of these two
effects can lead to a nonlinear geometrical relationship between two gears like that of Fig. 18.7, where
the nonlinear behavior is greatly exaggerated for clarity. Eccentricity impacts the accuracy of position
measurements made on the input side of the gear pair, as the output gear is not exactly where the sensor
measurement indicates.

18.11 Backlash

If two otherwise perfect gears are not mounted on a center-to-center distance that exactly matches the
sum of the pitch radii, there will be a small clearance, or backlash, between the teeth. When the input
gear reverses direction, a small rotation is required before this clearance is removed and the output gear
begins to move. Gear backlash is just one of many phenomena that can be characterized as hysteresis,
as shown in Fig. 18.8. Clearance between shafts and bearings can cause hysteretic effects also. Backlash
exhibits effects similar to those for eccentricity, i.e., a loss of repeatability, particularly when approaching
a measured point from different directions. The gear backlash problem is so prevalent and potentially
harmful that many manufacturers go to great lengths to minimize or reduce the effect:

+ gears mounted closer together than the theoretically ideal spacing,
« split “anti-backlash” gears that are spring loaded to force teeth to maintain engagement at all times,
+ external spring-loaded mounts for one of the gears to force engagement, or

« specially designed gears with anti-backlash features.

9c'ul -
=" linear
2 ein
-/ ™ actual
FIGURE 18.7 Gear eccentricity.
N
eout -

FIGURE 18.8 Gear backlash.
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18.12 Saturation

All real actuators have some maximum output capability, regardless of the input. This violates the linearity
assumption, since at some point the input command can be increased without significantly changing the
output; see Fig. 18.9. This type of nonlinearity must be considered in mechatronic control system design,
since maximum velocity and force or torque limitations affect system performance. Control systems mod-
eled with linear system theory must be carefully tested or analyzed to determine the impact of saturation
on system performance.

18.13 Deadband

Another nonlinear characteristic of some actuators and sensors is known as deadband. The deadband is
typically a region of input close to zero at which the output remains zero. Once the input travels outside
the deadband, then the output varies with input, as shown in Fig. 18.10. Analog joystick inputs frequently
use a small amount of deadband to reduce the effect of noise from human inputs. A very small movement
of the joystick produces no output, but the joystick acts normally with larger inputs.

Deadband is also commonly found in household thermostats and other process type controllers, as
shown in Fig. 18.11. When a room warms and the temperature reaches the setpoint (or desired value)

output .
linear .’ -
actual input
J command
.v’l
FIGURE 18.9 Saturation.
output

deadband |<—

input
command
FIGURE 18.10 Deadband.
output j¢—— deadband —»
ON < <<€ <
1 : 1
1 1
1 : 1
] 1 1
OFF = R >
1
setpoint temperature

FIGURE 18.11 Thermostat deadband.
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FIGURE 18.12  System stability.

on the thermostat, the output remains off. Once room temperature has increased to the setpoint plus
half the deadband, then the cooling system output goes to fully on. As the room cools, the output stays
fully on until the temperature reaches the setpoint minus half the deadband. At this point the cooling
system output goes fully off.

18.14 System Response

Sensors and actuators respond to inputs that change with time. Any system that changes with time is
considered a dynamic system. Understanding the response of dynamic systems to different types of inputs
is important in mechatronic system design. The most important concept in system response is stability.
The term stability has many different definitions and uses, but the most common definition is related to
equilibrium. A system in equilibrium will remain in the same state in the absence of external disturbances.
A stable system will return to an equilibrium state if a “small” disturbance moves the system away from
the initial state. An unstable system will not return to an equilibrium position, and frequently will move
“far” from the initial state.

Figure 18.12 illustrates three stability conditions with a simple ball and hill system. In each case an
equilibrium position is easily identified—either the top of the hill or the bottom of the valley. In the
unstable case, a small motion of the ball away from the equilibrium position will cause the ball to move
“far” away, as it rolls down the hill. In the stable case, a small movement of the ball away from the equi-
librium position will eventually result in the ball returning, perhaps after a few oscillations. In the third
case, the absence of friction causes the ball to oscillate continuously about the equilibrium position once
a small movement has occurred. This special case is often known as marginal stability, since the system
never quite returns to the equilibrium position.

Most sensors and actuators are inherently stable. However, the addition of active control systems can
cause a system of stable devices to exhibit overall unstable behavior. Careful analysis and testing is required
to ensure that a mechatronic system acts in a stable manner. The complex response of stable dynamic
systems is frequently approximated by much simpler systems. Understanding both first-order and second-
order system responses to either instantaneous (or step) changes in inputs or sinusoidal inputs will suffice
for most situations.

18.15 First-Order System Response

First-order systems contain two primary elements: an energy storing element and an element which
dissipates (or removes) energy. Typical first-order systems include resistor—capacitor filters and resistor—
inductor networks (e.g., a coil of a stepper motor). Thermocouples and thermistors also form first-order
systems, due to thermal capacitance and resistance. The differential equation describing the time response
of a generic first-order system is

dylt) 1
L= == )
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FIGURE 18.13 First-order system—step response.

where y(1) is the dependent output variable (velocity, acceleration, temperature, voltage, etc.), t is the
independent input variable (time), T is the time constant (units of seconds), and f(#) is the forcing
function (or system input).

The solution to this equation for a step or constant input is given by

Y1) =yt (yo=yde™
where y..is the limiting or final (steady-state) value, y, is the initial value of the independent variable at
t=0.

A set of typical first-order system step responses is shown in Fig. 18.13. The initial value is arbitrarily
selected as 20 with final values of 80. Time constants ranging from 0.25 to 2 s are shown. Each of these
curves directly indicates its time constant at a key point on the curve. Substituting t = T into the first-
order response equation with y, = 20 and y,, = 80 gives

y(t) = 80+ (20-80)e™ = 57.9

Each curve crosses the y(7) = 57.9 line when its time constant 7T equals the time #. This concept is
frequently used to experimentally determine time constants for first-order systems.

18.16 Underdamped Second-Order System Response

Second-order systems contain three primary elements: two energy storing elements and an element which
dissipates (or removes) energy. The two energy storing elements must store different types of energy. A
typical mechanical second-order system is the spring—mass—damper combination shown in Fig. 18.14.
The spring stores potential energy (PE = 5 kx’), while the mass stores kinetic energy (KE = % mv’), where k
is the spring stiffness (typical units of N/m), x is the spring deflection (typical units of m), m is the mass
(typical units of kg), and v is the absolute velocity of the mass (typical units of m/s).

A common electrical second-order system is the resistor—inductor—capacitor (RLC) network, where
the capacitor and inductor store electrical energy in two different forms. The generic form of the dynamic
equation for an underdamped second-order system is

d’y(t) dy()
2o, T ol = M)

where y(t) is the dependent variable (velocity, acceleration, temperature, voltage, etc.), ¢ is the independent
variable (time), { is the damping ratio (a dimensionless quantity), c, is the natural frequency (typical
units of rad/s), and f(¢) is the forcing function (or input).
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FIGURE 18.14 Spring—mass—damper system.
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FIGURE 18.15  Second-order system—step response.

The response of an underdamped (0 < ' < 1) second-order system to a unit step input can be deter-
mined as:

y(t) = 1—e'¢“’"t(coswn 1—§2t+isina)n 1—(;21‘)

N1-¢°

This second-order system step response is often characterized by a set of time response parameters
illustrated in Fig. 18.15.
These time response parameters are functions of the damping ratio { and the natural frequency @,

+ peak time, Tp: the time required to reach the first (or maximum) peak

T

P et
@, 1_§

+ percent overshoot, %0OS: amount the response exceeds or overshoots the steady-state value

_ _ 2
%08 = 100¢ 7' ¢

+ settling time, T the time when the system response remains within 2% of the steady-state value

4
Ca,

+ rise time, Ty: time required for the response to go from 10% to 90% of the steady-state value.

Ts =

Figure 18.16 shows the nondimensional rise time (@,Ty) as a function of damping ratio, z.
A frequently used approximation relating these two parameters is

0, Tg=2.16{+0.6 03<(0.8

Figures 18.17 and 18.18 show the unit step response of a second-order system as a function of damping
ratio .
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18.17 Frequency Response

The response of any dynamic system to a sinusoidal input is called the frequency response. A generic
first-order system with a sinusoidal input of amplitude A would have the dynamic equation of

dy(t) .
t) = f(t) = Asin(wt
2042 y(1) = fin) )
where @ is the frequency of the sinusoidal input and 7 is the first-order time constant. The steady-state
solution to this equation is

y(t) = AM sin(ot + @)

where M = 1/4/(T®)’ + 1is the amplitude ratio (a dimensionless quantity), and ® = —tan" () is the
phase angle.

Figure 18.19 is a plot of the magnitude ratio My, and the phase angle @ as a function of the non-
dimensional frequency, T®. Note that the magnitude is frequently plotted in terms of decibels, where
Mg = 201og,,(M).

The frequency at which the magnitude ratio equals 0.707 (or —3 dB) is called the bandwidth. For a
first-order system, the bandwidth is inversely proportional to the time constant. So, @ = 1/7.

A generic second-order system with a sinusoidal input of amplitude A and frequency ® would have
the dynamic equation of

dy(t)+2§ dy(t)+a),,y(t) = Asin(wt)

The steady-state solution to this equation is

y(t) = —sm(a)t+(l))
n
where
1
M =
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FIGURE 18.19 Frequency response for first-order system.
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is the amplitude ratio (a dimensionless quantity), and

® = —tan"' [MJ

1- (o)

is the phase angle.

Figures 18.20 and 18.21 are plots of the magnitude response My, = 20 log,,(M) and the phase angle
@ for the second-order system as a function of damping ratio, {. The peak value in the magnitude
response, M,, can be found by taking the derivative of M with respect to @ and setting the result to zero
to find (Nise, 1995)

1
Mp= ———
201-¢
This peak value in M occurs at the frequency @, given by

0, = 0A1-28
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The peak value in an experimentally determined frequency response can be used to estimate both the
natural frequency and damping ratio for a second-order system. These parameters can then be used to
estimate time domain responses such as peak time and percent overshoot.

Reference

Nise, N. S., Control Systems Engineering, 2nd ed., Benjamin/Cummings, 1995.
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19.1 Linear and Rotational Sensors

Kevin M. Lynch and Michael A. Peshkin

By far the most common motions in mechanical systems are linear translation along a fixed axis and

angular rotation about a fixed axis. More complex motions are usually accomplished by composing these
simpler motions. In this chapter we provide a summary of some of the many technologies available for
sensing linear and rotational motion along a single axis. We have arranged the sensing modalities
according to the physical effect exploited to provide the measurement.

Contact

The simplest kind of displacement sensor is a mechanical switch which returns one bit of information:
touching or not touching. A typical microswitch consists of a lever which, when depressed, creates a
mechanical contact within the switch, which closes an electrical connection (Fig. 19.1). Microswitches
may be used as bump sensors for mobile robots, often by attaching a compliant material to the lever
(such as a whisker) to protect the robot body from impact with a rigid obstacle. Another popular
application of the microswitch in robotics is as a limit switch, indicating that a joint has reached the limit
of its allowable travel.

Figure 19.2 shows a typical configuration for a microswitch. The pull-up resistor keeps the signal at
+V until the switch closes, sending the signal to ground. As the switch closes, however, a series of micro-
impacts may lead to “bounce” in the signal. A “debouncing” circuit may be necessary to clean up the
output signal.

Switches may be designated NO or NC for normally open or normally closed, where “normally”
indicates the unactivated or unpressed state of the switch. A switch may also have multiple poles (P) and
one or two throws (T) for each pole. A pole moves as the switch is activated, and the throws are the
possible contact points for the pole. Thus an SPDT (single pole double throw) switch switches a single
pole from contact with one throw to the other, and a DPST (double pole single throw) switch switches
two poles from open to closed circuit (Fig. 19.3).

FIGURE 19.1 A typical microswitch.

+V

FIGURE 19.2  Signal bounce at a closing switch. —_
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FIGURE 19.4 Optoelectronic circuit symbols and a typical emitter/detector configuration.

Infrared

Infrared light can be used in a variety of ways to measure linear and rotational displacement. Typically,
an infrared light-emitting diode (LED), or photoemitter, is used as a source, and an infrared sensitive
device is used to detect the emitted light. The detector could be a photoresistor or photocell, a variable
resistor which changes resistance depending on the strength of the incident light (possibly infrared or
visible); a photodiode, which allows the flow of electrical current in one direction in the presence of
infrared light, and otherwise acts as an open circuit; or a phototransistor. In a phototransistor, the incident
infrared light acts as the base current for the transistor, allowing the flow of collector current proportional
to the strength of the received infrared light (up to saturation of the transistor). Circuit symbols for the
various elements are shown in Fig. 19.4.

If the emitter and detector are facing each other, they can be used as a beam-breaker, to detect if
something passes between. This is called a photointerrupter (Fig. 19.5). If the emitter and detector are
free to move along the line connecting them, the strength of the received signal can be used to measure
the distance separating them. Infrared photodetectors may be sensitive to ambient light, however. To
distinguish the photoemitter light from background light, the source can be modulated (i.e., switched
on and off at a high frequency), and the detector circuitry designed to respond only to the modulated
infrared.

An emitter and detector facing the same direction can be used to roughly measure the distance to a
nearby surface by the strength of the returned light reflecting off the surface. This is called a photoreflector
(Fig. 19.6). Alternatively, such a sensor could be used to detect light absorbing or light reflecting surfaces
at a constant distance, as in mobile robot line following. Light polarizing filters can also be used on the
emitter and detector so that the detector only recognizes light reflected by a special “optically active”
retroreflecting surface.
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FIGURE 19.5 The Fairchild semiconductor QVA11234 photointerrupter.

FIGURE 19.6 The Fairchild semiconductor QRB1114 photoreflective sensor.

FIGURE 19.7 A position sensitive detector (PSD), UDT Sensors, Inc.

Photointerrupters and photoreflectors can be bought prepackaged or constructed separately from an
infrared LED and a photodiode or phototransistor, after making certain the detector is sensitive to the
wavelength produced by the LED.

Photoreflector units are also available with more advanced position sensitive detectors (PSDs), which
report the location of infrared light incident on the sensing surface (Fig. 19.7). The fixed location of the
LED relative to the PSD, as well as the location of the image of the infrared light on the PSD, allows the

©2002 CRC PressLLC



A 11T

=B
stationary
mask

rotating
codewhed

FIGURE 19.8 Schematic of an incremental encoder.

use of triangulation to determine the distance to the target. Such distance measuring sensors are man-
ufactured by Sharp and Hamamatsu.

Optical Encoders

An optical encoder uses photointerrupters to convert motion into an electrical pulse train. These electrical
pulses “encode” the motion, and the pulses are counted or “decoded” by circuitry to produce the displace-
ment measurement. The motion may be either linear or rotational, but we focus on more common rotary
optical encoders.

There are two basic configurations for rotary optical encoders, the incremental encoder and the absolute
encoder. In an incremental encoder, a disk (or codewheel) attached to a rotating shaft spins between two
photointerrupters (Fig. 19.8). The disk has a radial pattern of lines, deposited on a clear plastic or glass
disk or cut out of an opaque disk, so that as the disk spins, the radial lines alternately pass and block the
infrared light to the photodetectors. (Typically there is also a stationary mask, with the same pattern as
the rotating codewheel, in the light path from the emitters to the detectors.) This results in pulse trains
from each of the photodetectors at a frequency proportional to the angular velocity of the disk. These
signals are labeled A and B, and they are 1/4 cycle out of phase with each other. The signals may come
from photointerrupters aligned with two separate tracks of lines at different radii on the disk, or they
may be generated by the same track, with the photointerrupters placed relative to each other to give out
of phase pulse trains.

By counting the number of pulses and knowing the number of radial lines in the disk, the rotation of
the shaft can be measured. The direction of rotation is determined by the phase relationship of the A
and B pulse trains, i.e., which signal leads the other. For example, a rising edge of A while B = 1 may
indicate counterclockwise rotation, while a rising edge of A while B = 0 indicates clockwise rotation. The
two out-of-phase signals are known as quadrature signals.

Incremental encoders commonly have a third output signal called the index signal, labeled I or Z. The
index signal is derived from a separate track yielding a single pulse per revolution of the disk, providing
a home signal for absolute orientation. In practice, multiple photointerrupters can be replaced by a single
source and a single array detecting device.

IC decoder chips are available to decode the pulse trains. The inputs to the chip are the A and B signals,
and the outputs are one or more pulse trains to be fed into a counter chip. For example, the US Digital
LS7083 outputs two pulse trains, one each for clockwise and counterclockwise rotation, which can be
sent to the inputs of a 74193 counter chip (Fig. 19.9). Standard decoding methods for the quadrature
input are 1X, 2X, and 4X resolution. In 1X resolution, a single count is generated for the rising or falling
edge of just one of the pulse trains, so that the total number of encoder counts for a single revolution
of the disk is equal to the number of lines in the disk. In 4X resolution, a count is generated for each
rising and falling edge of both pulse trains, resulting in four times the angular resolution. An encoder
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FIGURE 19.9 An optical encoder, US Digital LS7083 quadrature decoder chip, and counter (courtesy of US Digital,
Inc.).

FIGURE 19.10  An 8-bit Gray code absolute encoder disk, courtesy of BEI Technologies Industrial Encoder Division.

with 1000 lines on the code wheel being decoded at 4X resolution yields an angular resolution of 36000/
(4 X 1000) = 0.09%.

While a single-ended output encoder provides the signals A, B, and possibly Z, a differential output
encoder also provides the complementary outputs A’ , B’ , and Z’ . Differential outputs, when used with
a differential receiver, can increase the electrical noise immunity of the encoder.

A drawback of the incremental encoder is that there is no way to know the absolute position of the
shaft at power-up without rotating it until the index pulse is received. Also, if pulses are momentarily
garbled due to electrical noise, the estimate of the shaft rotation is lost until the index pulse is received.
A solution to these problems is the absolute encoder. An absolute encoder uses k photointerrupters and
k code tracks to produce a k-bit binary word uniquely representing 2" different orientations of the disk,
giving an angular resolution of 360 /2" (Fig. 19.10). Unlike an incremental encoder, an absolute encoder
always reports the absolute angle of the encoder.

The radial patterns on the tracks are arranged so that as the encoder rotates in one direction, the
binary word increments or decrements according to a binary code. Although natural binary code is a
possibility, the Gray code is a more common solution. With natural binary code, incrementing by one
may change many or all of the bits, e.g., 7 to 8 in decimal is 0111 to 1000 in natural binary. With the
Gray code, only one bit changes as the number increments or decrements, e.g., 7 to 8 in decimal is 0100
to 1100 in Gray code. The rotational uncertainty during a Gray code transition is only a single count,
or 360° /2. With the natural binary code, an infinitesimal misalignment between the lines and the
photointerrupters may cause the reading to briefly go from 0111 (7) to 1111 (15) during the transition
to 1000 (8).

In general, incremental encoders provide higher resolution at a lower cost and are the most common
choice for many industrial and robotic applications.
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Resistive

One of the simplest and least expensive ways to measure rotational or linear motion is using a variable
resistor called a potentiometer or rheostat. We focus on rotary potentiometers, or “pots” for short, but
the principle of operation is the same in the linear case.

A pot consists of three terminals (Fig. 19.11(a,b)). Two end terminals, call them terminals 1 and 3,
connect to either end of a length of resistive material, such as partially conductive plastic, ceramic, or a
long thin wire. (For compactness, the long wire is wound around in loops to make a coil, leading to the
name wirewound potentiometer.)

The other terminal, terminal 2, is connected to a wiper, which slides over the material as the pot shaft
rotates. The total resistance of the pot R,; is equal to the sum of the resistance R,, between terminal 1
and the wiper, and the resistance R,; between the wiper and terminal 3. Typically the wiper can rotate
from one end of the resistive material (R,; = R,,) to the other (R;5 = R,;). If the full motion of the wiper
is caused by one revolution of the shaft or less, the pot is called a single-turn pot. If the full motion is
caused by multiple revolutions, it is called a multi-turn pot.

Typically a pot is used by connecting terminal 1 to a voltage V, terminal 3 to ground, and using the
voltage at the wiper as a measure of the rotation. The voltage observed at the wiper is V(R,;/R;5) and is
a linear function of the rotation of the shaft.

A remarkably simple absolute sensor for a wide range of distances is the string pot or draw-wire sensor
(Fig. 19.12). It consists of a string wrapped on a spool, with a potentiometer to monitor rotations of the
spool. A return spring keeps the string taut. Lengths up to many meters may be measured, using sensors
incorporating multi-turn pots. The same technique is similarly useful for short distances (a few centi-
meters) using compact single-turn pots and a small spool. Both tolerate misalignment or arc-like motion
well. String pots are susceptible to damage to the string in exposed applications, but the sensor element
is small and unobtrusive. Manufacturers include RDP Electronics, SpaceAge Control, and UniMeasure.

1 (b)

wiper

. Regigtive
strip

FIGURE 19.11 (a) As the shaft of the potentiometer rotates, the wiper moves from one end of the resistive material
to the other. (b) The inside of a typical potentiometer, showing the wiper contacting a resistive strip.
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FIGURE 19.12 A string pot, courtesy of Space Age Control, Inc.
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Another type of resistive sensor is the flexible bend sensor. Conductive ink between two electrical
contacts on a flexible material changes resistance as the material bends and stretches. Used in a voltage
divider with a fixed resistor, the analog voltage may be used as a measure of the bend. Such a sensor
could be used to detect contact (like a whisker) or as a rough measure of the deformation of a surface
to which it is attached.

Tilt (Gravity)

A mercury switch can be used to provide one bit of information about orientation relative to the gravity
vector. A small drop of mercury enclosed in a glass bulb opens or closes the electrical connection between
two leads depending on the orientation of the sensor. Several mercury switches at different orientations
may be used to get a rough estimate of tilt. The signal from a mercury switch may “bounce” much like
the signal from a mechanical contact switch (Fig. 19.2).

An inclinometer can be used to measure the amount of tilt. One example is the electrolytic tilt sensor.
Manufacturers include The Fredericks Company and Spectron Glass. Two-axis models have five parallel
rod-like electrodes in a sealed capsule, partially filled with a conductive liquid. Four of the electrodes are
at the corners of a square, with one in the