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ix

T
his textbook is intended for EE majors envisioning industrial careers in analog 

electronics. Analog integrated-circuit designers, product/process/reliability en-

gineers, test/test-development engineers, and analog applications/marketing/

customer-support engineers are always in great demand. The book is the result of my 

teaching experience at San Francisco State University, where over the years I have con-

tributed to the formation of hundreds of students now gainfully employed in Silicon Val-

ley in a wide range of analog positions. Here are three important features of this book:

● Both bipolar and CMOS technologies are covered. Even though digital electron-

ics is dominated by CMOS technology, analog electronics relies on both CMOS 

and bipolar, the latter being the technology of choice in high-quality analog 

circuits as well as a fundamental part of BiCMOS technology.
● Both discrete and integrated designs are covered. Though nowadays the ultimate 

form of an analog system is likely to be of the integrated-circuit type, testing and ap-

plications often require ancillary functions such as conditioning and interfacing that 

are best realized with ad-hoc discrete designs. (Anyone familiar with the work by 

recognized leaders in analog applications/testing/instrumentation like Jim Williams 

and Robert Pease will agree to this.) In this respect, BJTs are available in a wide 

selection of off-the-shelf discrete types to serve a variety of needs, including practi-

cal experimentation in the lab. Moreover, for pedagogical reasons it is convenient to 

cover simple discrete circuits before tackling the more complex integrated circuits.
● Semiconductor theory is presented in suffi cient depth to refl ect the daily needs 

of a practicing engineer in industry. Every analog function is inextricably rooted 

on a physical phenomenon, so analog engineers, particularly IC designers and 

product/process/reliability engineers, need to be conversant with the physics of 

semiconductors in order to function optimally. 

BOOK ORGANIZATION

The book is organized into two parts:

● The fi rst part covers (1) Diodes, (2) BJTs, and (3) MOSFETs; as such, it is suited 

for a fi rst course in electronics, typically at the junior level. The material is se-

quenced according to the technological evolution of electronics. However, the 

instructor who wishes to change the order of coverage of BJTs and MOSFETs 

can easily do so, as the two chapters are autonomous. Regardless of the order, 

the last chapter in the sequence can be covered much faster than the previous 

one as the student has already faced the challenges of dc biasing and large/small 

signal modeling.

Preface 
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● The second part covers (4) Analog IC Building Blocks, (5) Representative Analog 
ICs, (6) Frequency and Time Responses, and (7) Negative Feedback, Stability, and 

Noise. This part is suited for a junior/graduate-level course in analog IC analysis and 
design. In this part, BJTs and MOSFETs are mostly covered side by side so as to offer 

a unifi ed treatment emphasizing similarities while recognizing inherent differences.

Each chapter provides a fairly comprehensive coverage of its title subject, so 

chapters are of necessity long (.100 pages each). The overall amount of material ex-

ceeds that of a typical two-semester or four-quarter course sequence, so the instructor 

has considerable leeway in material selection. Also, the author feels that the student 

needs to fully master low-frequency circuits before proceeding to the more challeng-

ing frequency and time responses of Chapter 6. But, the instructor can modify the cov-

erage by skipping suitable topics from Part I in favor of selected topics from Chapter 6. 

As mentioned, the fi rst part focuses on basic transistor circuits emphasizing the 

more traditional discrete design approach. Pedagogically, it makes sense to study 

 single-transistor circuits before progressing to multi-transistor systems—so much 

the better if this part is accompanied by a lab, where it is easier to investigate simpler 

circuits. In fact, at this level, a lab (complete with smoke!) is likely to offer a far more 

valuable learning environment than a computer-simulated one. A notorious drawback 

of discrete circuits is the need for coupling/bypassing capacitors, which introduce an 

 element of additional distraction as it takes time for the student to develop full con-

fi dence with these capacitance functions. Cognizant of this, I have tried to demystify 

capacitors via detailed visual examples (see Fig. 2.55, p. 181, and Fig. 3.60, p. 302).

Following discrete circuits, the book progresses to integrated circuits. The inte-

grated and discrete approaches are contrasted in Section 4.1; also, an intuitive borderline 

between the two is discussed in Exercise 4.3, p. 357. The second part progresses in com-

plexity as well as sophistication from building blocks, to representative analog ICs, to IC 

dynamics, and fi nally to IC operation in negative-feedback, along with stability consid-

erations, frequency compensation, and noise. This part is intended for IC designers but 

also for all other categories of engineers involved in fabrication, test, and applications. 

Application engineers, by far the largest group, need a working familiarity both with the 

technology (in order to make educated selections) and with the IC’s inner functioning (in 

order to optimize its application). The book’s aim is to promote a balance between the 

ability to design on chip and the ability to design on board. 

The book website features a solutions manual and PowerPoint lecture slides for 

instructors as well as a list of helpful web links and errata. The author appreciates being 

notifi ed of any possible errata.

This text is available as an eBook at www
.CourseSmart.com. At CourseSmart you can take ad-

vantage of signifi cant savings off the cost of a print 

textbook, reduce their impact on the environment, and gain access to powerful web 

tools for learning. CourseSmart eBooks can be viewed online or downloaded to a com-

puter. The eBooks allow readers to do full text searches, add highlighting and notes, 

and share notes with others. CourseSmart has the largest selection of eBooks available 

anywhere. Visit www.CourseSmart.com to learn more and to try a sample chapter.
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  Preface xi

MOTIVATION

After having experimented with a number of other textbooks, I decided to write my 

own in response to a number of student concerns and also to implement my own 

ideas on how to better serve the needs of our graduates, who generally pursue careers 

in industry. Following are the most common student concerns:

● Need to see lots of examples, especially of the type practicing engineers face 
daily. I have painstakingly thought out each in-text example and end-of-chapter 

problem to serve two broad needs: to help the student develop a feel for the orders 

of magnitude of the quantities under study (see, for instance, Example 1.8, p. 42), 

and to deepen student understanding by following a circuit’s evolution through 

different states or through increasing levels of complexity (see Figs. 1.18–20, 

pp. 16–17). In this respect, I made a concerted effort to develop a systematic 
problem-solving methodology emphasizing thinking and physical intuition as 

opposed to rote calculations. For it is in physical understanding, not in mathe-

matical manipulations or computer simulations, that is rooted the design creativ-

ity the student will be called to exercise on the job. The book contains valuable 

rules-of-thumb working engineers use daily (see pp. 50, 52–55). Whenever pos-

sible, the student is reminded to use intuition and physical insight to anticipate 

what to expect from calculations or computer simulations, and to check results 

against physical substance (for physical insight see Example 6.5, p. 583, and 

Fig. 793, p. 787).
● Incorporate SPICE simulation within the text. SPICE has been integrated 

throughout the text both as a pedagogical aid to confer more immediacy to a 

new concept (see Fig. 4.66, p. 424), and as a validation tool for hand calcula-

tions. If unreasonable discrepancy is found between calculations and simula-

tions, the student is challenged to account for possible causes (see Example 5.2, 

p. 490). Finally, SPICE is used to bring out nuances that would be too complex 

for hand calculations (see Example 6.11, p. 602). Nowadays a plethora of SPICE 

versions are available. Rather than committing to a particular version, I have de-

cided to keep schematic capture circuits simple enough for students to set them 

up in their preferred SPICE version in a matter of minutes. 
● Provide practical exposure to basic semiconductor concepts. The majority of 

graduates from my own institution (a state university) pursue industrial careers 

spanning a wide range of positions from IC designers to product and reliability 

engineers, test and test-development engineers, and application and customer-

support engineers, where a broad background is far more desirable than a narrow 

specialization. A basic understanding of semiconductor principles is an integral 

component of such a background, especially for future product and reliability 

engineers. 
● Make generous use of fi gures to comply with today’s visually oriented learning 

trends. Most fi gures consist of two or more components placed side by side to 

visualize different facets of the same concept, be they different states of a circuit, 

or models, or time frames, or cause-effect relationships (see Fig. 1.59, p. 69). 

Also, the most relevant formulas intervening in a given analytical process have 
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been boxed for easy visualization, especially when the student crams for quizzes 

and tests. When appropriate, entire groups of formulas have been tabulated to 

facilitate their comparison (see Fig. 3.50, p. 289).

I tried to address the above concerns by returning to an essential, no-frills, no-

distractions textbook format. Each chapter starts with a brief historical background 

and motivational framework, followed by a brief outline of the topics to be covered, 

followed by the chapter body proper. It concludes with a variety of carefully thought-

out problems emphasizing intuition and physical insight. 

THE CONTENTS AT A GLANCE

Chapter 1 starts out with the ideal diode as a vehicle for introducing the student 

to nonlinear circuit analysis and applications. This is followed by a review of the 

operational amplifi er to pave the way for additional applications of diodes and, later, 

transistors. It is now time to introduce the student to the most common physical de-

vice approximating the diode function, the pn junction. After an intuitive review of 

semiconductors, the pn junction is discussed in proper detail, using rules of thumb to 

highlight those practical aspects that engineers use daily on the job. Working famil-

iarity with the pn junction is crucial for the understanding of transistor physics in the 

following two chapters. Finally, various popular diode applications are discussed, 

often using PSpice as a pedagogical aid to enhance understanding. 

Chapter 2 introduces the bipolar junction transistor (BJT) as a technological (and 

historical) evolution of the pn junction. Mirroring Chapter 1, we start out with the physi-
cal structure of the BJT, followed by the derivation of its i-v characteristics, the develop-

ment of large- and small-signal models, dc biasing, and fi nally the analysis and design 

of single-transistor amplifi ers and buffers. The common-emitter confi guration is pre-

sented as the natural realization of voltage amplifi cation, whereas the common-collector 

and common-base confi gurations serve most naturally as voltage and current buffers, 

respectively. Great emphasis is placed on the role of the BJT as a resistance transforma-
tion device (which actually provided the basis for its very name.) The transformation 

equations are conveniently tabulated for easy reference in later chapters. 

Chapter 3 covers the MOSFET in similar fashion as the BJT of Chapter 2. 

However, the two chapters are kept independent of each other, so the order of cover-

age can be interchanged if desired. The chapter begins with a detailed discussion of 

the physical basis of the native threshold for the benefi t of those students who will 

pursue careers as product, process, and reliability engineers. Next the MOSFET’s i-v 

characteristics are derived, followed by the development of large- and small-signal 
models, dc biasing, and fi nally the analysis and design of single-transistor amplifi ers 

and buffers. The common-source confi guration is presented as the natural realization 

of voltage amplifi cation, whereas the common-drain and common-gate confi gura-

tions serve most naturally as voltage and current buffers, respectively. The chapter 

also covers the CMOS inverter and basic CMOS logic gates so as to provide a more 

balanced treatment for the benefi t of computer engineering majors (see the PSpice 

noise-margin illustration of Fig. 3.44, p. 281). 
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Chapter 4 brings the student to a higher level of circuit sophistication by intro-

ducing the analog IC building blocks in widest use today. Cascode confi gurations, 

differential amplifi ers, current mirrors of all types, active loads, and push-pull output 
stages are treated in proper detail in anticipation of their utilization in the following 

chapter. Whenever possible, BJTs and MOSFETs are covered side by side so as to 

present the reader with a uniform treatment and thus save space as well as effort. 

Chapter 5 puts to use the blocks of Chapter 4 in the design of a representative 
mix of analog ICs in both bipolar and CMOS technologies, namely: high-gain ampli-
fi ers such as op amps, voltage comparators, and fully-differential op amps; voltage 
and current references such as bandgap references; current-mode ICs such as trans-

conductors, OTAs, and current-feedback amplifi ers; and, fi nally, switched-capacitor 
circuits. 

Chapter 6 deals with the frequency and time responses of individual devices 

all the way up to complex circuits such as the ICs of Chapter 5. Frequency analysis 

relies on the Miller approximation as well as the open-circuit time-constant tech-
nique. The switching times of pn diodes and BJTs, unjustifi ably ignored by current 

textbooks in spite of their enduring industrial relevance, are investigated via charge-
control analysis emphasizing physical insight. Also covered are the switching times 
of CMOS gates for the benefi t of computer engineering majors. This is a chapter in 

which in-text PSpice is put to frequent use as a verifi cation tool for hand calculations.

Chapter 7 starts out with a comprehensive treatment of negative feedback as ap-

plied to the electronic circuits of all previous chapters, from single-transistor stages 

all the way to op amps. Both two-port and return-ratio analyses are presented and 

compared via a variety of carefully thought out examples. Also Blackman’s imped-
ance formula and injections methods are presented in a practical manner. The chapter 

proceeds to the subject of stability and frequency-compensation for op amps, both 

bipolar and CMOS (here again PSpice proves a most useful pedagogical tool). The 

chapter concludes with the study of noise in integrated circuits. After an introduction 

to basic noise properties, analytical tools, and noise types, the noise models of di-

odes and transistors are discussed. Finally, noise analysis is applied to representative 

circuit confi gurations such as op amp circuits and differential pairs. 

A WORD OF ADVICE TO THE STUDENT

Your electronics courses provide the foundation for your career in EE. The objective 

of these courses is not only to introduce you to new devices such as diodes and tran-
sistors, but also to help you establish a thinking style and develop a problem-solving 
methodology that are unique to this challenging but most interesting fi eld. Cognizant 

of the fact that a large proportion of EE graduates end up working in industry, I have 

emphasized those practical aspects that are of relevance in today’s industrial milieu. 

Whether you pursue a career as an IC designer, a product engineer, a test or test-

development engineer, or an applications or customer support engineer, the basic 

material of your fi rst electronics courses will always resurface in a variety of ever-

changing situations, so you may wish to invest far more time and effort in this one 

course than you would normally do—the benefi ts will be quite rewarding. 
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Even though diodes and transistors are highly nonlinear devices, special tech-

niques have been developed for their analysis, which draw quite heavily from those 

covered in linear-circuits courses. Far from being a waste of time, the analytical 

tools learned in these prerequisite courses will be put to heavy use also in the study 

of electronics. Specifi cally, Ohm’s law, Kirchhoff’s laws (KVL and KCL), Nodal/
Loop Analysis, Thévenin’s/Norton’s theorems, the Superposition principle, and the 

Op Amp Rule will continue to be valuable analytical tools as we venture into the 

exciting realm of electronics. 

Electronics, like any other branch of engineering, deals with the physical reality 

of its devices and systems. We use mathematics as a tool to understand or predict 

their operation as well as to design new ones, and computer simulation as a verifi ca-

tion tool. Any conceptual derivation or prediction must ultimately be checked against 

physical substance and never be taken for granted on its own. The use of physical 

reasoning to corroborate any conceptual process, be it a mathematical derivation or a 

computer simulation, is at the very core of this entire course sequence.

Beside profi ciency in linear circuit analysis techniques, the student is expected 

to possess a working knowledge of basic calculus concepts, such as slope and area 

under a curve, as well as basic electrostatics concepts such as Gauss’s theorem and 

the relations between electric fi eld and potential. Also, the ability to perform circuit 

simulations via PSpice, as learned in prerequisite circuits courses and labs, will prove 

extremely useful for checking the results of hand analysis. 
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T he diode is the most basic electronic device. In fact, its invention, over a cen-

tury ago, is credited with ushering in the era of electronics. Like the resistor, 

the diode comes with two terminals; however, unlike the bidirectional resis-

tor, the diode carries current only in one direction. For a qualitative understanding 

of how this can happen, think of the early diodes, which were of the vacuum-tube 

type. A vacuum diode had an incandescent fi lament called a cathode, acting as a 

copious source of free electrons, and a plate called an anode, to control current fl ow. 

Applying a positive voltage to the anode relative to the cathode would attract the 

negatively charged electrons and thus sustain electron fl ow from cathode to anode. 

Conversely, applying a negative voltage to the anode would repel the electrons and 

thus inhibit electron fl ow. By a hydraulic analogy, the diode can be visualized as a 

one-way valve. 
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2 Chapter 1 Diodes and the pn Junction

The vacuum-tube diode was invented by John A. Fleming in 1904. Just two years 

later, in 1906, Greenleaf W. Pickard invented an alternative diode type by forming a point 

contact to a slab of silicon, thus creating the fi rst solid-state electronic device. However, 

it took half a century for the semiconductor industry to become a commercial reality, so 

the fi rst half of the twentieth century was dominated by vacuum-tube electronics. 

Nowadays diodes are made of semiconductor materials, with dramatic advan-

tages over their vacuum-tube counterparts in terms of miniaturization, reliability, 

power consumption and cost. Specifi cally, the most common diode today is the 

silicon pn junction, though other types of materials and junctions are also in use. The 

pn junction plays a central role in microelectronics in that not only does it provide 

the diode function at the basis of the above applications, but it is also at the basis 

of the bipolar junction transistor (BJT), the junction fi eld-effect transistor (JFET), 

and other semiconductor devices such as the silicon-controlled rectifi er (SCR). The 

pn junction is also present in the metal-oxide-semiconductor fi eld-effect transistor 

(MOSFET), the device most widely used in today’s microelectronics products. Fur-

thermore, in its reverse-biased form, the pn junction is used to isolate from each other 

different devices coexisting on the same semiconductor chip.

The student who comes from prerequisite courses in linear circuits will imme-

diately fi nd that diodes, like the transistors to follow, are highly nonlinear devices. 

Mercifully, a number of techniques have been developed for the analysis of nonlinear 

devices that draw quite heavily from those covered by linear-circuits courses. Far from 

being a waste of time, the analytical tools learned in circuits courses will also be put 

to heavy use in the study of electronics. Specifi cally, Ohm’s Law, Kirchhoff’s Laws 

(KVL and KCL), the Voltage/Current Divider Rules, Thévenin’s/Norton’s Theorems, 

and the Superposition Principle will continue to be our precious analytical tools as we 

venture into the exciting realm of electronic devices and systems.

CHAPTER HIGHLIGHTS

The chapter begins with the ideal diode, a concept designed to develop a basic feel 

for diode behavior as well as introduce the student to nonlinear circuit analysis tech-

niques, the backbone of all subsequent electronics. The applications covered are 

diode rectifi ers, diode logic gates, voltage clamps, piecewise-linear function genera-
tors, peak detectors, dc restorers, and voltage multipliers. 

Next, we review the basic operational amplifi er principles of prerequisite cir-

cuits courses because diodes (and later, transistors) offer a fertile application ground 

for op amps. The fi rst diode-op-amp application to be considered is full-wave rectifi -
cation, but others will follow as we proceed. 

As mentioned, today diodes are made of semiconductors, so the next objective 

is the study of basic pn junction theory. After a review of the semiconductor basics 

normally covered in prerequisite physics courses, the chapter develops an intuitive 

discussion of the pn junction, highlighting those practical aspects (rules of thumb) 

that form the working knowledge of the electronics engineer in the modern industrial 

milieu. Whether the student will pursue a career as an IC designer, or a product, pro-

cess, or reliability engineer, or as a test or applications engineer, the pn junction will 
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  1.1 The Ideal Diode 3

always resurface in a variety of situations, so it is only appropriate that we address 

it in some depth. All the student needs to remember from basic physics is Gauss’s 

Theorem as well as the relationship between electric fi eld and potential,

   dE ___ 
dx

   5   
�(x)

 ____  � si 
     E 5 2   

dv(x)
 _____ dx  

The outcome of pn junction theory is the concept of a real-life diode, a device 

that in spite of its departure from the ideal diode is still analyzed via suitable linear-

izing techniques. This introduces the student to the large-signal model as well as the 

small-signal model for the diode, models that will be expanded further in the follow-

ing chapters when we study transistors. 

The last part of the chapter applies the above models to the study of a number 

of widely used practical circuits such as rectifi ers, voltage references, basic non-
linear op amp circuits, and dc power supplies. The Appendix discusses the para-

meters intervening in the diode model used by SPICE. 

Most likely the chapter covers more material than feasible in a typical junior course. 

But, the instructor can easily skip selected topics, such as the sections on semiconductor 

theory, especially if these topics are covered in alternative courses. I have written this 

chapter with the aim to have all (or almost all) pertinent diode material in one place.

1.1 THE IDEAL DIODE

The diode is a two-terminal device designed to conduct current in one direction only. 

Unlike the resistor, which conducts in either direction, the diode carries current only 

from the terminal called anode (A) to the terminal called cathode (C). Its circuit sym-

bol, shown in Fig. 1.1a, uses an arrowhead to signify this directionality. The voltage 

across the diode is defi ned as positive at the anode and negative at the cathode, thus 

conforming to the passive sign convention of other popular devices such as resistors.

FIGURE 1.1 (a) Circuit symbol and sign convention for the diode. (b) Ideal-diode 

i-v characteristic and diode models in the on (ON) region and in the cut-off (CO) 

region of operation.

i

A

C
(a)

v

1

2

(b)

i

v

0

0

0

0

A A

C C

A

C

A

C

1

2
ON

CO
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4 Chapter 1 Diodes and the pn Junction

When invited to draw current in the direction of its arrowhead (i . 0), also called 

the forward (F) direction, a diode will eagerly conduct the given current by acting as 

a short circuit (v 5 0). In this case the diode is said to be forward biased, or also to 

be on (ON). However, if we try to force current in the opposite direction, also called 

the reverse (R) direction, the diode will stubbornly oppose current fl ow by acting as 

an open circuit (i 5 0). The diode is now said to be reverse biased, or also to be cut 
off (CO). When cut off the diode will sustain whatever voltage (v , 0) is imposed by 

the surrounding circuitry. 

Figure 1.1b shows the i-v characteristic of the diode, which we express math-

ematically as

 v 5 0  for i . 0  (1.1a)
    i 5 0  for v , 0 (1.1b)

Also shown next to the curves are the diode models (a short circuit and an open cir-

cuit) corresponding to the two modes of operation. A device with the characteristic 

shown is referred to as an ideal diode. As we shall see, practical diodes will only 

approximate these idealized curves. 

A diode can be likened to a water valve according to the analogy of Fig. 1.2. The 

valve hinges at the top and has a stopper at the bottom. Forcing electric current to a load 

via a diode is like pumping water to a tank via a pipe equipped with a valve. If pump 

pressure is applied in the forward direction, the valve will open and allow water to fl ow 

as in Fig. 1.2a. However, if pressure is applied in the reverse direction as in Fig. 1.2b, 

the valve will close and inhibit water fl ow. To develop a feel for diode operation, let us 

consider our fi rst circuit example.

 (a)  In the circuit of Fig. 1.3 let R1 5 1 kV and R2 5 2 kV. If vS 5 3 V, fi nd iS so 

that D draws 1 mA. Show the fi nal circuit.

 (b) If iS 5 3 mA, fi nd vS so that D drops 2 V. Show the circuit.

 (c) If iS 5 2 mA and vS 5 6 V, fi nd R1 and R2 so that D operates at the origin of 

the i-v plane, where v 5 0 and i 5 0.

EXAMPLE 1.1

TankPump

1
2

i
LoadSource

(a)

PumpTank

(b)

1
2

0

SourceLoad

FIGURE 1.2 Valve analogy of a diode: (a) forward operation and 

(b) reverse operation. 
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  1.1 The Ideal Diode 5

1
2

D

R1

R2

iS vS

FIGURE 1.3 Circuit of Example 1.1.

Solution
 (a)  In conduction D acts as a short-circuit, so vA 5 vC. By Ohm’s law and KVL, 

vA 5 vC 5 (2 kV) 3 (1 mA) 1 (3 V) 5 5 V, causing the 1-kV resistance to 

draw (5 V)y(1 kV) 5 5 mA, fl owing downward. KCL gives iS 5 (1 mA) 1 

(5 mA) 5 6 mA, so the situation is as in Fig. 1.4a. 

1
26 mA 3 V

A C

1 mA

1 kV

2 kV

(a)

1
23 mA 5 V

A C

22 V1

1 kV

2 kV

(b)

FIGURE 1.4 Circuit solutions to Example 1.1. 

 (b)  In cutoff D acts as an open circuit, so the 2-kV resistance drops 0 V. 

By Ohm’s law, vA 5 3 3 1 5 3 V. By KVL, the voltage at the cathode is 

vC 5 vA 1 2 5 3 1 2 5 5 V, so vS 5 vC 5 5 V as shown in Fig. 1.4b. 

 (c)  i 5 0 ⇒ vC 5 vS 5 6 V; v 5 0 ⇒ vA 5 vC 5 6 V and R1 5 vAyiS 5 6y2 5 

3 kV. As long as D is cut off, the value of R2 is irrelevant. R2 has an impact 

only when D is on.

Finding the Operating Mode of a Diode
Even though it consists of two straight segments, the diode characteristic is nonlin-
ear. (In fact, it is said to be piecewise linear.) Yet, as demonstrated by Example 1.1, 

we can still apply the analytical techniques learned in linear-circuits courses because 

at any given time the diode operates only in one of its two possible modes (either ON 

or CO), where it admits a model (open or short circuit) that is indeed linear. Thus, to 

carry out our analysis, we only need to determine which of the two modes the diode 

happens to be operating in at a given time.
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6 Chapter 1 Diodes and the pn Junction

There are many situations in which the diode is embedded in a linear circuit, 
indicating that we can simplify our analysis signifi cantly if we replace the sur-

rounding circuitry with its Thévenin equivalent. After doing so we end up with the 

basic situation of Fig. 1.5a, where vOC is the open-circuit voltage that the external 

circuit would sustain between the nodes corresponding to the anode and the cath-
ode, but with the diode removed. (Note that the polarity of vOC is defi ned positive 

at the point of connection to the anode!) Moreover, Req is the external circuit’s 

equivalent resistance as seen by the diode. Shown in Fig. 1.5b and 1.5c is the i-v 

characteristic of the diode as well as that of the surrounding circuit, the latter being 

referred to as the load line. As we know from basic circuit theory, the load line is 

a straight line intercepting the v-axis at v 5 vOC, and having a slope of –1yReq. The 

circuit’s operating point lies at the intersection of the diode curve and the load line, 

where the diode and the surrounding circuit share the same voltage and current. It 

is apparent that

● If vOC . 0, the operating point (QF) lies on the ON segment, where the diode is 

forward biased and thus acts as a short circuit to yield

 v 5 0   i 5   
 v 

OC
 
 ___ 

 R 
eq

 
   (. 0) (1.2a)

● Conversely, if vOC , 0, the operating point (QR) lies on the CO segment, where 

the diode is reverse biased and thus acts as an open circuit to yield

 i 5 0  v 5 vOC (, 0) (1.2b)

Let us illustrate via an actual example. 

 (a)  Find v and i in the circuit of Fig. 1.6a if vS 5 12 V, R1 5 10 kV, R2 5 30 kV, 

and R3 5 R4 5 15 kV. 

 (b) Repeat, but with R2 lowered from 30 kV to 2.0 kV.

 (c) What happens if we reverse the diode’s direction in part (a)? In part (b)?

EXAMPLE 1.2

FIGURE 1.5 (a) Basic diode circuit, and (b), (c) graphical method to fi nd the operating point.

1
2 ivOC

Req

v

1

2

(a)

vOC

21@Req

QF

i

v

Load line for vOC . 0

0

0

(b)

vOC

21@Req

QR
v

i

Load line for vOC  , 0

0
0

(c)
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  1.1 The Ideal Diode 7

FIGURE 1.6 (a) Circuit of Example 1.2. (b), (c) Subcircuits to fi nd the Thévenin’s equivalent of the network 

surrounding the diode. Note that the diode has been removed.

Solution
 (a) Removing the diode yields the subcircuit of Fig. 1.6b, where the voltage 

divider rule gives

  v OC  5  (   R2  _______ 
R1  1 R2

    2   
R4  _______ 

R3  1 R4

   )   v S 

  Substituting the given component values gives vOC 5 9 2 6 5 3 V. Since vOC . 0, 

the diode will be on, acting as a short circuit with v 5 0. To fi nd i, we need Req. 

To this end, we suppress the voltage source to obtain the subcircuit of Fig. 1.6c. 

By inspection,

 Req 5 (R1//R2) 1 (R3//R4)

  Substituting the given component values gives Req 5 15 kV. Consequently, by 

Eq. (1.2a), i 5 3y15 5 0.2 mA. The situation is shown in Fig. 1.7a, where the stu-

dent is encouraged to fi nd all other voltages and currents in the circuit as a check. 

  

 (b) With R2 lowered to 2.0 kV we get vOC 5 2 2 6 5 24 V. Since we now have 

vOC , 0, the diode is off, acting as an open circuit with i 5 0. The situation is 

depicted in Fig. 1.7b.

 (c) Reversing the diode direction so that the anode is now at the right and the 

cathode is at the left will cause the diode to be off in part (a) and on in 

part (b). Thus, in part (a) the diode current is zero, and the diode voltage is 

–3 V. In part (b) we get Req 5 (10//2) 1 (15//15) 5 55y6 kV, v 5 0 V, and 

i 5 4y(55y6) 5 24y55 mA, now fl owing toward the left.

1
2

0.2 mA

10 kV

30 kV

15 kV

15 kV

12 V
A C

2 14 V
1
2

10 kV

2 V 6 V

2.0 kV

15 kV

15 kV

12 V
A C

FIGURE 1.7 Circuit of Example 1.2a, where the diode is on, and Example 1.1b, 

where the diode is off.

1
2

R1 R3

R4
R2

1 2v
vS

i

(a)

1
2

R1 R3

R4
R2

1 2
vOCvS

(b)

R1 R3

R4
R2

Req

(c)
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8 Chapter 1 Diodes and the pn Junction

Cut-and-Try Approach
If the diode is part of a nonlinear circuit, as in the case of multiple-diode circuits, it is 

generally not possible to perform a Thévenin’s reduction of the surrounding circuitry. 

However, knowing that the diode must be either on or off, we can use intuition to 

make an educated assumption, and then check that our results are consistent with our 

assumption, changing the assumption if needed, until we obtain consistent results. A 

two-diode circuit provides a classic example of the cut-and-try approach.

 (a) The circuit of Fig. 1.8a is powered by a dual 66-V dc power supply system, 

which we show in concise form (that is, without drawing the actual dc voltage 

sources) in order to reduce cluttering in the circuit diagram. Find the current 

ID and voltage VD for each diode. 

 (b) Repeat, but with the resistances interchanged with each other.

  

26 V

16 V

D1 D2

1 kV

3 kV

(a)

16 V

26 V

D1 D2

1 kV

3 kV

(b)

2 mA

6 mA

4 mA

FIGURE 1.8 (a) Circuit of Example 13.a. (b) The circuit 

after it has been solved.

Solution
 (a) Knowing that each diode has to be either in conduction (ON) or cut off 

(CO), we have four possibilities: (D1, D2) 5 (CO, CO), (CO, ON), (ON, CO), 

(ON, ON). However, considering that the 16-V source tends to source cur-

rent to both anodes, and that the –6-V source tends to sink current from D2’s 

cathode, it seems reasonable to assume that both diodes be on, or (D1, D2) 5 

(ON, ON). Thus, replacing each diode with a short circuit, we end up with the 

situation of Fig. 1.5b, where the diode voltages are 

  V 
 D 1 

  5  V 
 D 2 

  5 0 V

Moreover, applying fi rst Ohm’s law and then KCL we have

  I  D 2 
  5  I 

3 kV
  5   

0 2 (26)
 ________ 

3
   5 2 mA   I  D 1 

  5  I 
1 kV

  2  I  D 2 
  5   6 2 0 _____ 

1
   2 2 5 4 mA

 Both diodes carry current in the forward direction, so our results are consis-

tent with our initial assumption, and we are done.

EXAMPLE 1.3
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  1.1 The Ideal Diode 9

  

26 V

16 V

D1 D2

3 kV

1 kV

(a)

16 V

26 V

D1 D2

3 kV

1 kV

(b)

2 mA

6 mA4 mA

16 V

23 V

26 V

D1 D2

3 kV

1 kV

(c)

3 mA

3 mA

0 mA

FIGURE 1.9 (a) Circuit of Example 1.3b. (b) First attempt (wrong), and 

(c) second attempt (successful). 

 (b) Swapping the resistances results in the circuit of Fig. 1.9a. We may again assume 

the state (D1, D2) 5 (ON, ON) and refer to the circuit of Fig. 1.9b for our calcu-

lations. By Ohm’s law, I3 kV 5 6y3 5 2 mA and I1 kV 5 [0 2 (26)]y1 5 6 mA. 

Then, to satisfy KCL, D1 would have to supply 4 mA fl owing upward, that is, 

in the reverse direction. But this is impossible, indicating that the assumption 

(D1, D2) 5 (ON, ON) was wrong. Yet, we note that D2 must be ON because the 

negative supply draws current from its cathode. The only plausible assumption is 

thus (D1, D2) 5 (CO, ON), as shown in Fig. 1.9c. We now have 

  I 
 D 1 

  5 0   I 
 D 2 

  5   
6 2 (26)

 ________ 
3 1 1

   5 3 mA

  By KVL, the voltage at the node common to the anodes is 6 2 (3 3 3) 5 23 V, 

indicating that D1 is indeed reverse biased, as assumed at the onset of our 

second try. So,  V 
 D 1 

  5 23 V, and  V 
 D 2 

  5 0.

Exercise 1.1
Find ID and VD for each diode in the circuit of Fig. 1.9a if (a) the direction of D1 

is reversed while D2 is as shown; (b) the direction of D2 is reversed while D1 is as 

shown; (c) the direction of each diode in Fig. 1.9a is reversed. 

Ans. (a)  I 
 D 1 

  5 4 mA,  V 
 D 1 

  5 0,  I 
 D 2 

  5 6 mA,  V  D 
2
 
  5 0; (b)  I 

 D 1 
  5 2 mA,  V 

 D 1 
  5 0, 

 I 
 D 2 

  5 0,  V  D 2 
  5 26 V; (c)  I 

 D 1 
  5  I 

 D 2 
  5 0,  V 

 D 1 
  5 26 V,  V  D 2 

  5 212 V.

Concluding Observations
Even though the diode is the simplest electronic element, it offers a glimpse into 

important features that are common to other more complex electronic devices, such 

as transistors to be studied later.

● The diode is a classic example of a nonlinear circuit element.
● Strictly speaking, the analysis techniques learned in linear-circuits courses can-

not be applied to nonlinear elements. However, every attempt should be made to 
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10 Chapter 1 Diodes and the pn Junction

approximate the i-v characteristics with piecewise linear segments, for then we 

can create separate linear models for the device, one for each region of operation. 
● Once we know which region the device fi nds itself operating in at a given 

moment, we can apply familiar linear-analysis techniques to investigate its 

behavior over that particular region. 

Quite often a cut-and-try approach may be required in order to determine the 

actual region of operation. This approach involves the following steps: 

● Start out by making an educated assumption about the region of operation of 

each nonlinear device.
● Replace each device with the linear model pertaining to that region, and proceed 

with a linear analysis of the resulting circuit.
● Check that the results are consistent with your initial assumption. If they are, 

we are fi nished. If they aren’t, we need to change our initial assumption until 

consistent results are obtained.

We shall encounter plenty of examples as we proceed. Lastly, it must be said 

that computer simulation, such as PSpice, is a powerful tool not only to corroborate 

any assumptions that we make, but also to provide refi nements and details that a 

piecewise linear approximation of necessity often misses.

1.2 BASIC DIODE APPLICATIONS

Having introduced the fundamentals of diode behavior and diode circuit analysis, we 

are now ready to examine some of the most common diode applications. 

Rectifi ers
Figure 1.10a depicts one of the most popular diode applications, namely, signal rec-
tifi cation. During the positive alternations of vI the diode is on and the circuit gives 

vO 5 vI (see Fig. 1.10b). During the negative alternations of vI the diode is cut off, 

and the circuit gives vO 5 0 V (see Fig. 1.10c). Figure 1.11a shows the response vO 

to a sinusoidal input vI. We say that the circuit passes on to the load R only the posi-
tive portions of the input waveform, while the negative portions are inhibited. We 

observe that while vI alternates in polarity and averages out to zero, vO is unipolar 

and thus exhibits a nonzero average, or a nonzero dc component. For this reason the 

circuit is referred to as rectifi er. Its behavior can be visualized also via the voltage 

FIGURE 1.10 (a) Half-wave rectifi er and its equivalent circuits for (b) vI . 0 and (c) vI , 0.

1
2

vI R vO

1

2

(a)

1
2

vI (. 0) vO (5 vI)R
1

2

(b)

1
2

vI (, 0) vO (5 0)R
1

2

(c)
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  1.2 Basic Diode Applications 11

transfer curve (VTC), representing the plot of vO versus vI. This curve, expressed 

mathematically as 

  vO 5 vI  for vI . 0 (1.3a)

 vO 5 0  for vI , 0 (1.3b)

is shown in Fig. 1.11b. Needless to say, the presence of the diode results in a nonlinear 

VTC. The student can easily verify that reversing the diode interconnection in Fig. 1.10a 

results in a rectifi er that passes only the negative portions of the input waveform. 

Since it passes only half the input wave, the circuit of Fig. 1.10a is called a half-
wave rectifi er. By contrast, a full-wave rectifi er passes both halves of the input wave, 

one unchanged and the other inverted. Also called absolute-value circuit, it is imple-

mented using the four-diode arrangement of Fig. 1.12a, known as a diode bridge. To 

understand its operation, consider fi rst the case vI . 0, then the case vI , 0. 

● For vI . 0 we expect the input source vI to source current to D1’s anode and to sink 

current from D4’s cathode, causing both diodes to be on, as depicted in Fig. 1.12b. 

Under these circumstances we have vO 5 vI (. 0). Moreover, we note that both 

D2 and D3 are reverse biased by the amount vO, as also shown in Fig. 1.12b. The 

current loop is thus source → D1 → R → D4 → source. 

0

In
p
u
t 

v I

(a)

Time t

0

O
u
tp

u
t 

v O

0

0

11 V@V

vI

vO

(b)

FIGURE 1.11 Illustrating half-wave rectifi cation via (a) the input/output 

waveforms and (b) the VTC.

1
2

D1 D3

D4D2

1 2vO

vI

R

(a)

1
2

D1 D3

D4D2

1 2vO

vI (. 0)

i

(b)

1
2

D1 D3

D4D2

1 2vO

vI (, 0)

i

(c)

FIGURE 1.12 (a) Full-wave rectifi er and its equivalent circuits for (b) vI . 0 and (c) vI , 0.
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12 Chapter 1 Diodes and the pn Junction

● For vI , 0 we expect the input source vI to sink current from D3’s cathode and to 

source current to D2’s anode, causing both diodes to be on, as depicted in Fig. 1.12c. 

We now have vO 5 2vI, or vO . 0 because vI , 0. Moreover, both D1 and D4 are 

now reverse biased, as also shown in Fig. 1.12c. The current loop is now source → 

D2 → R → D3 → source. We observe that the current through R fl ows toward the 

right in both cases, confi rming the absolute-value function mentioned earlier. 

Figure 1.13a shows the response vO to a sinusoidal input vI, while Fig. 1.13b 

shows the VTC, which we express concisely as

 vO 5 uvIu (1.4)

Rectifi er circuits fi nd application in power electronics, communications, and 

instrumentation.

 (a) Shown in Fig. 1.14 is a simple—if not overly effi cient—circuit for charging 

a 12-V car battery. Assuming vS is an ac source with a 24-V peak amplitude 

obtained from the household ac power via a step-down transformer, sketch 

and label vS as well as the battery current i. 
 (b) Find the fraction of each ac cycle during which the battery receives current. 

Solution
 (a) It is apparent that as long as uvSu # 12 V, all diodes are cut off and i 5 0. 

However, as soon as vS rises above 12 V, D1 and D4 go on, thus establishing 

the current loop 

   source → R → D1 → battery → D4 → source

  Conversely, when vS drops below –12 V, D2 and D3 go on, thus establishing 

the current loop 

   source → D2 → battery → D3 → R → source

EXAMPLE 1.4

FIGURE 1.13 Illustrating full-wave rectifi cation via (a) the input/output 

waveforms and (b) the VTC.

0

In
p
u
t 

v I

(a)

Time t

0

O
u
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u
t 

v O

0

11 V/V21 V/V

vI

vO

(b)
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  1.2 Basic Diode Applications 13

  In either case, we have 

 i 5 0 for uvSu # 12 V  i 5   
 v S  2 12 V

 _________ 
R

   for uvSu . 12 V

  The peak value of the current is (24 2 12)y12 5 1 A. The waveforms are 

shown in Fig. 1.14b.

 (b) During the fi rst cycle, i starts to fl ow into the battery at the instant t1 such that 

 24 sin   
2� t 

1
 
 ____ 

T
   5 12

  or t1 5 Ty12, and stops conducting at t2 5 Ty2 2 Ty12. Consequently, the 

conduction interval is TON 5 t2 2 t1 5 Ty3, or TON 5 (2y3)(Ty2), where Ty2 is 

the period of the current waveform. In summary, the battery receives current 

during 2y3 of the time.

Diode Logic Gates
Figures 1.15a and 1.16a show how diodes can be used to implement elementary 

functions of the logic type, which are at the basis of digital systems. The inputs A and 

B and the output Y are binary-valued voltages that can be either low (L), such as 0 V, 

or high (H), such as the power-supply voltage VS (typically, 5 V). Circuit behavior is 

best understood by examining the rows of the accompanying tables, one at a time.

DA

A

B

R

Y
A

B
Y

DB

(a)

A B Y

L L CO CO L

L H CO ON H

H L ON CO H

H H ON ON H

DA DB

(b)

FIGURE 1.15 (a) Diode circuit implementing the OR function, and (b) its truth table. 

1
2

D1 D3

D4D2

1 2

i

vS

12 V

R

(a)

12 V

124 V

224 V

1 A

0

0

12 V

0

(b)

Time t
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FIGURE 1.14 (a) Simple battery charger, and (b) voltage and current waveforms.
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14 Chapter 1 Diodes and the pn Junction

● As long as both inputs A and B are low (0 V) in Fig. 1.15a, both diodes are off, so all 

voltages and currents are zero, and Y is low. However, if we drive at least one input 

high (5 V), we will be sourcing current to the anode of the corresponding diode, turn-

ing it on and thus pulling Y also high, as illustrated in Fig. 1.15b. We summarize by 

saying that Y is high if A or B or both are high. This logic function, aptly called the 

OR function, is identifi ed by the logic-gate symbol next to the circuit itself, in Fig. 

1.15a. The table of Fig. 1.15b summarizes its behavior and is called the truth table.
● As long as at least one input is low (0 V) in Fig. 1.16a, the corresponding diode will 

be on as we are sinking current from its cathode. So, Y is also low. Only if both A and 

B are high will both diodes be cut off, causing the current through R to drop to zero. 

With zero current, the voltage drop across R is also zero, and we say that R pulls Y to 

VS, or high, as illustrated in Fig. 1.16b. This state of affairs is summarized by saying 

that Y is high if A and B are high. This logic function, aptly called the AND func-

tion, is identifi ed by the logic-gate symbol next to the circuit itself, in Fig. 1.16a. The 

table of Fig. 1.16b summarizes its behavior and is called the truth table. 

Each gate can readily be expanded to handle more than just two inputs by inter-

connecting additional diodes, as needed. The above gates, though certainly useful, 

are not suffi cient to build a complete digital system because we also need, among 

others, the inversion function. This requires a transistor, as we shall study in the next 

two chapters. 

Voltage Clamps
The unidirectional-switch behavior of the diode can be exploited to establish pre-

scribed limits for certain voltages in a circuit. Such a situation arises, for instance, 

in connection with the inputs to integrated circuits (ICs), which must be kept within 

limits as recommended in the data sheets in order to prevent the IC from malfunc-

tioning or, even worse, from undergoing permanent damage. As a rule, the input volt-

ages to an IC should never be allowed to exceed its power-supply voltages. 

Figure 1.17a illustrates the situation for a single-supply IC, such as a CMOS 

digital circuit or a single-supply op amp. However, the principle can readily be gen-

eralized to multiple-supply systems, such as dual-supply op amps. With reference to 

Fig. 1.17a, we readily see that as long as the external input vI lies within the range 

0 # vI # VS, both diodes are off, so the signal right at the IC’s input pin is vIC > vI 

(a)

R

DA

VS

A

B

Y
A

B
Y

DB

A B Y

L L ON ON L

L H ON CO L

H L CO ON L

H H CO CO H

DA DB

(b)

FIGURE 1.16 (a) Diode circuit implementing the AND function, and (b) its truth table. 
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  1.2 Basic Diode Applications 15

(assuming the IC draws negligible input current, which is indeed the case with CMOS 

logic circuits as well as op amps.) However, should vI exceed the supply voltage VS, 

either because of an oversight by the user or because of interference noise superim-

posed upon vI itself, D1 will go on, thus establishing a short between vIC and VS. We say 

that D1 clamps vIC at VS. By similar reasoning, should vI drop below ground potential, 

D2 will clamp vIC at 0 V. As depicted in Fig. 1.17b, the diodes protect the IC against 

possible input overdrive situations by limiting the input-pin voltage within the range 

 0 # vIC # VS

For this reason, a diode clamp is also referred to as a limiter, and since it clips the por-

tions of the input waveform falling outside the allowed range, it is also called a clipper. 

The need for protection against input overdrives is so important and so common 

that many ICs come already equipped with internal diode-clamping networks to re-

lieve the user from this worry. In this respect it is worth mentioning the MOSFET as 

a device particularly sensitive to input overvoltages when handled by humans. Since 

its gate terminal is the plate of an extremely tiny capacitor, any electrostatic charge 

that may have accumulated on the body of the user will be transferred to this capaci-

tor during manual contact, thus leading to potentially high voltages (as per V 5 QyC) 

that are likely to destroy the capacitor’s dielectric. However, in the presence of suit-

able diode clamps, the body of the handler will discharge through one of the diodes, 

saving the device from assured destruction. 

Exercise 1.2
In the circuit of Fig. 1.17 let R 5 10 kV and VS 5 5 V. Assuming the IC draws no 

current at its input terminal, fi nd the current through R (magnitude and direction) for 

the following values of vI: (a) 5 1 V, (b) 8 V, (c) 22 V, (d) 4.5 V. (e) If it is found that 

R draws 0.25 mA fl owing toward the right, what do you conclude about vI? (f) What 

if R draws 0.5 mA fl owing toward the left? (g) What if the current through R is zero? 

Ans. (a) 0 mA; (b) 0.3 mA (→); (c) 0.2 mA (←); (d) 0 mA; (e) vI 5 7.5 V; 

(f) vI 5 25 V; (g) 0 # vI # 5 V. 

0

VS

vI

vIC

(b)

Time t

vI vO

vIC
IC

VS

D1

D2

R

(a)

FIGURE 1.17 (a) Using diode clamps to limit the input voltage range of an IC. 

(b) Waveforms.
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16 Chapter 1 Diodes and the pn Junction

Piecewise-Linear Function Generators
The nonlinear characteristic of the diode can be exploited on purpose to create 

piecewise-linear approximations to nonlinear functions. A popular application 

example is the conversion of a triangular wave to a sinewave. Figure 1.18a shows 

a simple example of a piecewise-linear function generator. We make the following 

observations: 

12 V

vI

vO

D2

D1

20 kV

10 kV

10 kV

10 kV

(a)

1
2

vI (V)
v O

 (
V

)

(b)

0

2

4

6

8

10

2 4 6 8 10 12

FIGURE 1.18 (a) Piecewise-linear function generator example, and (b) its VTC.

12 V

8 V

4 V
vI

vO

20 kV

10 kV

10 kV

10 kV

(a)

1
2

4 V , vI , 8 V

D1

D2

12 V

vI vO

vO

20 kV

10 kV

10 kV

10 kV

(b)

1
2

vI , 4 V

D1

D2

12 V

vI

vO

vO

20 kV

10 kV

10 kV

10 kV

(c)

1
2

vI . 8 V

D1

D2

FIGURE 1.19 Equivalent circuits of the function generator of Fig. 1.18 for different input conditions. 

● With both diodes off, the three 10-kV resistors partition the 12-V supply voltage 

into three equal voltage drops, thus giving 4 V and 8 V, respectively. This is il-

lustrated in Fig. 1.19a, where we observe that both diodes are off as long as the 

input is kept within the range 4 V , vI , 8 V. Since no current fl ows through the 

20-kV resistor, the latter drops 0 V, so the circuit gives

 vO 5 vI  for 4 V , vI , 8 V (1.5a)
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  1.2 Basic Diode Applications 17

● If we lower vI below 4 V, D2 goes on while D1 remains off, resulting in the situa-

tion of Fig. 1.19b. By KCL we have

   
12 2  v 

O
 
 _______ 

10 1 10
   5   

 v 
O
  2  v 

I
 
 ______ 

20
   1   

 v 
O
 
 ___ 

10
  

which is readily solved for vO to give

 vO 5 0.25vI 1 3 V  for vI , 4 V (1.5b)

● If we raise vI above 8 V, D1 goes on while D2 remains off, resulting in the situa-

tion of Fig. 1.19c. Applying again KCL, we get

   
 v I  2  v O 

 ______ 
20

   1   
12 2  v O 

 _______ 
10

   5   
 v O 
 _______ 

10 1 10
  

 which is readily solved for vO to give

 vO 5 0.25vI 1 6 V  for vI . 8 V (1.5c)

Figure 1.18b shows the circuit’s VTC. Clearly, we have three separate regions of 

operation. Within each region, the VTC is a straight segment whose analytical 

expression is obtained by drawing the corresponding equivalent circuit, as per 

Fig. 1.19, and subjecting it to elementary linear analysis techniques. This is typical 

of diode circuits. 

Figure 1.20 shows the waveshaping effect of the circuit of Fig. 1.18 upon a tri-

angular wave. Here, the aim is to compress the top and the bottom of the triangle to 

approximate a sine. Clearly, the present example provides a rather crude approxima-

tion, but it is not hard to imagine that we can improve it by using additional segments. 

This is normally accomplished with pn junction diodes. As we shall see, the charac-

teristic of the pn diode has a rounded knee which helps ensure a smoother transition 

from one segment to the next of the VTC. 

Peak Detectors
Additional interesting applications arise if a diode D is partnered by a capacitor C. As 

our fi rst example we consider the circuit of Fig. 1.21a, known as a peak detector. To 

understand its operation, refer to the waveforms of Fig. 1.21b, where C is assumed 

initially discharged. As vI swings positive, current will be sourced to the anode, forcing 

D to conduct and thus to charge up C. Since D acts as a short circuit, vO simply follows vI. 

FIGURE 1.20 Illustrating 

the waveshaping effect of 

the piecewise-linear circuit 

of Fig. 1.18a.
0

Time

3
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12
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vI
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18 Chapter 1 Diodes and the pn Junction

Once vI peaks out, the anode will start swinging negative relative to the cathode, 

turning D off and thus leaving C to hold the previously acquired voltage, whose value 

coincides with that of the previous input peak. This memory action by C will persist 

until vI rises again to a new, higher peak. When this happens, D will go on again, 

charging up C to this new peak. 

It is apparent that the diode’s directionality causes the capacitor voltage to ex-

perience only increases, this being the reason why the circuit shown is said to be a 

positive peak detector. Reversing the diode interconnection in the circuit will cause 

the capacitor voltage to experience only decreases, thus yielding a negative peak 

detector. Peak detectors are at the basis of demodulators in the detection of audio 

signals in amplitude-modulation (AM) radio receivers.

The Clamped Capacitor or Dc Restorer
In the circuit of Fig. 1.22a the diode provides a clamping function that prevents vO 

from ever going negative. To understand circuit operation, refer to the waveforms of 

Fig. 1.22b, where the input is a sine wave alternating between 1Vm and 2Vm, and C is 

assumed initially discharged. During the initial positive alternation of vI we simply have 

vO 5 vI as the voltage across C is zero and the diode is off. However, as vI goes below 

0 V for the fi rst time, the input source will sink current from D’s cathode via C, thus 

turning D on and forcing C to charge. As vI reaches its negative peak of 2Vm at t 5 t2, 

1
2

vI

C

D vO

1

2

(a)

vO

vI

2Vm

0

0

Vm

t1 t2

2Vm

D 5 ON

(b)

Time t

FIGURE 1.22 (a) Clamped capacitor, and (b) illustrative waveforms.

1
2

vI

D

C vO

1

2

(a)

vI

vO

D 5 CO
D 5 ON

(b)

Time t

0

FIGURE 1.21 (a) Peak detector, and (b) illustrative waveforms.
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  1.2 Basic Diode Applications 19

C will have acquired a voltage equal to Vm, positive at the right plate. After t 5 t2, the 

diode will never conduct again, and C will retain the voltage acquired last, thus giving 

 vO 5 vI 1 Vm (1.6)

for t $  t 
2
 . While vI alternates between –Vm and 1Vm, and thus averages out to zero, vO 

ends up alternating between 0 and 12Vm because of the voltage offset provided by C. 

Consequently, vO averages out to 1Vm, and because of this nonzero dc component at 

its output, the circuit is also referred to as a dc restorer. 

Voltage Multipliers and PSpice Simulation
An interesting property of the clamped-capacitor circuit of Fig. 1.22a is that it pro-

vides a positive output peak that is twice that of the input. This indicates that if we 

feed the output of the clamped capacitor circuit to a peak detector, we can synthesize 

a dc voltage of value 12Vm, that is, of twice the amplitude of the input! To better 

understand the behavior of this composite circuit, we simulate it via PSpice. Aptly 

called a voltage doubler, the circuit is shown in Fig. 1.23 for the case of a 1-kHz, 

10-V sinusoidal input. The circuit utilizes pseudo-ideal diodes, whose PSpice models 

have been created by editing one of the already existing diode models available in 

PSpice’s library, and then setting the parameters Is and n to the values shown in the 

table (more on this in Appendix 1A).

The various waveforms are displayed in Fig. 1.24, where we observe that after a 

transient situation lasting less than ten cycles, the output settles to the dc value

 v2 → 2Vm  (1.7)

or v2 5 20 V in the present example. The reason it takes several cycles to attain the 

desired steady-state situation is that C1 is being loaded by C2. If the circuit were 

implemented with C1 @ C2, steady state would be achieved essentially at the second 

positive peak of vI. However, with equal capacitors, which is how the circuit is usu-

ally implemented, the charge accumulated by C1 at each positive peak of vI redistrib-

utes equally between C1 and C2, causing a reduction in v1 which, though signifi cant 

at the fi rst peak of vI, becomes progressively less relevant with each subsequent peak. 

One can prove (see Exercise 1.3), that the values attained by v2 at each peak of vI are 

5 V, 12.5 V, 16.25 V, 18.125 V. . . . 

1 nF

1 nF

D2

D1 Dideal

Dideal

C1

C2

v1 v2

vI
10 Vac

0

1
2

Dideal: Is 5 1 nA, 
n 5 0.001 

FIGURE 1.23 PSpice circuit simulating a voltage doubler based on pseudo-ideal 

diodes. The parameters of the PSpice diode model are shown inside the box at the right.  
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20 Chapter 1 Diodes and the pn Junction

The principle at the basis of the voltage doubler can be generalized to achieve 

higher voltage-multiplication factors. Figure 1.25 shows a voltage quadrupler, 

whose waveforms are displayed in Fig. 1.26. We see again that after a transient situa-

tion lasting a certain number of cycles the output v4 eventually settles to the dc value

 v4 → 4Vm (1.8)

or v4 5 40 V in the present example. The reader is encouraged to trace through each 

waveform in detail to develop a feel for the workings of this clever circuit. 

Voltage multipliers fi nd application in integrated circuits, where it is desired 

to synthesize specifi c voltages to bias different on-chip circuits, starting out with a 

single supply voltage such as that provided by a rechargeable battery. 

FIGURE 1.25 Voltage quadrupler.

1 nF

1 nF

D1 Dideal Dideal

C1

C2 C4

D2

v1

1 nF

1 nF

D3 Dideal Dideal

C3

D4

v3

v4v2

vI
10 Vac

0

1
2

FIGURE 1.24 Waveforms for the PSpice circuit of Fig. 1.23.
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Exercise 1.3
Denoting the value of v2 following the k-th peak of vI as v2(k), use the charge con-

servation principle to show that v2(k) is related to the value v2(k 2 1) following the 

previous peak as 

 v2(k) 5 0.5v2(k 2 1) 1 10 V

k 5 2, 3, 4 …, and v2(1) 5 5 V. At which peak of vI does v2 come within about 10% 

of 20 V? 1% of 20 V?

Ans. For 10%, k 5 3. For 1%, k 5 6.
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  1.3 Operational Amplifi ers and Diode Applications  21

1.3 OPERATIONAL AMPLIFIERS AND DIODE APPLICATIONS 

As we move along we shall fi nd that the range of applications for diodes and, later, 

for transistors can be expanded signifi cantly if we team up these devices with the 

operational amplifi er, or op amp for short. Recall from prerequisite circuit courses 

that an op amp is a high-gain voltage amplifi er that accepts two inputs, called the 

inverting input vN and the noninverting input vP, and yields an output vO such that 

 vO 5 a(vP 2 vN) (1.9)

where a (in V/V) is the voltage gain (see Fig. 1.27a). In order to function, an op amp 

needs to be powered. Figure 1.27a shows dual power supplies of 6VS, but a single 

supply is also common. (To reduce cluttering, it is customary to omit showing the 

supplies explicitly.) Physically, an op amp cannot swing vO above 1VS or below 2VS. 

Overdriving it will simply cause vO to saturate at some voltage VOH in the vicinity of 

1VS or at some voltage VOL in the vicinity of 2VS, so Eq. (1.9) holds only so long as 

we confi ne vO within the range VOL , vO , VOH, aptly called the linear output range. 

Figure 1.27b shows the op amp’s voltage transfer curve (VTC). 

As we move along we shall fi nd that the higher the voltage gain a, the better 

(as an example, the venerable 741 op amp has a 5 200,000 V/V, also expressed as 

v2
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v4

vI
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(2Vm) 20

(4Vm) 40
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FIGURE 1.26 Waveforms for the voltage quadrupler of Fig. 1.25.

for VOL , vO , VOH

vP
vOa

(a)

vO 5 a(vP 2 vN)

1VS

1

2

2VS

vN

VOH

VOL

vO

(b)

vP 2 vN
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0
0

(c)

0

0
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iO1

`
1

2
2vN

FIGURE 1.27 (a) Op amp symbol and labels. (b) The gain a is the slope of the voltage 

transfer curve (VTC). (c) The input voltage of an ideal op amp approaches 0 V. Moreover, 

it draws no input currents.
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22 Chapter 1 Diodes and the pn Junction

a 5 0.2 V/�V). Due to the sheer size of its gain, an op amp needs only a vanishingly 
small difference vP 2 vN at the input to sustain a given voltage vO at the output (as an 

example, to sustain 1 V at the output, a 741 needs only 5 �V at the input!). Rewriting 

Eq. (1.9) as (vP 2 vN) 5 vOya, we get, in the ideal op amp limit of an infi nitely high gain, 

  lim   
a→∞

   ( v P  2  v N ) 5  lim   
a→∞

     
 v O 

 __ a   5 0

Op amps are designed to operate with negative feedback, an arrangement that allows 

the amplifi er to infl uence its inverting input vN via an external network called the feed-
back network. With this viewpoint in mind, we express the above relation as

  lim   
a→∞

    v N  5  v P  (1.10)

which forms the basis of the important rule that engineers use to analyze op amp circuits:

Op Amp Rule: When given the ability to infl uence its own input vN via negative 

feedback, an ideal op amp will output whatever voltage vO and current iO it takes to 

force vN to track vP. Moreover, the op amp will do this without drawing any current 

at either input pin (see Fig. 1.27c). 

Let us put to use this rule to review the most popular op amp circuits.

Basic Op Amp Circuits
The most popular op amp circuits are the noninverting amplifi er, the inverting ampli-
fi er, the summing amplifi er, and the voltage buffer. 

● The Noninverting Amplifi er: In the circuit of Fig. 1.28a the op amp infl uences 

vN via the voltage divider made up of R1 and R2 to give

  v N  5   
 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   v O  5   

 v O 
 _________ 

1 1  R 
2
 y R 

1
 
  

 By the op amp rule we have vN 5 vP (5 vI). Consequently, replacing vN with vI in 

the above expression and solving for the ratio vOyvI gives

 A 5   
 v 

O
 
 __  v 

I
    5 1 1   

 R 
2
 
 __ 

 R 
1
 
   (1.11)

(a)
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vI R2
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2
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(b)
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vO
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1

2

vI
1
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FIGURE 1.28 (a) Noninverting and (b) inverting op amp confi gurations. 
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  1.3 Operational Amplifi ers and Diode Applications  23

 where A represents the gain of the entire circuit (not to be confused with the gain 

a (→ `) of the basic op amp). Since vO has the same polarity as vI the circuit is 

referred to as noninverting amplifi er.
● The Inverting Amplifi er: In the circuit of Fig. 1.28b the op amp infl uences vN 

via the feedback resistance R2, and since the op amp rule implies vN 5 vP 5 0, we 

refer to node vN as a virtual ground. Any current injected by vI via R1 is removed 

by vO via R2, or i1 5 i2. Using Ohm’s law, 

   
 v 

I
  2 0

 ______ 
 R 

1
 
   5   

0 −  v 
O
 
 ______ 

 R 
2
 
  

 Solving again for the ratio vOyvI gives 

 A 5   
 v O 

 __  v I 
   5 2   

 R 
2
 
 __
 

 R 
1
 
   (1.12)

 Since the polarity of vO is opposite to that of vI the circuit is called an inverting 
amplifi er.

● The Summing Amplifi er: By the op amp rule, the inverting-input node in 

Fig. 1.29 is at virtual ground. This node is called a summing junction because it 

sums the currents coming from the input sources v1 and v2 and diverts this sum 

to the output node vO to give 

   
 v 

1
  2 0

 ______ 
 R 

1
 
   1   

 v 
2
  2 0

 ______ 
 R 

2
 
   5   

0 2  v 
O
 
 ______ 

 R 
3
 
  

Solving for vO,

  v O  5 2 (    R 
3
 
 __
 

 R 
1
 
   v 

1
  1   

 R 
3
 
 __ 

 R 
2
 
   v 

2
  )  (1.13)

If R1 5 R2, the circuit gives vO 5 –(R3yR1)(v1 1 v2) and is aptly called a summing 
amplifi er.

● The Voltage Buffer: Letting R2 5 0 and R1 5 ` in the circuit of Fig. 1.28a turns it 

into a unity-gain amplifi er (A 5 1 V/V). Its main application is as a voltage buffer 

to eliminate inter-stage loading. As an example, consider Fig. 1.30a, where a signal 

0 V

vO

R1

R2

R3

`
1

2

v1
1
2

v2
1
2

FIGURE 1.29 Summing amplifi er.
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24 Chapter 1 Diodes and the pn Junction

source v1 with internal resistance R1 is to be fed to a load R2. If we connect the source 

to the load via a plain wire, R2 will form a voltage divider with R1, giving v2 5 

v1y(1 1 R1yR2). Clearly v2 is less than v1, a situation referred to as loading and stem-

ming from the fact that R2 draws current via R1, so there is voltage loss across R1. 
  However, if we couple the source to the load via a buffer as in Fig. 1.30b, there 

will be no voltage drop across R1 because the op amp is designed to draw no input 

currents. Consequently the buffer eliminates loading to give v2 5 v1. Of course 

R2 does draw current, but this is supplied by the op amp, which in turn draws it 

from the power supply 1VS rather than from v1. (The illustration refers to the case 

v1 . 0; for v1 , 0 the load current will fl ow from R2 through the op amp to 2VS.)

The above confi gurations show up so often, either on their own or as subcircuits of 

more complex systems, that we shall apply Eqs. (1.10) through (1.13) quite frequently.

Our First Diode/Op-Amp Circuit
Having reviewed op amp basics, we are now ready to investigate our fi rst diode/op-

amp circuit, shown in Fig. 1.31a. Where do we begin? As a rule, start out using simple 
inspection to see if you can identify already familiar subcircuits, and then build up 

your understanding from there, one step at a time. In the present case we observe that 

D2 and R3 form a half-wave rectifi er of the type of Fig. 1.10a, so we can follow the 

line of reasoning developed there and analyze the cases vI . 0 and vI , 0 separately.
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FIGURE 1.31 (a) Our fi rst diode/op-amp circuit, and (b) its input and output waveforms.
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FIGURE 1.30 Using a unity-gain voltage buffer to eliminate loading (current polarities 

shown for v1 . 0). 
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● For vI . 0, D2 is on, making vP 5 vI. But, by the op amp rule we have vN 5 vP, 

and thus vN 5 vI. This causes D1 to be off, as pictured in Fig. 1.32a. In the 

absence of any current through R2 the op amp gives vO 5 vN, so 

 vO 5 vI (1.14a)

● For vI , 0, D2 is off, making vP 5 0 and thus, by the op amp rule, vN 5 0. D1 is 

now on, as pictured in Fig. 1.32b, and the op amp acts as an inverting amplifi er 

to give 

  v O  5 2   
 R 

2
 
 __  R 

1
 
   v I  5 2   

10
 ___ 

10
    v I  5 2 v I  (1.14b)

● We combine the two expressions by writing 

 vO 5 uvIu  (1.15)

 and by stating that the circuit is a full-wave rectifi er. The function is similar to 

that provided by the circuit of Fig. 1.12a and graphed in Fig. 1.13. There is a dif-

ference, however: in the circuit of Fig. 1.12a the rectifi ed signal appears across 

a fl oating load, whereas in the op amp version of Fig. 1.31a the rectifi ed signal 

is referenced to ground and as such it can be applied to a grounded load.

Exercise 1.4
Find vO in the circuit of Fig. 1.31a if (a) R3 is doubled; (b) R2 is doubled; (c) R1 is doubled; 

(d) the direction of each diode is reversed; (e) only the direction of D1 is reversed.

Ans. (a) vO 5 uvIu; (b) vO 5 vI for vI . 0; vO 5 22vI for vI , 0; (c) vO 5 vI for vI . 0, 

vO 5 20.5vI for vI , 0; (d) vO 5 2uvIu; (e) vO 5 vI for vI . 0, vO 5 0 for vI , 0.

1.4 SEMICONDUCTORS

The material in widest use by the semiconductor industry today is silicon (Si), an 

element of Group IV of the periodic table of elements (see the portion shown in 

Table 1.1). The atoms of Group IV elements possess four electrons in their outer 

electron shell, also called the valence band. Each atom shares these four electrons 

with its four nearest neighbor atoms to form covalent bonds. These bonds keep atoms 
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FIGURE 1.32 Redrawing the circuit of Fig. 1.31a for (a) vI . 0 and (b) vI , 0. 
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26 Chapter 1 Diodes and the pn Junction

bound to fi xed positions of an orderly spatial structure known as crystal lattice. This 

is depicted in the two-dimensional rendition of Fig. 1.33a. The number of silicon 

atoms per unit volume (atoms/cm3), also called atomic density, is

 Nsi 5 5 3 1022 atoms/cm3 (1.16)

Due to thermal agitation, a covalent bond may break on occasion, freeing an 

electron which then becomes available for conduction. Consequently, the parent 

atom is said to be ionized. As we know, the electron charge is 2q, where 

 q 5 1.602 3 10219
 C (1.17)

Once an electron moves away from a covalent site, it leaves behind a vacancy having 

charge 1q, as shown in Fig. 1.33b. An electron from another covalent bond may fi ll 

this vacancy, leaving in turn behind another vacancy at the covalent site of origin. 

TABLE 1.1 Portion of the Periodic Table with the 
most common semiconductor and dopant elements.
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FIGURE 1.33 (a) Pure silicon. (b) Creation of an electron-hole 

pair by thermal agitation.
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As this process repeats itself, we are in effect witnessing the motion of positively 

charged vacancies, or holes, through the crystal.

Just as thermal agitation results in the creation of free electron-hole pairs, an elec-

tron and a hole may recombine and thus disappear from the pool of free charges. The 

recombination rate is proportional to the number of free electron-hole pairs available, 

which in turn is a strong function of temperature. In thermal equilibrium, the recombi-

nation rate equals the generation rate, resulting in an equilibrium electron concentration 
(or density) n (electrons/cm3) and hole concentration (or density) p (holes/cm3) such that

 n 5 p 5 ni (1.18)

where ni is called the intrinsic concentration. For silicon, ni is such that 

   n i  
2 (T) 5 B T   3  e 2 V G0

   y V T   c m 26  (1.19)

where T is absolute temperature, in K, B is a suitable constant, VG0 5 1.205 V is the 

bandgap voltage for silicon, and

  V 
T
  5   kT ___ q   (1.20)

is a temperature-dependent scaling factor, in V, often arising in semiconductor physics 

and called the thermal voltage. Here q is the electron charge and k 5 1.381 3 10223
 J/K 

is Boltzmann’s constant. At room temperature (T 5 300 K), we have VT 5 25.86 mV 

> 26 mV. 

For silicon, Eq. (1.19) takes on the form

   n i  
2 (T) 5 1.5 3 1 0 33  T  3  e 214,028yT  c m 26  (1.21)

We observe that ni is a strong function of temperature. At T 5 300 K we have 

 n  i  
2  5 2 3 1020

 cm26, or ni 5 1.4 3 1010/cm3, indicating that only one in about 36 3 

1012 silicon atoms is ionized. By contrast, in a good conductor each atom contributes 

one or more electrons to conduction. It is apparent that at room temperature pure 

silicon is not much of a conductor. 

Doping
The electric properties of an element of Group IV can be altered dramatically by 

replacing some of its atoms with atoms of elements from the adjacent groups. For 

instance, replacing an atom of silicon with one of phosphorous (P), which belongs 

to Group V and thus possesses fi ve electrons in its outer shell, results in the situa-

tion of Fig. 1.34a. Four of the fi ve electrons will go into forming covalent bonds, 

just like those of a silicon atom would; the fi fth electron, due to thermal agitation, 

will wander throughout the crystal, no longer belonging to any particular atom and 

thus being free and available for conduction. Group V elements are referred to as 

donors in that each atom contributes, or donates, an electron to the silicon crystal. 

By contrast, replacing an atom of silicon with one of boron (B), which belongs to 
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28 Chapter 1 Diodes and the pn Junction

Group III and thus possesses only three electrons in its outer shell, will lead to the 

situation of Fig. 1.34b. Here, the lack of a fourth electron results in a hole, and since 

holes in turn accept electrons when they recombine, Group III elements are referred 

to as acceptors. 

The replacement of silicon atoms with donor or acceptor atoms is called dop-
ing. Since doped silicon is no longer pure, donor and acceptor atoms are collectively 

referred to as impurities. By doping silicon with a suffi cient number of impurities, we 

can turn it into a good conductor—hence the reason for calling it a semiconductor. 

Doping can be achieved in more than one way. With solid-state diffusion, the doping 

material is deposited on a selected area of the silicon crystal, which is then placed 

in a high temperature furnace to force the impurity atoms to penetrate and diffuse 

into the underlying region of the crystal. With ion implantation, the silicon crystal is 

bombarded with ions of the desired impurity material, which then remain embedded 

in the crystal. Doped silicon can also be grown directly as a crystal, starting with a 

suitable mixture of silicon and impurity atoms of the desired type.

The donor and acceptor concentrations (atoms/cm3), also called doping densi-
ties, are denoted as ND and NA, respectively. Depending on the particular requirements, 

doping doses may range from as low as 1014 atoms/cm3 to as high as 1021 atoms/cm3, 

that is, practical impurity densities are always much higher than the room-temperature 

intrinsic electron-hole concentration (ni 5 1.4 3 1010/cm3). Consequently, at room 

temperature, silicon doped with donor impurities, also called n-type silicon, has n > 
ND, while silicon doped with acceptor impurities, also called p-type silicon, has p > NA. 

Regardless of the type and amount of doping, the electron and hole concentra-

tions satisfy at all times the mass-action law, 

 n 3 p 5  n  
i
  2  (1.22)

or n 3 p 5 2 3 1020 cm26 at room temperature (T 5 300K). Consequently, in n-type 

silicon we have 

 n > ND  p >   
  n 

i
  2 
 ___ 

 N 
D
 
   (1.23a)
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FIGURE 1.34 Silicon with (a) a donor atom, and (b) an acceptor atom.
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while in p-type silicon we have 

 p > NA  n >   
  n 

i
  2 
 ___ 

 N 
A
 
   (1.23b)

To put numbers in perspective, suppose some n-type silicon has been doped with 

ND 5 1016/cm3. Then, n > 1016/cm3 and p > 2 3 1020y1016
 5 2 3 104/cm3, indicating 

a material much richer in electrons and much poorer in holes than intrinsic silicon. 

Since n @ p, electrons in n-type silicon are aptly called majority charge carriers, 

and holes minority charge carriers. Conversely, a p-type silicon with NA 5 1018/cm3 

would have p > 1018/cm3 and n > 2 3 102/cm3. Since now p @ n, the majority carri-

ers in p-type silicon are holes, and the minority carriers are electrons. 

It is understood that the thermal generation of electron-hole pairs continues to 

take place just as in the intrinsic case. However, with such an abundance of majority 

carriers, the chance of recombining for minority carriers is now much higher, this 

being the reason for their much reduced concentration. In fact, the balance between 

the two charge types is governed by the mass-action law!

We note that the designations n-type and p-type identify only the type of majority 

carriers in the given material. They should not mislead the reader into regarding n-type 

material as negatively charged, or p-type material as positively charged! Regardless of 

the doping type, the material remains at all times neutrally charged because for every 

charge that has been freed there is the charge of the ionized atom left behind, which is 

of the opposite polarity. Figure. 1.35 depicts n and p for three signifi cant cases.

Drift and Diffusion Currents
There are two types of conduction mechanisms in semiconductors, often coexisting: 

drift and diffusion. 

● The Drift Current: To discuss the drift mechanism, refer to Fig. 1.36a, top, 

where a slab of p-type material is assumed to be immersed in an electric fi eld 

of strength E (in V/cm). Such a fi eld can be produced by connecting an exter-

nal battery across the slab. If the slab is homogeneous, as assumed here, the 

x
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FIGURE 1.35 Mobile-charge concentrations in a slab of (a) pure silicon, 

(b) n-type silicon, and (c) p-type silicon. (The vertical scales are logarithmic.)
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30 Chapter 1 Diodes and the pn Junction

potential v(x) will vary linearly across the slab, as shown at the bottom. From 

basic physics we know that fi eld and potential are related as 

 E 5 2   
dv(x)

 _____
 dx   (1.24)

 Consequently, E will be constant throughout the homogeneous slab. 
  Now, under the accelerating effect of E, holes will drift in the same direction 

as the fi eld and achieve an average drift velocity vp (in cm/s) which is linearly 

proportional to the fi eld strength,

 vp 5 �pE (1.25a)

 Aptly called the hole mobility, �p (in cm2/Vs) gives a measure of the average 

drift velocity acquired by holes for a given applied fi eld. As holes drift, they pro-

duce the current ip(drift) 5 dQpydt, where dQp is the amount of charge transferred 

during the interval dt. Given that during dt holes travel the distance dx 5 vpdt, 
the holes making up dQp are contained within the volume Adx 5 Avpdt, and their 

number is thus pAvpdt, where p is their concentration (holes/cm3), and A is the 

cross sectional area of the silicon slab (in cm2). Multiplying this number by the 

hole charge 1q gives dQp 5 qpAvpdt, so

 ip(drift) 5   
d Q 

p
 
 ____ 

dt
   5 qpAvp 5 qpA�pE

  As we progress, we will fi nd it more convenient to work with the current per 

unit area, or current densiy J (in A/cm2), rather than with the ordinary current i 
(in A). The hole drift current density is simply Jp(drift) 5 ip(drift)yA, or

  J 
p(drift)

  5 qp � 
p
 E  (1.25b)
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dx

Jp(drift)

(a)
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p(x)

dp(x)@dx

Jp(diff)

(b)

A

FIGURE 1.36 Illustrating (a) current drift and (b) current diffusion for the case of holes.
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 Similar considerations hold for a slab of n-type material, except that in this case 

the mobile charges are electrons, whose concentration and mobility are n and �n. 

Thus, the average drift velocity of electrons is

 vn 5 �nE (1.26a)

 where �n (in cm2/Vs) is the electron mobility, and the electron drift current 
density is

  J 
n(drift)

  5 qn � 
n
 E  (1.26b)

 Equation (1.26b) is also at the basis of metals and ordinary conductors such 

as composition resistors, where the only type of mobile charges available are 

electrons. Both equations indicate the necessary ingredients for good conduction: 

high concentration along with high mobility.
● The Diffusion Current: The other mechanism for charge-carrier motion in 

semiconductors is diffusion—a mechanism not found in ordinary conductors. 

As we progress, we shall see that in semiconductor devices it is possible to 

establish and continuously maintain non-uniform profi les for the mobile charge 

densities. Figure 1.36b shows an example of a linear density profi le, such as 

that found in the base region of a forward-biased bipolar junction transistor. As 

holes wander randomly because of thermal agitation, they tend to diffuse from 

regions of higher density to regions of lower density, or toward the right in our 

example. This is similar to particles of smoke diffusing from the smoking area 

to the rest of a room. If holes are continuously injected to the left while being 

removed from the right, a sustained current fl ow will result. The hole diffusion 
current density is

  J 
p(diff)

  5 2q D 
p
   
dp(x)

 _____ 
dx

   (1.27a)

 where Dp is the hole diffusivity (in cm2/s). The negative sign stems from the 

fact that holes fl ow in the direction of the negative gradient in p. Likewise, the 

electron diffusion current density is

  J 
n(diff)

  5 q D 
n
   
dn(x)

 _____ 
dx

   (1.27b)

 where Dn is the electron diffusivity (in cm2/s), and the sign is now positive due to 

the negative charge of electrons. 

We note strong similarities between the expressions for the drift and diffusion 

currents. In fact, substituting Eq. (1.24) into Eqs. (1.25b) and (1.26b) gives 

 Jp(drift) 5 −qp � 
p
   
dv(x)

 _____ 
dx

    Jn(drift) 5 qn � 
n
   
dv(x)

 _____ 
dx
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FIGURE 1.37 Room-temperature dependence of the mobilities on the total doping density, and empirical 

formulas for their calculation for the case of donor atoms of phosphorous and acceptor atoms of boron. 

 � n  5 68 1   1346 _____________  

1 1   (    N  A   1  N  D   _______ 
9.2 3 1 0 16 

   )  
0.71

 
   c m 2 /Vs

 � p  5 45 1   427 _____________  

1 1   (    N  A   1  N  D   _______ 
2.2 3 1 0 17 

   )  
0.72

 
   c m 2 /Vs

which are even closer in form to Eqs. (1.27a) and (1.27b). These equations indicate that:

● To sustain a given current we need a gradient (a voltage gradient to sustain drift, 
a density gradient to sustain diffusion).

● Charge fl ow is in the direction of a decreasing gradient. 
● The diffusivities Dp and Dn play a similar role to the mobilities �p and �n in that 

each offers a measure of how much current stems from a given gradient. Indeed, 

it turns out that diffusivities and mobilities are related by Einstein’s relations

   
 D 

n
 
 ___  � 

n
    5   

 D 
p
 
 ___  � 

p
    5  V 

T
  (1.28)

 where VT > 26 mV is the thermal voltage of Eq. (1.20).

Mobilities and diffusivities are greatest when silicon is pure, but decrease with 

doping as well as temperature. Figure 1.37 shows the dependence of �n and �p on 
the total doping density (NA 1 ND), at room temperature. The higher mobility (by a 

factor of two to three) exhibited by electrons compared to holes is the primary reason 

why n-type materials are generally preferred over p-type materials, particularly in the 

fabrication of devices intended for high-speed operation. 

Lastly, it must be pointed out that the linear relationships between velocities and 

electric fi eld, expressed as vn 5 �nE and vp 5 �pE, hold only up to a certain fi eld strength, 

typically on the order of 5 kV/cm. Past this limit, electron and hole velocities saturate at 

approximately 107 cm/s. Aptly called velocity saturation, this phenomenon sets an upper 

limit on the speed of operation of semiconductor devices such as MOSFETs. 

An Example: The Integrated-Circuit Diode
Figure 1.38 illustrates the most basic steps involved in the fabrication of the pn junc-
tion diode, a semiconductor device at the basis of most other integrated-circuit (IC) 

devices. Starting out with a lightly doped n-type slab, such as ND 5 1015/cm3, a local-

ized boron diffusion is made to create a p-type region. Clearly, in order to overcome 
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FIGURE 1.38 Basic fabrication steps of an IC diode: (a) starting material, (b) p-type diffusion, and 

(c) provision for its connection to the outside. 

Find the electron and hole concentrations n and p as well as the mobilities �n and 

�p, and the diffusivities Dn and Dp in the three regions of the structure of Fig. 1.38, 

assuming the following doping densities:

 (a) n2-type bulk: ND 5 1015 phosphorous atoms/cm3

 (b) p-type diffusion: NA 5 1017 boron atoms/cm3

 (c) n1-type diffusion: ND 5 1020 phosphorous atoms/cm3

Solution
 (a) We have n > ND 5 1015/cm3 and p >  n  

i
  2 y N 

D
  5 2 3 1020y1015 5 2 3 105/cm3. 

Using the empirical formulas of Fig. 1.37, we fi nd 

  � 
n
  5 68 1   1346 ________________  

1 1   (   1 0 15  _________ 
9.2 3 1 0 16 

   )  
0.71

 
   5 1362 c m 2 /Vs

  � 
p
  5 45 1   427 ________________  

1 1   (   1 0 15  _________ 
2.2 3 1 0 17 

   )  
0.72

 
   5 463 c m 2 /Vs

EXAMPLE 1.5

the existing n-type nature of this region, the acceptor density NA must exceed the 

existing donor density ND there. Then, in this region we have 

 p >  N A  2  N D   n >   
 n  i  

2 
 ________ 

 N A  2  N D 
   

An additional diffusion is made to create a heavily doped n-type region to ensure an 

ohmic contact between the n-type slab and a metal (more on this later in the chapter), 

and fi nally metal depositions are made to allow for the interconnection of the device 

to external circuitry. 

The dimensions of the above device are in the range of micro meters (1 �m 5 1026 m). 

Such tiny dimensions allow for the simultaneous fabrication of a very large number of 

devices on the same wafer. To prevent different devices from interfering with each 

other, we must keep them electrically isolated from each other. Interestingly enough, 

a popular way of achieving isolation is through additional reverse-biased pn junctions, 

a subject that we will illustrate in greater detail when studying the fabrication of tran-

sistors. The interested student is encouraged to search the Web for videos and articles 

illustrating the fascinating subject of integrated circuit fabrication. 
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34 Chapter 1 Diodes and the pn Junction

1.5 THE pn JUNCTION IN EQUILIBRIUM

When a p-type and an n-type region are joined together, they are said to form a pn 

junction. Even though in practice they are fabricated contiguously as exemplifi ed in 

Fig. 1.38, from a pedagogical viewpoint it is convenient to consider two slabs that have 

been fabricated separately and are brought into contact with each other subsequently, 

in the manner depicted in Fig. 1.39, top. To develop a numerical feel for the various 

quantities involved, we shall work with the following doping concentration example: 

 NA 5 1018/cm3  ND 5 1016/cm3
 (1.29)

Assume donor atoms of phosphorous and acceptor atoms of boron, so we can use 

the formulas of Fig. 1.37, when necessary. Using the subscript zero to identify 

equilibrium concentrations, we exploit Eq. (1.23b) to fi nd the p-side hole and electron 

concentrations 

 pp0 > NA 5 1018/cm3  np0 >   
  n 

i
  2 
 ___ 

 N 
A
 
   5 2 3 102/cm3

 (1.30a)

and we exploit Eq. (1.23a) to fi nd the n-side electron and hole concentrations 

 nn0 > ND 5 1016/cm3  pn0 >   
  n 

i
  2 
 ___ 

 N 
D
 
   5 2 3 104/cm3 (1.30b)

Once the two slabs are brought into contact, holes will diffuse from the p-side, where 

they are highly concentrated (1018
 holes/cm3), toward the n-side, where they are con-

centrated only sparingly (2 3 104 holes/cm3.) Likewise, electrons will diffuse in the 

opposite direction. However, every hole diffusing across the metallurgical junction 

leaves behind a negatively charged ion, just as every diffusing electron leaves behind 

a positively charged ion. These ions are bound to their fi xed positions in the crystal 

lattice and do not contribute to current. However, they form a space charge layer 

(SCL), also called depletion layer because it is essentially depleted of mobile charges 

  Using Eq. (1.28), we fi nd Dn 5 0.026 3 1362 5 35.4 cm2/s and Dp 5 

0.026 3 463 5 12 cm2/s.

 (b) We now have p > NA 2 ND 5 1017 2 1015 > 1017/cm3 and n >  n  
i
  2 y( N 

A
  2  N 

D
 ) > 

2 3 103/cm3. Using again the empirical formulas, 

  � 
n
  5 68 1   1346 _________________  

1 1   (   1 0 17  1 1 0 15  __________ 
9.2 3 1 0 16 

   )  
0.71

 
   5 719 c m 2 /Vs

  � 
p
  5 45 1   427 _________________  

1 1   (   1 0 17  1 1 0 15  __________ 
2.2 3 1 0 17 

   )  
0.72

 
   5 317 c m 2 /Vs

  Moreover, Dn 5 0.026 3 719 5 18.7 cm2/s and Dp 5 8.3 cm2/s.

 (c) We now have n > 1020 1 1015 > 1020/cm3, p > 2/cm3; �n 5 78 cm2/Vs, 

Dn 5 2 cm2/s; �p 5 50 cm2/Vs, and Dp 5 1.3 cm2/s.
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  1.5 The pn Junction in Equilibrium 35

due to their diffusion across the junction. The SCL, in turn, establishes an electric 

fi eld E in the direction opposing diffusion. As holes and electrons keep diffusing, the 

SCL keeps building up, until an equilibrium condition is reached whereby the elec-

tric fi eld E will exactly counterbalance the tendency of holes and electrons to diffuse 

further. Thereafter, the net current across the junction will be zero.

x

�p

�n

�0
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FIGURE 1.39 Equilibrium conditions in a pn slab.
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36 Chapter 1 Diodes and the pn Junction

Equilibrium Conditions
We express the equilibrium conditions by writing Jp(drift) 1 Jp(diff) 5 0 and Jn(drift) 1 

Jn(diff) 5 0. Taking the origin of the x-axis at the point of contact between the p and n 

regions, also called the metallurgical junction, we have, by Eqs. (1.25) through (1.27), 

 qp(x) � 
p
 E(x) 2 q D 

p
   
dp(x)

 _____ 
dx

   5 0 (1.31a)

 qn(x) � 
n
 E(x) 1 q D 

n
   
dn(x)

 _____ 
dx

   5 0 (1.31b)

where we are emphasizing that p, n, and E are now functions of the position x along 

the pn slab. 

The equilibrium situation is illustrated further in Fig. 1.39, where the origin of 

the x axis has been taken right at the metallurgical junction. The edges of the SCL 

are located at 2xp0 and 1xn0, respectively. The charge density � (in C/cm3) due to 

immobile ions is 1qND in the n side of the SCL, and 2qNA in the p side. Denoting the 

cross-sectional area of the p and n slabs as A, we fi nd the total SCL charge in the n-side 

as Q1 5 qND 3 Axn0, and the total SCL charge in the p-side as  Q 2  5 2qNA 3 Axp0. 

Charge neutrality requires that  Q +  5 2 Q − , or qNDAxn0 5 qNAAxp0. Simplifying, we get

   
 x 

p0
 
 ___  x 

n0
    5   

 N 
D
 
 ___ 

 N 
A
 
   (1.32)

indicating that in an asymmetrically doped pn junction such as ours (NA @ ND), the 

SCL will extend mostly into the more lightly doped side (xn0 @ xp0). This makes 

sense as it takes more volume in the lightly doped side to come up with the same 

number of ions as the heavily doped side. We have tried to convey this pictorially in 

Fig. 1.39, top. 

We readily visualize the electric fi eld strength E as a function of x by counting 

the fi eld lines. Each line starts on a positive ion at the right and ends on a negative 

ion at the left. The number of lines is maximum at the metallurgical junction (x 5 0) 

and decreases linearly as we move away on either side, to fi nally drop to zero at the 

edges of the SCL. The regions outside the SCL, where the electric fi eld is zero, are 

aptly called the neutral regions. Because of asymmetric doping, the profi le of E is a 

scalene triangle, and a negative one as E is in the direction of negative x. 

We readily fi nd a relationship between the maximum strength Em0 and the SCL 

edges xp0 and xn0 via Gauss’s theorem. In a one-dimensional case such as this, this 

theorem is expressed as 

   dE ___ 
dx

   5   
�(x)

 ____  � 
si
    (1.33)

where �si is silicon’s permittivity (�si 5 1.04 pF/cm). In the right portion of the SCL 

we have dEydx 5 Em0yxn and �y�si 5 qNDy�si, so Em0yxn0 5 qNDy�si. Applying similar 

considerations to the left side of the SCL and solving for Em0 gives

  E m0
  5   

q N A   x p0
 
 ______  � si 

   5   
q N D  x n0

 
 ______  � si 

   (1.34)
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The Built-in Potential f0

From basic electrostatics we know that an electric fi eld is always accompanied by 

an electric potential gradient. For a one-dimensional situation such as ours, the rela-

tionship between fi eld E and potential � is, by Eq. (1.24), E 5 �d�ydx. Rewriting 

as � 5 2eE dx, we visualize � as the negative of the area enclosed by the E curve. 

Since E has a linear profi le, � will have a quadratic profi le, as shown in Fig. 1.39, 

bottom. We observe that outside the SCL the profi le of � is fl at because E 5 0 there. 

The potentials there are denoted as �p and �n, respectively. We now wish to fi nd ex-

pressions for �p and �n, as well as for the built-in equilibrium potential �0, defi ned as 

  � 
0
  5  � 

n
  2  � 

p
 

This potential acts as a barrier preventing holes and electrons from diffusing further, 

and is the result of the charge redistribution taking place automatically at either side 

of the metallurgical junction when we create it. Solving for E(x) in Eq. (1.31) and 

using Einstein’s relations of Eq. (1.28) gives

 E(x)dx 5  V 
T
   
dp(x)

 _____ 
p(x)

   5 2 V 
T
   
dn(x)

 _____ 
n(x)

  

Using again �(x) 5 2eE(x) dx and integrating from �xp0 to 1xn0 gives

  ∫ 
  � p 

  
  � n 

 d�(x)  5 2 V T  ∫ 
  p p0

 
  

  p n0
 

   
dp(x)

 _____ 
p(x)

     5  V T  ∫ 
  n p0

 
  

  n n0
 

   
dn(x)

 _____ 
n(x)

   

where the integration limits are, respectively, the values of �, p, and n at x 5 �xp0 

and x 5 1xn0. This gives 

 �0 5 �n 2 �p 5  V 
T
  ln   

 p 
p0

 
 ___  p 

n0
    5  V 

T
  ln   

 n 
n0

 
 ___  n 

p0
    (1.35)

Using Eq. (1.10), we can also write

  � 
0
  5  V 

T
  ln   

 N 
A
  N 

D
 
 _____ 

  n 
i
  2 
   (1.36a)

  � 
n
  5  V 

T
  ln   

 N 
D
 
 ___  n 

i
    (1.36b)

  � 
p
  5  V 

T
  ln   

 n 
i
 
 ___ 

 N 
A
 
   (1.36c)

Note that since in practical junctions NA and ND are greater than ni, we have �n . 0 

and �p , 0. Moreover, since NA and ND appear in the argument of the logarithmic 

function, the �s of Eq. (1.36) are not that sensitive to variations in the doping doses.

 (a) Find the room-temperature values of �n, �p, and �0 for a junction with the 

dopings of Eq. (1.29). 

 (b) Find �0 if both doping doses are increased by an order of magnitude.

EXAMPLE 1.6

  1.5 The pn Junction in Equilibrium 37
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38 Chapter 1 Diodes and the pn Junction

The Electric Field Em0, the SCL Width Xd0, and the SCL Charge Qj0 
We now wish to derive an expression for all other pertinent junction parameters in equi-

librium. The maximum fi eld strength Em0 is found once again via ed�(x) 5 �eE(x) dx, 

where we integrate from 2xp0 to xn0. The left-hand side integrates simply to �0, while 

the right-hand side represents the negative of the area of the electric-fi eld triangle. 

Consequently, we have 

  � 
0
  5   

( x 
p0

  1  x 
n0

 ) E 
m0

 
  ___________ 

2
   (1.37)

But, according to Eq. (1.34), 

  x 
p0

  5   
 � 

si
 
 ____ 

q N 
A
 
   E 

m0
    x 

n0
  5   

 � 
si
 
 ____ 

q N 
D
 
   E 

m0
  (1.38)

Substituting xp0 and xn0 into Eq. (1.37), expressing �0 via Eq. (1.36a), and solving for 

Em0, we fi nally get

  E m0
  5  √ 

____________

    
2q � 

0
 
 _____  � si 

     
 N A  N D 

 ________ 
 N A  1  N D 

     (1.39)

If we insert Eq. (1.39) back into Eq. (1.38), we obtain the equilibrium edges of 

the SCL as 

  x p0
  5  √ 

_____________

    
2 � si  � 

0
 
 _____ 

q N A 
     

 N D 
 ________ 

 N A  1  N D 
        x n0

  5  √ 
_____________

    
2 � si  � 

0
 
 _____ 

q N D 
     

 N A 
 ________ 

 N A  1  N D 
     (1.40)

The sum of the two is aptly called the equilibrium SCL width, Xd0 5 xp0 1 xn0. By 

Eq. (1.40), 

  X 
d0

  5  √ 
______________

    
2 � 

si
  � 

0
 
 _____ q   (   1 ___ 
 N 

A
 
   1   1 ___ 

 N 
D
 
   )    (1.41)

The equilibrium junction charge is Qj0 5 Q1 5 qNDAxn0, where A is the afore-

mentioned junction’s cross-sectional area. Using Eq. (1.40), 

  Q 
j0
  5 A √ 

______________

  2 � 
si
  q � 

0
   

 N 
A
  N 

D
 
 ________ 

 N 
A
  1  N 

D
 
     (1.42)

Solution
 (a) We have �n 5 (26 mV) ln [1016y(1.4 3 1010)] 5 0.350 V, �p 5 �0.470 V, and 

�0 5 0.350 2 (�0.470) 5 0.820 V.

 (b) Now �0 5 0.940 V, not much of a change because of the logarithmic depen-

dence. It pays to think of �0 as being close to 1 V, regardless of the particular 

doping values. 
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  1.6 Effect of External Bias on the SCL Parameters 39

1.6 EFFECT OF EXTERNAL BIAS ON THE SCL PARAMETERS

Let us now investigate the effect of applying a voltage v across our pn junction in the 

manner of Fig. 1.40, top. (Note that the polarity convention for v is positive at the p 

side and negative at the n side; for v . 0 the pn junction is said to be forward biased, 

and for v , 0 it is reverse biased.) By KVL, the potential barrier across the space-

charge layer (SCL) becomes �0 2 v. With a changed profi le for �, the electric fi eld 

strength E will also have to change. Since the fi eld lines making up E come from the 

uncovered ions of the SCL, the SCL’s width Xd 5 xn 1 xp will have to change accord-

ingly. Specifi cally, we can state that: 

● Forward biasing the junction (v . 0) lowers the potential barrier as well as the 

electric fi eld compared to the unbiased case, and thus shrinks Xd. 
● Conversely, reverse biasing the junction (v , 0) raises the potential barrier and 

the electric fi eld, and thus widens Xd. For a visual comparison, Fig. 1.40 uses 

gray lines to show the unbiased situation.

Exercise 1.5
Show that 

 �(0) 5  � 
p
  1   

 N 
D
 
 ________ 

 N 
A
  1  N 

D
 
   � 

0
   (1.43)

Hence, verify that �(0) 5 0 only in the case of symmetrically doped junctions 

(ND 5 NA). Otherwise, �(0) . 0 for ND . NA, and �(0) , 0 for ND , NA (as in the 

case of Fig. 1.39). 

Assuming a cross-sectional area A 5 (100 �m) 3 (100 �m) for a pn junction with 

the doping doses of Eq. (1.29), fi nd Em0, Xd0, xp0, xn0, and Qj0. 

Solution
From Example 1.6, �0 5 0.820 V. Also, since in our case NA @ ND, we can ap-

proximate NANDy(NA 1 ND) ù ND 5 1016 cm23. Then, Eq. (1.39) gives

  E m0
  ≅  √ 

_____________________________

     2 3 1.602 3 1 0 219  3 0.820 3 1 0 16    _____________________________  
1.04 3 1 0 212 

     5 5.03 3 1 0 4  V/cm

and Eq. (1.41) gives

  X 
d0

  ≅  √ 
__________________________

     2 3 1.04 3 1 0 −12  3 0.820  ______________________  
1.602 3 1 0 −19 

   (   1 ____ 
1 0 16 

   )    5 3.26 3 1025 cm 5 0.326 �m

Similarly, Eq. (1.40) gives xp0 5 0.003 �m and xn0 5 0.323 �m, confi rming that 

the SCL extends almost entirely into the more lightly doped side, which in our 

example is the n side. Finally, since the junction area is A 5 (100 3 1024 cm)2 5 

1024 cm2, Eq. (1.42) gives Qj0 5 5.23 pC.

EXAMPLE 1.7
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40 Chapter 1 Diodes and the pn Junction

To investigate the effect of the external bias v quantitatively, we simply replace 

�0 with (�0 2 v) in Eqs. (1.39) through (1.42). Thus, rewriting Eq. (1.39) with Em(v) 

in place of Em0 and (�0 � v) in place of �0, we get the maximum electric-fi eld strength 
as a function of v

  E m (v) 5  √ 
_________________

    
2q( � 

0
  2 v)
 _________  � si 

     
 N A  N D 

 ________ 
 N A  1  N D 

     5  √ 
____________

    
2q � 

0
 
 _____  � si 

     
 N A  N D 

 ________ 
 N A  1  N D 

      √ 
______

 1 −   v ___ 
 � 

0
 
    

This is expressed more concisely as

  E m (v) 5  E m0
  √ 
______

 1 2   v ___ 
 � 

0
 
     (1.44)
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FIGURE 1.40 Effect of forward-biasing a pn junction.
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  1.6 Effect of External Bias on the SCL Parameters 41

where Em0, aptly called the zero-bias (v 5 0) value of Em, was derived in Eq. (1.39). 

Proceeding in similar manner for the SCL’s width, we fi nd

  X d (v) 5  X d0
  √ 
______

 1 2   v ___ 
 � 

0
 
     (1.45)

where Xd0 is the zero-bias (v 5 0) value of Xd, which was derived in Eq. (1.41). The 

voltage dependence of Xd is depicted in Fig. 1.41a. Finally, the junction charge is

  Q j (v) 5  Q j0  √ 
______

 1 2   v ___ 
 � 

0
 
     (1.46)

where Qj0 is the zero-bias (v 5 0) value of Qj as given in Eq. (1.42).

The Junction Capacitance Cj

Since applying a voltage across a pn junction redistributes its SCL charge, the junc-

tion exhibits capacitive behavior. The junction capacitance is Cj 5 dQjydv. Differ-

entiating Eq. (1.46) and rearranging, 

  C j (v) 5   
 C j0 
 __________ 

  ( 1 2 vy � 
0
  )  

m 
   (1.47a)

where

  C j0  5 A √ 
___________

    
 � si q ____ 
2 � 

0
 
     

 N A  N D 
 ________ 

 N A  1  N D 
     (1.47b)

is the zero-bias (v 5 0) value of Cj and m, called the grading coeffi cient, is 1⁄2 in the 

present case, which assumes an abrupt junction. Practical junctions often have a 

graded doping profi le, in which case it can be shown2 that a more appropriate value 

is m 5 1⁄3. The actual value of m can be found experimentally by measuring Cj for dif-

ferent values of v and then using data-interpolation to indirectly fi nd m. The voltage 

dependence of Cj is depicted in Fig. 1.41b.

�0

Xd0

0

0

(a) (b)

v

Xd Cj

�0

Cj0

0

0 v

FIGURE 1.41 Voltage dependence of the (a) SCL width and (b) junction capacitance 

for m 5 ½.

fra28191_ch01_001-108.indd   41fra28191_ch01_001-108.indd   41 13/12/13   11:06 AM13/12/13   11:06 AM



42 Chapter 1 Diodes and the pn Junction

Combining Eqs. (1.41), (1.45), and (1.47) with m 5 ½, we put CJ in yet another 

insightful form

  C j (v) 5  � si   
A _____ 

 X d (v)
   (1.48)

This is the same form as that of a parallel-plate capacitor consisting of two plates 

of area A separated by a dielectric material having permittivity �si and thickness Xd. 

This equivalence is illustrated in Fig. 1.42. However, unlike a fi xed capacitor, the 

present one exhibits a voltage-dependent plate separation Xd(v), indicating nonlinear 

capacitance behavior, as already seen in Fig. 1.41b. We also observe that Eq. (1.47a) 

predicts Cj → ` for v → �0. This, of course, cannot happen in practice, indicating 

that Eq. (1.47a), whose derivation is based on a number of simplifying assumptions, 

no longer holds as v approaches �0.

FIGURE 1.42 (a) The junction capacitance Cj, and (b) its parallel-plate equivalent.

Xd

v

A A

n-type

(a) (b)

p-type

12

«si

v

12

Xd

Find Cj0 for the junction of Example 1.7. Then, assuming m 5 ½, calculate Em, Xd, 

Qj, and Cj for (a) v 5 10.65 V, and (b) v 5 25V. 

Solution
 (a) Using Eq. (1.47b) we readily fi nd Cj0 5 3.19 pF. Moreover 

  √ 
________

 1 2 vy � 
0
    5  √ 

____________

  1 2 0.65y0.82   5 0.455

  indicating a decrease in Em, Xd, and Qj, but an increase in Cj. Indeed, at 

v 5 10.65 V we have Em 5 5.03 3 104
 3 0.455 5 2.29 3 104 V/cm, 

Xd 5 0.148 �m, Qj 5 2.38 pC, and Cj 5 3.19y0.455 5 7.01 pF.

 (b) Now Em, Xd, and Qj will increase but Cj will decrease by  √ 
_____________

  1 2 (25)y0.82   5 

2.66, so Em 5 13.4 3 104 V/cm, Xd 5 0.869 �m, Qj 5 13.9 pC, and 

Cj 5 1.20 pF.

Remark: It pays to keep in mind the following orders of magnitude for low-power 

junctions: 

�0 , 1 V  Em , 104 V/cm  Xd , 1 �m  Qj , 1 pC  Cj , 1 pF

EXAMPLE 1.8
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  1.7 The pn Diode Equation 43

1.7 THE pn DIODE EQUATION

Forward-biasing a pn junction affects not only the parameters of its space-charge 

layer (SCL), but also the concentration profi les of its charge carriers in the neutral 

regions, and quite dramatically so, as we are about to see. The starting point is offered 

by Eq. (1.35), which we turn around by taking the logarithms throughout and solving 

for the minority concentrations, 

  p n0
  5  p p0

  e 2 � 
0
 y V T   (1.49a)

  n p0
  5  n n0

  e 2 � 
0
 y V T   (1.49b)

These equations relate the hole and the electron concentrations at either side of the 

SCL for the unbiased (v 5 0) equilibrium situation. If we now forward bias the junc-

tion (v . 0), E will decrease and thus allow holes to diffuse from the p side, through 

the SCL, to the n side, and electrons from the n to the p side. We can still use Eq. 

(1.49) to relate the concentrations right at the edges of the SCL, also called boundary 
concentrations, provided we replace �0 with �0 2 v. The result is 

  p n ( x n ) 5  p p (2 x p ) e 2( � 
0
 2v)y V T   (1.50a)

  n p (2 x p ) 5  n n ( x n ) e 2( � 
0
 2v)y V T   (1.50b)

The so-called low-level injection assumption stipulates that even after biasing, the 

minority concentrations at either side of the SCL continue to remain much lower than 

the majority concentrations there, and thus leave the latter essentially undisturbed 

compared to the unbiased case. This means that we can let pp(2xp) 5 pp0 and nn(xn) 5 

nn0 in Eq. (1.50). Reusing Eq. (1.49), we can then write 

  p n ( x n ) 5  p n0
  e vy V T   (1.51a)

  n p (2 x p ) 5  n p0
  e vy V T   (1.51b)

Referred to as the law of the junction, Eq. (1.51) relates the boundary values of the 

minority concentrations to the applied voltage v. Though the derivations were made 

for the forward-bias case (v . 0), this law holds also for the reverse-bias case (v , 0). 

Assuming the doping doses of Eq. (1.29), fi nd the minority and majority con-

centrations at either edge of the SCL if the junction is forward biased with 

v 5 0.65 V. Comment on your results.

Solution
By Eq. (1.30), pp(2xp) 5 pp0 > 1018/cm3 and nn(xn) > nn0 > 1016/cm3. Moreover, 

np0 > 2 3 102/cm3, and pn0 > 2 3 104/cm3. Since exp(0.650y0.026) > 7.2 3 1010, 

Eq. (1.51) gives

 pn(xn) > 2 3 104 3 7.2 3 1010 5 1.44 3 1015/cm3

 np(2xp) > 2 3 102
 3 7.2 3 1010 5 1.44 3 1013/cm3

EXAMPLE 1.9
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44 Chapter 1 Diodes and the pn Junction
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FIGURE 1.43 Forward biasing a pn junction creates an excess of minority 

charges in the neutral regions. These charges diffuse away from the SCL, 

giving raise to diffusion currents. 

These boundary values are shown numerically in Fig. 1.43. We observe that a forward 

bias of only 0.65 V causes pn(xn) to shoot up from 2 3 104/cm3 to 1.44 3 1015/cm3! 

However, this is still less than the majority concentration there (1016/cm3), thus 

confi rming low-level injection. Likewise, np(2xp) has jumped from 2 3 102/cm3 to 

1.44 3 1013/cm3. This too is quite a number, yet it is much less than the majority 

concentration there (1018/cm3), again indicating low-level injection. 

fra28191_ch01_001-108.indd   44fra28191_ch01_001-108.indd   44 13/12/13   11:06 AM13/12/13   11:06 AM



Excess Minority Concentrations
It is apparent that forward biasing the pn junction establishes an excess of minority 

carriers at both edges of the SCL. The excess concentrations are  p9 n ( x n ) 5 pn(xn) 2 pn0 

at the right edge, and  n9 p (2 x p ) 5 np(2xp) 2 np0 at the left edge. By Eq. (1.51), these 

excesses can be expressed as 

  p9 n ( x n ) 5  p n0
 ( e vy V T   2 1) (1.52a)

  n9 p (2 x p ) 5  n p0
 ( e vy V T   2 1) (1.52b)

Once minority excesses have been established, the carriers will diffuse away from the 

SCL toward regions of lower excess concentrations (holes from xn toward the right, 

electrons from 2xp toward the left). In both cases, their diffusion takes place in a sea 

of oppositely-charged majority carriers, indicating a high chance of recombination. 

In fact, the further away we go from the SCL’s edges, the less and less excess minor-

ity carriers we are likely to fi nd. 

This diffuse-and-recombine process is governed by the diffusion equation, 

which for excess holes takes on the form2 

  D p    
 d  2  p9 n (x)

 ______ 
d x 2 

   5   
 p9 n (x)

 _____  � p 
  

where �p is the mean recombination time, also called the mean lifetime of the excess 

holes. A similar equation holds for excess electrons, but with �n as the mean recom-

bination time. The solution to the diffusion equation is an exponential decay with x 

for holes, and with 2x for electrons, in the manner illustrated in Fig. 1.43, middle. 

Mathematically, the decay for holes is expressed as 

  p	 n (x) 5  p n0
 ( e vy V T   2 1) e 2(x− x n )y L p   (1.53)

where the quantity

  L p  5  √ 
____

  D p  � p    (1.54a)

is called the hole diffusion length, in cm. It represents the distance from xn at which  

p9 n (x) drops to 1ye (36.8%) of its boundary value  p9 n ( x n ). A similar expression holds 

for excess electrons in the p side, but with the electron diffusion length

  L n  5  √ 
____

  D n  � n    (1.54b)

The lengths Lp and Ln are typically on the order of 101 �m, so we generally have 

Lp @ xn and Ln @ xp. 

Note that  p9 n  → 0 at the right end of the n-type slab (x 5 Wn), as the excess holes 

undergo total recombination with the electrons of the metal electrode there. Like-

wise,  n9 p  → 0 at the left end of the p-type slab (x 5 2Wp), as excess electrons undergo 

total removal by the metal electrode there. 
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46 Chapter 1 Diodes and the pn Junction

By Eq. (1.27a) the diffusion of excess holes toward the right results in the cur-

rent density Jp(x) 5 2q D p d p9 n (x)ydx. Differentiating Eq. (1.53) and substituting gives  

  J p (x) 5 q D p   
 p n0

 
 ___ 

 L p 
  ( e vy V T   2 1) e −(x2 x n )y L p   (1.55a)

A similar expression holds for the current density due to excess electrons diffusing 

toward the left, except that we need to replace x with 2x in the exponent, 

  J n (x) 5 q D n   
 n p0

 
 ___ 

 L n 
  ( e vy V T   2 1) e (x1 x p )y L n   (1.55b)

We expect recombination within the (thin) depletion region to be negligible, so Jp 

and Jn will essentially be constant there. With reference to Fig. 1.43, bottom, we fi nd 

the total current density within the SCL as Jtot 5 Jp(xn) 1 Jn(2xp). Using Eq. (1.55), 

we readily get

  J tot  5 q (    D p   p n0
 
 _____ 

 L p 
   1   

 D n  n p0
 
 _____ 

 L n 
   ) ( e vy V T   2 1)  (1.56)

Note that Fig. 1.43, bottom, shows only the minority diffusion currents. For a 

complete picture of conduction we need to show also the majority diffusion currents. 

Owing to the charge conservation principle, Jtot must be constant throughout the 

slab. We can thus obtain each majority current component by taking the graphical 

difference between the total current and the corresponding minority current 

component, or Jp 5 Jtot 2 Jn to the left of 2xp, and Jn 5 Jtot 2 Jp to the right of xn. 

The result, shown in Fig. 1.44, shows how fascinating conduction is inside a pn slab. 

(A/cm2)

xn2xp 0

0

Jn

Jp

Jtot

Jp(x)

Jn(x)

p-type n-type

x

1

1

1

2

2

2

v

1 2

FIGURE 1.44 Minority and majority current densities inside a pn slab. 
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If we were to scan the slab from left to right, our description of conduction would 

be as follows

● At the far left we see a current of mainly holes diffusing toward the right on their 

way to recombine with electrons. Some of these holes disappear by recombina-

tion in the p side itself, others manage to make it all the way to the SCL, from 

where they emerge as minority carriers in the n side. As they progress toward the 

right, they are further annihilated by electrons.
● Moving closer to the SCL while still on the p side, we note that Jp has subsided 

somewhat, but at the expense of an increase in Jn, so as to ensure the constancy 

of Jtot. The fact that close to the SCL, Jp has subsided doesn’t necessarily imply 

a reduction in hole concentration there. In fact, Example 1.9 has revealed that at 

x 5 2xp there are 1018 holes/cm3 pressing against the SCL, quite a number com-

pared to the 1.44 3 1013 electrons/cm3
 available there. Out of these 1018 holes/

cm3, only 1.44 3 1015 holes/cm3
 manage to emerge from the SCL, at the right.

● Moving now inside the SCL, we see a two-way traffi c of holes and electrons, 

hardly recombining with each other because Xd is much shorter than the diffu-

sion lengths Lp and Ln. Because of asymmetric doping as well as differences in 

the hole and electron diffusivities and diffusion lengths, Jp and Jn are generally 

different inside the SCL.
● As we move past the SCL into the n region, we note that excess holes fade away, 

annihilated by the majority of electrons present there. We instead observe a pro-

gressively larger current of electrons moving toward the left, on their way either 

to annihilate holes while still in the n side, or to be annihilated by holes once 

they cross the SCL to emerge in the p side. 

The Diode Equation
The overall current i through a pn junction of cross-sectional area A is readily found 

as i 5 AJtot. Using Eqs. (1.56), along with Eq. (1.30), we get what is commonly re-

ferred to as the diode equation

 i 5  I s ( e vy V T   2 1)  (1.57)

where Is is a scaling factor called the saturation current, 

  I s  5 A 3  n  i  
2 (T) 3 q (    D p  _____ 

 L p  N D 
   1   

 D n  ____ 
 L n  N A 

   )  (1.58)

This factor gives an indication of how much current i we get for a given applied volt-

age v. For low-power junctions, Is is typically on the order of femto-amperes (1 fA 5 

10215 A). We observe that Is depends on: 

● The cross-sectional area A (the larger A, the higher the current—just as with 

ordinary resistors)
● Temperature T, especially via   n 

i
  2 (T)

● The doping densities NA and ND, the diffusivities Dp and Dn, and the diffusion 
lengths Lp and Ln.
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48 Chapter 1 Diodes and the pn Junction

As we proceed we shall fi nd that most practical junctions are fabricated with one 

side much more heavily doped than the other. When this is the case, one of the terms 

within parentheses in Eq. (1.58) becomes negligible, and Is is determined primarily 

by the term with the smaller doping concentration in its denominator. In our work-

ing pn junction example, for which NA @ ND, the dominant term in Eq. (1.58) is the 

fi rst one, stemming from the injection of holes into the more lightly doped n-side. 

As we know, this is also the side into which most of the SCL extends. For obvious 

reasons, asymmetrically-doped junctions are also referred to as one-sided junctions. 

An example will better illustrate. 

 (a) Estimate i if the pn junction of Example 1.7 is biased at v 5 0.65 V. Assume 

Dp 5 10 cm2/s, Lp 5 5 �m, Dn 5 7 cm2/s, and Ln 5 10 �m. Comment on 

your results.

 (b) Find the area A needed for the junction of part (a) to give i 5 0.15 mA at 

v 5 0.65 V.

Solution 
 (a) Inserting the given data into Eq. (1.58) gives 

  I s  5 1 0 24  3 2 3 1 0 20  3 1.602 3 1 0 219  (   10 ______________  
5 3 1 0 24  3 1 0 16 

   1   7 _______________  
10 3 1 0 24  3 1 0 18 

   )  
 5 6.41 1 0.02 5 6.43 fA

  As expected of a one-sided junction such as the present one, Is is determined 

primarily by one term, namely, the fi rst term, representing hole injection. 

Electron injection into the heavily-doped p-side has little say in this case. 

Finally, we use Eq. (1.57) to fi nd 

 i 5 6.43 3 1 0 215 ( e 650y26  2 1) 5 463 �A

 (b) To lower i from 0.463 mA to 0.15 mA, we need to lower A in proportion, that 

is, from 1024 cm2 to (0.15y0.463) 3 1024 cm2, or to 0.324 3 1024 cm2. This 

requires a square area of about (57 �m) 3 (57 �m). 

EXAMPLE 1.10

Short-Base Diodes
In the diode example of Fig. 1.43 the neutral regions are long enough to provide suf-

fi cient distance for the minority charges to recombine with the majority charges as 

they diffuse away from the SCL. Aptly called a long-base diode, this structure occurs 

when the device is fabricated with dimensions Wn @ Lp and Wp @ Ln. As we progress, 

we shall see that pn diodes are also fabricated with Wn ! Lp, or Wp ! Ln, or both. 

A popular example is the base-emitter junction of a bipolar junction transistor, this 

being the reason why such a structure is referred to as a short-base diode. 

With Wn ! Lp, the holes injected into the n-side don’t have much of a chance 

to recombine while diffusing toward the right, indicating that Jp will essentially be 

fra28191_ch01_001-108.indd   48fra28191_ch01_001-108.indd   48 13/12/13   11:06 AM13/12/13   11:06 AM



constant in the n-side. By Eq. (1.27a), this implies, in turn, a constant slope for pn(x), 

as depicted in Fig. 1.45. If the condition Wp ! Ln holds, similar considerations apply 

to Jn and np(x) in the p-side. To fi nd the i-v characteristic of a short-base diode, we 

start with  J p  5 2q D p d p9 n (x)ydx, where  p9 n (x) is the excess hole density in the n-side. 

The slope of the triangle in Fig. 1.45 is readily found as 

   
d p9 n (x)

 ______ 
dx

   5 2   
 p n ( x n ) 2  p n0

 
 __________
 

 W n  2  x n 
   > 2   

 p n0
 ( e vy V T   2 1)

 ___________
 

 W n 
  

where we have exploited the fact that usually xn ! Wn. Similar considerations hold 

for the p-side slope d n9 p (x)ydx. Proceeding as in the derivation of Eq. (1.58), we 

readily fi nd that a short-base diode still obeys Eq. (1.57), but with the following 

expression for the saturation current, 

  I s  > A n  i  
2 q (    D p  _____ 

 W n  N D 
   1   

 D n  _____ 
 W p  N A 

   )  (1.59)

This is identical to that of Eq. (1.58), except for the replacements Lp → Wn and Lp → Wn. 

Considering that in a short-base diode the Ws are much smaller than the Ls, it is apparent 

that this structure requires a smaller cross-sectional area A to achieve the same value 

of Is. Another advantage is that the amount of excess charge stored in a forward-biased 

short-base diode is much smaller than that of a long-base device operating at the same 

current. This results in much faster switching times, as we shall see in Chapter 6. 

n, p (cm�3)

xn Wn�xp�Wp 0

0

pn(x)

np(x)

np(�xp)

pn(xn)

pn0

np0

p-type n-type

x

1

1

1

2

2

2

v

1 2

FIGURE 1.45 Minority carrier concentrations 

in a forward-biased short-base diode 

fabricated with Wn ! Lp and Wp ! Ln.
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50 Chapter 1 Diodes and the pn Junction

1.8 THE REVERSE-BIASED pn JUNCTION

Reverse biasing a pn junction further increases the existing potential barrier, thus 

inhibiting hole and electron diffusion across the metallurgical junction. Given 

this strong preference to conduct in the forward direction, the pn junction exhib-

its diode behavior, so from now on we shall use the words pn junction and diode 

interchangeably.  

For suffi ciently negative values of the applied voltage v (say, for v , 24VT > 20.1 V), 

Eq. (1.57) predicts that i will saturate at 2Is (hence, the name saturation current). As we 

know, for low-power diodes, Is is typically in the fA range. However, the actual reverse 

current found in a pn junction, which we shall denote as IR, is orders of magnitude higher 

than Is, typically in the pA to nA range. This stems from the thermal generation of hole-

electron pairs within the space-charge layer SCL, which we ignored in the course of our 

analysis. In fact, even though we have been referring to the SCL as the depletion region, 

thermal generation of hole-electron pairs does continue to take place there, and once 

generated, holes and electrons are swept in opposite directions by the strong local elec-

tric fi eld E, resulting in a combined drift current from the n side, through the SCL, to the 

p side. Intuitively we expect IR to be proportional to the SCL’s volume AXd, and since Xd 

increases with the amount of reverse bias, as per Eq. (1.45), IR will also increase with the 

reverse voltage in square-root fashion. Depending on the quality of fabrication, leakage 
current may also fl ow across the surface of the pn junction, further contributing to IR. 

The overall reverse current IR is a strong function of temperature, a behavior that 

engineers remember via the following important rule of thumb: 

The reverse current IR of a pn junction doubles for about every 108C of temperature 

increase

Repeat Example 1.10, but for the case in which the diode has been fabricated with 

Wp 5 0.5 �m and Wn 5 1 �m. Compare and comment.

Solution
Since we have a one-sided junction with NA @ ND, we expect the fi rst term within 

parentheses in Eq. (1.59) to dominate, just like its counterpart of Eq. (1.58). Con-

sidering that the value of Wn given here is fi ve times as small as the value of Lp 

given in Example 1.10, we anticipate a fi vefold increase in Is, or Is > 6.41 3 5 > 

33 fA. With the same applied voltage v, the current i will also increase fi vefold, 

 i > 33 3 1 0 −15  e 650y26  > 2.4 mA

To lower i from 2.4 mA to 0.15 mA, we need to lower A in proportion, from 

1024 cm2 to (0.15y2.4) 3 1024 cm2, or to 0.063 3 1024 cm2. This can be achieved 

with a square area of (25 �m) 3 (25 �m).

EXAMPLE 1.11
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  1.8 The Reverse-Biased pn Junction 51

Once we know IR at some reference temperature T0, we can estimate it at any other 

temperature T using

  I R (T) >  I R ( T 
0
 ) 3  2 (T2 T 

0
 )y10  (1.60)

If at 25 8C a certain diode exhibits IR 5 1 pA, estimate IR (a) at 125 8C, and 

(b) at 225 8C. 

Solution
 (a) By Eq. (1.60), IR(125 8C) > 10212 3 2(125 2 25)y10 > 1 nA. (b) Likewise, IR(225 8C) 

> 0.03 pA.

EXAMPLE 1.12

Reverse Breakdown
If we gradually increase the reverse bias of a pn junction, a voltage is reached, called 

the breakdown voltage (BV), at which the reverse current shoots up in magnitude 

from the negligible value IR discussed above to much higher values. The name stems 

from the fact that the i-v curve bends sharply, or breaks down. This does not necessar-

ily imply a destructive process—in fact, one always limits the reverse current within 

safety levels by interposing a suitable resistor in series between the driving voltage 

source and the reverse-biased junction. Figure 1.46 shows the complete i-v charac-

teristic of a typical pn junction. 

The breaking down of the i-v curve evidently indicates the sudden availability 

of huge quantities of mobile charges to produce the much increased current levels. 

This sudden availability is the result of either of two separate mechanisms: Zener 

FIGURE 1.46 The complete i-v characteristic of a pn junction.
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52 Chapter 1 Diodes and the pn Junction

breakdown, and avalanche breakdown. The former occurs in heavily doped junc-

tions, the latter in lightly doped junctions. 

● In heavily doped junctions the electric fi eld within the SCL is already fairly 

strong, and increasing it further with several volts of reverse bias will give it 

enough strength to strip electrons away from the covalent bonds and thus create 

electron-hole pairs. The fi eld itself then sweeps these newly freed charges out of 

the SCL (holes into the p side, electrons into the n side), thus sustaining much 

higher currents than in the case of thermal generation alone. Called Zener effect, 
this phenomenon occurs for BV values on the order of 6 V or less. 

● In lightly doped junctions the electric fi eld is not strong enough to break covalent 

bonds directly. However, with the wider SCL widths now available, the fi eld has 

more space to accelerate any free electrons that happen to be within the SCL. 

Given suffi cient kinetic energy, these electrons will free new electron-hole pairs 

as they collide with the atoms of the crystal lattice. These secondary electrons 

can in turn free additional electrons, in an effect aptly called avalanche effect. 
This effect occurs for BV values on the order of 6 V or higher. In the neighbor-

hood of 6 V the Zener and avalanche effects may coexist. 

When designed to operate deliberately in the breakdown region, a diode is com-

monly referred to as a Zener diode, regardless of whether the actual breakdown 

mechanism is of the Zener or avalanche type. The coordinates of an operating point 

QB in the breakdown region are conveniently relabeled as �IZ and 2VZ, respectively. 

The slope of the diode curve in the breakdown region is denoted as 1yrz, and suffi -

ciently to the left of the breakdown knee it is approximately constant. Depending on 

fabrication details, rz is on the order of 101 to 103 V. 
The temperature coeffi cient at a given breakdown-region operating point QB(IZ, VZ) 

is defi ned as 

 TC(VZ) 5   
 
   
− V Z  ____

 
−T   |  

 I Z 
 

We again distinguish two cases:

● In the case of the Zener effect, increasing temperature will increase thermal agi-

tation and thus facilitate covalent breakdown, so we need to turn down the ap-

plied voltage VZ a bit if we want to maintain the same current level IZ at a higher 

temperature. Thus, TC(VZ) , 0 in the Zener case. 
● In the avalanche case, thermal agitation will increase the frequency of colli-

sions of free electrons with atoms of the crystal lattice, making it more diffi cult 
for electrons to accelerate and acquire suffi cient kinetic energy to trigger the 

avalanche mechanism. Now we need to turn up the applied voltage VZ a bit if we 

want to maintain the same current level IZ, so TC(VZ) . 0 in the avalanche case. 

We summarize the two mechanisms as follows: 

The Zener effect occurs in heavily doped junctions, VZ is lower than about 6 V, 

and TC(VZ) , 0
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  1.9 Forward-Biased Diode Characteristics 53

The avalanche effect occurs in lightly doped junctions, VZ is higher than about 6 V, 

and TC(VZ) . 0

By playing with the impurity concentrations during processing, the manufacturer 

can control the BV of a junction to a particular value. Two familiar representatives 

are the base-emitter (BE) and the base-collector (BC) junctions forming the bipolar 

junction transistor (BJT). The BE junction is heavily doped, and thus breaks down 

by the Zener effect in the neighborhood of 6 V. This low BV value poses no problem 

when the BJT is operated in the forward-active (FA) region, where the BE junction 

is forward biased. However, in the FA region the BC junction is reverse biased. To 

prevent it from going into breakdown, the collector region is doped lightly, indicating 

that BC breakdown is of avalanche type.

1.9 FORWARD-BIASED DIODE CHARACTERISTICS

For suffi ciently high forward voltages (in practice, for v . 4VT > 0.1 V), we can 

ignore unity in Eq. (1.57), and write

  i D  5  I s  e  v D y V T   (1.61)

where we are now using subscript D to signify operation well into the forward re-

gion. This equation represents a perfectly exponential i-v characteristic. Also called 

the ideal diode equation, it is satisfi ed by practical pn junctions quite well over a 

wide range of currents, typically on the order of six decades, making it one of the 

most predictable laws of electronics. The exponential law enjoys some fascinating 

properties, as we are about to see. 

Equation (1.61) is readily turned around as

  v D  5  V T  ln  (    i D 
 __ 

 I s 
   )  (1.62)

In this form, it allows us to fi nd the voltage drop vD needed to sustain a given current iD.

Properties of the Exponential Characteristic 
The slope of the diode curve at a given operating current ID in the forward-bias region 

is defi ned as gd 5     d i D yd v D  |   I D  , and is called the dynamic conductance of the diode. 

Differentiating Eq. (1.61), we get

  g d  5   
 I D 

 ___ 
 V T 

   (1.63)
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54 Chapter 1 Diodes and the pn Junction

indicating that slope is linearly proportional to the operating current ID. The recipro-

cal of gd is called the dynamic resistance of the diode, or rd 5 1ygd 5 VTyID. Both 

gd and rd span quite a range of values, depending on the operating current. Note the 

following signifi cant values: 

 rd (1 mA) 5 26 V   rd (1 �A) 5 26 kV   rd (1 nA) 5 26 MV

The parameters rd and gd form the basis of small-signal diode circuit analysis, to be 

studied later.

Given a diode carrying a certain current ID, we wish to fi nd the voltage change 

DVD required to change its current from ID to mID, where m is some multiplicative 

factor. Using Eq. (1.62), we fi nd such a voltage change as DVD 5 VT ln (mIDyIs) 2 

VT ln(IDyIs) 5 VT ln[(mIDyIs)y(IDyIs)], or

 DVD 5 VT ln m

Two popular cases are a change in current by an octave (m 5  2 61 ), or by a decade 

(m 5 1 0 61 ), which give, respectively, DVD(oct) 5 (26 mV) 3 (6ln 2) ù 618 mV, 

and DVD(dec) 5 (26 mV) 3 (6ln10) ù 660 mV. These fi ndings form the basis of the 

following important rules of thumb, illustrated pictorially in Fig. 1.47a:

To effect an octave change in ID we need to change VD by 18 mV

To effect a decade change in ID we need to change VD by 60 mV

A convenient feature of the above rules is that they are independent of the particu-

lar quiescent point QF on the diode curve where the changes are made. For instance, 

consider a diode initially operating at a quiescent current of 10 �A. If we wish to 

double its current to 20 �A, we need an increase DVD 5 18 mV. To effect the tenfold 

change 10 �A → 100 �A we need an increase DVD 5 60 mV. Likewise, the change 

10 �A → 1 �A requires a decrease DVD 5 260 mV. If you wish to change ID from 

10ID

Q10

Q2
Q1

VD VD � 60 mV

�2 mV/�C

Increasing T

(a) (b)

VD � 18 mV

2ID
ID

i

v

i

v

FIGURE 1.47 Illustrating some important rules of thumb for pn junctions.
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10 �A to 50 �A, pretend fi rst to raise it from 10 �A to 100 �A (DVD 5 160 mV), 

and then to lower it from 100 �A to 50 �A (DVD 5 218 mV), for a net change 

VD 5 60 2 18 5 42 mV.

Temperature Dependence
Whether we use Eq. (1.61) or (1.62), it is apparent that the diode characteristic 

depends on temperature via VT as well as Is. A convenient way to characterize the 

overall thermal dependence is via the temperature coeffi cient of the forward voltage 

drop at a given operating current ID, defi ned as 

 TC(VD) 5   
 
   
− V D 

 ____
 

−T   |   I D 
  (1.64)

Differentiating Eq. (1.62), we obtain 

 TC(VD) 5   
 
   
−[ V T  ln( I D y I s )]

  ___________
 

−T   |  
 I D 
  5   

 V D 
 ___ 

T
   2  V T  (   d I s ydT

 ______ 
 I s 

   )  (1.65)

According to Eqs. (1.58) and (1.59),  I s  ~  n  i  
2 (T)D(T), where  n i  is the intrinsic con-

centration and D is the diffusivity, both of which are functions of temperature T. 

By Eq. (1.21),   n i  
2 (T) ~  T  3  e 2 V G0

 y V T  , where VG0 5 1.205 V is the bandgap voltage for 

silicon. By Eqs. (1.20) and (1.28), D(T) 5 (kTyq)�(T), where �(T) is the mobility, 

in turn a function of temperature of the type �(T) ~ T m, m ù –1.5. Combining all 

this we have 

  I s  ~  T 41m  e 2 V G0
 (qykT) 

   
d I s ydT

 ______ 
 I s 

   5    
(4 1 m) T  41m21  e 2 V G0

 (qykT)  1  T  41m  e 2 V G0
 (qykT)  3  V G0

 (qyk T  2 )
     ___________________________________________   

 T  41m  e 2 V G0
 (qykT) 

   5   4 + m _____ 
T

   1   
 V G0

 
 ____ 

T V T 
  

Substituting into Eq. (1.65) and simplifying, we fi nally get

 TC( V D ) 5   
 V D  2 (4 1 m) V T  2  V G0

 
  ___________________ 

T
   (1.66)

Assuming VD 5 0.65 V at T 5 300 K, Eq. (1.66) gives TC(VD) ù 22.1 mV/8C. 

Engineers remember pn junction thermal behavior via the following rule of thumb, 

pictorially illustrated in Fig. 1.47b:

At room-temperature the forward voltage-drop of a pn diode drifts by about 

22 mV/°C

Once we know VD at some reference temperature T0, we can estimate it at any other 

temperature T using

 VD(T) ù VD(T0) 2 (2 mV) 3 (T 2 T0) (1.67)
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56 Chapter 1 Diodes and the pn Junction

If a forward-biased diode is placed in series with a reverse-biased Zener diode of 

the opposite temperature coeffi cient, or TC(VZ) 5 2TC(VD) ù 12 mV, the thermal 

variations of the two devices will cancel each other out to yield a composite voltage 

drop VREF 5 VZ 1 VD approaching zero temperature coeffi cient. This technique is used 

in the implementation of thermally stable voltage references. The best stability is 

achieved for VZ ù 6.2 V, thus yielding VREF ù 6.2 1 0.7 5 6.9 V with TC(VREF) → 0.

Deviations from Ideality
Rewriting Eq. (1.62) as vD 5 VT (lniD 2 lnIs), or 

  ln  i D  5  (   1 ___ 
 V T 

   )  v D  1 ln  I s 

indicates that if we plot iD versus vD on semi-logarithmic paper (vD on the linear axis, 

iD on the logarithmic axis), we get a curve of the type 

 y 5 (1yVT)x 1 y(0)

This is a straight line with slope (1yVT) and 0-V intercept at iD 5 Is. This feature 

proves very convenient in the characterization of a diode. Given a set of measured 

data, we can easily fi nd the best-fi t straight line; then, we fi nd its slope to obtain the 

experimental value of VT, and we extrapolate the line in the limit vD → 0 to fi nd its 

intercept on the iD axis and thus obtain the experimental value of Is.

The semi-log-plot of an actual low-power pn diode characteristic is more likely 

to appear as in Fig. 1.48. The curve is fairly straight over a wide range of cur-

rents, typically from 1 nA to 1 mA, but deviates from ideality both at the high and 

If at 25 8C a certain diode exhibits VD 5 650 mV at ID 5 0.1 mA, estimate VD at: 

 (a) T 5 70 8C and ID 5 0.1 mA.

 (b) T 5 0 8C and ID 5 0.1 mA.

 (c) T 5 50 8C and ID 5 0.02 mA.

 (d) T 5 40 8C and ID 5 4 mA.

Solution
Using the rules of thumb learned thus far we get:

 (a) VD ù 650 2 2 3 (70 2 25) 5 650 2 90 5 560 mV.

 (b) VD ù 650 2 2 3 (0 2 25) 5 650 1 50 5 700 mV.

 (c) First, pretend to lower ID 5 from 0.1 mA to 0.01 mA (DVD 5 260 mV), and 

then double it (DVD 5 118 mV) to end up at 0.02 mA with the net value 

VD ù 650 2 60 1 18 5 608 mV. Finally, pretend to increase temperature from 

25 8C to 50 8C, for an additional change DVD 5 22 3 (50 2 25) 5 250 mV. 

The fi nal value is thus VD ù 608 2 50 5 558 mV.

 (d) Proceeding as in part (c) we fi nd VD 5 650 1 60 1 18 1 18 2 2 3 (40 2 25) 5 

716 mV.

EXAMPLE 1.13
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  1.9 Forward-Biased Diode Characteristics 57

low ends of the range. These deviations stem from various approximations that 

were made in the course of the derivations leading to the ideal diode equation. Spe-

cifi cally, deviations at the high end of the current range are caused by the presence 

of bulk resistance in the neutral regions as well as high-level injection effects, while 

deviation at the low end is caused by loss of mobile charges to recombination within 

the space-charge layer (SCL). We now wish to examine these  approximations in 

greater detail. 

● In our derivations we have assumed zero electric fi eld inside the regions at either 

side of the SCL, so that the voltage that we apply across the terminals is trans-

mitted entirely to the edges of the SCL itself. However, like any conductor, each 

of these regions exhibits a nonzero—if small—ohmic  resistance called the bulk 
resistance. Denoting the overall resistance (sum of the p-side and n-side bulk 

resistances) as rS, we observe that in response to the externally applied voltage 

vD, the actual voltage vJ reaching the junction is, by KVL, 

 vJ 5 vD 2 rSiD (1.68)

 When the diode is operated at low current levels, the voltage drop across the bulk 

material is negligible and vJ > vD. Not so at the upper end of the current range, 

where this drop may become signifi cant and cause a deviation of the actual i-v 

characteristic from exponential ideality. On semi-log paper, this appears as a 

curvature for values of iD on the order of 1 mA or higher. 
● If the applied voltage across the junction is increased to the point of making the 

minority densities at the SCL edges comparable to the majority densities there, 

the low-level injection assumption no longer holds, and the diode equation now 

takes on the form 

  i D  5  I s  e  v D yn V T   (1.69a)

FIGURE 1.48 Illustrating the effect of the emission 

coeffi cient n at low and at high current levels.

iD (log scale)

vD (lin scale)
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58 Chapter 1 Diodes and the pn Junction

 where n, called the emission coeffi cient (not to be confused with the electron con-

centration n!) is such that n → 1 under low-level injection conditions, but n → 2 

when these conditions no longer hold. The inverse equation is now

  v D  5 n V T  ln  (    i D 
 __ 

 I s 
   )  (1.69b)

 Rewriting as

  ln  i D  5  (   1 ____ 
n V T 

   )  v D  1 ln  I s 

 indicates that the slope of the semi-log curve is now 1y(nVT). Clearly, for n 5 2 

the slope is only half of that for n 5 1. We can fi nd the experimental value of the 

quantity nVT through a mere slope measurement on the semi-log plot. 
● Equation (1.69) with n → 2 holds also at the low end of the current range, but for 

a completely different reason, namely the loss of mobile charges to recombina-

tion (trapping) within the SCL. Evidently, our assumption of constant current 

densities within the SCL is not exactly valid. It must be said that loss to recom-

bination occurs regardless of the operating point on the i-v curve, but its effect 

is noticeable only at the low-end, where the forward current is comparable to, or 

even smaller than that due to loss. On semi-log paper, this appears as a curvature 

for values of iD on the order of 1 pA or lower. 

If a pn junction with Is 5 1 fA gives ID 5 1 mA at VD 5 725 mV, fi nd rS. 

Solution
By Eq. (1.62) the actual junction voltage is VJ 5 (26 mV) ln (1023y10215) 5 718.4 mV. 

By Eq. (1.68), rS 5 (725 2 718.4)y1 5 6.6 V.

EXAMPLE 1.14

1.10 Dc ANALYSIS OF pn DIODE CIRCUITS

A task that arises all the time in the analysis of diode circuits is fi nding a diode’s 

quiescent point Q 5 Q(ID, VD). As we know, if the diode is embedded in an otherwise 

linear circuit, this task simplifi es considerably if we replace the surrounding circuitry 

with its Thévenin equivalent and thus end up with the situation of Fig. 1.49a. Here, VOC 

is the open-circuit voltage that the external circuit would produce between the nodes 

corresponding to the anode and the cathode, but with the diode removed, and Req is 

the external circuit’s equivalent resistance, that is, the resistance as seen by the diode. 

Load-Line Analysis 
The operating point can be visualized graphically as the intercept of the diode curve 

and the load line, as already seen in Fig. 1.5b for the case of the ideal diode. The 

situation is depicted in Fig. 1.49b for the case of a forward-biased pn junction diode. 

Though graphical analysis helps us develop a visual feel for a circuit’s workings, we 

usually need to fi nd the operating point Q numerically, the issue that we are going 

to address next. 
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  1.10 Dc Analysis of pn Diode Circuits 59

Iterative Analysis
With reference to Fig. 1.49a we observe that the diode current is, by Ohm’s law, 

  I D  5   
 V OC  2  V D 

 ________ 
 R eq 

   (1.70)

Also, the diode voltage is, by Eq. (1.69b),

  V D  5 n V T  ln   
 I D 

 __ 
 I s 

   (1.71)

where n is the emission coeffi cient, 1 # n # 2. In the following we shall assume n 5 1 

for simplicity, but the ensuing analysis can readily be generalized to the case n Þ 1 by 

replacing VT with nVT. Substituting Eq. (1.70) into (1.71) gives 

  V D  5 n V T  ln   
 V OC  2  V D 

 ________ 
 R eq  I s 

   (1.72)

This is a transcendental equation in that it does not provide us with a closed-form 

expression for the unknown VD. However, we can solve it by iterations. To this end, 

we start out with a reasonable initial estimate for VD, we insert it in the right-hand side 

of Eq. (1.72) to come up with a better estimate, and then we insert this new estimate 

back in the right-hand side to come up with yet a better estimate, repeating the proce-

dure if necessary, until the result settles within a predetermined resolution.

FIGURE 1.49 Finding the quiescent point Q of a pn-junction diode embedded in a 

linear circuit.

i

v

ID

VDVOC ID

Req

VOC

0

0

(a) (b)

VD

Q

VOC

1
2

Req

1

2

In the circuit of Fig. 1.49a let Req 5 1 kV, and let the diode have n 5 1, VT 5 26 mV, 

and Is 5 1 fA. Estimate VD down to the mV, as well as ID, if (a) VOC 5 1.5 V, 

(b) VOC 5 3 V, and (c) VOC 5 0.75 V.

Solution
 (a) In the various pn-junction examples encountered so far we have found that 

VD is typically in the range of 0.6-0.7 V, so let us arbitrarily start out with the 

initial guess VD(0) 5 0.65 V. Plugging into Eq. (1.72) gives the new estimate 

  V D(1)
  5 n V T  ln   

 V OC  2  V D(0)
 
 __________ 

 R eq  I s 
   5 0.026 ln   1.5 2 0.65 __________ 

1 0 3  3 1 0 215 
   5 0.714 V 

EXAMPLE 1.15
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60 Chapter 1 Diodes and the pn Junction

Using this new value as initial guess we fi nd

 V D(2)
  5 n V T  ln   

 V OC  2  V D(1)
 
 __________ 

 R eq  I s 
   5 0.026 ln  1.5 2 0.714 __________ 

 10 212 
   5 0.712 V 

Iterating once more we fi nd 

  V D(3)
  5 n V T  ln   

 V OC  2  V D(2)
 
 __________ 

 R eq  I s 
   5 0.026 ln   1.5 2 0.712 __________ 

1 0 212 
   5 0.712 V

 Since the result hasn’t changed within the intended resolution of 0.001 V 

(5 1 mV), we conclude that VD 5 712 mV. Finally, the current is, by 

Eq. (1.70), 

  I D  5   1.5 2 0.712 __________ 
1 0 3 

   5 0.788 mA

 (b) This time let us start out with the initial guess VD(0) 5 0.7 V. Then,

  V D(1)
  5 0.026 ln   3 2 0.7 _______ 

1 0 212 
   5 0.740 V

 One more iteration confi rms that this is actually the desired value, or VD 5 

740 mV within a 1-mV resolution. Then, ID 5 (3 2 0.74)y1 5 2.26 mA.

 (c) Starting again with VD(0) 5 0.65 V, we fi nd 

  V D(1)
  5 0.026 ln   0.75 2 0.65 __________ 

1 0 212 
   5 0.659 V

 Three more iterations confi rm the fi nal value VD 5 657 mV. Consequently, ID 

5 (0.75 2 0.657)y1 5 93 �A.

Remark 1: In going from (a) to (b) we have doubled VOC, and in going from 

(a) to (c) we have halved VOC; however, ID has neither doubled nor halved, as the 

presence of the diode renders the circuit nonlinear.

Remark 2: We could have found ID also using the diode equation. For instance, in 

part (a) we could have calculated 

  I D  5  I s  e  V D yn V T   5 1 0 215  e 712y26  5 0.782 mA

This disagrees with the value of 0.788 mA found via Eq. (1.70). True, both cal-

culations are affl icted by roundoff errors, but even so, which result is the more 

dependable of the two? Here’s an important point to keep in mind: because of the 

high sensitivity of the exponential function to even small variations in its expo-

nent, the value of VD in the exponent must be known very accurately for the result 

to be also accurate. By contrast, the value of the VD in the linear Eq. (1.70) need 

not be as accurate, and yet it will still yield a dependable ID value. Consequently, 

0.788 mA is the more accurate value in our example. 

Remark 3: Of course, if we use the exponential form with a more accurate value 

of VD the resulting ID will also be more accurate. In fact, using just one more sig-

nifi cant digit from the third-iteration result, which is VD(3) 5 0.7122 V (rather than 

the truncated value of 0.712 V) we get 

  I D  5 1 0 215  e 712.2y26  5 0.788 mA
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  1.10 Dc Analysis of pn Diode Circuits 61

Piecewise-Linear Approximation and Large-Signal Diode Models 
Load-line analysis provides a graphical means for visualizing a diode’s role in a cir-

cuit, and iterative analysis provides a numerical means for calculating a diode’s op-

erating point. In practice, whether we analyze an existing diode circuit or we design 

a new one, we need faster, if only approximate, analysis techniques. Moreover, as 

we apply these techniques, we wish to draw from the wealth of knowledge acquired 

in prerequisite linear-circuits courses. Both requirements are met by effecting upon 

the actual pn-junction characteristic of Fig. 1.46 a piecewise-linear approximation 

as depicted in Fig. 1.50. Specifi cally, the actual curve, shown in shaded form, is ap-

proximated with three straight segments, each corresponding to a different region 

of operation, namely, the forward (ON), the cutoff (CO), and the breakdown (BD) 

regions. We make the following observations: 

● When a pn junction is forward biased, its characteristic is exponential, that is, 

a curve that after a brief knee, shoots up quite rapidly, no matter which cur-

rent range we choose to display. The curves of Figs. 1.47 and 1.49b were doc-

tored a bit to allow for a better visualization of the details under discussion, but 

the actual curve is indeed as in Fig. 1.46—quite steep. We know from one 

of the rules of thumb that increasing VD by a mere 60 mV raises ID tenfold, 

while decreasing it by 60 mV lowers ID tenfold, indicating that within the 

This matches that found via Eq. (1.70). If, for some reason, you need to use the 

diode equation in its exponential form, make sure that you know the value of VD to 
an adequate degree of accuracy!
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FIGURE 1.50 Piecewise-linear approximations and large signal models of the pn junction diode in its three 

regions of operation: forward (ON), cutoff (CO), and breakdown (BD).
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62 Chapter 1 Diodes and the pn Junction

range VD 6 60 mV, ID undergoes a 100-to-1 change! For practical purpose, when 

a junction conducts only 1y100 of its normal current, it can be regarded as being 

cut off (in digital applications, even a 10-to-1 ratio will do). Considering that a 

low-power silicon junction operating in the mA range typically exhibits a room-

temperature voltage drop of about 0.7 V, we approximate the exponential curve 

with a vertical segment located at v 5 VD(on) 5 0.7 V. The corresponding diode 

model is thus a battery of value VD(on), as shown. For obvious reasons, this model 

is referred to as a constant voltage-drop model. The reader, who may fi nd this 

approximation unconvincing, will soon realize that it is actually quite effective 

in providing us with a quick feel for the workings of diode circuits. During a 

second and more detailed pass, one can always use iterative techniques or com-

puter simulation such as PSpice to refi ne the analysis and come up with more 

accurate results.
● From the knee leading to the exponential rise to the knee leading to the break-

down drop, the current is negligibly small, indicating that for practical purposes 

we can regard the junction as cut off (CO). The corresponding diode model is 

an open circuit, as shown. Note that the cutoff region extends to the right of the 

origin, all the way to the onset of the exponential raise. Even though for v . 0 

the junction is, strictly speaking, forward biased, the actual current between 0 V 

and the knee leading to the exponential raise is simply too small for the junction 

to be considered convincingly on. So, we take a weakly forward-biased junction 

as being effectively cut off. 
● Well into the breakdown (BD) region, the characteristic is close to linear, so 

we approximate it with a straight segment, as shown. As seen in Fig. 1.46, the 

slope of the curve there is denoted as 1yrz, and a BD operating point is denoted 

as QB 5 QB(–IZ, –VZ). To signify operation in the BD region, the circuit symbol 

for the diode is modifi ed as shown at the lower left of Fig. 1.50. Also, the device 

is drawn upside down to make VZ positive at the top (cathode), and to make IZ 

positive when fl owing from cathode to anode. This gimmick dispenses us from 

having to deal with negative voltages and currents. The diode model in the BD 

region is a battery of value VZ0 with a series resistance rz, where –VZ0 represents 

the location of the intercept of the extrapolated linear curve with the v axis. 

Again, the beginner may deem the piecewise linear approximation too gross, 

especially near the knee leading from the CO to the BD regions. However, it turns 

out that a pn junction is seldom operated in the knee region. Generally speaking, the 

pn-junction fi nds application either as a rectifying switch, or as a voltage reference.

● When used as a rectifi er a diode is designed to alternate between the ON and 

CO modes without ever entering the BD region. In fact, to be on the safe side, 

rectifi ers are implemented with diodes having a breakdown voltage (BV) well 

above the maximum reverse voltage, also called peak inverse voltage (PIV), that 

the device is likely to ever experience in the given circuit. 
● When used as a voltage reference a diode is operated deliberately in the BD 

region, and far enough down the BD curve to prevent the operating point from 

ever getting too close to the knee. This issue will be addressed in greater detail 

in Section 1.12. 

fra28191_ch01_001-108.indd   62fra28191_ch01_001-108.indd   62 13/12/13   11:06 AM13/12/13   11:06 AM



  1.10 Dc Analysis of pn Diode Circuits 63

Remark: Once again we want to stress the difference between VD and VD(on), repeated 

as follows: 

● VD is the actual voltage drop across the diode, and it can be used in critical 

calculations such as ID 5 Is exp(VDyVT), provided it is known to an adequate 

degree of accuracy, e.g. within millivolts. 
● VD(on) is an assumed (,0.7 V) and thus only approximate value that we use in less 

critical calculations such as ID 5 [VOC 2 VD(on)]yReq, provided VOC @ VD(on). 

A potentially catastrophic mistake is to write ID 5 Is exp(VD(on)yVT). Make sure you 

never do this!

Circuit Analysis Using the Piecewise Linear Approximation
Following is a procedure for determining the operating point of a pn diode for the 

case in which the device is embedded in an otherwise linear circuit: 

● First, fi nd the open-circuit voltage VOC produced by the external circuit with 

the diode removed (recall that the polarity of VOC is defi ned positive at the node 

connected to the anode.)
● Next, determine the region of diode operation as follows:

● If VOC . VD(on) (ù 0.7 V for a silicon diode), the diode is operating in the ON region
● If 2VZ0 , VOC , VD(on), the diode is cut off (CO)
● If VOC , 2VZ0, the diode is operating in the BD region

● Finally, replace the diode with the model pertaining to that particular region, as 

depicted in Fig. 1.50, and proceed with the analysis of the resulting linear circuit 

using familiar analysis techniques.

Let us illustrate with practical examples.

Repeat Example 1.15, but using the constant voltage-drop diode model. Comment 

on your fi ndings.

Solution
Equation (1.70) now approximates to

  I D  5   
 V OC  2  V D(on)

 
 __________ 

 R eq 
   (1.73)

or ID 5 (VOC 2 0.7)y1. 

 (a) We now get ID 5 (1.5 2 0.7)y1 5 0.8 mA, which is very close to 0.788 mA 

found in Example 1.15. 

 (b) Now ID 5 (3 2 0.7)y1 5 2.3 mA, which is even closer to 2.26 mA found in 

Example 1.15. 

 (c) If we try ID 5 (0.75 2 0.7)y1 5 50 �A, we obtain a result in signifi cant 

disagreement with 93 �A found previously. It is apparent that Eq. (1.73) will 

give dependable results only if VOC @ VD(on). If this condition is not met, then 

the iterative method is the only reasonable alternative for hand calculations. 

EXAMPLE 1.16
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The pn Junction Diode as a Rectifi er
To investigate the operation of the pn junction diode as a rectifi er we perform a 

PSpice simulation of a half-wave rectifi er using the popular 1N4148 low-power pn 

diode, whose model is available in PSpice’s analog library. With reference to the 

circuit of Fig. 1.51a we make the following observations: 

● As long as vI , VD(on), the diode is off and the circuit behaves as in Fig. 1.51b, 

top, giving 

 vO 5 0  for vI , VD(on) (1.74a)

● For vI . VD(on) the diode is conductive and acts as a battery VD(on) 5 0.7 V, as 

shown in Fig. 1.51b, bottom. The output now follows the input, but with an 

offset of 20.7 V, by KVL. Thus, 

 vO 5 vI 2 VD(on)  for vI . VD(on) (1.74b)

Circuit behavior is illustrated further via the input and output waveforms of 

Fig. 1.52a, and the voltage transfer curve (VTC) of Fig. 1.52b. Compared to the ideal 

diode, for which VD(on) 5 0, a silicon diode requires about 0.7 V to turn on, and once 

on, it introduces an error in the form of a 20.7-V offset at the output. This offset may 

or may not be a problem, depending on the performance requirements of the applica-

tion at hand. Also, a closer look at both plots reveals that the diode’s transition from 

on to off (or vice versa) is not abrupt, as implied by our piecewise-linear approxima-

tion, but gradual, owing to the knee of the exponential curve. This feature is actually 

quite benefi cial in the case of piecewise-linear function generators as it ensures a 

smoother transition from one segment to the next of the VTC. 

Now that we understand how a silicon diode behaves as a half-wave rectifi er, we 

fi nd it easier to reexamine all other ideal-diode circuits investigated in Section 1.2, such 

as full-wave rectifi ers, voltage clamps, piecewise-linear function generators, clamped 

FIGURE 1.51 Investigating a half-wave rectifi er using the 1N4148 pn diode: (a) PSpice 

circuit, and (b) its equivalent circuits when the diode is off (top) and on (bottom).
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capacitors, and voltage multipliers, but using real-life junction diodes instead. As an 

example, Fig. 1.53 depicts the full-wave rectifi er. Due to the fact that we now have two 

diodes in series with the load, the output offset error is 2VD(on) (> 1.4 V). 
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FIGURE 1.52 PSpice plots for the circuit of Fig. 1.51a. (a) Input and output waveforms, 

and (b) VTC.
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FIGURE 1.53 (a) PSpice circuit to simulate a full-wave rectifi er using 1N4148 diodes, 

and (b) the input and output waveforms.

Exercise 1.6

 a.  In the following, let the diodes be silicon types with VD(on) 5 0.7 V. Assuming 

input logic levels of 0 V and 5 V in the OR gate of Fig. 1.15, fi nd the output 

logic levels. 

 b. Repeat, but for the AND gate of Fig. 1.16. 

 c. Assuming VS 5 5 V in the IC circuit of Fig. 1.17, fi nd the range of values for 

vIC. 

Ans. (a) 0 V and 4.3 V. (b) 0.7 V and 5 V. (c) 20.7 V # vIC # 5.7 V. 
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The Superdiode
There are applications, such as precision instrumentation, in which the rectifi er’s 

output offset of 0.7 V is unacceptable and needs to be eliminated somehow. The only 

way to ensure this, in the half-wave rectifi er example of Fig. 1.51, is to drive the 

anode about 0.7 V higher than vI so that the voltage at the cathode will equal vI itself. 

This task is achieved by placing the diode within the negative feedback path of an 

operational amplifi er (op amp), as depicted in the PSpice circuit of Fig. 1.54a. The 

relevant waveforms are displayed in Fig. 1.54b. 

To analyze the circuit, recall the familiar op amp rule, stating that in negative-

feedback operation an op amp will output whatever voltage vO it takes to force vN to 

track vP. Consider the cases vI . 0 and vI , 0 separately.

● For vI . 0 the op amp needs to source current to R in order to make the inverting-

input voltage (vO) follow the non-inverting-input voltage (vI ). This the op amp can 

readily do via the diode, whose direction conforms to that of the needed current. To 

turn on the diode, the op amp must swing its output (vA) a diode drop higher than vO. 

For instance, with vI 5 1 V, the op amp achieves vO 5 1 V by outputting vA > 1.7 V. 

The situation during the positive alternations in vI is depicted in Fig. 1.55a.
● For vI , 0 the op amp would have to sink current from R in order to make vO 

follow vI. But, this is impossible due to the diode’s inability to conduct in the 

reverse direction. So, the diode goes off, in effect disconnecting R from the cir-

cuit and thus give vO 5 0. The situation is depicted in Fig. 1.55b. Deprived of the 

feedback path, the op amp can no longer infl uence its inverting input, so it ends up 

operating in the open-loop mode. As an example, consider the case vI 5 21 V, so 

that the voltage difference at the op amp’s input is vP 2 vN 5 (21 2 0) 5 21 V. 

The op amp, in its attempt to magnify this negative input difference by the full 

open-loop gain, will swing its output vA in the negative direction as far as it will 

go. In fact, in this example the output saturates in the vicinity of 26 V. 
● Once vI becomes again positive, the op amp will pull out of saturation and return 

to ride vA a diode drop higher than vI, as already seen in Fig. 1.55a. 

FIGURE 1.54 (a) Superdiode PSpice circuit, and (b) its waveforms
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  1.11 Ac Analysis of pn Diode Circuits 67

1.11 Ac ANALYSIS OF pn DIODE CIRCUITS

The piecewise-linear approximation of Fig. 1.50 encompasses the entire i-v charac-

teristic of the pn diode. There is another important form of linearization in use, but 

involving only a limited portion of the forward-region characteristic. As we know, 

this characteristic is exponential and thus a highly nonlinear curve. However, if we 

restrict the diode’s operation within a suffi ciently small portion of this curve, as 

highlighted in Fig. 1.56a, then we can approximate this portion with a straight seg-
ment and thus apply familiar linear-circuit analysis techniques. This alternative form 

of linearization, aptly called small-signal approximation and depicted in expanded 

form in Fig. 1.56b, relies on two premises:

● First, we bias the diode at a suitable operating point Q0 5 Q0(ID, VD) up the diode 

curve, in effect establishing the origin of a new system of i-v axes for signal 
variations about this point.

● Then, we vary the diode’s operating point up and down the curve by amounts 

denoted as id and vd, keeping id and vd suffi ciently small so as to ensure that id is 

linearly proportional to vd, just as in the case of ordinary resistance.

To simplify the bookkeeping, engineers have developed a special form of signal 

notation7 that has proved quite convenient not only for diodes, but also for other 

(a)

1

2vI (� 0)

vA (� vI � VD(on))

vO (� vI)

VD(on)

R

1
2

1

2

(b)

1

2
vI (� 0)

vA (� �6 V)

vO (� 0)

R

1
2

FIGURE 1.55 Equivalent circuits of the superdiode circuit when the diode is (a) on and 

(b) off. 
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ID
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vD

id

vd

VD � vd

ID � id
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Tangent

FIGURE 1.56 (a) Illustrating the small-signal operation of a pn diode. (b) Expanded view.
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68 Chapter 1 Diodes and the pn Junction

nonlinear devices like transistors, as we shall see. By this notation, the voltage and 

current of the pn diode are expressed in the form

  v 
D
  5  V 

D
  1  v 

d
  (1.75a)

  i 
D
  5  I 

D
  1  i 

d
  (1.75b)

where: 

● vD and iD are referred to as the total signals (lower-case symbols with upper-case 

subscripts)
● VD and ID are their dc components (upper-case symbols with upper-case subscripts) 
● vd and id are their ac components (lower-case symbols with lower-case subscripts)

This form of signal decomposition is illustrated in Fig. 1.57 for the case of the voltage 

vD, but a similar picture holds also the current iD. 

Figure 1.58 shows two sets of waveforms obtained via PSpice simulation. The 

diode used is such that with VD 5 700 mV it gives exactly ID 5 1.0 mA. Moreover, 

to make it easier for the naked eye to observe any distortion, we have chosen a trian-

gular waveform for the ac voltage component. We make the following observations:

● In Fig. 1.58a the diode is subjected to an ac voltage component (top) having peak 

values of 65 mV, and it responds with a current waveform (bottom) that is only 

slightly distorted. In a truly undistorted waveform, the positive and negative por-

tions are mirror images of each other. In the example shown the positive portion 

is slightly bigger than the negative one because of the curvature of the diode’s i-v 

characteristic. Even so, we can state that distortion is reasonably low. 
● In Fig. 1.58b the ac voltage (top) has been raised to peak values of 618 mV, and 

the current response (bottom) is now highly distorted. The reason for choosing 

18 mV is that we can fi gure out the peak values of current using one of the rules 

of thumb. Namely, with vD 5 (700 1 18) mV, iD doubles from 1.0 mA to 2.0 mA, 

whereas with vD 5 (700 2 18) mV, iD halves from 1.0 mA to 0.5 mA. For the 

current waveform to be undistorted, the positive peak should equal the negative 

peak, so it should be 1.0 1 0.5 5 1.5 mA, not 2.0 mA. The pronounced distor-

tion stems from the fact that the increased ac voltage drive causes the operating 

point to span a wider portion of the exponential curve. As seen, the negative por-

tions of the waveforms get compressed, and the positive portions get expanded. 

0

0

vD

t
0

0

VD

t
0

0

vd

t

FIGURE 1.57 Illustrating the decomposition of a signal into its dc and ac components, 

or vD 5 VD 1 vd.
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  1.11 Ac Analysis of pn Diode Circuits 69

It is apparent that under the voltage drive conditions of Fig. 1.58a diode behavior can 

be regarded fairly close to linear, but that under the conditions of Fig. 1.58b it can’t. 

Next, we wish to investigate quantitatively the range of validity of the small-signal 

approximation.

Small-Signal Operation 
As we know, the function of the dc source VD in Fig. 1.59a is to bias the diode at a 

specifi c quiescent point Q0 5 Q0(ID, VD) up the diode curve. Assuming an emission 

coeffi cient of unity (n 5 1) for simplicity, the corresponding dc current is

  I D  5  I s  e  V D y V T  

If we now turn on the ac source vd as in Fig. 1.59b, the operating point will move up and 

down the diode curve, yielding the ac current id. In the expanded view of Fig. 1.56b 
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FIGURE 1.58 Voltage waveforms (top) and current waveforms (bottom) for two 

different ac voltage drives.
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FIGURE 1.59 Systematic analysis of small-signal diode operation. The actual circuit is 

shown in the center (b), while (a) shows its large-signal or dc version, and (c) shows its 

small-signal or ac version. 
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70 Chapter 1 Diodes and the pn Junction

we have captured a positive alternation of vd, during which the diode’s instantaneous 

operating point is Q1 5 Q1(ID 1 id, VD 1 vd). The diode equation gives, at Q1,

  I D  1  i d  5  I s  e ( V D 1 v d )y V T   5  (  I s  e  V D y V T   )  e  v d y V T   5  I D  e  v d y V T  
or

  i d  5  I D  (  e  v d y V T   2 1 )  (1.76)

Performing a series expansion of the exponential term gives

  i d  5  I D  [ 1 1   
 v d  ___ 
 V T 

   1   1 __ 
2!

     (   
 v d  ___ 
 V T 

   )  
2

  1   1 __ 
3!

    (   
 v d  ___ 
 V T 

   )  
3

  1 … 2 1 ] 
or

  i d  5   
 I D 

 ___ 
 V T 

   v d   ( 1 1   
 v d  ____ 

2 V T 
   1 … )  (1.77)

This equation indicates a nonlinear relationship between id and vd. This is not surpris-

ing, given the exponential and thus highly nonlinear characteristic of the diode. How-

ever, if we stipulate to keep the magnitude of vd suffi ciently small, then the quadratic 

and higher-order terms in vd can be ignored, allowing us to work with a linear and 

thus simpler relationship. Specifi cally, if we stipulate to keep 

 uvdu ! 2VT (ù 52 mV) (1.78)

then Eq. (1.77) simplifi es as id 5 (IDyVT)vd. This can be put in the form of Ohm’s law,

  i d  5   
 v d  __  r d 

   (1.79)

where

  r d  5   
 V T  ___ 
 I D 

   (1.80)

is the diode’s dynamic resistance. Its reciprocal 1yrd is simply the slope of the diode 

curve calculated at the quiescent point Q0. With reference to Fig. 1.56b we see that 

if vd is suffi ciently small, the portion of the curve from Q0 to Q1 can be approximated 

with the straight segment tangent to the diode curve right at Q0. For obvious reasons 

the ac variations vd and id are referred to as small signals. By contrast, VD and ID are 

referred to as large signals. Equation (1.79) is referred to as the small-signal approxi-
mation, and Eq. (1.78) quantifi es the validity of this approximation. 

Ignoring higher-order terms in Eq. (1.77), we estimate the error � incurred in the 

small-signal approximation as 

 � ù   
 v be  ____ 
2 V T 

   ù   
 v be  ______ 

52 mV
   (1.81)

This amounts to about 2% for every 1-mV of vbe. Thus, if we wish to keep � below 

10% (an acceptable error in most practical situations), then we need to ensure that

 uvbeu # 5 mV  (1.82)

This shall be our working condition, as we move along.
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  1.11 Ac Analysis of pn Diode Circuits 71

The Small-Signal Diode Model
Equations (1.79) and (1.80) indicate that, under the condition of Eq. (1.78), a pn diode 

behaves with respect to the small signals vd and id as a mere resistor rd. The small-
signal model for the diode, also called incremental model, is shown in Fig. 1.60 (right). 

 (a) If ID 5 1 mA, fi nd the peak values of id in Fig. 1.58a, where vd has peak 

values of 65 mV. Calculate the peaks approximately, via Eq. (1.79), and 

exactly, via Eq. (1.76). What is the percentage error incurred in the small-

signal approximation?

 (b) Repeat, but for the case of Fig. 1.58b, where vd has peak values of 618 mV. 

Solution
 (a) By Eq. (1.80), rd 5 26y1 5 26 V. By Eq. (1.79), id peaks at the values

  i d(pk)
  5   65 3 1 0 23  __________ 

26
   ù 6192 �A

  By Eq. (1.76), the exact values of the positive and negative peaks of id are, 

respectively,

  i d(pos pk)
  5 1 0 23 ( e 5y26  2 1) 5 212 �A  i d(neg pk)

  5 1 0 23 ( e 25y26  2 1) 5 2175 �A

  We see that the small-signal approximation underestimates the positive peak 

by (212 2 192)y192, or 10.3%, and overestimates the negative peak by 

(192 2 175)y192, or 8.9%. Both errors are consistent with Eq. (1.81) which 

predicts errors of approximately 65y52 5 69.6%.

 (b) Now Eq. (1.79) predicts 

  i d(pk)
  5   618 3 1 0 23  ___________ 

26
   ù 6692 �A

  Using Eq. (1.76), or more simply the rule of thumb, we fi nd the exact peak val-

ues to be id(pos pk) 5 1000 �A and id(neg pk) 5 2500 �A. The underestimation error 

is now 31% and the overestimation error is 38%, both of which are generally 

unacceptable. The far more pronounced distortion of Fig. 1.58b confi rms this.

Remark: The above results, derived for the case of an emission coeffi cient n 5 1, 

are readily generalized if we let VT → nVT in Eqs. (1.78), (1.80), and (1.81), and 

let 5 mV → n5 mV in Eq. (1.82). For example, for n 5 1.5, Eq. (1.78) becomes 

uvdu ! 2 3 1.5 VT (ù 78 mV), and Eq. (1.82) becomes uvdu # 7.5 mV.

EXAMPLE 1.17

A

C

A

C rd

1

2

1

2

ID VD(on)
idvd

FIGURE 1.60 Large-signal model (left) and small-signal model (right) of the pn diode.
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72 Chapter 1 Diodes and the pn Junction

Let the diode of Fig. 1.61 have Is 5 1 fA and n 5 1. Find vD 5 VD 1 vd if 

vS 5 VS 1 vs 5 8 V 1 (1 V) sin 
t. Is the condition of Eq. (1.82) satisfi ed? 

R

10 kV

vS

(8 1 1 sin 
t) V
1
2

vD

1

2

FIGURE 1.61 Circuit of Example 1.18.

Solution
Perform the dc and ac analyses separately to fi nd, respectively, VD and vd. Then, 

apply the superposition principle to obtain vD 5 VD 1 vd.

● For dc analysis refer to the dc version of Fig. 1.62a, showing only the dc com-
ponents VS and ID. The ac components (vs and vd) have deliberately been set 

to zero as they don’t intervene in dc analysis. Moreover, the diode has been 

replaced by its large-signal model (the battery VD(on)). We have

  I D  5   
 V S  2  V D(on)

 
 _________ 

R
   5   8 2 0.7 _______ 

10
   5 0.73 mA

  V D  5  V T  ln   
 I D 

 __ 
 I s 

   5 26 ln    0.73 3 1 0 23  __________ 
1 0 215 

   5 710 mV

EXAMPLE 1.18

For convenience, also shown is the large-signal model (left). The beginner should be 

careful not to confuse the two! We use the large-signal model to investigate dc biasing, 

for instance to fi nd the quiescent current ID. We use the small-signal model to investi-

gate the diode’s response to ac signals of suitably small magnitude. 

The decomposition of the diode voltage and current into separate dc and ac com-

ponents, along with the fact that both the large-signal and the small-signal diode 

models are linear, allows us to perform the dc and ac analyses separately, as pictured 

in Fig. 1.59a and 1.59c. We then apply the superposition principle and add the dc and 

ac results to obtain the total result. An example will better illustrate.

1

2

1

2

VS
8 V

VD(on)

0.7 V
ID

R

(a)

10 kV

1
2

1

2

rd
vs

(1 V) sin 
t
vd

R

(b)

10 kV

FIGURE 1.62 (a) Dc and (b) ac equivalents of the circuit of Fig. 1.61.
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The pn Diode as a Current-Controlled Resistance
The relation rd 5 VTyID indicates that in small-signal operation a pn diode acts as a 

variable resistance whose value can be programmed via the bias current ID. If we 

make rd part of a voltage divider, then we can achieve current-controlled attenuation. 

Alternatively, making it part of the feedback network of an op amp, we can achieve 

current-controlled amplifi cation. These concepts fi nd application, among others, in 

automatic gain control (AGC), where one circuit controls the gain of another circuit.

Figure 1.63b shows a current-controlled attenuator. Current control is provided 

by the source ID, which also causes the diode to develop the voltage drop VD 5 

VT ln (IDyIs). To prevent the signal source vi from disturbing the dc bias conditions of 

the diode, we interpose an ac-coupling capacitor C, as shown.

Exercise 1.7
Repeat Example 1.18 if a 6-kV resistance is connected in parallel with the diode. 

Hint: Apply Thévenin Theorem to the circuit external to the diode. 

Ans. vD 5 (706 1 4.2 sin 
t) mV.

● For ac analysis refer to the ac version of Fig. 1.62b, showing only the ac com-
ponents vs and vd. The dc components (VS, ID, VD) have deliberately been set 

to zero in this case. Moreover, the diode has been replaced by its small-signal 
model (the incremental resistance rd). We easily fi nd

  r d  5   
 V T  ___ 
 I D 

   5   26 ____ 
0.73

   ù 36 V

  v d  5   
 r d  ______ 

R 1  r d 
   v s  5   36 ___________ 

10,000 1 36
   (1 V) sin 
t ù (3.6 mV) sin 
t

 Since 3.6 mV , 5 mV ! 2VT (ù 52 mV), the error of our approximate ac 

calculations is less than 10%. 
● Finally, applying the superposition principle, we fi nd the total diode voltage as 

 vD 5 (710 1 3.6 sin 
t) mV

(a)

VD ID

1

2

(b)

vo

1

2

1
2

C R

vi ID 1
2

1

2

rdvi vo

R

(c)

FIGURE 1.63 (b) Current-controlled attenuator and its (a) dc and (c) ac equivalents.
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74 Chapter 1 Diodes and the pn Junction

We make the following observations about the capacitor:

● At dc, C draws zero current and thus acts as an open circuit. In fact, in the dc 

equivalent of Fig. 1.63a, C has been omitted altogether. 
● When power is applied to the circuit, C will charge up until its plates attain the 

open-circuit dc voltages of the corresponding nodes. So, the left plate remains at 

0-V dc, the right plate charges to VD.
● C is chosen suffi ciently large to ensure that its impedance is negligible compared 

to R, in effect acting as an ac short. This requires that 1y(
C) ! R, or C @ 1y(
R), 

where 
 is the input signal frequency.

To develop the ac equivalent of our circuit we replace C by a short circuit and 

the diode by the variable resistance rd. The result is shown in Fig. 1.63c, where ID 

has been omitted altogether as it is a dc quantity, thus having a zero ac component. 

Applying the voltage divider rule, we get

  v o  5   
 r d  ______ 

R 1  r d 
   v i  5   

 V T y I D 
 _________ 

R 1  V T y I D 
   v i  5   1 ___________  

1 1 (Ry V T ) I D 
    v i 

indicating that the gain of the circuit is 

   
 v o  __  v i 

   5   1 ___________  
1 1 (Ry V T ) I D 

   (1.83)

In the circuit of Fig. 1.63b let 

 vi 5 (5 mV) cos 106t

and let ID be variable over the range 

 (10 �A) # ID # (1 mA)

 (a) Specify suitable values for R and C so that for ID 5 100 �A the gain is 0.5 V/V.

 (b) If Is 5 2 fA, show all node voltages (dc as well as ac components) in the 

circuit of part (a). 

 (c) Plot the gain voyvi versus ID over the specifi ed range of ID values. What are the 

values of gain and VD at the extremes of the range?

Solution
 (a) At ID 5 100 �A we have rd 5 (26 mV)y(100 �A) 5 260 V. For a gain of 

0.5 V/V, use R 5 260 V. Moreover, use C @ 1y(
R) 5 1y(106
 3 260) 5 

3.8 nF. For instance, pick C 5 0.1 �F. 

 (b) The voltage drop across the diode is VD 5 VT ln(IDyIs) 5 0.026 ln[1024y(2 3 

10215)] ù 640 mV, so the node voltages are as shown in Fig. 1.64a. 

 (c) With the given component values, Eq. (1.83) gives 

   
 v o  __  v i 

   5   1 ________ 
1 1 1 0 4  I D 

  

EXAMPLE 1.19
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Figure 1.65a shows how a pn diode can be used in connection with an op amp to 

implement a current-controlled amplifi er. As in the case of the controlled attenuator, 

the source ID programs the value of rd, and the capacitor is used to block the dc volt-

age component VD developed by the diode. The ac equivalent, shown in Fig. 1.65b, 

reveals the familiar noninverting op amp confi guration, whose gain is 

   
 v o  __  v i 

   5 1 1   R __  r d 
   5 1 1   R ___ 

 V T 
   I D  (1.84)

In this case the impedance provided by C must be negligible compared to rd over the 

entire range of rd values. This condition is hardest to satisfy when rd is minimized, so 

we must have C @ 1y[
rd(min)]. 

FIGURE 1.64 (a) Circuit of Example 10.3 at ID 5 100 �A, and (b) the range of variability 

of its gain. 
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FIGURE 1.65 (a) Current-controlled amplifi er, and (b) its small-signal ac equivalent.

  whose plot is shown in Fig. 1.64b. At ID 5 10 �A this gives voyvi 5 

0.91 V/V. Moreover, by the rule of thumb, VD 5 640 2 60 5 580 mV. Similarly, 

at ID 5 1 mA we get voyvi 5 0.091 V/V and VD 5 700 mV. 

fra28191_ch01_001-108.indd   75fra28191_ch01_001-108.indd   75 13/12/13   11:06 AM13/12/13   11:06 AM



76 Chapter 1 Diodes and the pn Junction

1.12 BREAKDOWN-REGION OPERATION 

The very steep diode curve in the breakdown (BD) region suggests that we can use 

the pn diode as a voltage reference, if only an approximate one. A voltage reference 

is a circuit that provides a constant output voltage VO in spite of variations in its own 

supply voltage VI and in the load current IL. Such a voltage is used as a reference by 

other circuits, like data converters, multimeters, and regulated power supplies, or 

also to power circuits with moderate power requirements, which we shall generally 

refer to as the load (LD). As we know, the reciprocal of slope of the BD-region char-

acteristic is denoted as rz and is called the dynamic resistance in the BD region. The 

smaller rz, the steeper the characteristic. According to the BD diode model depicted 

in Fig. 1.50, in the limit rz → 0 the diode would act as a perfect voltage source VZ0. 

As we know, the breakdown effect is due to two different mechanisms: Zener 
breakdown for BD voltages of less than about 6 V, and avalanche breakdown for BD 

voltages of more than about 6 V. Diodes specifi cally intended for BD-region opera-

tion are referred to as Zener diodes, regardless of the BD mechanism, and exhibit rz 

values on the order of a few ohms to a few tens of ohms. Commercial Zener diodes 

are available in the same standard values as 10% resistances, such as 4.3 V, 4.7 V, 

5.1 V, 5.6 V, 6.2 V, 6.8 V, 7.5 V, 8.2 V, 9.1 V, 10 V…. The manufacturer’s data sheets 

usually report VZ as well as rz at some specifi c bias current IZ well down the BD curve, 

away from the knee. With reference to the BD model of Fig. 1.50, we can fi nd the 

extrapolated value VZ0 indirectly as

 VZ0 5 VZ 2 rzIZ  (1.85)

In the circuit of Fig. 1.65a let vi 5 (5 mV) cos 104t, and let ID be variable over the 

range (0.1 mA) # ID # (1 mA). Specify suitable values for R and C so that for ID 5 

1 mA the gain is 100 V/V. What is the range of variability of the gain of your circuit?

Solution
At ID 5 1 mA we have rd 5 26 V. For a gain of 100 V/V we need R such that 100 5 

1 1 Ry26, or R 5 2574 V. Moreover, we need C @ 1y[
rd(min)] 5 1y(104
 3 26) 5 

3.8 �F. For instance, pick C 5 100 �F. 

At ID 5 0.1 mA we have rd 5 260 V, so the gain is 1 1 2574y260 5 11.9 V/V. 

Thus, as ID is varied from 1 mA to 0.1 mA, the gain varies from 100 V/V to 10.9 V/V.

EXAMPLE 1.20

A certain Zener diode is specifi ed to have rz 5 10 V, and VZ 5 6.2 V at IZ 5 20 mA. 

Find VZ0, as well as the value of VZ at IZ 5 10 mA.

Solution
By Eq. (1.85), VZ0 5 6.2 2 10 3 0.02 5 6.0 V.  By Eq. (1.85) still, VZ 5 VZ0 1 rzIZ 5 

6.0 1 10 3 0.01 5 6.1 V. 

EXAMPLE 1.21
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The Zener Diode as a Voltage Reference
Figure 1.66 illustrates the application of the Zener diode as a simple voltage refer-

ence. In general, VI is a poorly-defi ned voltage, whose value is only known to fall 

within a specifi ed range 

 VI(min) # VI # VI(max) 

(If VI were a stable and predictable voltage, then VI itself would be a voltage 

reference!) Moreover, the circuit is designed to operate for any load current up to a 

specifi ed full-scale value IL(fs), or

 0 # IL # IL(fs) 

The function of the series resistance R is twofold: to drop the voltage difference 

between the input source and the diode, and to supply the current needed to feed the 

load as well as to ensure that at all times the diode operates suffi ciently down the BD 

curve, where rz is small. The diode’s operating point must be prevented from ever 

approaching the curve’s knee (not to mention spilling into the cutoff region!) where 

the diode would cease behaving as a voltage source VZ0. 

The function of R can be better appreciated with the help of Fig. 1.66b, where 

the circuit has been redrawn with the diode replaced by its BD-region equivalent. 

It is apparent that VO is a function of VI, VZ0, and IL. In fact, using the superposition 

principle, we readily fi nd 

  V O  5   
 r z  ______ 

R 1  r z 
   V I  1   R ______ 

R 1  r z 
   V Z0

  2 (R// r z ) I L  (1.86)

Voltage reference

1
2

R

VI

1

2

ILVO LD

(a)

1
2

1

2

R

VI

1

2

VO

VZ0

IZ
IL

II

rz

LD

(b)

FIGURE 1.66 (a) The Zener diode as a voltage reference. (b) To investigate the 

reference’s behavior, replace the Zener diode with its BD-region model.

 (a) Let the circuit of Fig. 1.66a be implemented with the diode of Example 1.21, 

for which rz 5 10 V and VZ0 5 6.0 V. If VI 5 (20 6 5) V and IL(fs) 5 10 mA, 

fi nd the resistance R needed to ensure that the diode current IZ never drops 

below 5 mA. 

EXAMPLE 1.22
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78 Chapter 1 Diodes and the pn Junction

Line and Load Regulation
The output of a voltage reference should be independent of VI and IL, so only the sec-

ond term in the right-hand side of Eq. (1.86) is a desirable one. The other two terms 

should be zero, a condition that the present circuit could achieve only in the limit 

rz → 0. The quality of a voltage reference is specifi ed in terms of two parameters 

borrowed from voltage-regulator terminology, namely, (a) the line regulation, repre-

senting the mV change in VO for every 1-V change in VI, and (b) the load regulation, 

representing the mV change in VO for every 1-mA change in IL. From Eq. (1.86) we 

fi nd, for the present circuit, 

 Line regulation 5   
D V O 

 ____
 

D V I 
   5   

 r z  ______ 
R 1  r z 

   (1.87a)

 Load regulation 5   
D V O 

 ____
 

D I L 
   5 2(R// r z )  (1.87b)

 (b) Assuming the circuit is implemented with the 5% standard resistance value 

closest to that calculated in part (a), fi nd the maximum as well as the mini-

mum value that VO can attain under the specifi cations of (a). What is the 

overall percentage variation in VO? Comment on your fi ndings.

Solution
 (a) From Fig. 1.66b it is apparent that VO 5 VZ, so at IZ 5 5 mA we have VO 5 

VZ0 1 rzIZ 5 6.0 1 10 3 0.005 5 6.05 V. The diode current is minimized when 

VI is minimized (15 V) and IL is maximized (10 mA), so R must be such that 

 R 5   
 V I(min)

  2  V O 
 __________ 

 I Z(min)
  1  I L(fs)

 
   5   15 2 6.05 _________ 

5 1 10
   ù 600 V

  The closest standard values are 620 V and 560 V. To be on the safe side, use 

560 V. 

 (b) Again from Fig. 1.66b we note that VO is maximized when VI is maximized 

(25 V) and IL is minimized (0 mA), so using Eq. (1.86) we fi nd 

  V O(max)
  5   10 ________ 

560 1 10
   25 1   560 ________ 

560 1 10
   6.0 2 0 5 6.333 V

  Conversely, VO is minimized when VI is minimized (15 V) and IL is maximized 

(10 mA), so 

  V O(min)
  5   10 ________ 

560 1 10
  15 1   560 ________ 

560 1 10
   6.0 2 (560//10)0.01 5 6.060 V

  The overall variation in VO is 6.333 2 6.060 5 0.273 V, or 0.273y6.2 5 4.4%. 

Given the much wider range of variability of VI as well as the full-scale variability 

of IL, this is a remarkable result!
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Using an Op Amp to Improve Voltage-Reference Performance
The performance of a Zener diode reference can be improved dramatically with the 

help of an operational amplifi er (op amp). As a fi rst step, we can isolate the diode 

from the load by interposing a non-inverting amplifi er between the two, in the man-

ner of Fig. 1.67. Since no current fl ows into the input pin of the op amp, the voltage 

across the Zener diode is now

  V Z  5   
 r z  ______ 

R 1  r z 
   V I  1   R ______ 

R 1  r z 
   V Z0  2 0 (1.88)

indicating that the load regulation is zero—a highly desirable feature indeed! The 

presence of the op amp offers the additional advantage of amplifying VZ to yield a 

voltage VO that can be adjusted by varying the amplifi er’s gain. Indeed, by the non-
inverting amplifi er rule, the op amp gives 

  V O  5  ( 1 1   
 R 

2
 
 __ 

 R 
1
 
   )  V Z  (1.89)

so we can adjust VO to any value we wish (VO . VZ) by varying one of the two resis-

tances, say R2. 

The circuit of Fig. 1.67 still suffers from poor line regulation in that any varia-

tion DVI at the input will cause the variation DVZ 5 [rzy(R 1 rz)]DVI across the diode, 

which the op amp then passes on to the output as DVO 5 (1 1 R2yR1)DVZ. This last 

source of error is admirably eliminated by powering the Zener diode from the very 

Find the line and load regulation of the circuit of Example 1.22. Express your 

results in mV/V and mV/mA, as well as in percentage form. 

Solution
Line Regulation 5 10y570 5 17.5 mV/V. Since 17.5 mV represents 0.27% 

of 6.2 V, we can also say that Line Regulation 5 0.27%/V. Likewise, Load 
Regulation 5 2(560//10) 5 29.8 mV/mA, or 20.16%/mA. 

EXAMPLE 1.23

FIGURE 1.67 Using an op amp to improve load regulation.

R2

R1

VI

R

2

1

1
2

IL

1

2

VZ 1

2

VO LD
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80 Chapter 1 Diodes and the pn Junction

voltage VO that we are trying to regulate in the fi rst place! This results in the circuit 

of Fig. 1.68, aptly called self-regulated voltage reference. With this modifi cation, 

Eq. (1.88) becomes 

  V Z  5   
 r z  ______ 

R 1  r z 
   V O  1   R ______ 

R 1  r z 
   V Z0

 

Substituting VZ into Eq. (1.89) and solving for VZ we obtain

  V O  5   
(1 1  R 

2
 y R 

1
 )
  ______________  

1 2 ( R 
2
  r z )y( R 

1
 R)

   V Z0
  (1.90)

that is, VO is now independent of both VI and IL! Clearly, both the line and load regula-

tion have been driven to zero. If implemented with the popular 741 op amp as shown, 

the circuit can operate with VI ranging from about 12 V to about 36 V, and it offers an 

output current drive of up to about 25 mA. The student who has access to a laboratory 

is encouraged to try out this circuit experimentally to appreciate fi rst-hand how stable 

VO is in the face of such wide variations in VI and IL. If any deviations are observed, they 

are astoundingly small and are due primarily to departures of op amp behavior from the 

ideal. The circuit can also be simulated via PSpice, using the 741 model as well as one 

of the Zener diode models available in the evaluation library of the student version of 

PSpice. However, trying out the actual circuit in the lab is far more satisfying!

The Forward-Biased Diode as a Voltage Reference
The voltage drop of a forward-biased diode itself is sometimes used as a voltage ref-

erence, especially in IC applications. The circuit, depicted in Fig. 1.69, gives VO 5 

VD(on) > 0.7 V. If, instead of using a single diode, we use a string of m identical diodes 

in series, then VO 5 mVD(on) > m0.7 V, indicating that this diode application is limited 

to situations where the desired output is in the vicinity of multiples of a single diode 

voltage-drop (e.g. 0.7 V, 1.4 V, 2.1 V, and so forth). 

VO (10.0 V)VZ (6.2 V)

1N753

741

R (1 kV)

VI

R2

R1

2

1

ILLD38 kV

62 kV

FIGURE 1.68 Self-regulated 10.0-V voltage reference.
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Zener Diodes as Voltage Clamps
Its voltage-source behavior in the BD region makes the Zener diode suited to stable 

voltage-clamp applications. The example of Fig. 1.70 is based on a pair of Zener 

diodes connected back to back. Since they are in series, they are either both off, or 

both on (one in the forward region and the other in the BD region). We have three 

possibilities: 

● For vI suffi ciently positive to turn on both diodes, D1 will operate in the BD 

region and D2 in the forward region, as depicted in Fig. 1.71a. The output is 

clamped at VOH 5 VZ1 1 VD2(on), where we are ignoring the Zener-diode resis-

tance rz1 compared to R. Clearly, this situation occurs for vI . VOH. 
● For vI suffi ciently negative, the situation reverses, with D1 now operating in the 

forward region and D2 in the BD region. As depicted in Fig. 1.71b, the output is 

now clamped at VOL 5 2(VD1(on) 1 VZ2). This situation occurs for vI , VOL. 

FIGURE 1.69 Using the voltage drop of a forward-

biased diode as a voltage reference of about 0.7 V.

1
2

VI VO

1

2

R

In the circuit of Fig. 1.69, let VI 5 5 V, and let the diode have Is 5 1 fA and 

nVT 5 26 mV. 

 (a)  Specify R for a 1-mA diode current. Hence, assuming small enough line and 

load variations to justify the small-signal diode approximation, fi nd the line 

and load regulation of this voltage reference.

 (b)  Compare with the case in which a resistor is used instead of the diode, and 

comment. 

Solution
 (a)  We have R 5 (VI 2 VD(on))yID > (5 2 0.7)y1.0 5 4.3 kV. Moreover, VO 5 

(26 mV) ln(1023y10215) 5 0.718 V. At ID 5 1 mA the diode has rd 5 26y1 5 

26 V, so Line Regulation 5 rd y(R 1 rd) 5 26y(4300 1 26) 5 6 mV/V, and 

Load Regulation 5 2R//rd > 226 mV/mA. 

 (b)  To achieve the same output voltage with a voltage divider we need a second 

resistor of value 0.718y1.0 5 0.718 kV. We now have Line Regulation 5 

718y(4300 1 718) 5 143 mV/V, and Load Regulation 5 24300//718 > 

2615 mV/mA. Clearly, a diode reference is much better than a voltage 

divider. 

EXAMPLE 1.24
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82 Chapter 1 Diodes and the pn Junction

● For VOL , vI , VOH there isn’t suffi cient voltage drive to turn on the diodes, so 

they both act as open circuits. The situation is depicted in Fig. 1.71c, where the 

lack of current causes R to drop 0 V, thus giving vO 5 vI. We say that now R, 

being unencumbered, pulls vO to vI.

The clamping effect is depicted in Fig. 1.70b. For instance, if D1 is a 4.3-V Zener diode 

and D2 is a 6.8-V Zener diode, vO will be clamped in the positive direction at VOH 5 

4.3 1 0.7 5 5.0 V, and in the negative direction at VOL 5 2(0.7 1 6.8) 5 27.5 V. 

(a)

1
2

vI

vO

R

D1

D2

10 kV

Time t

(b)

VOH

VOL

0

vI

vO

FIGURE 1.70 A Zener-diode clamp, and its effect upon the input waveform.

vI . VOH

VZ1

VD2(on)

VOH

1
2

1

2

1

2

R

(a)

vI , VOL

VZ2

VD1(on)

VOL

1
2

1

2

1

2

R

(b)

VOL , vI , VOH

vO 5 vI

1
2

R

(c)

FIGURE 1.71 Illustrating the three possible conditions for the circuit of Fig. 1.70a.

There are situations in which it is desirable that clamping be symmetric about 

0 V, or VOL 5 2VOH. This requires that the two Zener diodes be matched. Alterna-

tively, we can use only one Zener diode, but along with a diode bridge to make it 

perform the same clamping action both in the positive and negative directions. The 

circuit is shown in Fig. 1.72, where we have again three possibilities: 

● For vI suffi ciently positive to turn on the Zener diode via the diode bridge, 

current fl ows down the path

 source → R → D1 → DZ → D4 → ground

 The output is clamped at VOH 5 VD1(on) 1 VZ 1 VD4(on) 5 VZ 1 2VD(on). Clearly, this 

situation arises for vI . (VZ 1 2VD(on)).
● For vI suffi ciently negative, current fl ows down the path

 ground → D2 → DZ → D3 → R → source 

 and this occurs for vI , 2(VZ 1 2VD(on)). The output is now clamped at VOL 5 

2(VZ 1 2VD(on)) 5 2VOH.
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  1.12 Breakdown-Region Operation  83

● For uvIu , (VZ 1 2VD(on)) there isn’t suffi cient voltage drive to turn on any of the 

diodes, so they all act as open circuits. The lack of current allows R to pull vO to 

vI, thus giving vO 5 vI. 

For instance, using a 5.1-V Zener diode will cause the output to be clamped at 

6(5.1 1 1.4) 5 66.5 V.

Figure 1.73a illustrates the use of a Zener-diode clamp to limit the output 

swing of an op amp (in this example an inverting-type amplifi er). We identify three 

possibilities:

● As long as both diodes are off, the Inverting Amplifi er Rule indicates that the 

circuit will give

  v O  5 2  
 R 

2
 
 __
 

 R 
1
 
   v I 

 As shown in Fig. 1.73b, the voltage transfer curve (VTC) is a straight line with 

the gain (2R2yR1) as its slope. With both diodes in cutoff, any current through 

R1 fl ows right through R2. 
● For vI suffi ciently positive both diodes will go on (D1 forward, D2 in break-

down), thus establishing a fi xed voltage drop between the op amp’s inverting 

vI
1
2

vO

DZ

D1 D3

D4D2

R

10 kV

FIGURE 1.72 Symmetric voltage clamp.

(a)

vO

R1 R2

D1 D2

1

2vI
1
2

(b)

vO

vI

VZ1 1 VD2(on)

2(VD1(on) 1 VZ2)

2R2@R1

FIGURE 1.73 Using Zener diodes to limit the output swing of an op amp.
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84 Chapter 1 Diodes and the pn Junction

input, which is at virtual ground, and the output vO. Consequently, the output is 

now clamped at 

 VOL 5 2(VD1(on) 1 VZ2)

 For instance, if D2 is a 4.3-V Zener diode, the output will be clamped at VOL 5 

2(0.7 1 4.3) 5 25 V. As we raise vI above the value corresponding to the onset of 

the clamping action, the current through R2 remains fi xed at (VD1(on) 1 VZ2)yR2, so any 

excess current coming in via R1 will be diverted to the output terminal via the diodes. 
● For vI suffi ciently negative the opposite situation occurs (D1 in breakdown, D2 

forward), and the output is now clamped at 

 VOH 5 1(VZ1 1 VD2(on))

 For instance, if D1 is a 6.8-V Zener diode, the output will be clamped at 

VOH 5 1(6.8 1 0.7) 5 17.5 V. 

If symmetric clamping is desired, the Zener diodes need to be matched. Alterna-

tively, we replace the back-to-back Zener pair with a single Zener diode and a diode 

bridge, in the manner discussed in connection with Fig. 1.72. 

1.13 Dc POWER SUPPLIES 

As implied by its name, a dc power supply is a circuit that provides a specifi ed dc 

voltage to power other circuits. The supply is powered in turn by another power 

source, which in the following we shall assume to be the household ac power, which 

in the United States is 120 V rms, 60 Hz. Since the household ac voltage is sinusoidal, 

we need to convert it to a dc voltage. As a fi rst step we rectify it to eliminate its 

negative alternations and thus ensure that the voltage is always positive. However, 

the result is a pulsating voltage, that is, a voltage that periodically returns to zero. 

We need an energy-storage device to hold the voltage above some specifi ed level 

during the times when the rectifi er’s output would drop to zero. Such a device is the 

capacitor, and the result is shown in Fig. 1.74 for the simpler case of a half-wave 
rectifi er (the full-wave rectifi er will be discussed later), and a load that we model 

with resistor R. Not shown in the fi gure for simplicity is a transformer, which we use 

to step down the ac voltage from its peak value of 120 √ 
__

 2   V to the value required by 

the application at hand (10 V in the example of Fig. 1.74). 

D1N4002

C

D

vOvI

0

1
2

1

2
150 mF

R
1 kVVOFF 5 0

VAMPL 5 10 V

FREQ 5 60 Hz

FIGURE 1.74 PSpice circuit to simulate a dc power 

supply with a load R.
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  1.13 Dc Power Supplies  85

The relevant waveforms of the circuit of Fig. 1.74 are shown in Fig. 1.75, with 

respect to which we make the following observations: 

● At power turn-on the diode D and the capacitor C act as a peak detector, and we 

witness a large initial current surge to charge C, initially assumed discharged, to 

the peak value of the input, short of the diode voltage drop (10 2 0.7 5 9.3 V in 

our example.)
● Once vI peaks out, the diode goes off, leaving the capacitor as the sole source of 

power for the load. As R draws current, C will discharge. However, in a well-

designed dc supply, C is chosen large enough to keep discharge fairly small 

during the time intervals when the diode is off. 
● As the next positive input alternation comes along and vI rises above the present 

capacitor voltage by a diode voltage drop, the diode becomes again conduc-

tive, recharging the capacitor to the peak value of the input, short of the diode 

voltage drop. 
● Henceforth all the waveforms repeat, with the output voltage exhibiting ripple, 

and the diode current consisting of spikes during the diode conduction intervals.

Ripple, Conduction Interval, and Peak Diode Current
We now wish to investigate the interdependence of the various parameters interven-

ing in the design of a dc power supply. Dc supplies of the type under discussion here 

are hardly precise systems, so we make a number of simplifying assumptions to 

speed up our estimations. As mentioned, in a well-designed dc supply the capacitor 
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FIGURE 1.75 Voltage (top) and current (bottom) waveforms 

for the dc power supply of Fig. 1.74.
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86 Chapter 1 Diodes and the pn Junction

is chosen suffi ciently large to ensure a small ripple relative to the peak value Vp of 

the ac input, or 

Vr ! Vp

where Vr denotes the peak-to-peak amplitude of the output ripple. Also, it is con-

venient to assume the diode to be ideal, or VD(on) > 0. With these approximations 

in mind, we redraw the circuit and the repetitive portion of its waveforms as in 

Fig. 1.76. As seen, capacitor discharge is approximately linear, and thus governed by 

the rule that engineers express in the form CDv 5 IDt (cee delta vee equals aye delta 
tee), where presently Dv is the ripple Vr, I is the average load current IL, and Dt is the 

time interval during which the diode is off, or TOFF. Thus, CVr > ILTOFF. Solving for 

the ripple, we obtain

  V r  >   
 I L  T 

OFF
 
 _____ 

C
   (1.91)

With reference to Fig. 1.76b, top, we approximate IL > (Vp 2 0.5Vr)yR > VpyR and 

TOFF > T 5 1yf, where f is the input frequency. Consequently, Eq. (1.91) becomes

  V r  >   
 V p  ____ 

fRC
   (1.92)

If we wish to know to a better degree of accuracy the average value of the output, 
also called the output dc component and aptly denoted as VO, then the diode’s voltage 

drop needs to be taken into consideration. By inspection, 

 VO 5 Vp 2 VD(on) 2 0.5Vr  (1.93)

D (ideal)

C R1
2

vI

1

2

vO

iD

iC

iL

(a)

vI
’ 

vO

0

Vr

vO

TON

2TON

vI

iD

t

02TON

t

TOFF

T

T

iD(max)

Vp

(b)

FIGURE 1.76 (a) Dc power supply, and (b) voltage and current waveforms.
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 (a) Estimate the ripple in the circuit of Fig. 1.74. 

 (b)  If VD(on) 5 0.7 V, what is the dc component of the output? What value must Vp 

be changed to if we want VO 5 10 V?

 (c) If Vp is changed to 50 V and R to 10 kV, fi nd C for a ripple of not more than 2 V. 

Solution
 (a) By Eq. (1.92), 

 V r  >   10  ____________________  
60 3 1 0 3  3 150 3 1 0 −6 

   5 1.1 V

  which is in fairly good agreement with Fig. 1.75, top. 

 (b) By Eq. (1.93), VO 5 10 2 0.7 2 0.5 3 1.1 5 8.75 V, also in fairly good 

agreement with Fig. 1.75, top. For VO 5 10 V, we need to raise Vp to 

10 1 0.7 1 0.5 3 1.1, or to Vp 5 11.25 V. 

 (c) Using again Eq. (1.91), we need

C $   
 V p  ____ 

fR V r 
   5   50 ____________  

60 3 1 0 4  3 2
   > 42 �F

EXAMPLE 1.25

We now wish to develop expressions for the diode conduction interval TON and 

the peak diode current iD(max). To simplify our estimations, we again assume VD(on) 5 0. 

With reference to Fig. 1.76b, top, we express the input as vI(t  ) 5 Vp cos(2�ft). Impos-

ing vO(2TON) 5 vI(2TON) 5 Vp 2 Vr yields

  V p cos[2�f  (2 T 
ON

 )] 5  V p  2  V r 

Rearranging and expanding the cosine function, we write

 1 2   
 V r  __ 
 V p 

   5 cos[2�f  (2 T 
ON

 )] 5 cos(2�f     T 
ON

 ) 5 1 2   1 __ 
2
  (2�f   T 

ON
  ) 2  1 . . .

It is apparent from the fi gure that the condition Vr ! Vp implies TON ! T (51yf  ), so 

we can ignore higher-order terms in the series expansion. Solving for TON we get

  T 
ON

  >   1 ____ 
2�f

    √ 
____

   
2 V r  ___ 
 V p 

      (1.94)

With reference to Fig. 1.76a, we observe that during diode conduction we have, 

by KCL

  i D  5 C  
d v O 

 ___ 
dt

   1  i L  5 C   
d[ V p cos(2�ft)]

  ____________ 
dt

   1  i L  (1.95)

The diode current is maximum at the onset of the conduction interval, or t 5 2TON. 

At this instant we have

   
 
   
d cos(2�ft )

 __________ 
dt

   |  t52 T ON 
  5 22�f sin[2�f(2 T 

ON
  )] > (2�f   ) 2  T 

ON
  5 2�f  √ 

____

   
2 V r  ___ 
 V p 
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88 Chapter 1 Diodes and the pn Junction

where we have approximated sin x > x and have also used Eq. (1.94). Substituting 

into Eq. (1.95), along with the approximation iL > IL > VpyR, we fi nally get

  i D(max)
  >  I L 

  ( 1 1 2�   √ 
____

   
2 V p  ___ 
 V r 

      )  (1.96)

 (a) Estimate the conduction interval in the circuit of Fig. 1.74, and express it as a 

percentage of the period T. Comment on your result. 

 (b) Find iD(max) for the same circuit.

 (c) Estimate the average diode current iD(avg) during the conduction interval TON, 

and again comment.

Solution
 (a) Using Vr 5 1.1 V from Example 1.25, we have, by Eq. (1.94),

 T 
ON

  5   1 _____ 
2�60

    √ 
_______

    2 3 1.1 _______ 
10

     5 1.24 ms

  Since the period is T 5 1y60 5 16.7 ms, the diode conducts during 1.24y16.7 5 

0.075, or only 7.5% of each cycle, thus confi rming the validity of the 

approximation TOFF > T. 

 (b) We have IL > VpyR 5 10y1 5 10 mA. By Eq. (1.96), 

 i 
D(max)

  5 10   ( 1 1 2�   √ 
_______

   2 3 10 ______ 
1.1

       )  > 280 mA

 (c) Given the approximately triangular shape of the current spikes, we estimate 

iD(avg) > iD(max)y2 5 140 mA. Note that iD(avg) @ IL, an obvious consequence 

of the fact that the charge delivered by the capacitor to the load during the 

time interval TOFF must be replenished by the diode during the much shorter 

conduction interval TON.

EXAMPLE 1.26

When designing a dc power supply we must select a diode type with adequate 

current-handling capability during the brief spikes of conduction. Also, we must en-

sure that the breakdown voltage is suffi ciently higher than the peak inverse voltage 

(PIV), which is the maximum reverse voltage that the diode ever experiences in a 

given circuit. In the circuit of Fig. 1.74 this condition occurs when vI reaches its nega-

tive peak, at which point the voltage across the diode is, by KVL, vD 5 2Vp 2 vO > 
2Vp 2 Vp 5 22Vp. Consequently, 

 PIV > 2Vp (1.97)

With the data of Fig. 1.74, PIV 5 20 V. To be on the safe side, specify a PIV at least 

50% higher than the calculated value. In our case, let PIV $ 1.5 3 20 5 30 V.
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  1.13 Dc Power Supplies  89

Dc Supplies with Full-Wave Rectifi ers
It is apparent that if we use a full-wave rectifi er instead of a half-wave, the ripple will be 

approximately reduced in half, everything else remaining the same. Alternatively, we can 

guarantee the same ripple but with a capacitance half as large, which is quite desirable 

because large-valued capacitors are bulky. As mentioned, a dc supply that is powered 

from the household ac power is likely to be preceded by a transformer to scale down the 

120-V ac voltage to a more manageable value as required by the application at hand. 

We can take advantage of this and use a center-tapped transformer, along with a pair of 

diodes, to achieve full-wave rectifi cation in the manner depicted in Fig. 1.77. A center 

tapped winding can be viewed as two identical windings connected in series but in anti-
phase, so that the voltages at its terminals, relative to the common node, are, respectively, 

1vS and 2vS. Once we add two diodes as shown, we end up with two separate half-wave 

rectifi ers, but operating on alternate half cycles, in effect resulting in full-wave rectifi ca-

tion. Equation (1.91) still holds. However, in Eq. (1.92) we must replace f with 2f to re-

fl ect the fact that the period of the full-wave rectifi ed ac voltage is half that of the original 

voltage and its frequency is thus 2f. Consequently, Eqs. (1.92) and (1.96) become 

  V r  >   
 V p  _____ 

2fRC
    (1.98)

and 

  i D(max)
  >  I L    ( 1 1 2�   √ 

____

   
 V p  ___ 
2 V r 

     )  (1.99)

indicating that, everything else remaining the same, both Vr and iD(max) are approxi-

mately reduced in half compared to the half-wave case. However, we still have 

PIV > 2Vp. The conduction interval of each diode is still governed by Eq. (1.94), if 

with the new value of Vr   .

A notorious disadvantage of the center-tapped transformer is that its secondary 

coil requires twice as many turns. The alternative implementation of Fig. 1.78 utilizes 

a single secondary, but with a diode bridge to achieve full-wave rectifi cation. Its 

FIGURE 1.77 (a) Dc power supply with a full-wave rectifi er using a center-tapped 

transformer, and (b) voltage waveforms.
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90 Chapter 1 Diodes and the pn Junction

waveforms are similar to those of Fig. 1.77b, and Eqs. (1.98) and (1.99) hold also in 

the present case. However, with two diode drops, Eq. (1.93) changes to

 VO 5 Vp 2 2VD(on) 2 0.5Vr  (1.100)

Moreover, we now have

 PIV > Vp (1.101)

Given the various options available—half wave, full-wave with center-tapped 

transformer, or full-wave with diode bridge—a designer will evaluate the advantages 

and disadvantages of each and settle for the one that best meets the cost and complex-

ity constraints of the application at hand.

Concluding Observation
It is important to realize that the expressions of Eqs. (1.94), (1.96), (1.98), and (1.99) 

have been derived for the case of sinusoidal inputs, as most dc power supplies are 

powered from the household ac line. However, there are specialized cases in which 

the input waveform is not necessarily sinusoidal. It is left as an exercise, in the end-

of-chapter problems, to apply the same line of reasoning to non-sinusoidal cases and 

develop ad-hoc expressions for TON, iD(max), and iD(avg). Also, for simplicity, the load 

is usually simulated with a mere resistance. A more realistic load model is a Norton 

equivalent, consisting of a fi xed load-current in parallel with a resistance.

APPENDIX 1A

SPICE Models for Diodes

SPICE (an acronym for Simulation Program with Integrated Circuit Emphasis) is a 

powerful computer-simulation tool designed to help verify complex circuits that would 

be prohibitive to analyze via hand calculations. Nowadays there are a plethora of SPICE 

versions available (a Web search will reveal the existence of online clubs devoted to 

particular versions, where members exchange useful tips). Rather than committing to a 

particular version, I have tried to keep the SPICE examples general and simple enough 

so students can try them out using their preferred SPICE version. All examples were 

created using the Student Versions of Cadence’s PSpice. This version, available free of 

charge, is a powerful pedagogical tool especially for the beginner, as you can glean from 

the various PSpice examples scattered throughout the current and subsequent chapters. 

1

vS

1

2

vO

2

C R

D1

D3

D2

D4

vp 1
2

FIGURE 1.78 Dc power supply using a diode bridge rectifi er. 
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However powerful, SPICE is no substitute for true understanding—the kind attainable 

through diligent reasoning and patient paper-and-pencil calculations. Even when circuit 

complexity mandates the use of SPICE, one must still be able to examine the results pro-

vided by the computer and spot-check them by a combination of hand calculations and 

intuitive insight. Consequently, SPICE is only an analytical aid—if a most powerful one. 

It is assumed that the student is already familiar with SPICE basics from pre-

requisite courses such as circuits courses and labs (how to create a circuit schematic 

using parts from SPICE’s internal libraries, how to direct SPICE to perform a spe-

cifi c type of analysis among the various possible, and how to display traces using 

Probe, the oscilloscope-like feature provided by PSpice). The focus of this Appendix 

is SPICE models for diodes. 

When we use a semiconductor device in a SPICE circuit schematic, we need to 

specify the characteristics of that device. The characteristics are expressed in terms 

of a list of parameters that SPICE then uses to create an internal model of the device. 

Shown in Table 1A.1 are the parameters intervening in the creation of the model 

for pn diodes. PSpice comes with a library of models for some of the most popular 

semiconductor devices. Moreover, the user can create additional models by suitably 

editing one of the already available models. 

As an example, consider the PSpice circuit of Fig. 1.51a, utilizing the popular 

1N4148 pn diode. By PSpice convention, diode names must start with the letter D, so 

the part number has been designated as D1N4148. To create the circuit we use the 

Place → Part commands to lay out the various components, and the Place → Wire 

commands to interconnect them. When it comes to placing the diode, we import 

it from PSpice’s library by going down its list of entries and left-clicking on the 

D1N4148 part. To visualize its model, fi rst left-click on the diode to select it, then 

right-click to activate a pull-down menu of possible actions. Left-click on Edit 
PSpice Model, and the following list will appear:

.model  D1N4148  D(Is52.682n N51.836 Rs5.5664 Ikf544.17m Xti53
1  Eg51.11 Cjo54p M5.3333 Vj5.5 Fc5.5 Isr51.565n Nr52 
1 Bv5100 Ibv5100u Tt511.54n)

TABLE 1A.1 Partial parameter list of the PSpice diode model.

Symbol Name Parameter description Units Default Example

Is Is Saturation current A 10 fA 2 fA

n N Emission coeffi cient 1 1.5

rS Rs Bulk resistance V 0 2

Cj  0 Cjo Zero-bias junction capacitance F 0 1.0 pF

m M Grading coeffi cient 0.5 0.33

�0
Vj Built-in potential V 1 V 0.8 V

�T
Tt Transit time s 0 0.2 ns

VZ Bv Voltage at onset of breakdown V ` 100 V

IZ Ibv Current at onset of breakdown A 0.1 nA 100 �A
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92 Chapter 1 Diodes and the pn Junction

The parameter values shown are designed to match as closely as possible those 

given in the manufacturer’s data sheets. We easily see that this particular diode 

type has Is 5 2.682 nA, n 5 1.836, rS 5 0.5664 V, Cj0 5 4 pF, m 5 0.3333, �0 5 

0.5 V, and �T 5 11.54 ns. We also note that the onset of the breakdown region 

(knee of the i-v curve in reverse bias) is specifi ed to be 100 V at 100 �A (VZ 5 

100 V at IZ 5 100 �A). The complete list contains additional parameters rep-

resenting higher-order effects that are beyond our present scope. Also, note the 

usage of a space to separate individual parameters, and the usage of the 1 sym-

bol to denote continuity when the list is too long to fi t in a single line. For more 

details, see Ref. [11].

If you wish to create your own diode model to experiment with, you can do so 

simply by overwriting (editing) the parameter values of an existing diode model, 

such as the D1N4148 considered above. However, to avoid losing the original 

D1N4148 model, a new name must be given to the newly formed model. This 

is what was done to create a model for the pseudo-ideal diode of Figs. 2.14 and 

2.16. The diode model was renamed as Dideal, and the parameter list was edited 

as follows:

.model Dideal  D(Is51n N50.001)

Even though we know that a practical pn junction has 1 # n # 2, here we have speci-

fi ed an artifi cially small value of n to ensure that the exponential i-v curve shoots up 

for very small values of v, thus approximating an ideal diode. (To get an idea, use 

the logarithmic diode law to verify that to sustain i 5 1 mA this diode requires only 

v 5 0.36 mV 2 almost 0 V, and certainly much less than the typical voltage drop of 

0.7 V!) This is all we need to simulate an almost ideal diode, so all other parameters 

have been omitted from the list. All omitted parameters are automatically assigned 

default values according to Table 1A.1. 

PSpice’s library contains also a model for the 1N750 4.7-V Zener diode:

.model  D1N750  D(Is5880.5E-18 Rs5.25 Ikf50 N51 Xti53 Eg51.11
1  Cjo5175p M5.5516 Vj5.75 Fc5.5 Isr51.859n Nr52 Bv54.7 
1 Ibv520.245m Nbv51.6989 Ibvl51.9556m Nbvl514.976 
1 Tbv15-21.277u)
*  Vz 5 4.7  @  20mA, Rz 5 300  @  1mA, Rz 5 12.5  @  5mA, Rz 52.6  @  20mA

The last line, starting with an asterisk, is by convention a comment line summariz-

ing salient characteristics. It states that this diode is rated to provide VZ 5 4.7 V at 

IZ 5 20 mA. Moreover, the reciprocal of the slope of the i-v curve in the breakdown 

region, denoted as rz in the text, is specifi ed at different points as rz 5 300 V at 

IZ 5 1 mA, rz 5 12.5 V at IZ 5 5 mA, and rz 5 2.6 V at IZ 5 20 mA. Clearly, the 

further down the curve past the knee, the steeper the slope. 

The user can readily edit the above model to create a Zener diode with a different 

rating. For instance, changing Bv54.7 to Bv56.2 will turn the model into that of 

a 6.2-V Zener. 
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PROBLEMS

1.1 The Ideal Diode

 1.1 (a) In the circuit of Fig. P1.1 let vS 5 25 V, 

R1 5 2 kV, R2 5 3 kV, R3 5 1 kV, and iS 5 

4 mA. Find the voltage across and the current 

through the diode.

  (b) Repeat, but with vS 5 10 V and iS 5 10 mA. 

  (c) Repeat, but with vS 5 5 V and iS 5 3 mA. 

  (d) Repeat parts (a) through (c), but with a fourth 

resistance R4 5 1.8 kV connected in parallel 

with the diode. List the cases in which this 

additional resistance make a difference, and 

those in which it doesn’t.

vS R2

R1
D1

R3
iS1

2

FIGURE P1.1
 1.2 (a) In the circuit of Fig. P1.1 let vS 5 24 V, R1 5 

300 V, R2 5 200 V, and R3 5 400 V. Find iS 

for a 20-mA diode current. 

  (b) If iS 5 15 mA, fi nd vS for a 4-V drop across the 

diode. 

  (c) If iS 5 10 mA, fi nd vS so that the diode voltage 

and current are both zero. 

  (d) Find vS and iS for a 30-mA current through the 

200-V resistance, and a 20-mA current through 

the 300-V resistance. Is the solution unique?

 1.3 Repeat Problem 1.2, but with the diode reversed, 

so that the anode is now at the right and the cathode 

at the left. 

 1.4  (a) In the circuit of Fig. P1.1, let R1 5 200 V, 

R2 5 300 V, R3 5 100 V, and iS 5 30 mA. If vS 

is swept from 0 to 10 V, sketch and label, as a 

function of vS, the current i supplied by vS and 

the voltage v across iS. Show all breakpoints 

and slopes. 

  (b) If vS 5 5 V and iS is swept from 0 to 60 mA, 

sketch and label, versus iS, the current i sup-

plied by vS and the voltage v across iS.

 1.5  (a) Find the current and voltage of each diode in 

the circuit of Fig. P1.5. 

FIGURE P1.5
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15 kV

30 kV 10 kV
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94 Chapter 1 Diodes and the pn Junction

  (b) Repeat part (a) if the 10-kV resistance is 

changed to 30 kV. 

  (c) Repeat part (a) if the 10-kV resistance is 

changed to 60 kV. 

     Hint: apply Thévenin’s theorem to the net-

work seen by D1’s anode. 

  (d) Repeat part (a) if the 15-kV resistance is re-

moved from the circuit.

 1.6 Find the current and voltage of each diode in the 

circuit of Fig P1.5 if: 

  (a) D1 is reversed, so that its anode is now at the 

right and its cathode at the left; 

  (b) D2 is reversed, so its anode is now at the left 

and its cathode at the right; 

  (c) D3 is reversed, so its anode is now at the bot-

tom and its cathode at the top; 

  (d) all three diodes are reversed simultaneously. 

Use the hint of Problem 1.5.

 1.7 In the circuit of Fig. P1.5, fi nd the value to which 

  (a) we must change the 10-kV resistance if we 

want D3 to drop 5 V; 

  (b) we must change the 20-kV resistance if we 

want D1 to carry a current of 0.25 mA;

  (c) we must change the 15-kV resistance if we 

want D1 to drop 0 V and carry 0 mA. 

 1.8  (a) In the circuit of Fig. P1.8 fi nd vO for the follow-

ing cases: vI 5 0 V, vI 5 63 V, and vI 5 66 V. 

  (b) Repeat part (a) if R3 is changed to 30 kV. 

  (c) Repeat part (a) if R1 is changed to 30 kV. 

  (d) Repeat part (a) if R2 is removed from the circuit. 

D2D1

D4D3

R2

R3
vI

vO

1
2

�10 V

10 V

10 kV

10 kV

R1 10 kV

FIGURE P1.8

 1.9  (a) For the circuit of Fig. P1.8, sketch and label vO 

versus vI over the range 210 V # vI # 110 V. 

Show all breakpoints and slopes. 

     Hint: if, starting at 0 V, you gradually increase vI, 

at what point will D1 go off? If instead you gradu-

ally decrease vI, at what point will D3 go off?

  (b) Repeat (a) if R3 is changed to 30 kV. 

  (c) Repeat (a) if another 10-kV resistance is con-

nected between the input and output nodes. 

 1.10  In the circuit of Fig. P1.8, let i represent the cur-

rent out of the positive terminal of the source vI. 

  (a) Sketch and label i versus vI over the range 

210 V # vI # 110 V. Show all breakpoints 

and slopes. 

  (b) Repeat if an additional resistance R4 5 5 kV is 

connected between the node labeled vI and the 

node labeled vO. 

  Hint: exploit the fact that circuit’s behavior for 

vI , 0 is symmetric of that for vI . 0.

1.2 Basic Diode Applications

 1.11  In Fig. P1.11 let iS be a triangular wave with peak 

values of 61 mA and let R 5 5 kV. 

  (a) Sketch and label vH, vL, and vX if node Y is 

grounded. 

  (b) Sketch and label vH, vL, and vY if node X is 

grounded. 

  Hint: consider the cases iS . 0 and iS , 0 

separately.

FIGURE P1.11

D1

D2

iS

D3

D4

H

L

X
R

Y

 1.12  (a) Show that the circuit of Fig. P1.12 gives 

vO 5 vI for uvIu , RLIS, vO 5 RLIS for vI . RLIS, 

and vO 5 2RLIS for vI , 2RLIS. 

  (b) Assuming RL 5 1 kV and vI is a 1-kHz sine 

wave with peak values of 65 V, sketch and 

label vI and vO versus time for the following 

cases: IS 5 5 mA, IS 5 2.5 mA, and IS 5 0 mA. 

  (c) Can you suggest possible applications for this 

circuit? 

  Hint: exploit the fact that circuit’s behavior for 

vI , 0 is symmetric of that for vI . 0.
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FIGURE P1.12

D2D1

D4D3 RL
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vO

1
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 1.13  In the circuit of Fig. P1.12 let RL 5 1 kV and IS 5 

1 mA, and let the input be swept over the range 

22 V # vI # 12 V. Sketch and label, versus vI, the 

current i supplied by the input source as well as the 

current through each diode. Show all breakpoints 

and slopes. 

  Hint: exploit the fact that at all times we have 

 i  D 
1
 
  1  i  D 

2
 
  5  i  D 

3
 
  1  i  D 

4
 
  5  I S .

 1.14  (a) In the circuit of Fig. P1.14 let R1 5 25 kV, R2 5 

R3 5 30 kV, R4 5 120 kV, and VS 5 3 V. Sketch 

and label vI and vO versus time if vI is a 500-Hz 

triangular wave with peak values of 65 V. Show 

all breakpoints and slopes. Can you suggest a 

possible application for this circuit? 

FIGURE P1.14
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     Hint: consider fi rst the case vI $ 0, and show 

that D3 and D4 are off, and that if vI is gradually 

increased from 0 V, a point is reached at which 

D1 goes on, and then another at which D2 goes 

on. Then, exploit the fact that circuit behavior 

for vI , 0 is symmetric of that for vI . 0. 

  (b) What happens if D2 and D4 are removed? 

 1.15 Sketch and label the VTC of the circuit of 

Problem 1.14 over the range 26 V # vI # 6 V if: 

  (a) the directions of D2 and the D4 are reversed, 

so that their anodes are now at the top and the 

cathodes at the bottom; 

  (b) D2 and D4 are removed from the circuit; 

  (c) D2, D4, and R4 are removed from the circuit. 

 1.16 Redraw the circuit of Fig. P1.14, but with an addi-

tional 20-kV resistance between the node labeled 

vO and ground. 

  (a) Specify suitable values for VS and R1 through 

R4 to implement a symmetric VTC that 

goes through the origin and has a slope of 

1y2 V/V for uvIu # 6 V, a slope of 1y3 V/V 

for 6 V # uvIu # 12 V, and a slope of 0 V/V 

for uvIu $ 12 V. 

     Hint: exploit the symmetry of the VTC, 

draw it for the case for vI $ 0, and show the 

subcircuit corresponding to each of its three 

segments. 

  (b) What happens to the VTC if D2 and D4 are 

removed? 

  (c) What happens to the VTC if the value of VS is 

doubled?

 1.17 In a clamped capacitor circuit of the type of 

Fig. 1.22a let vI be a 1-kHz triangular wave having 

peak values of 110 V and 25 V, and let C 5 1 �F.

  (a) Sketch and label, versus time, vI, vO, and the 

diode current iD. Assume C is initially dis-

charged, and let t 5 0 be the instant when vI 

starts rising from 0 V. 

  (b) Repeat, but with the direction of the diode re-

versed, so that the anode is now at the top and 

the cathode at the bottom. 

  (c) What happens if the frequency is doubled? 

Halved? 

 1.18 Let C 5 1 �F be initially discharged in the cir-

cuit of Fig. P1.18. Sketch and label vO(t) if vI(t) 
is the square-wave shown. Do it fi rst with R 5 `, 

then with R 5 5 kV. Compare the two cases, 

comment.
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96 Chapter 1 Diodes and the pn Junction

  FIGURE P1.18
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 1.19  (a) Redraw the circuit of Fig. P1.18, but with 

R replaced by a 1-mA current source fl ow-

ing downward. Assuming C is initially dis-

charged, sketch and label vO(t) if vI(t) is the 

square-wave shown, and C 5 1 �F. 

  (b) Repeat, but with the 1-mA source now fl owing 

upward. Compare the two cases, comment. 

1.3 Operational Amplifi ers and Diode Applications

 1.20  (a) Obtain relationships between vO and vI for the 

circuit of Fig. P1.20 if R2 5 R1 and VP 5 0. 

     Hint: consider the cases vI . 0 and vI , 0 

separately. 

  (b) Repeat, if R2 5 2R1. 

  (c) Repeat if R2 5 4R1 and both diodes are re-

versed, so they point toward the left.

1

–vI

VP

vO

R1

R2

D1

D21
2

1

2

FIGURE P1.20
 1.21  (a) Sketch and label the VTC of the circuit of 

Fig. P1.20 if R2 5 2R1 and VP 5 1.0 V. 

     Hint: if vI is high enough to keep D1 on, to 

what value must we lower vI to turn D1 off? 

  (b) Repeat if R2 5 3R1 and both diodes are re-

versed, so they point toward the left. 

 1.22  Sketch and label the VTC of the circuit of Fig. P1.22. 

  Hint: if vI is high enough to keep D1 off, to what 

value must we lower vI to turn D1 on? 

1

–
vO

R3

R2

D1

D2

vI

R1

1
2

3.0 V
1

2

30 kV

10 kV 20 kV

FIGURE P1.22
 1.23  As long as both diodes are off, the circuit of 

Fig. P1.23 is an inverting amplifi er giving vO 5 

2(R2yR1)vI. But what if either diode conducts? 

Analyze the circuit and then sketch and label its 

VTC over the range 210 V # vI # 110 V. Show 

all breakpoints and slopes. 

  Hint: examine fi rst the case vI $ 0 and show that 

with vI 5 0 V, D1 is off, but increasing vI will even-

tually turn D1 on. Then, exploit the fact that circuit 

behavior for vI , 0 is symmetric of that for vI . 0. 

  FIGURE P1.23
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 1.24 Consider the circuit obtained from that of 

Fig. P1.23 by changing R2 from 10 kV to 20 kV 

and 6VS from 610 V to 612 V. Using the hint of 

Problem 1.23, sketch and label vI and vO versus 

time if vI is a 500-Hz triangular wave with peak 

values of 69 V. 
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 1.25 As long as both diodes are off, the circuit of 

Fig. P1.25 is an inverting amplifi er giving vO 5 

2R2yR1)vI. But what if either diode conducts? 

Analyze the circuit and then sketch and label its 

VTC over the range 27.5 V # vI # 17.5 V. Show 

all breakpoints and slopes. 

  Hint: examine fi rst the case vI $ 0, and show that 

with vI 5 0 V, D2 is off, but increasing vI will even-

tually turn D2 on. Then, exploit the fact that circuit 

behavior for vI , 0 is symmetric of that for vI . 0.

  FIGURE P1.25
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 1.26 Consider the circuit obtained from that of Fig. P1.25 

by changing R2 from 10 kV to 30 kV and 6VS from 

610 V to 62 V. Using the hint of Problem 1.25, 

sketch and label vI and vO versus time if vI is a 500-Hz 

triangular wave with peak values of 62 V.

1.4 Semiconductors

 1.27  (a) Find the room-temperature (300 K) electron 

and hole concentrations n and p for a bulk 

silicon slab that has been doped fi rst with 

4 3 1014/cm3 atoms of boron, and subsequently 

with 1015/cm3 atoms of arsenic. Is the slab 

 p-type or n-type? 

  (b) Find n and p if T is raised to 400 K. 

  (c) If a slab of n-type silicon with ND 5 1016/cm3 

is to be turned into a p-type slab with a hole 

concentration p 5 5 3 1015/cm3, what accep-

tor concentration NA is needed?

  (d) Find the mobilities �n and �p of the p-type 

slab of (c). 

 1.28 To develop a feel for the conductive properties of 

different materials available in IC technology, let 

us estimate the resistance R of a bar of the type 

of Fig. 1.36a if it is 10-�m long, 1-�m thick, and 

2-�m wide (1 �m 5 1024 cm), and is made up of 

the following materials: 

  (a) pure silicon; 

  (b) n2-type silicon with ND 5 1016/cm3 atoms of 

phosphorous; 

  (c) p-type silicon with NA 5 1018/cm3 atoms of boron; 

  (d) n1-type silicon with ND 5 1020/cm3 atoms of 

phosphorous; 

  (e) p1-type silicon with NA 5 1020/cm3 atoms of 

boron; 

  (f) aluminum, for which � 5 2.7 �V cm. 

  Hint: recall from basic physics that R 5 �LyA, 

where L is the bar’s length, A its cross-sectional area, 

and � 5 1y[q(n�n 1 p�p)] is its resistivity; use the 

empirical formulas of Fig. 1.37 to fi nd the mobilities. 

 1.29 A slab of the type of Fig. 1.36a is 20-�m long, 

2-�m thick, and 5-�m wide (1 �m 5 1024 cm), 

and has been uniformly doped with 1014/cm3 atoms 

of phosphorous. If a 1-V battery is connected 

across the slab, fi nd: 

  (a) the electric fi eld E inside the slab; 

  (b) the drift velocities of electrons and holes; 

  (c) the electron and hole drift currents (compare, 

comment);

  (d) the average time taken by an electron and a 

hole to drift along the entire length of the slab;

  (e) the resistance R of the slab. Use the hint of 

Problem 1.28.

 1.30 A slab of p-type silicon of the type of Fig. 1.36b has 

been doped with NA 5 1016/cm3, has a length L 5 

1 �m, and a cross-sectional area A 5 (20 �m) 3 

(50 �m). Electrons are being injected into the slab 

at the left (x 5 0) and are removed from the slab at 

the right (x 5 L) in such a way as to maintain a lin-
ear profi le n(x) with the following values: n(L) 5  

n  i  
2 y N A  and n(0) 5 1010n(L). Find the magnitude 

and direction of the current i. Use the empirical 

formulas of Fig. 1.37 to fi nd the mobilities. 

 1.31 A 5-�m long slab of p-type silicon of the type 

of Fig. 1.36b has been doped non-uniformly 

along the x-axis according to the profi le NA(x) 5 

1014[1 1 103exp(2xy(1 �m)]/cm3. Sketch NA(x) 

vs. x, and show that even if not part of any circuit, 

the slab possesses a nonzero internal electric fi eld 

E(x). Calculate E(0) and E(5 �m). 

  Hint: since the slab is not part of any circuit, in 

equilibrium it must have J(drift) 1 J(diff) 5 0.
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98 Chapter 1 Diodes and the pn Junction

 1.32 A slab of the type of Fig. 1.36b has been doped 

with ND 5 1016/cm3 atoms of phosphorous. Holes 

are being injected into the slab at the right (x 5 L) 

and are removed from the slab at the left (x 5 0) 

in such a way as to maintain the profi le p(x) 5 

1014[1 2 exp(2xy(10 �m)]/cm3. 

  (a) Sketch and label the hole concentration p(x) 

and current density Jp(x) for 0 # x # 50 �m. 

  (b) You will fi nd that the current density is high-

est where the concentration is lowest, and 

vice versa. Do you see a contradiction here? 

Explain!

1.5 The pn Junction in Equilibrium

 1.33 Sketch and label the charge density �(x), the elec-

tric fi eld E(x), and the electrostatic potential �(x) 

for a pn junction of the type of Fig. 1.39 if the 

p-side doping is kept fi xed at NA 5 1016/cm3 but 

the n-side doping is progressively increased as 

follows: 

  (a) ND 5 1016/cm3 (symmetric doping), 

  (b) ND 5 4 3 1016/cm3 (asymmetric doping), and 

  (c) ND 5 1017/cm3 (even more asymmetry). Com-

pare the three cases, comment. 

 1.34 Given that a certain slab of silicon material exhib-

its the charge-density distribution of Fig. P1.34, 

sketch and label the electric fi eld E(x) as well as 

the potential �(x). Assume �(0) 5 0. 

FIGURE P1.34
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 1.35 (a) For a pn junction with a cross-sectional area 

A 5 (10 �m) 3 (20 �m), fi nd the doping con-

centrations needed to ensure �0 5 0.7 V, as 

well as the resulting values of Em0, xp0, xn0, and 

Qj  0, under the constraint ND 5 NA. 

  (b) Repeat, but under the constraint ND 5 10NA. 

  (c) Repeat, but under the constraint ND 5 0.1NA. 

Comment on your various results. 

1.6 Effect of External Bias on the SCL Parameters

 1.36 An abrupt pn junction of the type of Fig. 1.40 has 

been doped with NA 5 1016/cm3 and ND 5 1018/cm3. 

  (a) Find the voltage v needed to make Xd 5 1 �m. 

     Hint: exploit the fact that ND @ NA. 

  (b) Sketch and label, versus x, the resulting poten-

tial �(x); assume �(x $ xn) 5 �n. 

  (c) Find the cross-sectional square area needed to 

achieve Cj 5 1 pF at the voltage of part (a). 

 1.37 A student is characterizing a pn junction by mea-

suring its capacitance  C J (v) 5  C J0
 y(1 2 vy � 

0
  ) m  

at different junction voltages v. If it is found that 

Cj(0) 5 10 pF, Cj(22 V) 5 6.87 pF, and Cj(28 V) 5 

4.87 pF, estimate the values of Cj0, �0, and m. 

  Hint: you may fi nd it convenient to express the above 

relation in the form mlog(1 2 vy � 
0
 ) 5 log( C j0 y C j ). 

Is this junction of the abrupt or of the graded type?

 1.38  An abrupt pn junction of the type of Fig. 1.40 has 

cross-sectional area A 5 (25 �m) 3 (50 �m) and has 

been doped with NA 5 1017/cm3 and ND 5 1019/cm3. 

  (a) Find the amount of charge transferred from 

the driving source to the junction (or vice 

versa?) if v is changed from 0 to 21 V. What 

is the equivalent capacitance Ceq that would 

cause the same amount of charge transfer? 

  (b) Repeat if v is changed from 21 V to 22 V. 

  (c) Repeat if v is changed from 23 V to 22 V. 

Compare, and comment. 

1.7 The pn Diode Equation

 1.39 (a) A pn junction has been doped with ND 5 1018/cm3 

atoms of phosphorous and NA 5 1016/cm3 atoms 

of boron, and the voltage across its terminals has 

been adjusted for a forward current of 1.0 mA. If 

you were to observe this current right inside the 

SCL, what fraction of it would be due to electron 

fl ow, and what fraction to hole fl ow? 

     Hint: use the formulas of Fig. 1.37, and as-

sume �ny�p 5 1 for simplicity. 

  (b) Repeat if ND 5 1016/cm3 and NA 5 1018/cm3. 

  (c) Assuming NA 5 1017/cm3 and �n 5 1.6�p, fi nd 

the value of ND needed to make electron fl ow 

and hole fl ow equal inside the SCL. 

 1.40 (a) Two pn junctions having Is1 5 1 fA and Is2 5 

5 fA are connected in series and forward biased 

via a common 1-V source. Assuming VT 5 

26 mV, fi nd the individual voltage drops as 

well as the common current. 

     Hint: use v 5 VT ln (iyIs). 
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  (b) If the diodes are connected in parallel and for-

ward biased via a common 1-mA source, fi nd 

their individual currents as well as the com-

mon voltage drop. 

 1.41  Consider a short-base diode that has been doped 

with ND 5 1017/cm3 atoms of phosphorous and 

NA 5 1016/cm3 atoms of boron, and has been fabri-

cated with Wp 5 Wn 5 1 �m and a cross-sectional 

area of (25 �m) 3 (50 �m). 

  (a) Find i if the device is forward-biased with 

v 5 700 mV. 

  (b) Estimate the error incurred in ignoring xp and 

xn compared to Wp and Wn. 

1.8 The Reverse-Biased pn Junction

 1.42 (a) Assuming a silicon junction breaks down 

when its maximum internal electric fi eld Em 

reaches 300 kV/cm, estimate the breakdown 

voltage BV of the pn junction of Example 1.7. 

  (b) Repeat if ND is doubled to 2 3 1016/cm3. 

 1.43 When studying BJTs we will see that the base-

collector junction of an npn BJT is a pn junction 

with the n-side doped lightly to ensure a high 

breakdown voltage BV. Assuming a silicon junc-

tion breaks down when the maximum internal 

electric fi eld Em reaches 300 kV/cm, what doping 

ND is needed to result in 

  (a) BV 5 100 V? 

  (b) BV 5 1 kV? 

  Hint: exploit the fact that ND ! NA and that BV @ �0. 

 1.44 A student is characterizing a pn junction by per-

forming a series of I-V measurements. The fi nal 

data, tabulated in increasing voltage-magnitude 

order, are: (V, I) 5 (600 mV, 4.8 �A), (700 mV, 

100 pA), (800 mV, 0.81 mA), (9.900 V, 10 mA), 

(10.100 V, 30 mA). The student did not bother 

to record voltage polarities or current directions, 

claiming that one can fi gure them out via educated 

reasoning. Assuming a forward-region character-

istic of the type I 5 Isexp[Vy(nVT)], VT 5 26 mV, 

and a breakdown-region characteristic of the type 

Iz 5 (V 2 VZ0)yrz, use the above data to fi nd n, Is, 

IR, VZ0, and rz.

1.9 Forward-Biased Diode Characteristics

 1.45 (a) A student is using a constant current source 

IS 5 1 mA to forward bias a diode D1 having 

nVT 5 50 mV. What is the diode’s dynamic 

resistance rd? 

  (b) If a second identical diode D2 is connected in 

parallel with D1, what are the dynamic resis-

tances of the individual diodes as well as the 

overall dynamic resistance of the two-diode 

structure? 

  (c) If a third identical diode D3 is connected in 

series with the parallel structure of part (b), 

what are the individual dynamic resistances as 

well as the overall dynamic resistance of the 

three-diode structure? Again, comment. 

 1.46 A certain power diode with n 5 2 is driven with a 

forward current of 10 A. Immediately after cur-

rent turn-on, the voltage drop across the diode 

is found to be 900 mV. However, as tempera-

ture rises because of internal power dissipation, 

the voltage decreases and eventually settles to 

750 mV. 

  (a) Using the rule of thumb, estimate the junc-

tion’s temperature rise. 

  (b) Given that the temperature rise per watt 

(8CyW) represents thermal resistance, what is 

the thermal resistance of the present diode in 

its fi nal state? What happens if another identi-

cal diode is connected 

  (c) in series with the existing one?

  (d) In parallel?

 1.47 (a) In the circuit of Fig. P1.47, D2 is known to 

have, at room temperature, Is 5 2 fA and 

nVT 5 26 mV. If it found that V 5 340 mV, 

what is the reverse current IR of D1? 

FIGURE P1.47

D1

D2

V

5 V

  (b) If in the circuit of (a) a diode D3 identical to D1 

is connected in parallel with D1 itself (anode 

with anode and cathode with cathode), what is 

the new value of V? 

  (c) If in the circuit of (a) a diode D4 identical to D2 

is connected in parallel with D2 itself (anode 

with anode and cathode with cathode), what is 

the new value of V ?
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100 Chapter 1 Diodes and the pn Junction

  (d) Going back to the original circuit of (a), if 

temperature is increased by 50 8C, what is the 

new value of V? 

  Hint: like a good practicing engineer, solve this 

problem using the rules of thumb.

 1.48 The diodes in the circuit of Fig. P1.48 are such that 

at 1 mA they drop 700 mV and also have nVT 5 26 

mV. If VS 5 3 V, fi nd suitable resistance values to 

bias the diodes at  I  D 
1
 
  5 0.5 mA,  I  D 

2
 
  5 0.2 mA, and   

I  D 
3
 
  5 0.1 mA. 

  Hint: This problem can be solved using the rules 

of thumb. 

VS

R1

D1 D2 D3

R3R2

1

2

FIGURE P1.48
 1.49 The diodes in the circuit of Fig. P1.48 are such that 

at 1 mA they drop 700 mV and also have nVT 5 

26 mV. If VS 5 2.4 V, R2 5 84 V, and R3 5 360 V, 

fi nd R1 so that  I  D 
3
 
  5 0.1 mA. 

  Hint: start out at the right and progress toward the 

left using the rules of thumb.

 1.50 The diodes in the circuit of Fig. P1.48 are such that 

at 1 mA they drop 700 mV and also have nVT 5 

26 m. If, R1 5 2.0 kV, R2 5 336 V, and R3 5 

1440 V, fi nd VS so that  I  D 
2
 
  5 0.1 mA. 

  Hint: the problem has been specifi ed so that it can 

be solved via the rules of thumb, and using itera-

tions to fi nd  I  D 
3
 
 . 

 1.51 (a) Using the relationship VD 5 VT ln(IDyIs), show 

that the circuit of Fig. P1.51 yields VPTAT 5 KT, 

where K is a temperature-independent propor-

tionality constant, and obtain an expression 

for K in terms of the diodes’ saturation cur-

rents Is1 and Is2 and bias currents I1 and I2. As-

sume n 5 1. The voltage VPTAT is proportional 
to absolute temperature (PTAT), and as such 

it is at the basis of digital thermometers and 

other temperature-related instrumentation. 

  (b) Find the value of the proportionality constant K 

if I1 5 I2 5 100 �A, and D2 has a junction area 

10 times as large as that of D1 so that Is2 5 10Is1.

  (c) What happens if the bias currents of part (b) 

are inadvertently reduced to I1 5 I2 5 50 �A? 

Will the value of VPTAT change?

  (d) Find the gain by which the voltage VPTAT of (b) 

needs to be amplifi ed if we want to synthesize 

the voltage V(T) 5 (10 mV/8C)T. 

I1

D1

�VPTAT

I2

D2

�

FIGURE P1.51
 1.52 Figure P1.52 shows an alternative realization of 

the VPTAT concept of Problem 1.51, and its advan-

tage is that VPTAT is now referenced to ground in-

stead of being the difference between two fl oating 

node voltages. For the present circuit to function, 

we must have I1 . I2. 

  (a) Show that the circuit of Fig. P1.52 yields 

VPTAT 5 KT, where K is a temperature-

independent proportionality constant, and 

obtain an expression for K in terms of the 

diodes’ saturation currents Is1 and Is2 and the 

bias currents I1 and I2. Assume n 5 1.

  (b) Find the value of the proportionality constant 

K if I1 5 100 �A, I2 5 20 �A, and D1 and D2 

are matched. 

  (c) Find the value of the proportionality constant 

K if I1 5 100 �A, I2 5 50 �A, and D2 has a 

junction area twice as large as that of D1. 

  (d) For the conditions of part (b), use an op amp 

to design a circuit that synthesizes the voltage 

VO(T) 5 (10 mV/8C)T. 

FIGURE P1.52
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1.10 Dc Analysis of pn Diode Circuits

 1.53  In the circuit of Fig. P1.1 let vS 5 5 V, R1 5 2 kV, 

R2 5 3 kV, R3 5 1 kV, and iS 5 2 mA. Assuming 

the diode has Is 5 5 fA and nVT 5 26 mV, fi nd the 

diode voltage (in mV) and the diode current (in 

�A), as well as the voltage v across the current 

source and the current i through the voltage source. 

Use both the iterative method and the 0.7-V diode 

model, compare the results, and comment.

 1.54 Consider the circuit obtained from that of Fig. P1.1 

by reversing the diode direction so that the anode 

is now at the right and the cathode at the left. Let 

vS 5 4 V, R1 5 2 kV, R2 5 3 kV, R3 5 1 kV, and iS 5 

4 mA. Assuming the diode has Is 5 20 fA and nVT 5 

35 mV, fi nd the diode voltage (in mV) and the diode 

current (in �A), as well as the voltage v across the 

current source and the current i through the voltage 

source. Use both the iterative method and the 0.7-V 

diode model, compare the results, comment.

 1.55 In the half-wave rectifi er of Fig. 1.10a, vI is a 

500-Hz saw-tooth wave with peak values of 65 V. 

Assuming VD(on) 5 0.7 V, fi nd the average value 

of vO as well as the percentage of the period dur-

ing which the diode conducts. Compare with the 

ideal-diode case of VD(on) 5 0, and comment. 

 1.56 In the full-wave rectifi er of Fig. 1.12a, vI is a 

250-Hz triangular wave with peak values of 68 V. 

Assuming VD(on) 5 0.7 V, fi nd the average value 

of vO as well as the percentage of the period dur-

ing which the diodes conduct. Compare with the 

ideal-diode case of VD(on) 5 0, and comment.

 1.57 In the design of signal generators, the need arises 

to convert a triangular wave vT to a sine wave vS. 

The VTC of a triangle-to-sine converter is shown 

in Fig. P1.57a for the case in which vT and vS have 

the same slope at the origin. In this case one can 

readily prove that the peak values of the two wave-

forms are related as Vtm 5 (�y2)Vsm. The circuit of 

Fig. P1.57b uses D1 to clip the top and D2 to clip 

the bottom of vT. Thanks to the rounded knee of 

the diode characteristic, clipping occurs gradually, 

thus providing a crude approximation to the VTC 

of Fig. P1.57a. Let us arbitrarily impose Vsm 5 

700 mV at a diode current of 1 mA. Then, assum-

ing nVT 5 26 mV, we need diodes with Is 5 2 fA. 

Moreover, we have Vtm 5 (�y2)0.7 5 1.1 V, so 

R 5 (1.1 2 0.7)y1 5 0.4 kV. 

  

vT

vS

Vtm

Vsm
vT

vS

Vtm

�Vtm

�Vsm

�Vtm

0

0

(a)

  FIGURE P1.57
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2

400 V

(b)

  (a) Use the rules of thumb (18 mVyoctave and 

60 mVydecade) to calculate vS as well as vT 5 

RiD 1 vS at the following diode currents: iD 5 

1 �A, 4 �A, 10 �A, 20 �A, 40 �A, 100�A, 

0.2 mA, 0.4 mA, 0.5 mA, 0.8 mA, and 1.0 mA. 

  (b) Using the above data, plot vS versus vT and 

verify that the circuit of Fig. P1.57b provides 

an approximation, if crude, to the VTC of 

Fig. P1.57a. 

  (c) Simulate the circuit via PSpice. Use a 1-kHz 

triangular wave with peak values of 61.1 V, 

and display both vT and vS versus time.

 1.58 The crude triangle-to-sine converter of Fig. P1.57b 

can be improved considerably by rounding the 

sides of the triangular wave input, besides clipping 

it at the top and bottom. The circuit of Fig. P1.58 

provides a VTC with a slope of 1 V/V near the ori-

gin, where all diodes are off. As the magnitude of 

vT rises and approaches a diode drop, either D1 or 

D2 goes on, in effect switching R2 into the circuit. 

At this point, the slope of the VTC decreases to 

about R1y(R1 1 R2). As the magnitude of vT rises 

further and vS approaches two diode drops, either 
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102 Chapter 1 Diodes and the pn Junction

the D3-D4 pair goes on, clipping the top of the 

waveform, or the D5-D6 pair goes on, clipping the 

bottom. Let us arbitrarily impose Vsm 5 2 3 0.7 5 

1.4 V, so that Vtm 5 (�y2)1.4 5 2.2 V, and let us 

assume diodes with Is 5 2 fA and nVT 5 26 mV, so 

that at 0.7 V they draw 1 mA. To fi nd suitable val-

ues for R1 and R2, arbitrarily impose the following 

pair of constraints: (1) When vT reaches its positive 

peak Vtm, let the current through the D3-D4 pair be 

1 mA; (2) When vT reaches half its positive peak, 

or Vtmy2, let the slope of the VTC match that of the 

sine function there, which one can readily prove to 

be cos 458, or 0.707 V/V. 

vT

R1

R2

D1 D5

D6

vS
1
2

1

2

D2 D3

D4

FIGURE P1.58

  (a) Guided by the above constraints, fi nd suitable 

values for R1 and R2. 

  (b) Simulate the circuit via PSpice. Use a 1-kHz 

triangular wave with peak values of 62.2 V, 

and display both vT and vS versus time. Make 

multiple runs, each time changing the values 

of R1 and R2 a bit until you come up with a set 

that gives what you think is the best sine wave. 

  (c) Using the optimized wave shaper of part (b) as 

basis, design a circuit that accepts a triangular 

wave with peak values of 65 V and yields a 

sine wave also with peak values of 65 V. 

  Hint: at the input, replace R1 by a suitable volt-

age divider to accommodate the increased trian-

gular wave while still meeting the aforementioned 

constraints. At the output, use a suitable amplifi er 

implemented with a 741-type op amp.

 1.59 (a) For the circuit of Fig. P1.59, sketch and label 

vO versus vI over the range 25 V # vI # 5 V. 

  (b) Assuming VD(on) 5 0.7 V, sketch and label vI , 
vO, and vA versus time if vI 5 (5 V) sin 
t. 

  Hint: use the op amp rule, and convince yourself 

that at any given time one diode is on and the other 

is off.

FIGURE P1.59

1

–vI
vO

vA

R1

R2

D1

D21
2

10 kV

10 kV

 1.60 Repeat Problem 1.59 if the op amp’s non-inverting 

input pin is lifted off ground and driven by a 2.5-V 

source. 

  Hint: use the op amp rule, and investigate sepa-

rately the case in which the current through R1 

fl ows toward the right, and the case in which it 

fl ows toward the left.

 1.61  Repeat Problem 1.59 if both diodes are reversed 

and R2 is raised to 20 kV.

 1.62 Consider the circuit obtained from that of 

Fig.  P1.59 by raising R2 to 20 kV, and by con-

necting an additional resistance R4 5 5 kV be-

tween the positive terminal of the source vI and 

the output node vO. Draw the modifi ed circuit, and 

then sketch and label vO versus vI over the range 

25 V # vI # 5 V.

 1.63 Analyze the circuit of Fig. P1.63, and show that it 

gives vO 5 uvIu. 
  Hint: investigate the cases vI . 0 and vI , 0 

separately.

  FIGURE P1.63
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 1.64 Consider the circuit obtained from that of 

Fig. P1.63 by connecting an additional resistance 

R4 between the inverting-input node of OA1 and 

ground. Analyze the circuit, and specify suitable 

values for R2 and R4 (while leaving R1 5 R3 5 

10 kV) so that the circuit gives vO 5 2uvIu. 
  Hint: investigate the cases vI . 0 and vI , 0 

separately.

1.11 Ac Analysis of pn Diode Circuits

 1.65 The circuit of Fig. P1.65 utilizes a pn diode op-

erating in the small-signal mode to implement an 

RC low-pass fi lter with a 23-dB frequency that is  

current controlled. 

  (a) Draw the small-signal equivalent circuit, de-

rive its transfer function H(j
), and show that 

its 23 dB frequency is 
0 5 IDy(VTC).

  (b) Find C so that 
0 5 100 krad/s at ID 5 0.1 mA. 

  (c) Find ID so that the magnitude of H(j
) is 26 dB 

at 
 5 50 krad/s. (d) Find ID so that the phase 

angle of H(j
) is 2308 at 
 5 500 krad/s. 

FIGURE P1.65

2

�

Cvi IDvo
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 1.66 The circuit of Fig. P1.66 utilizes a pn diode op-

erating in the small-signal mode to implement a 

CR high-pass fi lter with a 23-dB frequency that is 

current controlled. 

FIGURE P1.66

2

�

C

vi IDvo
1
2

  (a) Draw the equivalent small-signal circuit, de-

rive its transfer function H(j
), and show that 

its 23 dB frequency is 
0 5 IDy(VTC). 

  (b) If C 5 33 nF, what is the value of 
0 at ID 5 

0.1 mA? 

  (c) Assuming vi 5 (5 mV) cos 105t, fi nd vo (am-

plitude as well as phase) at ID 5 0.2 mA. If the 

diode used is such at that at 700 mV it gives 

1 mA, what is the DC component of the output? 

  (d) Repeat (c), but at ID 5 50 �A. 

 1.67 Shown in Fig. P1.67 is an elegant current-

controlled attenuator based on a pair of identical 

pn diodes operating in the small-signal mode. 

  (a) Assuming C is large enough to act as an ac 

short, draw the equivalent small-signal circuit, 

and show that its gain is voyvI 5 IyIREF. 

  (b) If IREF 5 1 mA, fi nd the current I needed for 

the following gains: 1 V/V, 0.75 V/V, 0.5 V/V, 

0.25 V/V, and 0 V/V. What are the correspond-

ing values of the equivalent resistance Req seen 

by the capacitor? 

  (c) Specify a suitable value for C so that it acts as 

an ac short at 
 5 1 Mrad/s for all possible 

gain settings. 

FIGURE P1.67
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 1.68 In small-signal operation the diode-bridge ar-

rangement of Fig. P1.68 allows for direct sig-
nal coupling between vi and vo, without the need 

for any ac-coupling capacitor. It also relaxes the 

small-signal constraint. The increased circuit com-

plexity is well worth these advantages, especially 

in integrated-circuit implementations, where large 

capacitances are impractical. 

  (a) Show that in small-signal operation, the diode 

bridge acts as a single current-controlled re-

sistance r 5 2VTyI. 
  (b) Show that the small-signal constraint of 

Eq. (1.82) is now more relaxed and becomes 

uvou # 10 mV. 

  (c) If R 5 10 kV and vi 5 (1.0 V) cos 
t, fi nd I for 

vo 5 (10 mV) cos 
t. 
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FIGURE P1.68
 1.69  Using a diode bridge of the type of Problem 1.68 

as a current-controlled resistance, along with an 

op amp, design a circuit that accepts an input 

signal vi 5 (10 mV) cos 
t, and magnifi es it with a 

gain of 10 V/V for I 5 0.5 mA. (b) What is the out-

put of your circuit for I 5 1 mA? For I 5 0.1 mA? 

 1.70  Consider the circuit obtained from that of 

Fig. P1.12 by replacing RL with a capacitor C. 

  (a) Assuming the diodes are operated in the 

small-signal mode, show that the diode bridge 

acts as a single current-controlled resistance 

r 5 2VTyIS. 

  (b) Draw the small-signal equivalent circuit, de-

rive its transfer function H(j
), and show that 

its 23 dB frequency is 
0 5 ISy(2VTC). 

  (c) Specify C so that 
0 5 1 Mrad/s at IS 5 

0.1 mA. 

  (d) If vi 5 (10 mV) cos 106t, fi nd vo (magnitude 

and phase) for IS 5 1 mA and IS 5 10 �A.

1.12 Breakdown-Region Operation

 1.71  In the circuit of Fig. P1.1, let R1 5 R2 5 200 V, 

R3 5 300 V, and iS 5 10 mA, and let the diode be a 

Zener diode with VD(on) 5 0.7 V and VZ 5 5.6 V. As-

suming rz is negligible, sketch and label the open-

circuit voltage vOC(t) seen by the diode, as well as 

the diode current waveform iD(t), if vS(t) is a 250-Hz 

triangular wave with peak values of 620 V. 

 1.72  In the circuit of Fig. P1.1 let R1 5 R3 5 12 kV, R2 5 

24 kV, and vS 5 26 V, and let the diode be a Zener 

diode with VD(on) 5 0.7 V and VZ 5 10 V. Assuming 

rz is negligible, sketch and label the anode voltage 

vA(t) and the cathode voltage vC(t), if iS(t) is a 250-Hz 

triangular wave with peak values of 61 mA. 

  Hint: replace the circuit to the left of the diode and 

that to the right with their Thévenin equivalents. 

 1.73  In the voltage reference of Fig. 1.66a let VI 5 18 V, 

R 5 390 V, and IL 5 10 mA. 

  (a) Given that the diode exhibits VZ 5 9.85 V at IZ 5 

10 mA and VZ 5 10.0 V at IZ 5 20 mA, fi nd VO. 

  (b) If all the above-listed values have a tolerance 

of 610%, estimate VO(max) and VO(min).

 1.74  The voltage-reference circuit of Fig. P1.74 uses a 

Norton equivalent as a more realistic model for the 

load. Let the diode have rz 5 12 V and VZ 5 12 V 

at IZ 5 25 mA. 

  (a) Assuming VI 5 (24 6 6) V, 2 kV # RL # 

5 kV, and 0 # IL # 8 mA, specify a 5% 

standard resistance R for a guaranteed diode 

current of 4 mA. 

  (b) What is the line regulation (in mV/V) and the 

load regulation (in mV/mA) of your circuit? 

  (c) Estimate VO(max) and VO(min).

ILD RL

R
VI (. VO)

VO (. 0)

FIGURE P1.74
 1.75  The circuit of Fig. P1.75 is a negative voltage ref-

erence because it accepts a negative voltage VI to 

yield a negative voltage VO. Moreover, the load is 

modeled with a Norton equivalent. Let the diode 

have rz 5 10 V and VZ 5 6.2 V at IZ 5 20 mA. 

ILD RL

R
VI (, VO)

VO (, 0)

FIGURE P1.75
  (a) Assuming VI 5 2(15 6 3) V, 2 kV # RL # 

3 kV, and 0 # IL # 4 mA, specify a 5% stan-

dard resistance R for a guaranteed diode 

current of 3 mA. 
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  (b) What is the line regulation (in mV/V) and 

the load regulation (in mV/mA) of your cir-

cuit? Be careful with the polarity of the load 

regulation! 

  (c) Estimate VO(max) and VO(min).

 1.76 The breakdown voltage VZ varies with tempera-

ture and this is undesirable especially in precision 
voltage-reference applications. A popular way 

to compensate for this variation is to use an ava-

lanche diode, which has TC . 0, in series with an 

ordinary forward-biased diode, which has TC , 0, 

as depicted in Fig. P1.76. As we know, the latter 

has TC 5 22 mV/8C, so if we use an avalanche 

diode with TC 5 12 mV/8C, the opposing TCs 

will cancel each other out, resulting in a very sta-

ble combined voltage drop. Avalanche diodes with 

TC 5 12 mV/8C fall in the neighborhood of 6.2 

V, so the voltage drop of the series combination is 

about 6.2 1 0.7 5 6.9 V. 

  (a) Assuming VO > 6.9 V, specify R for an 

avalanche-diode current of 3 mA at VI 5 12 V 

and IL 5 2 mA. 

  (b) Assuming suffi ciently small line and load 

variations to justify the small-signal approxi-

mation for D1, fi nd the line and load regula-

tion (in mV/V and mV/mA) if rz 5 8 V and 

nVT 5 26 mV. 

  

2

�

VI
ILVO

D1

D2

1
2

R

LD

FIGURE P1.76

 1.77 Using the series diode combination described in 

Problem 1.76, along with a pair of 741-type op 

amps, design a self-regulated complementary-
output voltage reference circuit giving outputs of 

110.0 V and 210.0 V. Impose a bias current of 

5  mA for the series diode combination, and as-

sume the availability of 615 V poorly regulated 

power supplies to feed your op amps. 

  Hint: once you have synthesized 110.0 V, you can 

obtain 210.0 V via an ordinary inverting op amp. 

 1.78 The line regulation of a reference diode D2 can 

be improved dramatically if we precede it by an-

other reference diode D1, as depicted in Fig. P1.78. 

Clearly, for the circuit to work properly, VZ1 must be 

suffi ciently larger than VZ2, say by at least 30% or so, 

and the resistances R1 and R2 must be small enough 

to guarantee that each diode remains in the BD re-

gion under all possible line and load conditions. 

  (a) If D1 is a 10-V Zener diode with rz1 5 15 V, 

and D2 is a 6.2-V Zener diode with rz2 5 

10 V, fi nd the line and load regulation (in 

mV/V and mV/mA) if VI 5 18 V, R1 5 1 kV, 

R2 5 0.75 kV, and IL 5 2 mA. 

  (b) To appreciate the benefi ts brought about by 

D1, suppose we pull D1 out of the circuit, 

while leaving everything else the same. How 

is the line regulation affected? How is the load 

regulation affected? 

2

�

VI
ILVOD1

1
2

R1 R2

D2 LD

FIGURE P1.78

 1.79 As mentioned in Problem 1.78, the function of D1 

in Fig. P1.78 is to improve the line-regulation ca-

pabilities of D2. Moreover, R1 and R2 must be small 

enough to guarantee a predetermined minimum 

current through each diode under all possible line 

and load conditions. 

  (a) Assuming VI 5 (30 6 5) V, VZ01 5 14.7 V, 

rz1 5 15 V, VZ02 5 9.8 V, rz2 5 10 V, and 0 # 

IL # 10 mA, specify 5% standard values for R1 

and R2 to ensure IZ(min) 5 5 mA for each diode.

  (b) Estimate the line and load regulation (in 

mV/V and mV/mA) of your circuit. 

 1.80 In the circuit of Fig. P1.80 let R1 5 20 kV and 

R2 5 10 kV, and let both diodes have VZ 5 4.3 V 

and VD(on) 5 0.7 V. 

  (a) Sketch and label the VTC. 

  (b) Repeat if R1 is removed from the circuit. 

  (c) Repeat parts (a) and (b) if D1 is replaced with 

a 6.8-V Zener diode while D2 remains the 

same.
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FIGURE P1.80

 1.81 Consider the circuit obtained from that of Fig. P1.80 

by swapping R2 with the sub-network made up of 

D1, D2 and R1, so that now R2 is between vI and vO, 

and the sub-network is between vO and ground. Let 

R1 5 30 kV and R2 5 10 kV, and let both diodes 

have VZ 5 6.8 V and VD(on) 5 0.7 V. 

  (a) Draw the modifi ed circuit and then sketch and 

label its VTC. 

  (b) Repeat part (a) if the direction of D1 is reversed. 

  (c) Repeat (a) if the directions of both diodes are 

reversed. 

  (d) Repeat (a) if both diodes are placed in parallel 

with R1, but with opposing directions (anode 

of D1 and cathode of D2 to the output node, 

cathode of D1 and anode of D2 to ground).

 1.82 In the circuit of Fig. P1.82 let R1 5 1.0 kV and 

R2 5 13 kV. 

  (a) Assuming the Zener diode has VZ 5 5.1 V and 

all diodes have VD(on) 5 0.7 V, sketch and label 

the VTC of the circuit. 

  (b) Repeat part (a) if the Zener diode direction is 

inadvertently reversed, so that the anode is at 

the top and the cathode at the bottom. 

  (c) Repeat (a) if a resistance R3 5 39 kV is con-

nected in parallel with the Zener diode.

D1 D2

R2

D3 D4

R1

vI 1
2

DZ

2

1
vO

FIGURE P1.82

 1.83 Consider the circuit obtained from that of 

Fig.  P1.82 by lifting the op amp’s non-inverting 

pin off ground and driving it with the source vI, 

while the left terminal of R1 is connected to ground, 

in effect transforming the op amp circuit from the 

inverting to the non-inverting confi guration. 

  (a) Draw the modifi ed circuit. Then, assuming 

the Zener diode has VZ 5 5.1 V and all diodes 

have VD(on) 5 0.7 V, sketch and label the VTC 

if R1 5 1.0 kV and R2 5 13 kV. 

  (b) Repeat if a resistance R3 5 39 kV is connected 

in parallel with the Zener diode. 

1.13 Dc Power Supplies

 1.84  In the center-tapped full-wave rectifi er of 

Fig. 1.77a let vS be a 60-Hz, 24-V (rms) ac volt-

age, and let R 5 1 kV. 

  (a) Specify C for an output ripple of 2 V. 

  (b) Assuming VD(on) 5 0.8 V, fi nd VO, as well as 

iD(max), iD(avg), TON, and PIV for each diode. 

  (c) What happens if D1 blows out and becomes 

an open circuit, everything else remaining 

the same? Recompute all the parameters that 

change as a consequence of D1’s failure, com-

pare and comment. 

 1.85  In the diode-bridge full-wave rectifi er of Fig. 1.78, 

let vS be a 60-Hz, 18-V (rms) ac voltage, and let 

the load draw 10 mA of current. 

  (a) Specify C for an output ripple of 1.5 V. 

  (b) Assuming VD(on) 5 0.8 V, fi nd VO, iD(max), iD(avg), 

TON, and PIV. 

  (c) What happens if D4 blows out and becomes 

an open circuit, everything else remaining 

the same? Recompute all the parameters that 

change as a consequence of D4’s failure, com-

pare, comment. 

 1.86  The rectifi er-capacitor circuit of Fig. P1.86b is 

driven by the asymmetric triangular input of 

Fig. P1.86a and drives a load that has been modeled 

with a Norton equivalent. The input wave has Vm 5 

10 V, and the load has IL 5 10 mA and RL 5 1 kV. 

  (a) Assuming VD(on) 5 0.7 V, specify C for a 0.5-V 

output ripple. 

  (b) Sketch and label, versus time, both vO and the 

diode current iD (sketch vO on the same time 

diagram as vI). 

  (c) Find VO, iD(max), iD(avg), TON, and PIV. 

  Warning: the equations of the text, derived for the 

case of a sinusoidal input and a purely resistive 
load, do not apply to the present case. You need to 

develop your own through simple reasoning.
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  (b) Assuming vI starts at 224 V at t 5 0 and in-

creases to reach 124 V at t 5 1 ms, sketch and 

label, versus time, both vO and the diode current 

iD (sketch vO on the same time diagram as vI). 

  (c) Find iD(max), iD(avg), TON, and PIV. Read the 

warning of Problem 1.86.

vO

1

2

D1 D2

C R

D3 D4

vI 1
2

FIGURE P1.88

 1.89  Repeat Problem 1.88, but for the case in which vI 

is a symmetric triangular wave with f 5 1 kHz and 

peak values of 624 V. 

 1.90  A student has decided to design and build the 

complementary-output dc power supply of Fig. P1.90 

to power a bunch of op amp circuits. The supply is 

to provide dc outputs of 612 V to loads of up to 

100 mA each, and with ripples not greater than 0.5 V. 

  (a) Assuming the diodes have VD(on) 5 0.8 V, fi nd 

the required amplitude of the sine-wave across 

the entire secondary winding, as well as the 

required values of C1 and C2. 

2Vm

Vm

vI

0
10 2

3

4 5 6 7 8

t (ms)

(a)

vI RLILC1
2

D

1

2

vO

(b)

FIGURE P1.86

 1.87  Shown in Fig. P1.87 is a negative dc power supply. 

Let vI be the asymmetric triangular waveform of 

Fig. P1.86a with Vm 5 12 V, and let the load be IL 

5 10 mA. 

  (a) Assuming the diode has VD(on) 5 0.85 V, spec-

ify C for a 0.5-V output ripple. 

  (b) Sketch and label vO(t) on the same diagram as 

vI(t), and the diode current iD(t) on a separate 

diagram. 

  (c) Find VO, iD(max), iD(avg), TON, and PIV. Read the 

warning of Problem 1.86.

 1.88  In the circuit of Fig. P1.88, let vI be a 1-kHz sawtooth 
wave with peak values of 624 V, and let R 5 2 kV. 

  (a) Assuming diodes with VD(on) 5 0.75 V, specify 

C for a 1-V output ripple. 

FIGURE P1.90
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108 Chapter 1 Diodes and the pn Junction

  (b) Sketch and label the two supply voltages, 

showing the ripple and accounting also for the 

diode drops. 

  (c) Find VO, iD(max), iD(avg), TON, and PIV. 

  Hint: focus your analysis and calculations on the 

positive supply, as the negative supply is just sym-

metric of the positive one. 

 1.91  A student wishes to use the circuit of Fig. P1.91 

to design a 15-V voltage reference capable of 

supplying a maximum load current (IL and RL 

combined ) of 25 mA. The Zener diode D2 has rz 

5 10 V and VZ 5 15 V at IZ 5 25 mA, and the 

rectifi er diode D1 has VD(on) 5 0.8 V. 

  (a) Make educated decisions to specify the trans-

former’s turns ratio n, the capacitance C, the 

series resistance R, and the rectifi er diode D1 

(iD(max), iD(avg), and PIV). 

  (b) What is the amount of ripple across the load? 

1
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FIGURE P1.91
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T here is no doubt that the invention of the vacuum-tube diode paved the way 

for a number of useful applications that would have been impossible using 

only the linear devices that we study in introductory circuits courses. How-

ever, the horizons of electronics were expanded much further with the invention 

of a three-element vacuum tube called the triode. In 1906 Lee DeForest modifi ed 

Fleming’s diode valve, discussed at the beginning of Chapter 1, by inserting a 

third element between the cathode and the anode, called the grid, which he used 

to modulate the electron fl ow from cathode to anode. In fact, by driving the grid 

with an audio signal from a microphone, he could get a much stronger signal at 

the anode (which he renamed plate), and he then used this signal to drive a pair of 

earphones. Aptly called audion, this new valve was in effect an amplifi er, which 

subsequently he applied to the design of radio signal detectors and oscillators. 

In fact, the electronics of the next half-century was dominated by vacuum tubes, 

which in the course of the years were further refi ned by incorporating additional 

grids to create fi rst the tetrode and fi nally the pentode. During this period, a number 

of milestone innovations took place, such as the development of radio communica-

tions (AM and FM), television, radar, and fi nally, right after World War II, the fi rst 

digital computers.
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110 Chapter 2 Bipolar Junction Transistors

Central to the operation of the triode was the idea of using one of its elements 

(the grid) to control the current fl ow between the other two (cathode and plate). By 

a hydraulic analogy, the triode could be viewed as a valve. From a circuit viewpoint, 

it simply implemented the concept of controlled (or dependent) source that we study 

in introductory circuit courses. The next electronics-era milestone occurred when the 

triode function was realized on a piece of semiconductor material. Such a device, 

called the transistor, was invented in 1947 by John Bardeen, Walter Brattain, and 

William Shockley at Bell Labs. The closest counterpart of the triode is what today 

we refer to as the npn bipolar junction transistor (npn BJT). It consists of a slab of 

n-type semiconductor material with: (a) one side doped very heavily (n1-type) to act 

as a copious source of free electrons, and thus called the emitter; (b) the opposite 

side, designed to act like the plate of a triode and thus called the collector; and (c) an 

extremely thin layer of p-type material sandwiched in between and called the base, 

designed to entice electrons from the emitter and direct them in controlled fashion to 

the collector—just like the grid in the triode. What made triodes and then transistors 

so useful is that the power being controlled can be much higher than that expended in 
effecting the control itself. For this reason, triodes and transistors are said to be active 
devices, and are also referred to as amplifi ers. Of course, power cannot be created or 

magnifi ed out of nothing—by active device we simply mean a device that uses little 

power to control the transfer of a much greater amount of power from an external 
energy source such as a power supply. A classic example is the car radio, where a 

low-power radio receiver controls, via an audio power amplifi er, the transfer of a 

much higher amount of power from the car battery to the loudspeakers. In fact, the 

very name transistor was coined as a contraction of the words transfer and resistor. In 

summary, a transistor in itself is a passive device; however, when used in conjunction 

with an external source of energy, it can be made to act as an active device.

The newly invented transistor was soon put to use as a replacement for the much 

bulkier, power-hungry, and only moderately reliable vacuum tube. In fact, the fi rst 

transistor circuits were virtual replicas of vacuum-tube circuit prototypes, if with 

suitable scaling of the power supplies and surrounding components. The 1950s 

saw the appearance of the fi rst electronic consumer product using this new device, 

namely, the hand-held all-transistor radio. Toward the end of the decade it was also 

realized that the dramatic miniaturization and power savings brought about by the 

transistor could be exploited further by fabricating entire circuits (transistors, diodes, 

resistors, and small capacitors, along with their interconnections) monolithically, 

that is, on the same piece of semiconductor material, or chip. Called the integrated 
circuit (IC), it was fi rst implemented in 1958 by Jack Kilby at Texas Instruments, 

and, independently, in 1959 by Robert Noyce at Fairchild Semiconductor. The 

1960s saw a feverish activity that resulted in the development, among others, of 

the fi rst IC operational amplifi er (IC op amp) by Fairchild Semiconductor (�A 

Series), as well as the digital IC families known as transistor-transistor logic (TTL) 

by Texas Instruments (7400 Series), and emitter-coupled logic (ECL) by Motorola 

(10K Series).

Meanwhile, in the very early 1970s, another type of transistor known as the 

metal-oxide-semiconductor (MOS) fi eld-effect transistor (FET), or MOSFET for 

short, become a commercial reality. Compared to its BJT predecessor, the MOSFET 
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could be fabricated in an even smaller size, and digital MOSFET circuits could 

be designed to consume practically zero standby power. The fi rst battery-powered 

electronic calculators and wristwatches made precise use of this new technology. 

Also, a new digital IC family known as complementary MOS (or CMOS for short) was 

introduced by RCA (4000 Series) as a low-power alternative to the bipolar families 

of the TTL and ECL types. Finally, Intel used MOS technology to develop the fi rst 

microprocessor, in 1971. Since then, IC electronics has advanced exponentially and 

has penetrated virtually every aspect of modern life. This impressive growth has been 

governed by Moore’s law, roughly stating that thanks to continued advances in IC 

fabrication, the number of devices that can be integrated on a given chip area doubles 

approximately every 18 months. Originally formulated in 1965, the law still holds to 

this day, though it has been pointed out that technology is bound to approach physical 

limits that will eventually lead to the demise of this law.

The BJT, after having been the dominant semiconductor device for nearly 

three decades, has been overtaken by the MOSFET especially in digital electronics, 

thanks to the latter’s aforementioned advantages of smaller size and lower power 

consumption. Nonetheless, the BJT continues to be the device of choice in a number 

of specialized areas, such as high-performance analog electronics and radiofrequency 

electronics. It is also preferred in discrete designs, thanks to the availability of a 

wide selection of devices. BJTs and MOSFETs can also be fabricated simultaneously 

on the same chip, if at an increase in fabrication steps and thus production cost. 

The resulting technology, aptly called biCMOS technology, exploits the advantages 

of both transistor types to provide even more innovative design opportunities. 

Contemporary ICs often combine digital as well as analog functions on the same 

chip, this being the reason for the name mixed-signal or also mixed-mode ICs. 

There is no question that microelectronics is one of the most exciting, challenging, 

and rapidly evolving fi elds of human endeavor. The beginner may feel overwhelmed 

by all this, and rightly so. But, as we embark upon the study of today’s dominant 

processes and devices, we will try to focus on general principles that transcend the 

particular technological milieu of the moment and that we can apply in the future to 

understand new processes and devices as they become available and commercially 

mature. Focus on general principles, combined with continuing education, is a 

necessity for the young engineer determined to establish and maintain a satisfying 

career in a seemingly ever-changing fi eld.

CHAPTER HIGHLIGHTS

This chapter begins with the physical structure of the BJT, basic underlying semi-

conductor principles, device characteristics, operating regions and modeling. As in 

Chapter 1’s treatment of the pn junction, emphasis is placed on practical aspects of 

relevance to today’s industrial environment (rules of thumb).

Next, the BJT is investigated in its two most important class of applications, 

namely, as an amplifi er for analog electronics, and as a switch for digital electron-

ics. The large-signal and small-signal models developed for the pn junction are now 

expanded to accommodate the more complex BJT. 
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112 Chapter 2 Bipolar Junction Transistors

After a discussion of BJT biasing techniques, the remainder of the chapter inves-

tigates the three basic amplifi er confi gurations, namely, the common-emitter (CE), 

common-collector (CC), and common-base (CB) confi gurations. The CE confi gura-

tion is presented as the natural realization of voltage amplifi cation, whereas the CC and 

CB confi gurations serve most naturally as voltage and current buffers, respectively. 

Also, proper emphasis is placed on the role of the BJT as a resistance transforma-
tion device (which actually provided the basis for its very name.) The transformation 

equations are conveniently tabulated for easy reference in later chapters. 

The amplifi ers investigated in this chapter are of the so-called discrete type be-

cause they can be built using off-the-shelf components (transistors, resistors, and 

capacitors), and as such they can easily be tried out by the student in the lab. Though 

nowadays electronic circuits comprise large numbers of transistors fabricated mono-

lithically on the same semiconductor chip, we need to understand the workings of 

a single-transistor amplifi er before tackling the complexity of multi-transistor ICs, 

a subject that will be undertaken in Chapter 4. In this respect, a discrete amplifi er 

offers the pedagogical advantage that the transistor is surrounded by the circuit ele-

ments most familiar to the student (resistors, and when necessary, capacitors). Also, 

the separation between dc and ac components is usually more obvious than in more 

complex monolithic realizations. Lastly, it must be said that when an engineer tests 

or applies an IC, the need often arises to surround it with ancillary circuitry made 

up of discrete components (a buffer, a driver, a power booster, etc.). In summary, the 

objective of this chapter is to introduce the student to the basics of single-transistor 

amplifi ers, and in so doing, to lay a solid foundation for the study of multi-transistor 

monolithic realizations in later chapters. 

The chapter makes abundant use of PSpice both as a software oscilloscope to 

display BJT characteristics, transfer curves and waveforms, and as a verifi cation tool 

for dc as well as ac calculations.

2.1 PHYSICAL STRUCTURE OF THE BJT

Figure 2.1 shows, in simplifi ed form, the structure of an npn bipolar junction tran-
sistor (npn BJT) of the type encountered in more traditional integrated-circuit (IC) 

technology. The device is fabricated through a complex sequence of steps includ-

ing pattern defi nition, crystal growth, diffusion, material deposition and material 
removal, on a wafer of lightly-doped p-type silicon (p2) called the substrate. The 

wafer provides physical support for the device under consideration as well as all 

other devices of the same IC. 

A BJT is equipped with three terminals, called respectively, the emitter (E), 

base (B), and collector (C). A fourth terminal (S) provides access to the substrate, 

but serves no active function except for ensuring electric isolation between adjacent 

devices. Starting out with a polished p2 wafer shown at the bottom, the fabrication of 

a npn BJT proceeds according to the following steps: 

● First, some heavily doped n-type silicon (n1) is deposited in the area to be oc-

cupied by the BJT, and then is diffused into the wafer to form a low-resistance 

path known as buried layer.
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  2.1 Physical Structure of the BJT 113

● Next, a crystal layer of lightly doped n-type silicon (n2) is grown on top of the 

n1 buried layer and the surrounding p2 wafer area. This layer, known as epitaxial 
(or epi) layer, is designed to form the collector region. 

● A p-type diffusion is made into the epi layer along the perimeter of the region 

destined to be occupied by the BJT, until it joins the p-type substrate under-

neath. As we shall see, this diffusion, referred to as p2 iso, is designed to provide 

 junction isolation between adjacent BJTs. 
● Another but less deep p-type diffusion is made into the epi layer to create the 

base region of the BJT.
● Two heavily doped n-type diffusions are made simultaneously, one into the p-

type base region to form the n1 emitter region, and the other into the n2 epi layer 

to provide what is referred to as an ohmic contact between the n2 epi region and 

the collector electrode. (Nowadays the n1 collector diffusion is made to extend 

all the way to the buried layer below.) 
● Finally, three metal depositions form the E, B, and C electrodes. An additional 

connection is made to the substrate (S), which, in the case of the npn BJT shown, 

is always kept at the most negative voltage (MNV) in the circuit. (The interested 

student is encouraged to search the Web for videos and articles illustrating the 

fascinating subject of transistor fabrication.)

Viewing the collector regions as n-type material surrounded by p-type regions, 

we identify a distributed pn junction of sorts. Biasing the p2 substrate (and thus 

the outer p2 iso regions) at the MNV ensures that this distributed junction is at all 

times reverse biased. Aside for usually negligible leakage currents, the collectors of 

adjacent BJTs are thus kept isolated from each other, allowing for different BJTs to 

operate in electrically independent fashion.

We identify two basic ingredients in a BJT: (a) the pn junction formed by the 

base-emitter (B-E) regions, and (b) the pn junction formed by the base-collector (B-C) 

FIGURE 2.1 Basic physical structure of an IC npn BJT.
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114 Chapter 2 Bipolar Junction Transistors

regions. The most common mode of operation of a BJT is with the B-E junction for-
ward biased and the B-C junction reverse biased. This mode, which is at the basis of 

BJT applications as an amplifi er, is called the forward active (FA) mode. Briefl y stated, 

the main event taking place in an npn BJT operating in the FA mode is 

A current of electrons fl owing from the emitter, through the base, to the collec-

tor, under control by the base-emitter voltage drop vBE.

The situation is illustrated in Fig. 2.2, where we note that since electrons are nega-
tive, the directions of the terminal currents iE and iC are opposite to the direction of 

electron fl ow. Additionally, we make the two following observations:

● Not all of the electrons emitted from the emitter are collected by the collector. As 

they transit through the p-type base region, a small fraction recombines with the 

many holes present there, indicating the existence of a base current component 

of holes to sustain this recombination process. By fabricating the base region 
very thin (fractions of 1 �m) the manufacturer ensures that the recombination 

component is suitably small.
● As is the case with all pn junctions, the diffusion of electrons from E to B is 

accompanied by a diffusion of holes from B to E. By doping the emitter much 
more heavily than the base (typically by two or more orders of magnitude), 

the manufacturer ensures that the inrush of electrons from the emitter literally 

dwarfs the diffusion of holes from the base, thus keeping this second base- 

current component also suitably small.
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FIGURE 2.2 Currents in a monolithic npn BJT operating in the forward 

active mode.
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  2.1 Physical Structure of the BJT 115

   The reasons for desiring a small base current iB for a given collector current 

iC is that the ratio 

  � F  5   
 i C 

 __ 
 i B 

    (2.1)

which is aptly called the forward current gain, represents a fi gure of merit of the 

BJT. It also provides us with additional fl exibility in that we can operate the BJT 

either as a voltage-controlled current source (iC controlled by vBE) or as a current-
controlled current source (iC controlled by iB). Integrated-circuit BJTs have typically 

�F > 250, though it is possible to fabricate special BJTs, known as superbeta BJTs, 

with �F as high as 10,000. As we proceed, we shall re-examine BJT behavior in much 

greater detail.

pnp BJTs
A pnp BJT is obtained by negating the doping type of each region of an npn BJT so 

that the emitter region is now p1, the base is n, and the collector is p2. This indeed 

is the case of discrete pnp BJTs, that is, devices that are fabricated and packaged 

individually. However, in conventional bipolar IC technology pnp BJTs must be 

 fabricated using the same processing steps as npn BJTs. In this technology two pnp 

BJT structures are in common use: (a) the lateral pnp BJT and (b) the substrate or 
vertical pnp BJT (see Fig. 2.3). We make the following observations: 

● In both pnp types the n2 epi layer, which served as the collector region of the 

npn BJT, is now put to use as the base region (the function of the n1 diffusion is 

only to ensure an ohmic contact to the external terminal B). 
● In both pnp types the p-type diffusion, which served as the base region of the npn 

BJT, is now put to use as the emitter region, whose function is to act as a source 

of holes. 
● In the lateral pnp BJT the role of the collector is played by another p-type dif-

fusion, fabricated in the guise of a ring surrounding the emitter (as viewed from 

above). As shown, holes fl ow laterally out of the centralized p-type emitter re-

gion and into the surrounding p-type collector ring.
● In the substrate pnp BJT the role of the collector is played by the p2 substrate, 

so holes now fl ow vertically from the emitter (fabricated in the guise of a ring 

surrounding the n1 contact region), through the n2 epi layer, to the p2 substrate. 
● Unlike lateral BJTs, vertical BJTs are constrained to have their collector (formed 

by the substrate) connected to the MNV in the circuit.
● In either pnp structure the base region is not as thin as that of the npn structure, 

indicating a higher base-current component of electrons recombining with the 

holes in transit through this wider base. 
● Since the p-type emitters are not as heavily doped as the n1 emitter of the npn 

structure, the injection of holes from emitter to base will not dwarf that of elec-

trons from base to emitter as dramatically. 
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116 Chapter 2 Bipolar Junction Transistors

● For these and other reasons, lateral pnp BJTs offer lower current gains than their 

npn counterparts (typically �F ø 50). The fabrication process has been opti-

mized for the fabrication of npn devices, so pnp BJTs come out as second-rate 

devices. But, if no such constraints are imposed, pnp BJTs can indeed be fabri-

cated with comparable performance characteristics as their npn counterparts, if 

at the price of additional processing steps and therefore higher cost.

The fabrication process just discussed, aptly referred to as junction-isolated, 

double-diffusion bipolar planar process, is just one of various processes in use today. 

In high-speed applications, processes using dielectric isolation are preferable as 

they are exempt from the parasitic capacitance provided by the isolating junction. 

Also, in BiCMOS technology, BJTs are fabricated via processes compatible with the 

fabrication of MOSFETs. Finally, it is possible to fabricate both npn and pnp BJTs 

with comparable high-quality performance, if at the price of increased processing 

complexity and cost. 

Circuit Symbols for the BJTs
Figure 2.4 shows the circuit symbols used for the two BJT types, along with the 

current directions and voltage polarities. In either case, the terminal with the arrow 

is by defi nition the emitter, and the arrow itself indicates emitter-current direction. 

In the pnp BJT, where the main current is due to holes, the arrow coincides with the 

direction of hole fl ow. However, in the npn BJT, where the main current is due to 
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electrons, which are negative, the emitter arrow is opposite to the direction of internal 

electron fl ow. 

Regardless of the device type and operating mode, a BJT must at all times satisfy 

KCL, 

  i E  5  i C  1  i B  (2.2)

When analyzing a BJT circuit, it pays to draw a circle around the device and regard 

it as a supernode. 

FIGURE 2.4 BJT symbols, showing the correct current directions and voltage 

polarities. Note that the two devices have opposite current directions as well as 

opposite voltage polarities. To signify opposite current directions, we simply reverse 

the current arrows (for instance, iC fl ows into the npn BJT, but out of the pnp BJT). To 

signify opposite voltage polarities, we simply interchange the order of the subscripts 

in voltage drops. In so doing, we avoid having to work with negative voltage drops. 

For instance, we use vBE . 0 to turn on the npn BJT, and vEB . 0 (rather than vBE , 0) 

to turn on the pnp BJT. 
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2.2 BASIC BJT OPERATION

Figure 2.5, top, shows a vertical slice of the emitter-base-collector structure of 

Fig. 2.1, but rotated counterclockwise by 908 to facilitate analysis. To develop a feel 

for the various physical quantities involved, we shall assume the following doping 

densities:

    Emitter (n1):  NDE 5 1020 donor atoms/cm3 (2.3a)

    Base (p):  NAB 5 1018 acceptor atoms/cm3 (2.3b)

 Collector (n2): NDC 5 1016 donor atoms/cm3 (2.3c)

At room temperature, virtually all dopant atoms are ionized, so the electron concen-

trations in the emitter and collector regions are, respectively, nE0 > NDE and nC0 > 

NDC, and the hole concentration in the base region is pB0 > NAB. Also referred to as 

majority-carrier concentrations, they are thus

   nE0 > 1020 electrons/cm3 pB0 > 1018 holes/cm3 nC0 > 1016 electrons/cm23 (2.4)
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118 Chapter 2 Bipolar Junction Transistors

In each region, the electron and hole concentrations n and p satisfy the mass-action 
law,

 n 3 p 5  n  i  
2 

where ni is the intrinsic concentration of holes and electrons in silicon. This concen-

tration is a strong function of temperature, and for silicon it takes on the form

  n  i  
2 (T) 5 1.5 3 1 0 33  T     3  e 214028yT  c m 26  (2.5)

At room temperature (T 5 300 K), Eq. (2.5) gives  n  i  
2  5 2 3 1020 cm26. The minority-

carrier concentrations are thus found as pE0 5  n  i  
2 ynE0, nB0 5  n  i  

2 ypB0, and pC0 5  n  i  
2 ynC0. 

For the above doping densities, they are 

 pE0 > 2 3 100 holes/cm3 nB0 > 2 3 102 electrons/cm23 pC0 > 2 3 104 holes/cm23

 (2.6)

Both the majority and minority concentrations are diagrammed (not to scale) in 

Fig. 2.5, bottom. 

FIGURE 2.5 Equilibrium electron and hole concentrations inside an npn BJT.
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During fabrication itself, electrons from the electron-rich emitter region will 

spontaneously diffuse into the adjacent electron-starved base region, leaving behind 

positively charged donor ions. Likewise, holes from the base region will diffuse to 

the adjacent emitter region, leaving behind negatively charged acceptor ions. Both 

ion types are bound to fi xed positions of the crystal lattice, and end up forming a 

space-charge layer (SCL) at each side of the B-E metallurgical junction. Inside the 

SCL there is an electric fi eld EEB directed from the positive ions to the negative ions. 

A similar situation occurs at the B-C junction, where the electric fi eld is denoted as 

ECB. In equilibrium, the strengths of both fi elds are such as to exactly counterbalance 

the tendency by electrons to diffuse from the emitter and collector regions to the base 

region, and by holes to diffuse from the base to the emitter and collector regions.

Operation in the Forward Active (FA) Mode 
The BJT reveals its unique abilities when we perturb the above equilibrium by ap-

plying suitable voltages across its junctions. As mentioned, the most useful mode of 

operation is the forward active (FA) mode, which occurs when we forward-bias the 

B-E junction and reverse bias the B-C junction. Forward-biasing the B-E junction 

with a voltage vBE will reduce the potential barrier that keeps electrons and holes from 

diffusing across the junction. We are particularly interested in the situation right at 

the base edge of the B-E SCL, which has been taken as the origin of the x-axis in 

Fig. 2.5. By the law of the junction discussed in connection with Eq. (1.51), the effect 

of applying vBE is to cause the electron concentration nB(0) at the SCL’s edge to shoot 

up from its equilibrium value nB0 (> 2 3 102 cm23) to the new value

  n B (0) 5  n B0
  e  v BE  y V T   (2.7)

where VT 5 kTyq is the thermal voltage (VT 5 25.9 mV > 26 mV at T 5 300 K). 

To get an idea, with the typical value vBE 5 700 mV, nB(0) shoots up from nB0 > 

2 3 102 cm23 to 

  n B (0) > (2 3 1 0 2 ) e 700y26  > (2 3 1 0 2 ) 3 5 3 1 0 11  5 1 0 14  c m 23 

This is quite an increase! However, since we still have nB(0) ! pB0 (as 1014 ! 1018), 

the majority of mobile charges there continue to be holes. We refer to this situation as 

low-level injection (in this case, injection of electrons from the emitter).

Reverse-biasing the B-C junction with a voltage vBC # 0.2 V or, equivalently, 

with a voltage vCB $ 0.2 V, will, once again by the law of the junction, change the 

existing electron concentration at the base-edge of the B-C SCL to the new value

  n B ( W B ) 5  n B0
  e  v BC y V T   5  n B0

  e 2 v CB y V T   (2.8)

where WB denotes the effective base width, defi ned as the distance between the base 

edges of the two SCLs. With a reverse bias of as little as 0.2 V, Eq. (2.8) gives 

nB(WB) > (2 3 102)e2200y26 > (2 3 102)y2191 > 0.1 cm23, which for practical pur-

poses can be regarded as 0 compared to other concentrations. Given that the base 

is fabricated deliberately very thin, the electron distribution in the base takes on a 

straight-line profi le, as shown. Were the base made wide, the distribution profi le 

would be an exponential decay, indicating that most electrons would recombine in 
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120 Chapter 2 Bipolar Junction Transistors

the base and thus fail to make it successfully to the collector. We can see why it is 

critical that the base be fabricated very thin (typically a fraction of a �m).

The Collector Current
It is apparent that operating the BJT in the forward-active mode, as depicted in 

Fig. 2.6, establishes an excess of minority carriers (electrons, in the present case) in 

its base region. This excess electron distribution, defi ned as 

 n�B(x) 5  n B (x) 2  n B0
 

is shown in Fig. 2.7, along with its values at x 5 0 and x 5 WB. Once injected into 

the base, the excess electrons diffuse towards the SCL of the B-C junction, where the 

electric fi eld ECB sweeps them away from the base, through the SCL, and into the col-

lector region, from where they proceed toward the collector electrode (see Fig. 2.6). 

Electron diffusion within the base region is governed by the diffusion equation 

  J n  5 q D n      
dn�B(x)

 ______ 
dx

   (2.9)

where Jn is the electron current density (in A/cm2), q is the electron charge, and Dn is 

the electron diffusion constant, also called electron diffusivity (in cm2/s). Calculating 

the slope of the triangle, we get 

  J n  5 q D n   [ 2      
 n B0

 ( e  v BE  y V T   2 1) 2 (2 n B0
 )
  

____________________
  

 W B     ]  5 2   
q D n  n B0

 
 ______ 

 W B 
     e  v BE  y V T  

where the negative sign indicates that the direction of Jn is opposite to x, that is, from 

right to left. This is not surprising, as Jn is due to the fl ow of electrons, which are negative.

The collector current iC (in A) is obtained by multiplying the current density Jn 

by the emitter area AE (in cm2) shared by the solid-state emitter diffusion with the 

base region in Fig. 2.1. Choosing the direction of iC from right to left as in Fig. 2.6 

allows us to write iC 5 2AE    Jn, and thus avoid the negative sign of Jn. Using also 

nB0 5  n  i  
2 ypB0 >  n  i  

2 yNAB, we put iC in the insightful form

  i C  5  I s  e  v BE   y V T   (2.10)

where 

 
 I s  5  A E  3   1 ___ 

 W B 
   3  n  i  

2  (T) 3   
q D n  ____ 
 N AB 

  
 (2.11)

Called the collector saturation current, Is is just a scale factor giving a measure of 

how much collector current iC a BJT will provide for a given voltage drive vBE. For 
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FIGURE 2.6 The npn BJT operating in the forward active mode: top: relevant currents; bottom: minority-carrier 

distributions. 

low-power BJTs, Is is typically in the range of femto-amperes (1 fA 5 10215 A.) We 

make the following important observations: 

● Is is directly proportional to the emitter area. The larger the emitter, the more 

current the collector will draw for a given drive vBE. Indeed, power BJTs have 

suitably large emitters.
● Is is inversely proportional to the base width WB. The narrower the base, the 

steeper the distribution of Fig. 2.7 for a given drive vBE. Also, this dependence 

upon WB is at the basis of the Early effect, to be discussed in Section 2.3.
● Is is a strong function of temperature, especially because of  n  i  

2 (T ). Engineers 

quantify temperature dependence via the following useful rule of thumb: 

The collector saturation current Is doubles for about every 58C of temperature 

increase 
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122 Chapter 2 Bipolar Junction Transistors

Taking the logarithm of both sides of Eq. (2.10), and solving for vBE, we get

 
 v BE  5  V T  ln   

 i C 
 __ 

 I s 
  

 (2.12)

This allows us to fi nd the voltage vBE necessary to sustain a given current iC  . 

Consider a BJT with emitter area AE 5 (100 �m) 3 (100 �m) and base width 

WB 5 0.5 �m, along with Dn 5 10 cm2/s and the doping doses of Eq. (2.1).

 (a) Find Is.

 (b) Find iC if vBE 5 700 mV.

 (c) Find vBE for iC 5 1.0 mA.

 (d) Find the square area AE needed to achieve iC 5 1 mA with vBE 5 700 mV.

Solution
 (a) By Eq. (2.11), 

  I s  5   100 3 1 0 24  3 100 3 1 0 24  3 2 3 1 0 20  3 1.602 3 1 0 219  3 10     __________________________________________________    
0.5 3 1 0 24  3 1 0 18 

   

    5 0.64 fA

 (b) By Eq. (2.10), 

  i C  5 0.64 3 1 0 215  e 700y26  5 0.316 mA

 (c) By Eq. (2.12),

  v BE  5 0.026 ln    1 3 1 0 23  ___________ 
0.64 3 1 0 215 

   5 730 mV

 (d) From part (b) we fi nd that AE needs to be scaled in proportion as 

  A E  5   1.0 mA _________ 
0.316 mA

      (100 �m) 3 (100 �m) 5 (178 �m) 3 (178 �m)

EXAMPLE 2.1

Qn

nB0 (evBE@VT 21)

2nB0

WB

x
0

Jn

n9B (x)

FIGURE 2.7 Excess minority carrier 

distribution in the base. The current Jn is 

proportional to the slope, and the excess 

charge Qn is proportional to the area. 
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  2.2 Basic BJT Operation 123

The Three Base-Current Components
With reference to Fig. 2.6, top, we observe that the base current consists of three 

components, denoted as iBE, iBB, and iBC. Let us examine each one in detail. 

● The component iBE consists of holes injected into the emitter. This compo-

nent is the counterpart of the electrons injected into the base, so we can adapt 

Eqs. (2.10) and (2.11) to the case of holes injected into the emitter and write 

 
 i BE  5   

 A E  n  i  
2 (T)q D p  __________ 

 W E  N DE 
     e  v BE y V T  

 (2.13)

  where Dp is the hole diffusivity and WE the emitter width, also referred to as the 

emitter length.
● The component iBB consists of holes recombining with the electrons transit-

ing from emitter to collector. To develop an expression for this component, we 

observe that in the forward active mode the BJT sustains a cloud of excess elec-

trons in its base region. Call its total charge Qn. If a transiting electron takes on 

average �n seconds to recombine with a hole in the base region, then the excess 

charge lost to recombination in one second is Qny�n, and its negative is precisely 

the hole current iBB needed to replenish the holes lost to recombination. 
   To obtain an expression for Qn, refer to Fig. 2.8 and consider a vertical 

slice of thickness dx. The volume of this slice is AE dx. To fi nd the excess charge 

dQn(x) inside this slice, fi rst multiply its volume by n �  B (x) to fi nd the number of 

excess electrons, and then multiply by 2q to fi nd the charge itself, or d Q n (x) 5 

2n�B(x) q A E  dx. The total excess charge within the base region is then found by 

integrating over the length of this region,

  Q n  5 2q A E    ∫0
  

 W B 

 n�B(x)  dx  5 2q A E    
 W B [ n B0

 ( e  v BE y V T   2 1) 2 (2 n B0
 )]
   ________________________  

2
   5 2  

q A E   n  i  
2 (T) W B 
 __________
 

2 N AE    e  v BE y V T  

 where we have used simple geometry to fi nd the area of the triangle, and have 

also substituted nB0 5  n  i  
2 y N AE . Letting iBB 5 2Qny�n, we fi nally get 

  i BB  5   
q A E    n  i  

2 (T) W B 
 __________ 

2 � n  N AE 
   e  v BE y V T   (2.14)

 where �n is called the mean electron lifetime in the base. 

dQn

2nB0
WB

x
0

dx

n9B(x)

nB0 (evBE@VT 21)

FIGURE 2.8 Calculating the excess 

charge Qn in the base region. 
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124 Chapter 2 Bipolar Junction Transistors

● The component iBC accounts for the thermal generation of electron-hole pairs 
within the SCL of the reverse-biased B-C junction. Once generated, holes and 

electrons are swept into opposite directions by the strong electric fi eld ECB pres-

ent there. Depending on the quality of fabrication, surface leakage may also be 

present. BJT data sheets usually report ICB0     , the C-B leakage current with the 
emitter open. At room temperature, ICB0 is typically in the range of 1 nA to 1 pA, 

and since it is so small, it is usually ignored in the course of hand calculations. 

However, this current is a strong function of temperature, something that engi-

neers quantify via the following rule of thumb: 

The leakage current ICB0 doubles for about every 108C of temperature increase 

Consequently, if suffi ciently high operating temperatures are anticipated, it may 

prove necessary to take the leakage current into account even in the course of our 

hand analysis. 

Looking back at Fig. 2.6 we observe that all base-current components consist 

of holes. Yet, the base electrode, usually made of metal, conducts only by electron 

fl ow. It follows that in order to ensure the continuity between the two current types, 

free electron-hole pairs must be generated automatically right at the metal-base 
interface. Once generated, holes progress into the base region to sustain iBE 1 iBB, 

while electrons drift up the base wire to sustain iB. 

A fraction of the holes needed to sustain iBE 1 iBB comes also from the collector, in 

the form of iBC. As mentioned, iBC increases with temperature. It is worth mentioning 

that we can increase iBC also by shining light upon the B-C SCL. As the quanta of 

light impinge upon the crystal, they impact enough energy to create free hole-electron 

pairs, which are then swept into opposite directions by the electric fi eld present there. 

With suffi cient light, the current of holes from collector to base can be raised to the 

point of turning the BJT convincingly on, with no need for any externally supplied 

current iB! When used as a light-controlled device, the BJT is called a phototransistor 

and fi nds application as part of an optocoupler. An optocoupler consists of a light-

emitting diode (LED) and a phototransistor mounted in the same package. Forcing 

current through the LED causes it to emit light, which then turns on the BJT. Since 

the LED and the BJT are coupled only via light, they can be part of separate circuits 

and thus provide galvanic isolation between the two. We can also couple a LED and 

a BJT via a fi ber optic, thus allowing for the transmission of information over long 

distances and with minimal signal loss and interference.

The Forward Current Gain bF

The base current in the forward active mode of operation is iB 5 iBE 1 iBB 2 iBC. As 

mentioned, we usually ignore iBC and write iB > iBE 1 iBB. Using Eqs. (2.13) and 

(2.14), along with Eqs. (2.10) and (2.11), we put iB in the insightful form

  i B  5  (    D p  ___ 
 D n 

     
 N AB 

 ____ 
 N DE 

     
 W B 

 ___ 
 W E 

   1   
 W  B  2

  
 _____ 

2 � n  D n 
   )    I s  e  v BE y V T  
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  2.2 Basic BJT Operation 125

Comparing with Eq. (2.10), we observe that iB is linearly proportional to iC, a rela-

tionship expressed as 

  i B  5   
 i C 

 ___ 
 � F 

  

where �F is the forward current gain mentioned earlier, 

 
 � F  5 

  
1

 

_________________

    
 D p  ___ 
 D n 

     
 N AB 

 ____ 
 N DE 

     
 W B 

 ___ 
 W E 

   1   
 W  B  2

  
 _____ 

2 � n  D n 
     (2.15)

This expression confi rms the already familiar criteria for the fabrication of high-beta 

BJTs:

● Make WB small by fabricating the base very thin
● Make the ratio NDEyNAB large by doping the emitter much more heavily than the 

base. 

Equation (2.15) reveals two additional features that the manufacturer can exploit to 

maximize �F  : (a) fabricate the emitter long (WE @ WB) to further reduce iBE; (b) cre-

ate favorable conditions for a long minority-carrier lifetime in the base (long �n for 

npn BJTs, and long �p for pnp BJTs) to lower iBB further. 

Assuming �F 5 100 in the BJT of Fig. 2.9a, fi nd all terminal currents (a) fi rst for 

the case in which the collector terminal is left disconnected, and (b) then with the 

collector connected to the 15-V supply, as shown. Discuss the various current 

components as well as the main differences between the two cases.

EXAMPLE 2.2

IB

IC

IE

4.3 kV

25 V

15 V

IB

IE4.3 kV

25 V

1.0 mA

1.0 mA

15 V

Not connected

1

3

IB

IE4.3 kV

25 V

(a) (b) (c)

1.0 mA

IC

0.99 mA

9.9 mA

15 V

1

1

22

2

FIGURE 2.9 Circuit of Example 2.2.
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126 Chapter 2 Bipolar Junction Transistors

Solution
 (a)  Leaving the collector disconnected results in IC 5 0. The only functioning 

part of the BJT is now its B-E junction, which acts as a plain diode with the 

base as the anode and the emitter as the cathode. Assuming a typical junction 

voltage-drop of 0.7 V, the emitter is at 20.7 V, so the emitter current is 

  I E  5   
20.7 2 (25)

  ____________ 
4.3

   5 1.0 mA

  Since IC 5 0 (collector disconnected), we must have IB 5 IE 5 1.0 mA. The 

situation is depicted in Fig. 2.9b, where we observe that both IE and IB con-

sist primarily of electrons injected from the emitter into the base region and 

thence progressing to the base terminal. Additionally, there is a current of 

holes injected from the base into the emitter, as it is the case with all pn junc-

tions, but this component is much smaller because of the much heavier emit-

ter doping. In this situation the BJT works as an ordinary pn diode. 

 (b)  Connecting the collector to the 15-V supply reverse biases the B-C junction, 

making it now possible for the electrons injected into the thin base to proceed 

to the positively biased collector. A few will recombine with the many holes 

in the base, but the majority will now make it to the collector. We now have 

  I B  5   
 I C 

 ___ 
 � F 

   5   
 I E  2  I B 

 ______ 
 � F 

  

  or

  I B  5   
 I E 
 ______ 

 � F  1 1
  

  Presently, IB 5 1.0y101 5 9.9 �A and IC 5 100 3 9.9 5 0.99 mA. The situation 

is shown in Fig. 2.9c, where the main event now is electron fl ow from E to C.

Exercise 2.1
Three students are debating whether one can synthesize a BJT simply by connect-

ing two discrete pn junctions back to back. The fi rst student proposes creating a 

homebrew npn BJT by connecting together the anodes of the two discrete diodes 

to obtain the p-type base, and then using one of the cathodes as the n-type emitter, 

and the other as the n-type collector. The second student claims that the resulting 

device won’t provide any base-current amplifi cation. Why? List two main rea-

sons. After hearing the arguments of the second student, the third student comes 

up with a better alternative, namely, using the B-E junction of one npn BJT and 

the B-C junction of a different npn BJT to guarantee the relative doping con-

straints needed of a BJT, and then connecting their base terminals together to 

form the base of the composite device (the collector terminal of the fi rst BJT and 

the emitter terminal of the second BJT are left disconnected). The second student 

claims that the device still won’t work as a current amplifi er. Why?
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  2.2 Basic BJT Operation 127

A Practical Application: The BJT as a Current Booster
To start appreciating the usefulness of the BJT, let us examine what could easily be a 

hobbyist’s project: the design of a 5-V, 200-mA regulated power supply starting from 

an unregulated voltage source such as a 12-V car battery. Based on the knowledge 

acquired so far, we could start out with the design of Fig. 2.10a. Here, the LM336-5.0 

diode provides a high-quality 5-V voltage reference, which we then buffer to the load 

 (a)  Assuming Eq. (2.15) gives �F 5 1y(1y150 1 1y300) 5 100 for the BJT of 

Fig. 2.9c, fi nd IB as well as the base current components IBE and IBB. 

 (b)  What happens if the manufacturer reduces WB in half? What if the manufac-

turer doubles WB? 

Solution
 (a)  We easily fi nd 

  I B  5  I BE  1  I BB  5   
 I C 

 ___ 
 � F 

   5  (   1 ____ 
150

   1   1 ____ 
300

   )   0.99 mA 5 6.6 �A 1 3.3 �A 5 9.9 �A

 (b)  Considering that the denominator terms in Eq. (2.15) involve both  W B  and  W  B  2
  , 

it is apparent that halving WB gives 

  � F  5   1 __________________  

  1 ____ 
150

    (0.5) 1   1 ____ 
300

    (0.5 ) 2 
   5   1 ___________ 

  1 ____ 
300

   1   1 _____ 
1200

  
   5 240

  Retracing similar calculations, we still get IE 5 1.0 mA. However, we now 

have IB 5 1.0y241 5 4.15 �A, IC 5 0.996 mA, IBE 5 3.32 �A, and IBB 5 

0.83 �A. Doubling WB gives �F 5 1y(1y75 1 1y75) 5 37.5, IB 5 1.0y38.5 5 

26 �A, IC 5 0.974 mA, IBE 5 IBB 5 13 �A. 

EXAMPLE 2.3

FIGURE 2.10 Showing the use of a BJT to increase the output current drive capability 

of an op amp.

1

–

LD

IL

IL

VO (5 V)

VZ (5 V)

3.0 kV

12 V

741

LM336-5.0

(a)

1

–

LD

VO (5 V)

198 mA

200 mA

1.98 mA

∼5.7 VVZ (5 V)

3.0 kV

12 V

741

LM336-5.0

�F 5 100

(b)
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128 Chapter 2 Bipolar Junction Transistors

via a 741 op amp connected as a voltage follower. This circuit will work properly 

but only for load currents of up to about 25 mA, which the data-sheets report as the 

maximum output-current capability of the 741 op amp. If the circuitry that we intend 

to power, here denoted as a load LD, attempts to draw a current IL exceeding this 

value, the output voltage will simply drop, and regulation will be lost. 

But this is precisely where the BJT comes to our rescue! If we interpose a BJT 

between the op amp and the load as in Fig. 2.10b, the op amp’s output current will 

get boosted by �F 1 1, as seen in Example 2.2, thus causing a much heftier current 

to fl ow from the unregulated 12-V source, through the BJT, to the load. Circuit be-

havior is governed by the familiar op amp rule, stating that the op amp will provide 

whatever output voltage and current it takes to make its inverting input voltage (VO) 

in this case) track its non-inverting input voltage (VZ). In our case the op amp must 

source to the BJT the current 

  I B  5   
 I E 
 ______ 

 � F  1 1
   5   200 mA _______ 

100 1 1
   5 1.98 mA

which is well within the 25-mA capability of the 741 op amp. Assuming a typical 

B-E junction voltage drop of about 0.7 V, we observe that the op amp must also 

 supply the base voltage

 VB 5 VBE 1 VE > 0.7 1 5.0 5 5.7 V

But this too is well within the 741’s output voltage capability.

In the application just illustrated the BJT is put to use to boost the output 

current drive capability of a low-power device such as an op amp. In this function, 

the BJT fi nds application in a wide variety of power-related circuits, of which regu-

lated power supplies and audio power amplifi ers are two common examples. Even 

though voltage regulators are available in IC form, it is instructive for the beginner to 

a ssemble the circuits of Fig. 2.10 and try them out in the lab. 

The pnp BJT Operating in the Forward-Active Mode
Figure 2.11 shows the relevant currents inside the pnp BJT. Comparing it with its 

npn counterpart of Fig. 2.6, we note a strong similarity, except for the interchange of 
holes and electrons, as well as a reversal in voltage polarities and current directions. 

As we know, the main event now is a hole fl ow from the emitter, through the thin 

base, and onto the collector. Without repeating the derivations, we can simply recycle 

the results developed for the npn BJT and write

  i C  5  I s  e  v EB y V T   (2.16)

where 

  I s  5  A E  3   1 ___ 
 W B 

   3  n  i  
2  (T) 3   

q D p  ____ 
 N DB 

   (2.17)

fra28191_ch02_109-220.indd   128fra28191_ch02_109-220.indd   128 13/12/13   11:11 AM13/12/13   11:11 AM



  2.2 Basic BJT Operation 129

Here, Dp is the hole diffusivity and NDB the donor concentration in the base. More-

over, we have

  � F  5   1 _________________  
  
 D n  ___ 
 D p 

     
 N DB 

 ____ 
 N AE 

     
 W B 

 ___ 
 W E 

   1   
 W  B  2

  
 _____ 

2 � p    D p 
  
   (2.18)

where Dn is the electron diffusivity, NDB is the donor concentration in the base, NAE is the 

acceptor concentration in the emitter, and �p is the mean hole lifetime in the base. 

Equations (2.11) and (2.17) reveal an additional interesting feature, namely, that 

the scale factor Is is proportional to the diffusivity (Dn or Dp) of the charges producing 

the main current in the BJT. This is not surprising, as the collector current is of the 

diffusion type. When studying MOSFETs, in the next chapter, we will encounter a 

similar scale factor, called the transconductance parameter k, which instead is pro-

portional to the mobility (�n or �p) of the charges responsible for the main current 

in the device. This is so because MOSFET current is of the drift type. Figure 1.37 

shows that for a given doping density, electron mobility and diffusivity are two to 

three times higher than hole mobility and diffusivity, respectively. For these reasons, 

npn BJTs are generally preferred over pnp types, and n-channel FETs are preferred 

over p-channel types. 

Dependence of bF Upon IC and T
The current gain �F is not constant but varies both with the operating current IC and 

the temperature T. This is illustrated in Fig. 2.12 for the case of the popular 2N2222 

BJT. For a fi xed value of T, say T 5 25 8C, �F is approximately constant only in 

the neighborhood of IC 5 100 �A for this particular device. At higher current lev-

els �F decreases due to current crowding as well as high-level injection effects.1 At 

lower current levels it decreases due to carrier recombination inside the B-E SCL.1 

FIGURE 2.11 Relevant currents in a pnp BJT operating in the forward active mode.
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130 Chapter 2 Bipolar Junction Transistors

This results in an additional base-current component that, though always present, 

becomes relevant only at low current levels. Unless stated to the contrary, we shall 

assume constant �F throughout for simplicity. 

2.3 THE i-v CHARACTERISTICS OF BJTS 

The most important characteristics of an npn BJT are the forward active plot of iC 

versus vBE, and the plot of iC versus vCE for different B-E driving conditions. Since 

the B-E junction can be either voltage driven or current driven, we have two families 

of curves, one obtained by plotting iC versus vCE for different values of VBE, and the 

other by plotting iC versus vCE for or different values of IB. Each family offers valuable 

insight into BJT operation. It is understood that the body of knowledge that we shall 

acquire for the npn BJT can readily be extended to its pnp counterpart by interchang-
ing holes and electrons as well as reversing voltage polarities and current direc-
tions. The various i-v curves can be displayed either in the lab, via an oscilloscope 

equipped with a suitable curve-tracer module, or on a computer monitor via PSpice. 

In the following we shall use the popular 2N2222 npn BJT as a working example. 

The reader is encouraged to perform a web search for the data sheets of popular BJTs 

such as the 2N2222 type, and consult them frequently to develop a feel for the practi-

cal side of the theory we are going to study.

The Exponential Characteristic
Figure 2.13a shows a PSpice circuit to display the iC-vBE characteristic of the 2N2222 

npn BJT using the model available in PSpice’s library (See Appendix 2A). The result, 

shown in Fig. 2.13b, is the familiar exponential curve predicted by Eq. (2.10), albeit 

with a minor modifi cation to be discussed below, in connection with Eq. (2.21). The 

PSpice model uses Is 5 14.34 fA. Recall that the B-E junction acts like an ordinary 

pn diode, except that almost all electrons injected into the base go to the collector 

FIGURE 2.12 (a) PSpice circuit to display (b) the dependence of �F on IC and T 

for the 2N2222 BJT. 

iB

1

2

VCE
1 V

Q2N2222

0

Q

iC

(a)

1 10 103100

100

0

200

300

C
u
rr

en
t 

g
ai

n
 �

F

T 5 1258C

T 5 258C

T 5 2558C

IC (�A)

(b)

fra28191_ch02_109-220.indd   130fra28191_ch02_109-220.indd   130 13/12/13   11:11 AM13/12/13   11:11 AM



  2.3 The i-v Characteristics of BJTs  131

rather than to the base terminal. Consequently, all properties exhibited by the pn 

junction’s i-v characteristic hold also for the BJT’s iC-vBE characteristic. In particular, 

the following rules of thumb hold also for BJTs: 

● To effect an octave change in iC we need to change vBE by 18 mV (18-mV Rule)
● To effect a decade change in iC we need to change vBE by 60 mV (60-mV Rule)
● The voltage drop VBE exhibits a temperature coeffi cient of about 22 mV/8C 

(22-mV Rule)

The slope of the iC-vBE curve at a particular operating point Q 5 Q(IC, VBE) is 

denoted as gm and is called the transconductance (in A/V), 

  g m  5   
 
   
−iC ____ 
−vBE

    |  Q  (2.19)

Differentiating Eq. (2.10), we readily fi nd 

  g m  5   
 I C 

 ___ 
 V T 

   (2.20)

which allows us to calculate the BJT’s transconductance at any bias current IC. To get 

a feel, at IC 5 1 mA we get gm 5 38 mA/V, which is often expressed in the alternative 

form gm 5 1y(26 V). 

(The reader who has already been exposed to MOSFETs may have noted a simi-

larity with the MOSFET’s transconductance expressed in the form gm 5 IDy(0.5VOV), 

where VOV is the overdrive voltage needed to sustain a given drain current ID. Typi-

cally 0.5VOV @ VT  , so for the same bias current a FET will generally exhibit much 

lower transconductance than a BJT. This is a notorious drawback of FETs compared 

to BJTs, especially in the design of high-gain amplifi ers.) 

FIGURE 2.13 Using PSpice to display the exponential i-v curve of the 

2N2222 BJT. 
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132 Chapter 2 Bipolar Junction Transistors

The iC-vCE Characteristics for Different VBE Drives
Figure 2.14a shows a PSpice circuit to display the 2N2222’s iC-vCE curves for differ-
ent voltage drives VBE. In the example shown, VBE is stepped from 650 mV to 710 mV 

in 10-mV increments. From Fig. 2.14b, we note that for suffi ciently positive values 

of vCE, the i-v curves are fairly fl at and thus indicative of voltage-controlled current-
source behavior by the BJT. This is the forward active (FA) region of operation. In 

this region, curve spacing increases exponentially with the VBE steps, in accordance 

with Eq. (2.10). (The reader who has already been exposed to MOSFETs will recall 

that curve spacing for FETs increases only quadratically with each VGS step.) 

For low values of vCE the curves bend downwards, indicating a progressive de-

crease in iC. This is due to the fact that once the value of vCE drops below that of VBE, 

the B-C junction becomes forward biased, raising the current component iBC from the 

base region to the collector region. By KCL, the current into the collector terminal is 

now iC 5 Isexp(VBEyVT) 2 iBC. As the B-C junction becomes more and more forward 

biased, iC decreases till its drops to zero when the two terms cancel each other out. 

This occurs for vCE near to 0 V, though not necessarily exactly 0 V, as the saturation 

currents of the two junctions are generally not identical in value. When both its junc-

tions are forward biased, the BJT is said to be operating in the saturation (Sat) mode. 

The reason for this name will become apparent as we proceed.

The Early Effect
If we display the iC-vCE curves on a more compressed horizontal scale as in Fig. 2.15, 

we note that the slope of the curves in the active region increases progressively with 

vBE. Moreover, the extrapolations of all curves meet at a common point4 located at 

vCE 5 2VA. Called the Early voltage for James M. Early, who fi rst investigated this 

phenomenon, VA is typically in the range of 10 V to 100 V. The value used in the 

PSpice model of the 2N2222 BJT is VA . 75 V. 

FIGURE 2.14 Using PSpice to display the 2N2222’s iC-vCE curves for different VBE values and 0 # vCE # 1 V.
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The slant of the iC-vCE curves is due to the fact that the effective base width WB 

shrinks with increasing vCE, a phenomenon aptly referred to as base-width modula-
tion or also as the Early effect. To appreciate it, suppose the BJT is initially biased at 

some voltage vCE 5 VCE1 in the active region (see Fig. 2.16a). Let the corresponding 

base width be WB1, the electron current density be Jn1 (see Fig. 2.16b), and the collec-

tor current be IC1 (5Jn1AE). If we now increase vCE to the new value VCE2, the amount 

of reverse bias across the B-C junction will also increase, indicating a corresponding 

increase in the electric fi eld ECB inside its space-charge layer (SCL). Referring back 

to Fig. 2.5, we can state that the increase in the number of fi eld lines can only come 

at the price of a widening of the SCL, so as to uncover more ions. Consequently, the 

base width will shrink to a new value WB2 (,WB1), as depicted in Fig. 2.16b. But, 

with a narrower base width, the slope of n9B(x) increases, ultimately raising the current 

density to the new value Jn2 (.Jn1), and, hence, the collector current to IC2 (.IC1). The 

chain of cause-effect relationships is summarized as follows:

(increasing vCE)  ⇒ (widens the B-C SCL) ⇒ (shrinks WB) 

⇒ (increases the slope of n9B) ⇒ (increases Jn)

FIGURE 2.15 Illustrating the Early effect and the Early voltage VA. 
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134 Chapter 2 Bipolar Junction Transistors

It is apparent that even though iC is primarily controlled by vBE, it also depends, if 

weakly, on vCE. To refl ect this dependence, Eq. (2.10) is modifi ed as 

  i C  5  I s  e  v BE y V T   ( 1 1   
 v CE 

 ___ 
 V A 

   )  (2.21)

We observe that the narrower the base with which the BJT has been fabricated 

initially, the more pronounced the Early effect, and thus the lower the value of VA. We 

are now able to perform a spot check on the PSpice simulation of Fig. 2.13, a task an 

engineer should always perform as a matter of good working habit. Thus, picking for 

instance VBE 5 700 mV, we use Eq. (2.21) with VCE 5 1.0 V to fi nd 

  I C  5 14.34 3 1 0 215  e 700y25.9  ( 1 1   1 ___ 
75

   )  > 7.9 mA

which agrees with the plotted value of Fig. 2.13b.

The iC-vCE Characteristics for Different IB Drives
Given that the BJT lends itself to both voltage and current control, an alternative way 

of characterizing it is by displaying its iC-vCE curves for different current drives IB. 

In the example of Fig. 2.17, IB is stepped from 0 to 60 �A in 10-�A increments. For 

IB 5 0 we have IC 5 0, and the BJT is said to be cut off (CO). We note that curve spac-

ing in the forward active region is now much more uniform. Also, as in the voltage-

driven case, the curves are a bit slanted because of the Early effect. An advantage 

of this type of characteristics is that they allow us to fi nd �F at a given active-region 

operating point QF by mere inspection. For instance, consider the point QF lying right 

on the IB 5 60 �A curve at VCE 5 0.8 V. A visual readout of the collector current 

FIGURE 2.17 Using PSpice to display the 2N2222’s iC-vCE curves for different IB values and 0 # vCE # 1 V.
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gives approximately IC 5 10.5 mA. Consequently, the current gain at the given op-

erating point QF(IC, VCE) 5 QF(10.5 mA, 0.8 V) is simply �F 5 10.5y0.060 5 174. 

As in the voltage-driven case, the curves bend downward at low values of vCE. 

This bending is again due to the fact that once vCE drops below VBE, the B-C junction 

becomes forward biased, thus drawing the current iBC from the base to the collector. 

This new current component subtracts from the existing currents both at the base and 

collector, so the net current into the collector terminal is now iC 5 �F(IB 2 iBC) 2 

iBC 5 �FIB 2 (�F 1 1)iBC. As the B-C junction becomes more and more forward bi-

ased, iC decreases till it drops to zero when the two terms cancel each other out. Since 

the effect of iBC is now magnifi ed by �F 1 1, it takes a smaller amount of forward bias 

to bring about the onset of saturation. Compared to Fig. 2.14b, the curves now start 

to bend “earlier”, that is, slightly more to the right.

The Reverse Active (RA) Mode
If we allow vCE to take on negative values in the circuit of Fig. 2.17a, then the roles 

of the emitter and collector will be interchanged (B-C junction forward biased, B-E 

junction reverse biased.) When operating in this mode, referred to as the reverse-
active (RA) mode, the BJT exhibits a notoriously low current gain, now defi ned as 

  � R  5   
2 I E 

 ____ 
 I B 

   

This is depicted in the lower-left area of Fig. 2.18a for the popular 2N2222 BJT. The 

lower gain stems from the fact that electrons are now injected into the base from the 

lightly doped collector region, and holes are injected into the collector region from 

the more heavily doped base region. Clearly, the conditions that were critical to en-

sure a high current gain in the FA region turn out to be detrimental for RA operation. 

Actual transistors exhibit �R values ranging from as high as 10 to as low as 0.1 or 

lower (see the end-of-chapter problems for examples of how to measure �R).

FIGURE 2.18 (a) The four regions of operation of the popular 2N2222 npn BJT. (b) The 

four modes of BJT operation (F stands for forward biased, and R for reverse biased.)
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136 Chapter 2 Bipolar Junction Transistors

Except for a few specialized cases, operation of the BJT in the RA region hardly 

offers any practical advantages. We will take up this mode again in Chapter 6, when 

studying the storage time of the BJT in switching applications. For convenience, the 

four operating modes of a BJT are tabulated in Fig. 2.18b. This table applies both to 

npn and pnp BJTs. 

Transistor Breakdown Voltages
With suffi cient reverse bias, each junction of a BJT can be driven in the breakdown 

region. Since the emitter side is heavily doped, the B-E junction (with the collec-

tor terminal) open breaks down by the Zener mechanism, typically at a breakdown 

voltage BVEBO > 6 V. This mode, while not necessarily destructive so long as we 

limit power dissipation, is to be avoided as it tends to degrade in the value of �F 

signifi cantly.1 

On the other hand, to permit operation over an adequately wide range of vCE 

values, the collector side is doped much more lightly, so in this case breakdown 

occurs by the avalanche mechanism. The breakdown process of the iC-vCE charac-

teristics, pictured in Fig. 2.19, is far more complex4 than that of a basic pn junction 

because of the current amplifi cation provided by the BJT itself. Any current enter-

ing the base, whether generated thermally in the B-C SCL or triggered by the onset 

of the avalanche process, gets magnifi ed by �F. Moreover, �F starts out low but 

grows with the current itself, as per Fig. 2.12. Suffi ce it to say here that because of 

current amplifi cation, the value of BVCEO is appreciably lower than the breakdown 

voltage of the B-C junction alone, that is, with the emitter open. It is apparent that 

BJT operation must be restricted over a range of vCE values lower than BVCEO by an 

adequately safe margin. If a given BJT fails to meet the requirements of the appli-

cation at hand, a different type with a higher BVCEO rating must be selected. BJTs 

are available with a wide range of BVCEO ratings, from a half a dozen volts for BJTs 

intended for digital applications to many hundreds of volts for BJTs intended for 

power-handling applications. 

FIGURE 2.19 The collector-

emitter breakdown 

characteristics. 
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  2.4 Operating Regions and BJT Models 137

2.4 OPERATING REGIONS AND BJT MODELS

We now re-examine the various BJT operating modes in greater detail, and develop 

suitable BJT models to expedite hand calculations in dc analysis. By analogy with pn 

diodes, we shall stipulate that to make a BJT fully conductive it takes a B-E voltage 

drop of approximately 0.7 V. We express this by writing 

 VBE(on) 5 0.7 V (2.22a)

for an npn BJT, and VEB(on) 5 0.7 V for a pnp BJT. For bookkeeping purposes, we 

shall stipulate that to bring a BJT to the edge of conduction (EOC) it takes a B-E drop 

of approximately 0.6 V, or 

 VBE(EOC) 5 0.6 V (2.22b)

for an npn BJT, and VEB(EOC) 5 0.6 V for a pnp BJT. As we move along we will fi nd 

that when a BJT is meant to be in saturation, its base current is made on purpose 

considerably higher than in the forward active mode, to be on the safe side. Conse-

quently, the B-E drop also tends to be slightly higher. We shall stipulate 

 VBE(sat) 5 0.8 V (2.22c)

for an npn BJT, and VEB(sat) 5 0.8 V for a pnp BJT. The above differences are minor, 

and many authors use the same value of 0.7 V throughout. But, as mentioned, we 

shall keep these distinctions primarily for bookkeeping purposes.

The Cutoff (CO) Region
The cutoff (CO) region is defi ned as 

 iC 5 0 

in the iC-vCE characteristics (see Fig. 2.20a). A BJT operates in cutoff (CO) when 

neither junction is suffi ciently forward-biased to conduct signifi cant current. We can 

thus ignore all currents and say that for practical purposes the B-E and C-B ports 

act as open circuits, as modeled in Fig. 2.20b. But, as we know, a junction’s reverse 

current doubles for about every 108C of temperature increase, so if high operating 

FIGURE 2.20 The 

cutoff region, and the 

corresponding large-

signal model for the 

npn BJT.
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138 Chapter 2 Bipolar Junction Transistors

temperatures are anticipated, the designer must check whether the actual leakage 

currents affect circuit performance at the high end of the temperature range. 

The Forward Active (FA) Region
The forward active (FA) region, highlighted in Fig. 2.21a, is defi ned as 

 iC . 0    vCE . VCE(EOS) (>0.2 V)

where the subscript EOS designates the edge of saturation. (For a pnp BJT, these 

conditions are iC . 0 and vEC . VEC(EOS) > 0.2 V.) In order for an npn BJT to operate 

in the FA region, its B-E junction must be forward biased at vBE 5 VBE(on) > 0.7 V, 

and its B-C junction must be reverse biased, or at most it can be slightly forward 
biased, but not enough to conduct any signifi cant forward current iBC. Judging by the 

2N2222’s characteristics of Fig. 2.17b, which are fairly typical of low-power to me-

dium-power BJTs, we see that this BJT tolerates a slight amount of B-C forward bias 

and still gives fl at curves all the way down to vCE > 0.2 V, where vBC 5 vBE 2 vCE > 

0.7 2 0.2 5 0.5 V.

The curves in the FA region are approximately horizontal, indicating current-

source behavior there. So, we model the C-E port with a current controlled current 
source (CCCS) as in Fig. 2.21b, 

 IC 5 �F    IB (2.23)

Some authors include also a suitably large resistance ro in parallel with the CCCS to 

model the slant of the curves, but in the course of dc calculations this resistance is usu-

ally ignored for simplicity, so we omit it altogether. As shown in the fi gure, the B-E port 

is modeled as an ordinary pn diode, that is, with a voltage source VBE(on) > 0.7 V. As 

mentioned, the value of �F at any operating point QFA within the active region is found as 

  � F  5   
 
   
 I C 

 __ 
 I B 

   |  
 Q 

FA
 

  (2.24)

FIGURE 2.21 The forward active region, and the corresponding large-signal model of 

the npn BJT.
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By KCL, we have IE 5 IB 1 IC 5 IB 1 �F   IB or 

 IE 5 (�F 1 1)  IB (2.25)

We also have IC 5 �F IB 5 �F IEy(�F 1 1), or

 IC 5 �F IE (2.26)

where �F, referred to as the common-base forward current gain, is

  � F  5   
 � F 
 ______ 

 � F  1 1
   (2.27)

By contrast, �F is called the common-emitter forward current gain. If �F is known, 

then �F is found as 

  � F  5   
 � F 
 ______ 

1 2  � F 
   (2.28)

As mentioned, a BJT may typically have �F 5 100, and thus �F 5 100y101 5 0.99. 

Likewise, if �F 5 250, then �F 5 0.996. We observe that �F is less than unity, 

though quite close to it. A small variation in �F generally results in a much greater 

variation in �F, so care must be exercised in applying Eq. (2.28). Because of �F’s 

closeness to unity, Eq. (2.26) is often approximated as IC > IE, but only in the FA 

region!

The Saturation (Sat) Region
The saturation region, highlighted in Fig. 2.22a, is defi ned as 

 iC . 0    0 , vCE , VCE(EOS) > 0.2 V 

(For a pnp BJT, these conditions are iC . 0 and vEC , VEC(EOS) > 0.2 V.) As we know, 

in saturation the B-C junction becomes forward biased, drawing current away from 

the base region and thus allowing only a fraction of IB to undergo amplifi cation by 

�F. Consequently, for a given base drive IB, the collector current at any operating 

point Qsat in the saturation region will always be less than the collector current at 

an  operating point QFA in the forward active region. In other words, we always have 

IC(sat) , �F IB. The ratio IC(sat)yIB, aptly denoted as �sat, is such that

  � sat  5   
 
   
 I C   (sat)

 
 ____ 

 I B 
   |  

 Q sat 

  ,  � F  (2.29)

This inequality provides an alternative test of determining whether a BJT is operating 

in saturation. 
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140 Chapter 2 Bipolar Junction Transistors

The curves in the saturation region are relatively steep, indicating voltage-source 
behavior there. Moreover, they are bundled together somewhere in the middle of the 

saturation region. Consequently, as depicted in Fig. 2.22b, we model the C-E port 

with a voltage source 

 VCE(sat) > 0.1 V (2.30)

Some authors include also a suitably small resistance RCE(sat) in series with this source 

to model the slant of the curves, but in the course of dc calculations this resistance is 

usually ignored for simplicity, so we omit it altogether. As shown in the fi gure, the 

B-E port is modeled like an ordinary pn diode, but with a slightly higher voltage drop 

VBE(sat) > 0.8 V to account for the fact that in actual applications a BJT is driven in 

saturation with higher than usual base currents. It is important to realize that because 

of the inequality of Eq. (2.29), Eqs. (2.23) through (2.28) no longer hold once the 

BJT enters saturation. The region of their validity is only the FA region! However, we 

still have, by KCL, IE 5 IB 1 IC.

FIGURE 2.22 The saturation region, and the corresponding large-signal model of 

the npn BJT.
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Suppose a BJT is biased in the active region with VBE 5 700 mV and VCE 5 1 V, 

and it is found to have �F 5 100. If VCE is gradually decreased until a 10% drop in 

�F is observed, what is the value of VCE? For simplicity assume the B-E and B-C 

junctions have identical values of Is.

Note: when this drop occurs, the BJT is said to be in soft saturation, a condition 

also referred to as the edge of saturation (EOS).

Solution
In soft saturation the B-C junction becomes weakly forward biased and carries a 

current IBC Þ 0. To cause a 10% drop in �F (5ICyIB), IB must increase by about 

10%, and this increase is precisely IBC. Imposing IBC ù 0.1IB 5 0.1(ICy100) 5 

ICy103 indicates that IBC is 3 decades lower than IC. By the 60-mV Rule, VBC 5 

VBE 2 3 3 60 mV 5 700 2 180 5 520 mV. By KVL, VCE 5 VBE 2 VCE 5 0.18 V 

(ù 0.2 V typically assumed).

EXAMPLE 2.4
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  2.4 Operating Regions and BJT Models 141

Large-Signal Models for the pnp BJT
As mentioned, the body of knowledge pertaining to the npn BJT can readily be ex-

tended to its pnp counterpart provided we reverse all current directions and voltage 
polarities. The pnp models are shown in Fig. 2.23. To point out similarities and dif-

ferences between the npn and pnp devices, and also to initiate the reader to basic BJT 

circuit methodologies, let us consider a practical circuit example. 

FIGURE 2.23 Large-signal models of the pnp BJT in the (a) forward active and (b) saturation region.
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In the circuit of Fig. 2.24 fi nd V1 so that V2 5 5 V. Show all voltages and currents 

in your fi nal circuit.

Solution
Start out at V2 and work your way back to V1, one step at a time. The numerical 

result of each step is identifi ed by the corresponding step number in Fig. 2.25. 

 1. By Ohm’s law, Q2’s collector current is IC2 5 V2yR5 5 5y1 5 5.0 mA, fl owing 

out of the device.

 2. Assume Q2 is in the FA region. Then, its emitter current is IE2 5 IC2y�F2 5 

5y(100y101) 5 5.05 mA, fl owing into Q2.

EXAMPLE 2.5

FIGURE 2.24 Circuit of Example 2.5. 

  �F1 5 �F2 5 100

  VBE1(on) 5 VEB2(on) 5 0.7 V

  VCE1(EOS) 5 VEC2(EOS) 5 0.2 V
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142 Chapter 2 Bipolar Junction Transistors

 3. By Ohm’s law and KVL, Q2’s emitter voltage is VE2 5 VCC 2 R4IE2 5 15 2 1.2 3 

5.05 5 8.94 V.

 4. Check: VEC2 5 VE2 2 VC2 5 8.94 2 5 5 3.94 V . 0.2 V, thus confi rming that 

Q2 is in the FA region.

 5. Since Q2 is in the FA region, its base current is IB2 5 IC2y�F2 5 5y100 5 0.05 mA, 

fl owing out of Q2.

 6. By KVL, Q2’s base voltage is VB2 5 VE2 2 VEB2(on) 5 8.94 2 0.7 5 8.24 V. 

This is also Q1’s collector voltage VC1. 

 7. By Ohm’s law, the current through R2 is  I  R 
2
 
  5 ( V CC  2  V C1

 )y R 
2
  5 (15 2 8.24)y30 5 

0.225 mA. 

 8. By KCL, Q1’s collector current is  I C1
  5  I  R 

2
 
  1  I B2

  5 0.225 1 0.05 5 0.275 mA, 

fl owing into Q1.

 9. Assume Q1 is in the FA region. Then, its emitter current is IE1 5 IC1y�F1 5 

0.275y(100y101) 5 0.278 mA, fl owing out of Q1.
 10.  By Ohm’s law, Q1’s emitter voltage is VE1 5 R3IE1 5 18 3 0.278 5 5.0 V.

 11.  Check: VCE1 5 VC1 2 VE1 5 8.24 2 5 5 3.24 . 0.2 V, thus confi rming that Q1 

is in the FA region.

 12.  By KVL, Q1’s base voltage is VB1 5 VE1 1 VBE1(on) 5 5.0 1 0.7 5 5.7 V.

 13. Since Q1 is in the FA region, its base current is IB1 5 IC1y�F1 5 0.275y100 5 

2.75 �A, into Q1.

 14.  By Ohm’s law and KVL, the required voltage is V1 5 R1IB1 1 VB1 5 0.110 3 

2.75 1 5.7 5 6.0 V.

The student is urged to trace through each step in detail, referring also to the 

FA models of Figs. 2.21b and 2.23a.

FIGURE 2.25 Circuit of Fig. 2.24 with each voltage and current identifi ed by 

the corresponding computational step number in the text. 
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  2.4 Operating Regions and BJT Models 143

Finding the Operating Mode of a BJT
A frequent task in the dc analysis of BJT circuits is to fi nd a BJT’s operating mode in 

a given circuit. Barring the seldom-used reverse-active mode, a BJT can be either in 

the cutoff (CO), or forward active (FA), or saturation (Sat) regions. Following is one 

possible way to proceed for the case of an npn BJT:

● Find the open-circuit voltage VBE(oc) produced by the external circuit across 

the B-E junction, that is, the voltage between the B and E nodes with the BJT 

 removed from the circuit. If VBE(oc) , VBE(EOC) ù 0.6 V, then the BJT is in CO, and 

we are fi nished. Otherwise, it is on, and it is either in FA or in Sat. 
● Assume FA operation. Using the FA large-signal BJT model, fi nd the operating 

point Q 5 Q(IC, VCE), and check whether the assumption was correct by exam-

ining VCE. If VCE . VCE(EOS) ù 0.2 V, then the BJT is indeed in FA, and we are 

fi nished.
● Conversely, if our calculation yields VCE , VCE(EOS) ù 0.2 V, the BJT must be 

saturated, and we need to recalculate IC, but via the saturation model, which uses 

VCE 5 VCE(sat) ù 0.1 V. As a fi nal check, take the ratio �sat 5 ICyIB, and verify that 

indeed you get �sat , �F. 

This procedure applies to the pnp BJT as well, provided we reverse all current 

directions and voltage polarities. Specifi cally, if VEB(oc) , VEB(EOC) ù 0.6 V, the pnp 
device is in CO. Otherwise it is on, and we need to examine VEC to tell its operating 

mode. If our calculation yields VEC . VEC(EOS) ù 0.2 V, then the BJT is in FA. Other-

wise, it is saturated, and we recalculate IC via the saturation model, which uses VEC 5 

VEC(sat) ù 0.1 V.

Let the BJT of Fig. 2.26a have �F 5 125, as well as the voltages of Eqs. (2.22) 

and (2.30). 

 (a)  Find all BJT voltages and currents. 

 (b)  To what value must we increase RC to bring the BJT to the edge of saturation 

(EOS)?

 (c)  What happens if RC is raised to twice the value found in part (b)?

Solution
 (a)  Since the base is at 0 V and RE is pulling the emitter toward 25 V, it is clear 

that the BJT is on. Assume it is in the forward active region, so that VE 5 

20.7 V. Then, IE 5 [20.7 2 (25)]y4.3 5 1.0 mA, IC 5 (125y126) 3 1.0 5 

0.992 mA, VC 5 5 2 2 3 0.992 > 3.0 V, and VCE 5 VC 2 VE 5 3 2 (20.7) 5 

3.7 V. 

Check: Since VCE . VCE(EOS) (3.7 V . 0.2 V), the BJT is indeed in the FA region, 

as assumed. The situation is summarized in Fig. 2.26b, which also shows that 

IB 5 1.0y126 5 8 �A.

Remark: For the purpose of fi nding VC, we could have approximated IC > IE 5 

1.0 mA to speed up our calculations, obtaining results that are still fairly accurate.

EXAMPLE 2.6

fra28191_ch02_109-220.indd   143fra28191_ch02_109-220.indd   143 13/12/13   11:11 AM13/12/13   11:11 AM



144 Chapter 2 Bipolar Junction Transistors

In the popular circuit of Fig. 2.27a, the voltage divider made up of R1 and R2 

establishes a bias voltage for the base, while RE and RC set the BJT’s operating point. 

To simplify analysis, it is convenient to replace the voltage divider with its Thévenin 

equivalent, consisting of the open-circuit voltage source 

  V BB  5   
 R 

2
 
 _______ 

 R 
1
  1  R 

2
 
     V CC  (2.31a)

and series resistance 

  R B  5  R 
1
 // R 

2
  (2.31b)

 (b)  At the EOS all currents are still as in the FA case, the only difference being 

that now VCE 5 VCE(EOS) 5 0.2 V. As depicted in Fig. 2.26c, we now have 

VC 5 VE 1 VCE(EOS) 5 20.7 1 0.2 5 20.5 V. Thus, the value of RC that brings 

the BJT to the EOS is RC 5 [5 2(20.5)]y0.992 > 5.5 kV, as shown.

 (c)  We claim that with RC 5 2 3 5.5 5 11 kV the BJT is saturated. To convince 

ourselves, let us pretend it is still in FA. Then, we’d have VC 5 5 2 11 3 0.992 5 

25.9 V, and VCE 5 25.9 2 (20.7) 5 25.2 V, an impossible proposition! So, the 

BJT must be saturated at VCE 5 VCE(sat) 5 0.1 V and VBE(sat) 5 20.8. V

This is depicted in Fig. 2.26d. We now have IE 5 (5 2 0.8)y4.3 5 0.977 mA, VC 5 

20.8 1 0.1 5 20.7 V, and IC 5 5.7y11 5 0.518 mA. By KCL, the base current 

is now 

 IB 5 IE 2 IC 5 0.977 2 0.518 5 0.459 mA

quite an increase from the FA value of 0.008 mA! 

Check: Just to make sure, calculate �sat 5 0.518y0.459 > 1.1. Since �sat , �F 

(1.1 , 125), the BJT is indeed in deep saturation!

FIGURE 2.26 (a) Circuit of Example 2.6, and operation (b) in the active region, (c) at the 

EOS, and (d) in saturation. 
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8 �A

(b)

1.0 mA
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(c)
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  2.4 Operating Regions and BJT Models 145

Then, the circuit reduces to either equivalent of Fig. 2.27b or 2.27c, depending on 

whether the BJT is operating in the forward active or saturation mode. In this regard, 

we make the following observations:

● In the forward active equivalent of Fig. 2.27b we apply KVL and write 

 VBB 5 RBIB 1 VBE(on) 1 RE(�F 1 1)IB 

 Solving for IB, and then multiplying by �F, we get

  I C  5  � F 
   

 V BB  2  V BE(on)
 
  ______________  

 R B  1 ( � F  1 1) R E 
   (2.32)

● In the saturation equivalent of Fig. 2.27c we apply KCL and write 

   
 V BB  2 ( V E  1  V BE(sat)

 )
  _________________ 

 R B 
   1   

 V CC  2 ( V E  1  V CE(sat)
 )
  _________________ 

 R C 
   5   

 V E 
 ___ 

 R E 
   (2.33)

 This equation is readily solved for VE, after which we can fi nd all other voltages 

and all currents in the circuit via repeated usage of KVL and Ohm’s law.

In the circuit of Fig. 2.27a, let VCC 5 9 V, R1 5 30 kV, R2 5 15 kV, RC 5 3.0 kV, 

and RE 5 2.2 kV, and let the BJT have �F 5 100 as well as the voltages of 

Eqs. (2.22) and (2.30). 

 (a)  Find all BJT voltages and currents, and show them in the circuit. 

 (b)  Repeat part (a) if RE is lowered to 0.75 kV.

 (c)  Repeat (a) if R2 is lowered to 1.0 kV.

EXAMPLE 2.7

FIGURE 2.27 (a) A popular single-supply BJT circuit, and its equivalents for the case of the BJT operating in 

the (b) forward active and (c) saturation region. 
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146 Chapter 2 Bipolar Junction Transistors

Solution
 (a)  Assume the BJT is in the FA region. Applying Eq. (2.31), we get 

  V BB  5   15 _______ 
30 1 15

   9 5 3 V   R B  5   30 3 15 _______ 
30 1 15

   5 10 kV

  Using Eq. (2.32), we obtain

  I C  5 100    3 2 0.7 ______________  
10 1 101 3 2.2

   5 0.99 mA

  Consequently, we have IB 5 ICy�F 5 0.99y100 ù 0.01 mA, IE 5 ICy�F 5 

0.99y(100y101) 5 1.0 mA. Also, 

 VB 5 VBB 2 RB   IB 5 3 2 10 3 0.01 5 2.9 V

 VC 5 VCC 2 RC IC 5 9 2 3.0 3 0.99 ù 6.0 V

 VE 5 VB 2 VBE(on) 5 2.9 2 0.7 5 2.2 V

All voltages and currents are shown in Fig. 2.28a.

Check: We have VCE 5 VC 2 VE 5 6.0 2 2.2 5 3.8 V. Since VCE . VCE(EOS) (3.8 V . 

0.2 V), the BJT is indeed in the FA region, as assumed.

Remark: The actual base voltage (VB 5 2.9 V) is a bit less than the open-circuit 

voltage (VBB 5 3 V) because of the tiny base current, which causes the BJT to load 

down the base-biasing network.

 (b) We can start out again assuming forward active operation. Repeating the 

above calculations but with RE 5 0.75 kV we get IC > 2.7 mA, so VCE > 9 2 

3 3 2.7 2 0.75 3 2.7 5 21 V. Since this would imply VCE , VCE(EOS) (21 V , 

0.2 V), we conclude that the BJT is now saturated, and we can no longer use 

FIGURE 2.28 Circuits of Example 2.6, showing (a) forward active 

operation with �F 5 100, and (b) saturation operation with �sat 5 59.

15 kV

30 kV

0.01 mA

2.9 V

0.99 mA

1.0 mA

9 V

3.0 kV

2.2 kV

6.0 V

2.2 V

(a)

15 kV

30 kV

0.04 mA

2.6 V

2.36 mA

2.40 mA

9 V

3.0 kV

0.75 kV

1.9 V

1.8 V

(b)
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  2.4 Operating Regions and BJT Models 147

the active-region relationships, such as IC 5 �F  IB and the like. We must apply 

Eq. (2.33) instead, and write

   
3 2 ( V E  1 0.8)

  _____________ 
10

   1   
9 2 ( V E  1 0.1)

  _____________ 
3
   5   

 V E 
 ____ 

0.75
  

  Solving for VE, we get 

 VE 5 95.6y53 5 1.8 V

 VB 5 1.8 1 0.8 5 2.6 V

 VC 5 1.8 1 0.1 5 1.9 V

  Moreover, 

 I B  5   3 2 2.6 _______ 
10

   5 0.04 mA    I C  5   9 2 1.9 _______ 
3
   5 2.36 mA    I E  5   1.8 ____ 

0.75
   5 2.40 mA

(Note, as a check, that the currents satisfy KCL.) All voltages and currents are 

shown in Fig. 2.28b.

Check: Just to make sure, calculate �sat 5 2.36y0.04 5 59. Since �sat , 

�F (59 , 100), the BJT is indeed in saturation! 

Remark: In the present example we have driven the BJT in saturation by lowering 

RE and thus increasing IC. In Example 2.5 we drove it in saturation by raising RC. 

Both changes lowered VC to the point of trying to make VCE , VCE(EOS). Any other 

change in the circuit that will decrease the value of VCE will tend to drive the BJT 

in saturation. Possible examples are increasing VBB, or replacing the BJT with 

another unit with higher �F, or a combination of both.

 (c)  We now have VBB 5 [1y(30 1 1)]9 5 0.29 V. This is insuffi cient to turn on 

the B-E junction convincingly. The BJT is now cut off, and all currents are for 

practical purposes zero. Moreover, VB > 0.29 V, VE > 0, and VC > 9 V.

Assuming the BJTs in the circuit of Fig. 2.29a have �F1 5 �F2 5 100 and base-

emitter voltage drops of 0.7 V, fi nd all BJT terminal voltages and currents, and 

show them explicitly. 

Solution
Consider the two BJT circuits separately, one at a time. Turning fi rst to Q1 and its 

related resistors, and performing the usual Thévenin reduction of its base-biasing 

network, we end up with the equivalent of Fig. 2.30a. By KVL we have

 VCC 5 R3(�F1 1 1)IB1 1 VEB1(on) 1 RB1IB1 1 VBB1

or

 12 5 18(100 1 1)IB1 1 0.7 1 75IB1 1 7.5

EXAMPLE 2.8
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148 Chapter 2 Bipolar Junction Transistors

This gives 

 IB1 5 2 �A  IC1 5 100 3 2 5 200 �A  IE1 5 101 3 2 5 202 �A

Moreover, we have 

 VB1 5 7.5 1 75 3 0.002 5 7.65 V

 VE1 5 7.65 1 0.7 5 8.35 V

 VC1(oc) 5 20 3 0.200 5 4.00 V

where VC1(oc) is the open-circuit voltage at Q1’s collector. Once we bring Q2’s back 

into the picture, this voltage will act as VBB2 to Q2, and R4 will act as RB2. For the 

FIGURE 2.29 (a) Circuit of Example 2.7. (b) Showing all BJT voltages and currents explicitly.

(a)
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120 kV R5
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(b)
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2 �A

202 �A

2.52 mA

2.54 mA

8.0 V
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200 �A

175 �A

25 �A

FIGURE 2.30 Intermediate steps in the analysis of the circuit of Fig. 2.29a. 
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  2.4 Operating Regions and BJT Models 149

The Diode Mode of Operation
Tying the base and collector together turns a BJT into a two-terminal device. To fi nd 

its i-v characteristic we subject it to a test voltage v and examine its current response 

i, as shown in Fig. 2.31a. By KCL, 

 i 5  i B  1  i C  5  (   1 ___ 
 � F 

   1 1 )   i C  5   
 I s  ___  � F    e vy V T   (2.34)

indicating that the two-terminal device acts as a diode having the B-C terminal as the 

anode (A), the emitter terminal as the cathode (C), and Isy�F (>Is) as the saturation 

current. In fact, in integrated circuits this is how a diode is often created, namely, 

using a BJT with its B and C terminals tied together. The analysis of circuits incorpo-

rating a diode-connected BJT proceeds as in the case of ordinary diodes.

In the circuit of Fig. 2.31b let the BJT have Is 5 10 fA, �F 5 100, and VBE(on) 5 0.7 V.

 (a)  Find I if VCC 5 5 V and R 5 10 kV.

 (b)  Repeat, but for VCC 5 0.75 V and R 5 1 kV.

Solution
 (a)  Since VCC @ V, we don’t need to know V that accurately, so we approximate 

V > VBE(on) 5 0.7 V, and write 

 I 5   
 V CC  2 V

 _______ 
R

   ù   5 2 0.7 _______ 
10

   5 0.43 mA

EXAMPLE 2.9

FIGURE 2.31 Diode-connected 

BJT. (a) Test circuit to fi nd its i-v 

characteristic. (b) Circuit example.(a) (b)

v 1
2

C

A

i

IR

1

2

V

VCC

purpose of our calculations we can thus replace the entire circuit based on Q1 with 

its Thévenin equivalent and work with the much simpler equivalent of Fig. 2.30b. 

This circuit is similar to that of Fig. 2.27b, so we can proceed in the manner of 

Example 2.7, and come up with the voltages and currents shown in Fig. 2.29b.

Remark: Because of IB1, VB1 is a bit higher than VBB1, and because of IB2, VB2 is a bit 

lower than VBB2. As we know, these effects are commonly referred to as loading.

fra28191_ch02_109-220.indd   149fra28191_ch02_109-220.indd   149 13/12/13   11:11 AM13/12/13   11:11 AM



150 Chapter 2 Bipolar Junction Transistors

2.5 THE BJT AS AN AMPLIFIER/SWITCH

We shall now investigate the two most important BJT applications: amplifi cation 

and switching. To this end, refer to the basic circuit of Fig. 2.32, where RB serves the 

function of converting vI to the base drive iB, and RC and Q can be viewed as form-

ing a voltage divider of sorts: RC tends to pull vO up toward VCC, and Q tends to pull 
vO down toward ground. Depending on which pull action prevails, vO will assume 

a value somewhere in between. The plot of vO versus vI, called the voltage transfer 
curve (VTC), provides much insight into the capabilities of this circuit. Figure 2.33 

shows the VTC as well as other pertinent curves for the case in which vI is swept from 

0 V to 2 V and the BJT possesses the characteristics tabulated in Fig. 2.32. We make 

the following observations: 

● For vI , VBE(EOC) > 0.6 V, the B-E junction is insuffi ciently biased and the BJT 

is therefore in cutoff. With no current being drawn by the collector, the voltage 

across RC is 0 V, indicating that RC is pulling vO all the way up to VCC. We express 

this by writing vO 5 VOH, where 

 VOH 5 VCC 5 5 V (2.35)

 (b)  In this case VCC is too close to VBE(on) for us to proceed as in part (a). Rather, 

we need to apply the familiar iterative technique for diodes, and fi nd V fi rst,

 V 5  V T  ln     I _____ 
 I s y � F 

   >  V T  ln   
( V CC  2 V)yR

 ___________ 
 I s 

   5 0.026 ln      0.75 2 V ________ 
1 0 211 

  

  Starting out with the initial estimate V 5 0.65 V, we fi nd, after a few iterations, 

V 5 0.6078 V. Consequently, I 5 (0.75 2 0.608)y1 5 0.142 mA.

FIGURE 2.32 PSpice circuit to investigate the BJT as an amplifi er/

switch.

Qn: Is 5 2 fA, �F 5 100, VA 5 `
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  2.5 The BJT as an Amplifi er/Switch 151

FIGURE 2.33 Plots for the circuit of Fig. 2.32, showing 

the variations of iB, iC , vO , and beta (5iC  yiB) as the BJT 

is swept from cutoff (CO), to the edge of conduction 

(EOC), through the forward active (FA) region, to the 

edge of saturation (EOS), to full saturation (sat). 
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152 Chapter 2 Bipolar Junction Transistors

● As we raise vI to the value 

 VI  (EOC) > 0.6 V (2.36)

 the BJT reaches the edge of conduction (EOC) and begins to pull vO down 

from VCC.
● Raising vI further brings the BJT into full conduction. As long as vO $ VCE(EOS) > 

0.2 V, the BJT is operating in the forward active (FA) region, where it gives 

  i C  5  � F    i B  5 100  i B  (2.37)

 Moreover, using KVL, along with Ohm’s law and the vBE-iC characteristic of the 

BJT, we write

  v I  5  R B    i B  1  v BE  5  R B     
 i C 

 ___ 
 � F 

   1  V T  ln     
 i C 

 __ 
 I s 

   5  R B   
 V CC  2  v O 

 ________ 
 � F    R C 

   1  V T  ln     
 V CC  2  v O 

 ________ 
 R C    I s 

  

 With the resistance values and BJT parameters of Fig. 2.32, this expression 

becomes

  v I  5   
5 2  v O 

 ______ 
10

   1 0.026 ln     
5 2  v O 

 ________ 
2 3 1 0 212 

   (2.38)

 which can be used to fi nd the input vI needed to sustain a given output vO in the 

FA region.
● Once the collector voltage drops to vO 5 VCE(EOS) > 0.2 V, the BJT reaches the 

edge of saturation (EOS). This designation stems from the fact that the collector 

current iC starts to saturate, as shown.
  Substituting vO 5 0.2 V into Eq. (2.38), we fi nd that the corresponding value 

of vI is

 VI(EOS) > 1.22 V (2.39)

 Raising vI above VI(EOS) drives the BJT in full saturation, where iC eventually 

settles to the value

  I C(sat)
  5   

 V CC  2  V CE(sat)
 
 ___________ 

 R C 
   >   5 2 0.1 _______ 

1
   5 4.9 mA (2.40)

Accordingly, vO settles to the value 

 VOL 5 VCE(sat) > 0.1 V (2.41)

● Past the EOS, iB continues to rise with vI whereas iC remains constant at iC > IC(sat). 

It is apparent that the ratio iCyiB decreases as we drive the BJT further in saturation, 

so we denote this ratio as �sat (,�F!). The deeper we drive the BJT in saturation, the 

lower the value of �sat. For instance, for vI 5 5 V we get iB 5 (VCC 2 VBE(sat))yRB > 

(5 2 0.8)y10 5 0.42 mA, and thus �sat 5 IC(sat)yiB 5 4.9y0.42 > 12. It is important 

to realize that while �F is an intrinsic parameter of the BJT, the value of �sat is estab-

lished by the user, depending on how deeply we drive the BJT in saturation. 

We wish to point out that in order to simplify our calculations and thus facili-

tate the comparison of calculated with simulated data, we have assumed VA 5 `. 
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  2.5 The BJT as an Amplifi er/Switch 153

In practice, the effect of non-infi nite VA will alter the curves a little, but our general 

observations still stand. 

The BJT as an Amplifi er
The slope of the VTC represents voltage gain, denoted as a. Differentiating both 

sides of Eq. (2.38) with respect to vI we get 

   
d v I  ___ 
d v I 

    5 2   1 ___ 
10

      
d v O 

 ___ 
d v I 

   1 0.026     2 3 1 0 212  ________ 
5 2  v O 

     ( 2   1 ________ 
2 3 1 0 212 

      
d v O 

 ___ 
d v I 

   )  
After simplifying, we obtain, for the parameter values of Fig. 2.32, 

 a 5   
d v O 

 ___ 
d v I 

   5 210   
5 2  v O 

 _________ 
5.26 2  v O 

   (2.42)

Figure 2.34 shows the VTC as well as the slope a. In cutoff and in saturation we have 

a 5 0. However, there are two points, denoted as VIL and VIH, such that for VIL # 

vI # VIH we have uau . 1 V/V, indicating that the circuit can be used as an amplifi er. 

As seen, the voltage gain peaks at about 29 V/V just before the EOS. 
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FIGURE 2.34 The voltage transfer curve (VTC) and 

its slope, representing the voltage gain a. 
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154 Chapter 2 Bipolar Junction Transistors

A circuit whose gain is not constant but varies with the value of the signal itself 

is nonlinear. Moreover, the VTC does not go through the origin, but is offset both 

along the vI and the vO axes. How can we make such a circuit work as a voltage 

amplifi er? The answer relies on two premises, which are illustrated in Fig. 2.35: 

● First, we bias the BJT at a suitable quiescent point Q0 5 Q0(VI, VO) in the FA re-

gion by applying the appropriate dc voltage VI. Aptly called the quiescent operat-
ing point, Q0 in effect establishes a new system of axes for signal variations about 

this point. Q0 should be located suffi ciently away from either extreme (EOC and 

EOS) to allow for an adequate output signal swing in both directions. 
● Then, we apply an ac input vi, which will cause the instantaneous operating 

point to move up and down the VTC (between Q1 and Q2), to yield a magnifi ed 

ac voltage vo at the output.

In our discussion we are relying on the same notation that proved so convenient in the 

study of diodes, namely, we express the input and output voltages as

  v I  5  V I  1  v i  (2.43a)

  v O  5  V O  1  v o  (2.43b)

where: 

● vI and vO are referred to as the total signals (lower-case symbols with upper-case 

subscripts)
● VI and VO are their dc components (upper-case symbols with upper-case 

subscripts)
● vi and vo are their ac components (lower-case symbols with lower-case subscripts)

FIGURE 2.35 (a) The BJT of Fig. 2.32 as a voltage amplifi er, and (b) variations about 

the operating point Q0.
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  2.5 The BJT as an Amplifi er/Switch 155

PSpice simulations with a triangular input vi of progressively increasing magni-

tude yield the waveforms of Fig. 2.36. We make the following observations:

● In Fig. 2.36a the ac input vi has peak values of 60.1V, and the ac output vo is an 

inverted and magnifi ed version of vi  , or vo > 29vi. The amount of output distor-

tion is imperceptible.
● Doubling vi’s peak values to 60.2 V still yields a fairly undistorted output, as 

seen in Fig. 2.36b. The operating point moves up and down a wider portion of 

the VTC, which however is still approximately straight.

Find the voltage VI needed to bias the BJT of Fig. 2.32 at VO 5 2.5 V. What is the 

voltage gain a there? 

Solution
By Eq. (2.38), 

  V I  5   5 2 2.5 _______ 
10

    1 0.026 ln     5 2 2.5 ________ 
2 3 1 0 212 

   5 0.25 1 0.724 5 0.974 V 

indicating that we need 0.724 V to bias the B-E junction, and 0.25 V to supply the 

required base current via RB. By Eq. (2.42), 

 a( Q 
0
 ) 5 210    5 2 2.5 _________ 

5.26 2 2.5
   > 29 V/V

EXAMPLE 2.10

As depicted in Fig. 2.35b for the circuit with the parameters of Fig. 2.32, the 

bias point Q0 has been chosen in the middle of the active portion of the VTC so that 

VO 5 2.5 V. The voltage gain there is a(Q0). 

FIGURE 2.36 The responses of the circuit of Fig. 2.39 to a triangular wave vi with peak values of: (a) 60.1 V, 

(b) 60.2 V, and (c) 60.4 V. The BJT is biased at VI 5 0.94 V and VO 5 2.5 V.
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156 Chapter 2 Bipolar Junction Transistors

● Raising vi’s peak values to 60.4 V forces the operating point to spill over into 

the cutoff and the saturation regions, where gain drops dramatically. The result 

is the highly distorted output waveform of Fig. 2.36c. Distortion at the top is due 

to BJT cutoff, and distortion at the bottom to BJT saturation.

We can now better appreciate the reason for biasing the BJT somewhere in the 

middle of the FA region, suffi ciently away from both cutoff and saturation, as well 

as the reason for keeping the magnitude of vi and, hence, of vo, suffi ciently small. In 

fact, the smaller the signals the lesser the amount of output distortion. Viewed in this 

light, vi and vo are also referred to as small signals. A more rigorous treatment of this 

subject will be undertaken in the next section. 

The BJT as a Switch/Logic Inverter
When BJT operation alternates between the cutoff and the saturation modes, the de-

vice acts as an electronic switch SW. In this capacity, illustrated in Fig. 2.37, the BJT 

can be used to turn on/off power to some arbitrary load RL, such as a light-emitting 

device, a dc motor, or a heating element. With reference to Fig. 2.37, we make the 

following observations: 

● When vI is low, near 0 V, the BJT is in cutoff, and since it draws no current, it can 

be regarded as an open switch. This is pictured in Fig. 2.37b.
● When vI is high, say near VCC  , the BJT is designed to saturate. Consequently, 

it can be regarded as a closed switch, but in series with a tiny battery VCE(sat) > 

0.1 V, as pictured in Fig. 2.37c. Consequently, the load RL now receives the full 

power supplied by VCC. To guarantee a reliably closed switch under all possible 

conditions, especially in view of fl uctuations in the value of �F, we must force 

the BJT in suffi ciently deep saturation. We must thus ensure that �sat , �F(min) 

with a certain margin of safety. 

FIGURE 2.37 Operating the BJT as an electronic switch.

High

Low

1
2

RB

RL

VCC

vI

(a)

RL

SW

VCC

vI 5 Low

(b)

RL

SW

VCC

vI 5 High

VCE(sat)

0.1 V

1

2

(c)

fra28191_ch02_109-220.indd   156fra28191_ch02_109-220.indd   156 13/12/13   11:11 AM13/12/13   11:11 AM



  2.6 Small-Signal Operation of the BJT 157

A popular application of the BJT switch is to provide logic inversion in computer 

circuitry. As implied by its name, a logic inverter outputs a high voltage level (H) in 

response to a low input level (L), and outputs a low level in response to a high input 

level. For the BJT inverter of Fig. 2.38a, these levels are, respectively, 

 VOH 5 VCC (2.44a)

 VOL 5 VCE(sat) (2.44b)

Typically VOH 5 5 V, and VOL 5 0.1 V. Figure 2.38b shows the logic symbol for the 

inverter, along with the truth table listing the BJT’s operating mode as well as the 

logic output for the two possible logic input combinations.

2.6 SMALL-SIGNAL OPERATION OF THE BJT

We now wish to pursue a more systematic investigation of the small-signal opera-

tion introduced in the previous section. Let us start with the circuit of Fig. 2.39a, 

where we are using the dc source VBE to bias the BJT at some quiescent point 
Q0 5 Q0(IC, VBE) up the exponential curve (see Fig. 2.40a), and the source VCC, along 

A BJT with �F specifi ed to be anywhere within the range 50 # �F # 200 is to be 

used as a switch for a 100-mA load. If vI is a logic signal with logic levels of 0 V 

and 5 V, fi nd a suitable value for RB.

Solution
To guarantee a saturated BJT under all possible conditions, including the worst-

case scenario of �F 5 50, we need IB . 100y50 5 2 mA. Impose IB 5 3 mA to be 

on the safe side. Then, RB 5 (5 2 0.8)y3 5 1.4 kV.

EXAMPLE 2.11

FIGURE 2.38 The BJT as a logic inverter. (a) circuit, (b) logic symbol and truth table.
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158 Chapter 2 Bipolar Junction Transistors

with the resistance RC, to bias the BJT at the corresponding operating point Q0 5 

Q0(IC, VCE) in the active region (see Fig. 2.40b). Applying Eq. (2.21) at Q0 gives 

  I C  5  I s  e  V BE y V T    ( 1 1   
 V CE 

 ___ 
 V A 

   )  (2.45)

Along with the iC-vCE curves of the BJT, Fig. 2.40b also shows the curve of the circuit 

external to the collector, a curve known as the load line,

  i C  5   
 V CC  2  v CE 

 _________ 
 R C 

   (2.46)

FIGURE 2.39 Systematic analysis of the BJT as a small-signal amplifi er. The actual circuit is shown in (b), 

while (a) shows its large-signal or dc version, and (c) shows its small-signal or ac version. 
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FIGURE 2.40 Graphical illustrations of the BJT amplifi er of Fig. 2.39.
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  2.6 Small-Signal Operation of the BJT 159

The quiescent point Q0 5 Q0(IC, VCE) lies right where the BJT curve corresponding to 

the given value of VBE intersects the load line. 

If we now turn on the ac source vbe as in Fig. 2.39b, the operating point will move 

up and down the exponential curve of Fig. 2.40a as well as up and down the load line of 

Fig. 2.40b. In Fig. 2.40 we have captured a positive alternation of vbe, during which the in-

stantaneous operating point in Fig. 2.40a is Q1 5 Q1(IC 1 ic, VBE 1 vbe), and in Fig. 2.40b 

is Q1 5 Q1(IC 1 ic, VCE 1 vce). We wish to fi nd a relationship between the ac current ic and 

the ac voltages vbe and vce. Applying Eq. (2.21) at the new operating point Q1, 

  I C  1  i c  5  I s  e ( V BE 1 v be )y V   T    ( 1 1   
 V CE  1  v ce  ________ 

 V A 
   )  5  I s  e  V BE y V T         ( 1 1   

 V CE 
 ___ 

 V A 
   1   

 v ce  ___ 
 V A 

   )  e  v be y V T  

For VCEyVA ! 1 we approximate Is exp (VBEyVT) > IC and rewrite as 

  I C  1  i c  >  I C    ( 1 1   
 v ce  _____ 

 V A y I C 
   )   e  v be   y V T   

Performing the series expansion of the exponential term gives

  I C  1  i c  >  I C     ( 1 1   
 v ce  _____ 

 V A y I C 
   )    [ 1 1   

 v be  ___ 
 V T 

   1   1 __ 
2!

     (   
 v be  ___ 
 V T 

   )  
2

  1   1 __ 
3!

     (   
 v be  ___ 
 V T 

   )  
3

  1 . . . ]  

 >  I C  1   
 I C 

 ___ 
 V T 

      v be  1   
 v ce  _____ 

 V A y I C 
   1 . . . (2.47)

As long as we can ignore higher-order terms involving ac products and powers, 

Eq. (2.47) allows us to write 

  i c  5  g m  v be  1   
 v ce  ___  r o 

   (2.48)

where 

  g m  5   
 I C 

 ___ 
 V T 

   (2.49) 

is the transconductance of the BJT, and 

  r o  5   
 V A 

 ___ 
 I C 

   (2.50)

is the collector’s output resistance. As shown in Fig. 2.40, gm and 1yro represent, 

respectively, the slopes of the iC-vBE and the slope of the iC-vCE curve at Q0. Both gm 

and ro depend on the operating current IC. Moreover, the fact that VA @ VT indicates a 

much weaker dependence of ic on vce than on vbe. 

We wish to assess under what conditions we can ignore higher-order powers 

and products in Eq. (2.47). By inspection, we can stop at the second term within 
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160 Chapter 2 Bipolar Junction Transistors

brackets in Eq. (2.47) provided we keep vbe small enough to satisfy the condition 
1⁄2(vbeyVT)

2 ! uvbeuyVT  , that is, 

 uvbeu ! 2VT (>  52 mV) (2.51)

For obvious reasons, Eq. (2.48) is referred to as the small signal approximation, and 

Eq. (2.51) quantifi es the validity of such an approximation. The error � incurred in 

the small-signal approximation is 

 � >   
 v be  ____ 
2 V T 

   >   
 v be  ______ 

52 mV
   (2.52)

or about 2% for every mV of vbe. Thus, if we wish to keep � below 10% (an accept-

able error in most practical situations), then we need to ensure that

 uvbeu # 5 mV  (2.53)

This shall be our working condition as we move along.

  (a)  With reference to Fig. 2.40a, suppose vbe is an ac signal with peak values of 

65 mV. Assuming VA 5 ` for simplicity, use the small-signal approximation 

to estimate the peak values of ic at IC 5 1 mA. 

 (b)  Find the exact peak values of ic, compare with the approximated values of 

part (a) and comment.

Solution
 (a)  By Eq. (2.49), gm 5 1y26 A/V. The small-signal approximation of Eq. (2.48) 

predicts, for ic, peak values of (1y26)(65 3 1023) > 6192 �A. 

 (b)  The exact peak values of ic are 

  i c  5  I C   (1 2  e  v be y V T  ) 5 (1.0 mA) 3  (  e   65y26  2 1 ) 

  or 1212 �A and 2175 �A, respectively. Because of the curvature of the 

iC-vBE characteristic, the small-signal approximation underestimates the posi-

tive current peak by (212 2 192)y212 > 9.4%, and overestimates the negative 

peak by (192 2 175)y175 > 9.7%. These errors are consistent with Eq. (2.52). 

EXAMPLE 2.12

Just like we use the dc equivalent of Fig. 2.39a to investigate the biasing condi-

tions of our BJT, we use the ac equivalent of Fig. 2.39c to investigate its operation as 

an amplifi er. Indeed, the latter gives, by KVL, Ohm’s law, and Eq. (2.48),

  v ce  5 0 2  R C  i c  5 2 R C      (  g m  v be  1   
 v ce  ___  r o 

   ) 

Collecting, and solving for vce, we can write 

  v ce  5 2 g m ( R C    // r o ) v be 

indicating that our circuit magnifi es vbe by the gain 2gm(RC    //ro). 
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  2.6 Small-Signal Operation of the BJT 161

The Small-Signal BJT Model
Figure 2.41 shows the small-signal model for the BJT. The function of this model, 

also referred to as incremental model or simply as ac model, is to provide a circuit 

representation of the dependence of ic upon vbe and vce as expressed by Eq. (2.48). As 

we know, the dependence on vce is much weaker than that on vbe, so the term vceyro is 

sometimes ignored to speed up calculations. This is tantamount to assuming ro 5 ` 

in the ac model. The model includes also the resistance 

  r �  5   
 v be  ___ 
 i b 

   (2.54)

to account for the fact that the BJT responds to vbe not only with the collector current 

ic but also with the base current ib. The ratio of the two is called the common-emitter 
ac current gain

  � 
0
  5   

 i c  __ 
 i b 

   (2.55)

and it is customary to assume �0 > �F, even though there are subtle differences 

between the two betas.4 By the above equations we have  r �  5 vbeyib 5 (icygm)yib 5 

(icyib)ygm, or

  r �  5   
 � 

0
 
 ___  g m    5  � 

0    
   
 V T  ___ 
 I C 

   (2.56)

Assuming RC 5 10 kV and VA 5 100 V in Fig. 2.39b, fi nd the small-signal gain 

at IC 5 1 mA. 

Solution
We have gm 5 1y26 A/V, ro 5 100y1 5 100 kV, and 2gm(RC    //ro) 5 2(1y26) 3 

(10//100)103 > 2350 V/V.

EXAMPLE 2.13

FIGURE 2.41 Small-signal BJT model. This model applies both to the npn and the pnp BJT.
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162 Chapter 2 Bipolar Junction Transistors

indicating that  r �  itself depends on the bias current IC, just like gm and ro do. To de-

velop a feel for the various parameters, consider a BJT with �0 5 100 and VA 5 100 V 

that is operating at IC 5 1 mA. Then, 

 1ygm 5 26 V (small)   r �  5 2.6 kV (medium)  ro 5 100 kV (large)

It pays to have an idea of the orders of magnitude of these parameters when dealing 

with a BJT amplifi er. Their defi nitions (for the case of the npn BJT) as well as their 

calculations are summarized in Table 2.1.

As we know, in forward-active operation a BJT can be regarded either as a 

 voltage-controlled (VC) or as a current-controlled (CC) device. This versatility car-

ries over also to the small-signal domain, where we can express the value of the 

dependent source either as gmvbe (VCCS) or as �0  ib (CCCS). This is shown explicitly 

in the ac model of Fig. 2.41. When we use this second alternative, Eq. (2.48) becomes 

  i c  5  � 
0
  i b  1   

 v ce  ___  r o 
    (2.57) 

As we proceed, we have the option of using whichever of the two expressions makes 

our analysis simpler.

We wish to point out that the model of Fig. 2.41 applies both to the npn BJT 

and the pnp BJT, with no change in voltage polarities or current directions. Indeed, 

consider the effect of increasing vBE by vbe in both devices. In the npn BJT iC will 

also increase, but in the pnp BJT iC will decrease. Consequently, ic will have the 

same direction as iC in the npn case (ic into the collector terminal), but the opposite 

direction as iC in the pnp case. Since in the pnp case iC fl ows out of the collector 

terminal, ic will be into the collector terminal, just as in the npn case. We must stress 

that the small-signal model should not be confused with the large signal models. 

Large-signal models are used for dc analysis, examples of which we have already 

seen. The small-signal model is used for ac analysis, to be demonstrated next.

The BJT as a Resistance-Transformation Device
Before embarking on a systematic investigation of the amplifying capabilities of the 

BJT, we wish to explore some intriguing resistance-transformation properties that 

will prove quite useful as we proceed. Specifi cally, we wish to fi nd the small-signal 

Defi nition Calculation

 g m  5   
 
   
−iC ____ 
−vBE

    |  VCE

  g m  5   
 I C 

 ___ 
 V T 

  

  1 __  r �    5   
 
   
−iB ____ 

−vBE
    |  VCE

  r �  5   
�0 ___  g m    5 �0   

 V T  ___ 
 I C 

  

  1 __  r o 
   5   

 
   
−iC ____ 

−vCE
    |  VBE

  r o  5   
 V A 

 __ 
 I C 

  

TABLE 2.1 Small-signal parameter summary.
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  2.6 Small-Signal Operation of the BJT 163

resistances seen looking into the base, the emitter, and the collector terminals of 

the circuit of Fig. 2.42. We denote these resistances as Rb, Re, and Rc (lower-case 

subscripts). Conversely, we denote the resistances external to the BJT as RB and 

RE (upper-case subscripts.) To fi nd the small-signal resistance Rx seen looking into 

terminal X (X 5 B, E, C), proceed as follows:

● Replace the BJT with its small-signal model
● Apply a test voltage vx to the terminal X under consideration
● Determine the resulting current ix into X 
● Find the resistance seen looking into that terminal as Rx 5 vxyix

This procedure will give us an opportunity to put the small-signal BJT model to use. 

At times we shall fi nd it more convenient to express the dependent source as gmvbe, 

at others as �0    ib. 

● The Small-Signal Resistance Rb Seen Looking into the Base. The circuit to 

fi nd this resistance is shown in Fig. 2.43a (note that since we are looking right 
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Rb 5 r� 1 (�0 1 1)(RE//r0) Rb > r� 1 (�0 1 1)RE
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Rc 5 r0  [ 1 1   
gmr�RE _________ RB 1 r� 1 RE

   ]  1 (RB 1 r� )//RE Rc > r0 [1 1 gm(r�//RE)]

FIGURE 2.42 The small-signal resistances seen looking into the BJT’s terminals.

FIGURE 2.43 Test circuits to fi nd the small-signal resistance (a) Rb seen looking into 

the base, and (b) Re seen looking into the emitter. In both cases we ignore ro to simplify 

our initial analysis.

1
2

B

vb

ve

r�

RE

ib ro

(�0 1 1)ib

�0ib

(a)

1
2

RB

r�

ve

E

ib ro

ie

�0ib

(b)
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164 Chapter 2 Bipolar Junction Transistors

into the base terminal, RB does not intervene in this test.) To simplify our analy-

sis, let us momentarily ignore ro. By Ohm’s law and KCL, 

  i b  5   
 v b  2  v e  ______  r �    5   

 v b  2  R E ( � 
0
  1 1) i b   _______________  r �   

 Collecting and solving for the ratio Rb 5 vbyib gives 

  R b  5  r �  1  (  � 
0
  1 1 )  R E  (2.58a)

 Interestingly, when seen looking through the base terminal, RE appears (�0 1 1) 

times as large. We also say that the emitter resistance, when refl ected to the base, 

gets multiplied by (�0 1 1). This is not surprising as the base current is (�0 1 1) 

times as small as that fl owing through RE. It pays to think of the combination made 

up of RE and the dependent source �0ib as a single resistance of value (�0 1 1)RE. 
  In the above analysis we have deliberately ignored ro, but we can readily 

take it into account by noting that it is in parallel with RE (ro shares the same 

node pair as RE, namely, ve and ac ground). We thus modify Eq. (2.58a) by re-

placing RE with RE//ro and write 

  R b  5  r �  1  (  � 
0
  1 1 ) ( R E // r o )  (2.58b)

 (The reader should be observant of simple tricks, such as the present one, to 

simplify hand analysis.) 
● The Small-Signal Resistance Re Seen Looking into the Emitter. The circuit to 

fi nd this resistance is shown in Fig. 2.43b (note that since we are looking right into 

the emitter terminal, RE does not intervene in this test.) Again, to simplify our analy-

sis, we momentarily ignore ro. Summing currents into the emitter node, we get

  i b  1  � 
0
  i b  1  i e  5 0

 Also, by Ohm’s law, 

  i b  5   
0 −  v e  _______ 

 R B  1  r � 
  

 Eliminating ib, collecting and solving for the ratio Re 5 veyie gives 

  R e  5   
 R B  1  r � 

 _______ 
 � 

0
  1 1

   5   
 R B 
 ______ 

 � 
0
  1 1

   1  r e  (2.59a)

 where re is the small-signal resistance seen looking into the emitter in the limit 

RB → 0. This resistance is re 5 r�y(�0 1 1) 5 (�0ygm)y(�0 1 1). Defi ning the 

common-base ac current gain as 

  � 
0
  5   

 � 
0
 
 ______ 

 � 
0
  1 1

   (2.60)
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  2.6 Small-Signal Operation of the BJT 165

 we get 

  r e  5   
 � 

0
 
 ___  g m    >   1 ___  g m    (2.61)

 In general, re is very small compared to r� and ro: for instance at IC 5 1 mA we 

have re > 1ygm 5 (26 mV)y(1 mA) 5 26 V. Equation (2.59a) indicates that the 

presence of the BJT makes RB appear (�0 1 1) times as small when seen looking 

through the emitter terminal. We also say that the base resistance RB, refl ected 

to the emitter, gets divided by (�0 1 1). This stems from the fact that the emitter 

current is (�0 1 1) times as large as that through RB. Clearly, the effect of the 

BJT upon RB is inverse of that upon RE. 
  In the above analysis we have deliberately ignored ro, but we can readily 

take it into account by noting that it is in parallel with the test source. We thus 

modify Eq. (2.59a) as 

  R e  5  (    r �  1  R B 
 _______ 

 � 
0
  1 1

   ) // r o  (2.59b)

Let the BJT of Fig. 2.42 have �0 5 100, gm 5 1y26 A/V, r� 5 2.6 kV, and ro 5 

100 kV. If RB 5 10 kV and RE 5 1.0 kV, estimate Rb and Re. 

Solution
Applying the approximate expressions of Eqs. (2.58a) and (2.59a) we get

 R b  > 2.6 1 101 3 1.0 5 103.6 kV (large)

 R e  >   
10,000

 ______ 
101

   1 26 5 125 V (small)

Using instead the exact Eqs. (2.58b) and (2.59b) we get Rb 5 102.6 kV and 
Re 5 124.6 V. The difference is so small that ignoring ro is quite acceptable, at 

least in this example.

EXAMPLE 2.14

● The Small-Signal Resistance Rc Seen Looking into the Collector. The circuit 

to fi nd this resistance is shown in Fig. 2.44, with ro now deliberately included. 

This time we are using the alternative form gmvbe for the dependent source. By 

KCL and Ohm’s law, 

  i c  5  g m  v be  1   
 v c  2  v e  ______  r o 

  

 By the voltage divider formula, 

  v be  5 2   
 r � 
 _______ 

 R B  1  r � 
   v e 
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166 Chapter 2 Bipolar Junction Transistors

The test current ic splits between ro and the dependent source and then re-converges 

at node ve, so we apply Ohm’s law to write

  v e  5 [( R B  1  r � )// R E ] 3  i c 

Eliminating vbe and ve, collecting, and solving for the ratio Rc 5 vcyic gives, after 

some algebra, 

  R c  5  r o    [ 1 1   
 g m ( r �   // R E )

  _______________  
1 1  R B y( r �  1  R E )

   ]  1  [ ( R B  1  r � )// R E   ]  (2.62a)

In most cases of practical interest the last term is negligible compared to the rest, so 

it will be ignored. Of particular interest is the limiting case RB ! RE 1 r�, for then 

Eq. (2.62a) simplifi es to

  R c  >  r o  [ 1 1  g m ( r � // R E ) ]  (2.62b)

Two additional sub-cases are of great interest. One is RE ! r�, for then Eq. (2.62b) 

reduces to 

  R c  >  r o (1 1  g m  R E  )  (2.62c)

The other case is RE @ r�, for then Eq. (2.61a) reduces to Rc > (1 1 gmr�), or

  R c  >  r o (1 1  � 
0
 )  (2.62d)

Regardless, we note that the presence of RE raises the resistance seen looking into the 

collector. To justify this physically, consider fi rst the case RE 5 0, which results in 

ve 5 0 in Fig. 2.44. In this case we have vbe 5 0, indicating that the dependent source 

in Fig. 2.44 is off, thus giving ic 5 vcyro, or Rc 5 vcyic 5 ro. Now consider the case 

RE Þ 0, which results in ve . 0 because of the current coming from the test source 

via ro. We now have vbe , 0, indicating that the dependent source is on and its direc-

tion is reversed, so that it pumps current into node C. But, this reduces the current ic 

required of the test source, thus raising the ratio vcyic. The fact that the test-source 

current is met by a counter-action that tends to reduce it indicates that RE provides a 

negative-feedback action. In Chapter 7 we shall encounter alternative forms of nega-

tive feedback for the purpose of raising Rc. 

ve

r�

RE

vbe rogmvbe
1
2

C

ic vc

RB

1

2

FIGURE 2.44 Test circuit 

to fi nd the small-signal 

resistance Rc seen looking 

into the collector.
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  2.6 Small-Signal Operation of the BJT 167

Equations (2.58) through (2.62) reveal an intriguing BJT feature, namely, the 

ability to alter the values of resistances seen looking into one of its terminals. This 

is not surprising, as the dependent source across the C-E port, in turn controlled 

by the B-E port, establishes interdependence among the three BJT terminals. 

The expressions for the three resistances are tabulated in Fig. 2.42. Also shown 

separately in Fig. 2.45 are simpler, if approximate, expressions for the student to 

keep handy as we embark upon the study of discrete BJT amplifi ers in the rest 

of this chapter. We note that the last two examples reveal a tendency that holds 

in general, namely, a crescendo in resistance levels as we go from Re (small), to 

Rb ( medium), to Rc (large).

A Practical Application: The BJT as a Current Source
The BJT’s ability to achieve truly high Rc values makes it suited to the imple-

mentation of current sources/sinks. Figure 2.46 offers an example of how a 

pnp BJT can be confi gured to source current to a load (LD). If we need to sink 

 (a) Find Rc for the BJT of Example 2.14. 

 (b) Repeat if RE is raised from 1.0 kV to 100 kV. Comment on your fi ndings.

Solution
 (a) Applying Eq. (2.62a) we get 

  R c  5 100 [ 1 1   
(2.6//1.0)y0.026

  _______________  
1 1 10y(2.6 1 1)

   ]  1 (10 1 2.6)//1 5 835 1 0.93 

5 836 kV (quite large)

 (b) By similar calculation we now fi nd Rc > 9 MV (huge). Clearly, the larger RE, 

the higher Rc. In the limit RE → `, Eq. (2.62d) predicts Rc > 101ro > 10 MV, 

a truly huge value. 

EXAMPLE 2.15

RE

r� 1 (�0 1 1)RE

(a)

�0 1 1

RB

RB
1 re

(b)

RE

ro [11gm(r� @@RE)]

(c)

FIGURE 2.45 Visualizing the small-signal resistances seen looking into the base, 

emitter, and collector. The effect of ro is negligible in (a) and (b), so it has been ignored. 
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168 Chapter 2 Bipolar Junction Transistors

Let the BJT of Fig. 2.46 have �0 5 �F 5 100, VA 5 100 V, VEB(on) 5 0.7 V, and 

VEC(EOS) 5 0.2 V.

 (a) Find IO and Ro.

 (b)  What is the maximum load voltage for which the circuit will still operate properly? 

 (c)  By how much does IO change for each 1-V change in the voltage across the 

load? Express this change in percentage form. 

R1

100 kV

R2

100 kV

RE
10 kV

IO

VCC (12 V)

LD

1

2

VL

Ro

0.5 mA 3.3 MV IOLD
1

2

VL

FIGURE 2.46 Using a pnp BJT to implement a current source, and its Norton 

equivalent.

Solution
 (a) We have VBB 5 6 V and RB 5 50 kV. Proceeding as in the fi rst part of Exam-

ple 2.8, we get IO 5 0.5 mA. So, gm 5 0.5y26 5 1y(52 V), r� 5 100 3 52 5 

5.2 kV, and ro 5 100y0.5 5 200 kV. By Eq. (2.62a), 

  R o  > 200  [ 1 1   
(5.2//10)y0.052

  ________________  
1 1 50y(5.2 1 10)

   ]  5 3.3 MV

 (b) To ensure proper circuit operation we must prevent the BJT from ever saturat-

ing. Considering that VE > 12 2 10 3 0.5 5 7 V, we need to ensure that the col-

lector voltage never rises above 7 2 0.2 5 6.8 V. Consequently, the maximum 

permissible load voltage is 6.8 V.

 (c) For each 1-V change in the load voltage within the permissible range IO 

changes by (1 V)y(3.3 MV) 5 0.3 �A. This represents 0.06% of the nominal 

500-�A output current, a truly small value if you think. We now know how to 

apply a BJT to implement a good-quality current source/sink!

EXAMPLE 2.16

current from  the load, then we use an npn BJT with all voltages and currents 

reversed. As we shall see, a common application of current sources/sinks is to 

bias other circuits.
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  2.7 BJT Biasing for Amplifi er Design 169

2.7 BJT BIASING FOR AMPLIFIER DESIGN

As we know, to operate a BJT as an amplifi er we must bias it in the forward active 

(FA) region. Since the amplifi er’s characteristics are determined by the small-

signal parameters gm, r�, and ro, which in turn depend on the bias current IC, it is 

apparent that to achieve predictable and stable amplifi er characteristics we need 

to establish a predictable and stable bias current IC. Among the factors conspiring 

against us is the spread in the parameter values of the BJTs that we use, particu-

larly VBE(on) and �F. When designing a BJT circuit, it is customary to assume the 

typical values

 VBE(on) 5 0.7 V (2.63a)

 �F 5 100 (2.63b)

which we shall also refer to as nominal values. However, because of fabrication 

process variations, the actual values will vary from one BJT sample to another, 

even for samples of the same device type, such as the popular 2N2222 considered 

previously. For example, Eqs. (2.11) and (2.15) indicate that both Is and �F are in-

versely proportional to the base width WB, which is fabricated very thin (a fraction 

of a micro-meter) to ensure high betas. With reference to Fig. 2.1, it is not diffi cult 

to imagine the impact of even a tiny variation in the depth of the n1 emitter diffu-

sion during fabrication. Moreover, both Is and �F drift with temperature as well as 

with time, so their actual values can lie anywhere within a range that can be quite 

wide. For the sake of discussion we shall assume the  following parameter-value 

spreads:

 0.4 V # VBE(on) # 0.8 V (2.64a)

 50 # �F # 200 (2.64b)

As a rule, the performance of a transistor circuit should be independent of 

the particular transistor sample being used, so a good BJT amplifi er requires a 

quiescent point Q 5 Q(IC, VCE) that is relatively independent of VBE(on) and �F. 

As an added bonus, should a BJT fail, we can simply replace it with one of the 

same family and still expect the same overall performance level, even though the 

actual parameter values of the new unit may be quite different from those of the 

old unit. 

Based on our studies so far, a given bias current IC can be established in three 

different ways,

  I C  5  � F  I B  5  � F  I E  5  I s  e  V BE y V T  

that is, via IB, via IE, or via VBE. In the following we shall investigate merits and 

 drawbacks of each. 
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170 Chapter 2 Bipolar Junction Transistors

BJT Biasing via IB

The biasing scheme of Fig. 2.47 uses RB to establish the base drive IB necessary to 

sustain the desired bias current as IC 5 �FIB. Moreover, it uses RC to achieve the 

 desired voltage VCE. We have

  I C  5  � F   
 V CC  2  V BE(on)

 
 ___________ 

 R B 
   (2.65a)

  V CE  5  V CC  2  R C    I C  (2.65b)

We immediately note a serious drawback of this biasing scheme, namely, IC being 

directly proportional to �F, which is notoriously an ill-defi ned parameter. Conse-

quently, the spread of Eq. (2.64b) will affect IC as well. An actual example will better 

illustrate.

RB

RC IC

IB

VCC

1

2

VCE

FIGURE 2.47 BJT biasing via IB.

 (a) Assuming VCC 5 12 V in the circuit of Fig. 2.47, along with the nominal 

specifi cations of Eq. (2.63), specify standard 5% values for RB and RC to bias 

the BJT at IC 5 1 mA and VCE 5 5 V.

 (b) Find the range of variability of IC and VCE as a consequence of the parameter 

spread of Eq. (2.64). Comment on your results. 

Solution
 (a) By Eq. (2.65a), 

  R B  5 100   12 2 0.7 ________ 
1
   5 1.13 MV

  The closest standard value is 1.1 MV. Reinserting it into Eq. (2.65a) gives 

IC(nom) > 1.03 mA. By Eq. (2.65b),

  R C  5   12 2 5 ______ 
1.03

   5 6.8 kV

  which is a standard value. In summary, using RB 5 1.1 MV and RC 5 6.8 kV 

yields IC(nom) > 1.03 mA and VCE(nom) 5 5 V.

EXAMPLE 2.17
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  2.7 BJT Biasing for Amplifi er Design 171

However tempting because of its simplicity, the biasing scheme of Fig. 2.47 is 

seldom used in actual BJT amplifi er design. It is used, however, to bias the BJT in 

saturation in switching applications. As we have already seen in Example 2.11, the 

BJT is biased in deep saturation precisely to cope with the wide spread in the values 

of �F. The reason for covering this scheme is to pave the way for the alternative 

scheme to be discussed next. 

BJT Biasing via IE 
A much better alternative is to bias the BJT via its emitter current IE to get IC 5 �FIE. 

The reason is that the spread in the values of �F is far more limited than that of �F. 

Indeed, since �F 5 �Fy(�F 1 1), the spread of Eq. (2.64b) translates into the follow-

ing spread for �F,

 0.980 # �F # 0.995

that is, a spread of less than 1.5%! To establish IE we need to bias the emitter at 

some voltage VE . 0, and then use an emitter resistance RE to set IE 5 VE yRE. This is 

achieved by biasing the base via the voltage divider R1-R2, as depicted in Fig. 2.48. 

This circuit is identical to that of Fig. 2.27a, so we simply recycle the results devel-

oped there and write 

  I C  5  � F      
 V BB  2  V BE(on)

 
  ______________  

 R B  1 ( � F  1 1) R E 
   (2.66a)

  V CE  >  V CC  2 ( R C  1  R E ) I C  (2.66b)

 (b) Equation (2.65) indicates that IC is minimized when �F is minimum and VBE(on) 

is maximum. Moreover, when IC is minimized, VCE is maximized, and vice 

versa. We thus have

  I C(min)
  5 50      12 2 0.8 ________ 

1100
   5 0.51 mA    V CE(max)

  5 12 2 6.8 3 0.51 5 8.5 V

  Likewise, using the maximum value of �F and the minimum value of VBE(on) 

we would get 

  I C  5 200    12 2 0.4 ________ 
1100

   5 2.1 mA    V CE  5 12 2 6.8 3 2.1 5 22.3 V

  The last result is impossible, indicating a saturated BJT! Consequently, under 

the given conditions, we have 

  V CE(min)
  5  V CE(sat)

  5 0.1 V    I C(max)
  5   12 2 0.1 ________ 

6.8
   5 1.75 mA

  It is apparent that under the given conditions, this biasing scheme is unac-

ceptable, for not only does it result in a wide spread of operating points, but 

it may even drive the BJT in saturation.
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172 Chapter 2 Bipolar Junction Transistors

where

  V BB  5   
 R 

2
 
 _______ 

 R 
1
  1  R 

2
 
   V CC    R B  5  R 

1
 // R 

2
  (2.67)

(Note that in Eq. (2.66b) we have approximated IE > IC.) Dividing numerator and 

denominator by �F in the right-hand side of Eq. (2.66a), and letting (�F 1 1)y�F > 1, 

yields the more insightful expression

  I C  >   
 V BB  2  V BE(on)

 
 ___________ 

 R B y � F  1  R E 
  

This instructs us on how to go to ensure a fairly stable and predictable bias current IC: 

● To render IC relatively insensitive to variations in VBE(on) impose 

 VBB @ DVBE(on)

 where DVBE(on) is the expected spread in VBE(on). (In our running example we have 
DVBE(on) 5 0.8 2 0.4 5 0.4 V.) Indirectly this condition implies that the emitter 

voltage VE be made large enough to swamp any variations in VBE(on). Clearly, 

the larger VE the better. However, this erodes the signal swing of the collector. 

A reasonable compromise is to impose VE > 10DVBE(on) and then to bias the 

collector halfway between VCC and VE for a symmetric collector signal swing. 

Some authors simply propose the so-called 1y3-1y3-1y3 Rule: Let  V E  5   1 _ 
3
   V CC  

and  V CE  5   1 _ 
3
   V CC

  , so  R C    I C  5   1 _ 
3
   V CC  .

● To render IC relatively insensitive to variations in �F impose 

 RBy�F ! RE

 Indirectly, this condition implies that R1 and R2 be chosen small enough so that 

their standby current is suffi ciently large to swamp the effect of any variations in 

the base current IB stemming from the spread in �F. Clearly, the smaller R1 and 
R2 the better. However, this increases the current drain from VCC and, even more 

undesirable, it lowers the input resistance when the base is used as the amplifi er’s 

input. A reasonable compromise is to impose a standby current of about 10IB(nom ).

R1

R2

IC

IE

VCC

RC

RE

VCE

1

2

FIGURE 2.48 BJT biasing via IE.
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  2.7 BJT Biasing for Amplifi er Design 173

 (a) Assuming VCC 5 12 V in the circuit of Fig. 2.48, along with the nominal 

specifi cations of Eq. (2.63), specify standard 5% resistances to bias the BJT 

at IC 5 1 mA and the collector halfway between VCC and VE. Show your fi nal 

circuit and calculate the nominal values of IC and VCE. 

 (b) Find the range of variability of IC and VCE as a consequence of the parameter 

spread of Eq. (2.64). Comment on your results. 

Solution
 (a) Let VE 5 10 DVBE (on) 5 10 3 0.4 5 4 V. To bias the collector halfway we need 

VC 5 (VCC 1 VE)y2 5 (12 1 4)y2 5 8 V. Then, approximating IE > IC  , we fi nd 

  R E  5   
 V E 

 ___ 
 I E 

   >   4 __ 
1
   5 4 kV    R C  5   

 V CC  2  V C 
 ________ 

 I C 
   5   12 2 8 ______ 

1
   5 4 kV

  The closest standard values are RE 5 RC 5 3.9 kV.

   We have IB(nom) 5 1y100 5 10 �A. Impose a current through R2 of 10 IB(nom), 

or 10 3 10 5 100 �A. Considering that we have, by KVL, VB 5 VE 1 VBE(on) 5 

4 1 0.7 5 4.7 V, then 

  R 
2
  5   

 V B 
 ___ 

 I  R 2 
 
   5   4.7 ___ 

0.1
   5 47 kV

  which is a standard value. The current through R1 is, by KCL, 10 1 100 5 

110 �A, so

  R 
1
  5   

 V CC  2  V B 
 ________ 

 I  R 1 
 
   5   12 2 4.7 ________ 

0.11
   5 66 kV

  The closest standard value is 68 kV. The circuit is shown in Fig. 2.49.

  

R1

68 kV

R2

47 kV

IC

VCC (12 V)

RC
3.9 kV

RE
3.9 kV

VCE

1

2

Min 0.904 3.4

Nom 0.996 4.2

Max 1.109 4.9

IC (mA) VCE (V)

FIGURE 2.49 Circuit of Example 2.18.

EXAMPLE 2.18
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174 Chapter 2 Bipolar Junction Transistors

You may be wondering what makes the BJT maintain IC at its prescribed value 

of 1 mA. Suppose the BJT attempted to draw less than 1 mA. Then, the voltage drop 

across RE would decrease, causing a decrease also in VE. But this, in turn, would 

increase VBE, thus directing the BJT to draw more current. Conversely, any attempt 

to draw more than 1 mA would be met by a decrease in VBE, and thus an invitation 

to draw less current. In either case, any attempt by IC to deviate from its prescribed 

value of about 1 mA is met by a counteraction that tends to restore IC to its prescribed 

value. This state of affairs is summarized by saying that RE provides a negative feed-
back action around the BJT, and that this action tends to stabilize the biasing condi-

tion of the device (more on this in Chapter 7).

Feedback Bias
Figure 2.50 shows an alternative biasing scheme in which the stabilizing feedback 

action is now provided by RC and RF. To see how, note that the current coming from 

RC splits between the base and the collector, and then re-converges at the emitter, so 

it must equal IE, as shown. By KVL and Ohm’s law, 

  V CC  5  R C    I E  1  R F  I B  1  V BE(on)
 

Substituting IE 5 [(�F 11)y�F]IC and IB 5 ICy�F, collecting, and solving for IC gives

  I C  5  � F      
 V CC  2  V BE(on)

 
  ______________  

 R F  1 ( � F  1 1) R C 
   (2.68a)

   To fi nd the nominal values of IC and VCE, insert R1 5 68 kV and R2 5 47 kV 

into Eq. (2.67) and fi nd VBB 5 4.9 V and RB 5 27.8 kV. Then, use Eq. (2.66) to fi nd

  I C(nom)
  5 100     

4.9 2 0.7
  _________________  

27.8 1 (100 1 1)3.9
   5 0.996 mA

  V CE(nom)
  5 12 2 (3.9 1 3.9)0.996 5 4.2 V

 (b) Equation (2.66) indicates that IC is minimized when �F is minimum and VBE(on) 

is maximum. Moreover, when IC is minimized, VCE is maximized, and vice 

versa. We thus have

  I C(min)
  5 50     

4.9 2 0.8
  ________________  

27.8 1 (50 1 1)3.9
    5 0.904 mA

  V CE(max)
  5 12 2 (3.9 1 3.9)0.904 5 4.9 V

  Likewise, using the maximum value of �F and the minimum value of VBE(on) we get 

  I C(max)
  5 200     

4.9 2 0.4
  _________________  

27.8 1 (200 1 1)3.9
   5 1.109 mA

  V CE(min)
  5 12 2 (3.9 1 3.9)1.109 5 3.4 V

  The data are tabulated in Fig. 2.49, where we observe a spread in IC on the order 

of 610%. Not at all bad, considering the much wider spreads of Eq. (2.64)!
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  2.7 BJT Biasing for Amplifi er Design 175

This expression is similar to that of Eq. (2.66a), but with RC in place of RE, RF in place 

of RB, and VCC in place of VBB. Consequently, the stabilizing advantages discussed 

above hold also in the present case. We also have, by KVL, VCE 5 VBE(on) 1 RFIB, or

  V CE  5  V BE(on)
  1   

 R F 
 ___ 

 � F 
   I C  (2.68b)

indicating that this scheme does not offer much fl exibility for the specifi cation of VCE. 

Typically, VCE is just a bit higher than VBE(on), so the collector’s downswing capability 

is much more limited than with the scheme of Fig. 2.48. The circuit of Fig. 2.50 fi nds 

application in preamplifi er situations, where the signals are small enough to fi t within 

the modest signal swing. 

IE

IC

VCC

RC

RF

VCE

1

2

FIGURE 2.50 Feedback bias. 

 (a) Assuming VCC 5 12 V in the circuit of Fig. 2.50, along with the nominal 

specifi cations of Eq. (2.63), specify standard 5% resistances to bias the BJT 

at IC 5 1 mA. 

 (b) What are the nominal collector swing capabilities of your circuit? 

Solution
 (a) Impose RF ! (�F 1 1)RC 5 101RC. Pick RF 5 10RC. Then, substitution into 

Eq. (2.68a) gives

 1 5 100     12 2 0.7  _________________  
10 R C  1 (100 1 1) R C 

  

  or RC 5 10.2 kV. Pick the standard value RC 5 10 kV. Then, RF 5 100 kV.

 (b) Plugging the above resistance values into Eq. (2.68) gives IC 5 1.02 mA and 

VCE 5 1.7 V. The nominal downswing is VCE 2 VCE(EOS) 5 1.7 2 0.2 5 1.5 V. 

The nominal upswing is VCC 2 VCE 5 12 2 1.7 5 10.3 V, indicating a highly 

asymmetric situation.

EXAMPLE 2.19
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176 Chapter 2 Bipolar Junction Transistors

BJT Biasing via VBE (Current Mirror)
The third way of biasing a BJT is via a suitable voltage drive VBE in the manner 

illustrated previously in Fig. 2.39a. Because of the exponential dependence of IC 

upon VBE, the VBE drive needs to be accurate down to the milli-volt if we want to 

ensure a prescribed IC with a good degree of reproducibility. Considering the spread 

of Eq. (2.64a), along with the fact that VBE is temperature sensitive, this is a most 

arduous task, unless we have a means for anticipating the required VBE as well as the 

ability to continuously adjust it to follow the whims of temperature. 

In integrated circuits (ICs) this task is accomplished rather easily by exploiting 

the superior matching characteristics of devices fabricated simultaneously on the 

same substrate. Simply put, to bias a certain BJT Q2 at a prescribed current IC2, 

we use a twin BJT Q1 connected as a diode, and we drive it with a current IC1 of 

the same magnitude as the desired current IC2. Q1 then develops a voltage VBE that 

is fed also to Q2. Since the two devices are matched and experience the same VBE 

drop, IC2 will simply mimic IC1, this being the reason why the two BJTs are said to 

form a current mirror. Moreover, if the BJTs lie next to each other on the chip, they 

will experience the same temperature variations, so their characteristics will drift 

identically, a feature known as temperature tracking. This ingenious technique is 

illustrated in Fig. 2.51. Ignoring the tiny base currents, and also ignoring the Early 

effect as is customary in dc analysis, we express the bias conditions of Q2, the device 

being biased, as IC2 5 IC1, or

  I C2
  5   

 V CC  2  V BE 
 _________ 

 R 
1
 
   (2.69a)

  V CE2
  5  V CC  2  R 

2
  I C2

  (2.69b)

Current mirrors fi nd wide application in IC design, both as current-signal processing 

blocks also known as current reversers, and as dc biasing blocks for other circuits. 

For instance, Q2 of this circuit could be used to provide the emitter current bias for 

yet another BJT for its use as an amplifi er. 

FIGURE 2.51 Current-mirror arrangement to bias Q2. 

Note: Q1 and Q2 are matched BJTs. 

IC 2

R1

Q1 Q2

IC1

VCE 2

R2

1

2
VBE

1

2

VCC
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  2.8 Basic Bipolar Voltage Amplifi ers 177

It goes without saying that the biasing scheme of Fig. 2.51 works well only in 

IC situations. If we were to use discrete BJT samples, they would most likely be 

mismatched, and certainly would not track each other in temperature as closely as in 

the case of monolithic devices. If you use PSpice to simulate a circuit, be aware that 

all BJTs with the same device model are treated as identical, giving the beginner the 

false impression of matched devices throughout. If needed, one can use Monte Carlo 

techniques to simulate the parameter spreads of real-life discrete devices.6

2.8 BASIC BIPOLAR VOLTAGE AMPLIFIERS

Depending on which terminal we apply the input to, and which terminal we obtain 

the output from, a BJT can be used in any one of three amplifi er confi gurations: the 

common-emitter, common-collector, and common-base confi gurations. Viewing an 

amplifi er as a two-port block, it is apparent that one of the three terminals of the BJT 

will have to be common to both ports (hence the reason for the above designations). 

The circuit implementations to be discussed herewith are referred to as discrete be-

cause we can build them using discrete transistors, resistors, and capacitors. Though 

nowadays a great deal of BJT amplifi ers are implemented in integrated-circuit (IC) 

form, the motivation for studying discrete BJT implementations is not only historical, 

but also pedagogical as discrete designs are somewhat easier to grasp, and yet reveal 

important aspects that apply to IC implementations as well. Moreover, students who 

have access to an electronics lab can try them out experimentally to reinforce their 

understanding while simultaneously developing experimental skills as part of a well-

rounded academic formation. Lacking a lab, the student can simulate the  circuits via 

PSpice (see Appendix 2A). 

Unilateral Voltage Amplifi ers
Figure 2.52 shows the block diagram of a voltage amplifi er of the unilateral type, 

so called because the signal progresses only in the forward direction, from source to 

load, with no return signal paths. (In the next section we will encounter an example 

of a non-unilateral amplifi er in the common-collector confi guration. More examples 

will be found in the study of IC amplifi ers.) The amplifi er receives its input vi from a 

signal source vsig with internal resistance Rsig, and supplies its output vo to a resistive 

load RL. The amplifi er is uniquely characterized in terms of its input resistance Ri, 

Assuming VCC 5 5 V in the circuit of Fig. 2.51, along with the nominal specifi ca-

tions of Eq. (2.63), specify standard 5% resistances to bias Q2 at IC 5 1 mA and 

its collector right in the middle of the active region. 

Solution
By Ohm’s law, R1 5 (5 2 0.7)y1 5 4.3 kV, and R2 5 (5 2 2.5)y1 5 2.5 kV 

(use 2.4 kV).

EXAMPLE 2.20
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178 Chapter 2 Bipolar Junction Transistors

output resistance Ro, and the open-circuit voltage gain aoc. At the amplifi er’s input we 

have a voltage divider, resulting in input loading 

  v i  5   
 R i  _______ 

 R sig  1  R i 
     v sig  (2.70)

Likewise, at the amplifi er’s output we have another voltage divider, resulting in 

 output loading 

  v o  5   
 R L  _______ 

 R o  1  R L 
     a oc  3  v i  (2.71)

We observe that

  a oc  5  lim    
 R L →∞

    
 v o  __  v i 

   (2.72a)

that is, aoc represents the gain with which the amplifi er would amplify its input vi in 

the absence of any output load. Consequently, aoc is called the open-circuit voltage 
gain, or also the unloaded gain. Eliminating vi from the above equations we obtain 

the signal-to-load voltage gain 

   
 v o  ___  v sig 

   5   
 R i  _______ 

 R sig  1  R i 
   3  a oc  3   

 R L  _______ 
 R o  1  R L 

   (2.73)

As the signal progresses from the source to the load, fi rst it undergoes some attenu-

ation at the amplifi er’s input, then it gets magnifi ed by aoc, and fi nally it undergoes 

some additional attenuation at the output. In light of Eq. (2.73) we can also write

  a oc  5   
 
   
 v o  ___  v sig 

   |  
 R sig →0,  R L →`

  (2.72b)

which provides an alternative way of fi nding the unloaded gain.

The Common-Emitter (CE) Confi guration
In the circuit of Fig. 2.53 the amplifi er proper is made up of the BJT and its surround-

ing components. To prevent the source and the load from disturbing the dc conditions 

of the amplifi er, we use the ac-coupling capacitors C1 and C2. Moreover, to establish 

an ac ground at the emitter terminal, we use the bypass capacitor C3.

1

2

vi Rivsig

Rsig

1
2

1

2

voRL

Ro

aoc 3 vi
1

2

FIGURE 2.52 Block diagram of a voltage amplifi er 

of the unilateral type.
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  2.8 Basic Bipolar Voltage Amplifi ers 179

At dc, the capacitors draw zero current and thus act as open circuits. In fact, in 

the dc equivalent of Fig. 2.54a, the capacitors have been omitted altogether. Also, to 

simplify dc analysis, we assume VA 5 `, and we use a dc current sink IE to bias the 

BJT. Such a sink could be implemented with a current mirror of the type of Fig. 2.51 

(let us not worry about these details here). The dc voltages are then 

  V B  5 2 R B   
 I E 
 ______ 

 � F  1 1
     V C  5  V CC  2  � F  R C  I E    V E  5  V B  2  V BE(on)

  (2.74)

Moreover, we have IC 5 �FIE > IE. When power is applied to the circuit, each capaci-

tor will charge up until its plates attain the dc voltages of their corresponding nodes. 

For instance, while the bottom plate of C3 remains at ground potential, the top plate 

will charge to VE, which in this circuit is negative. Likewise, the left plate of C2 will 

charge to VC, while the right plate is pulled to 0 V by RL. 

vsig

Rsig

RB

RL
vi

vo

C1

C2

C3

RC

IE

VCC

VEE

1
2

Ro

Ri

FIGURE 2.53 The common-emitter (CE) amplifi er.

(a)

VE

VEE

VB

ICRC

VC

VCC

VBE(on)

IE

�FIE
1

2
VCE

1

2

RB

(b)

Rsig

vsig gmvbe ro RLRCRB

vovi

1
2

RoRi r�

1

2

vbe

FIGURE 2.54 (a) Dc and (b) ac equivalents of the CE amplifi er of Fig. 2.53.
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180 Chapter 2 Bipolar Junction Transistors

When analyzing a voltage amplifi er we are interested in its signal-to-load volt-
age gain voyvsig. By Eq. (2.73), this requires fi nding the input resistance Ri seen by 

the signal source, the output resistance Ro seen by the load, and the unloaded voltage 
gain aoc. We fi nd these parameters by working on the ac equivalent of Fig. 2.54b. 

However, since the small-signal parameters gm, r�, and ro depend on the dc bias of the 

BJT, we need to analyze also the dc equivalent of Fig. 2.54a. Before proceeding, we 

wish to call the reader’s attention to the difference between dc and ac analysis as well 

as the need to keep them separate!

In going from the original circuit of Fig. 2.53 to its dc equivalent of Fig. 2.54a 

we apply the following

● Dc Analysis Procedure:
● Set all ac sources to zero
● Replace the BJT with its large-signal model (assume VA 5 ` for simplicity)
● Replace all capacitors with open circuits

Conversely, in going from the original circuit of Fig. 2.53 to its ac equivalent of 

Fig. 2.54b we apply by applying the following

● Ac Analysis Procedure:
● Set all dc sources to zero
● Replace the BJT with its small-signal model, inclusive of ro
● Replace all capacitors with short circuits

With reference to Fig. 2.54b, we note by inspection that

  R i  5  R B   // r � R o  5  R C   // r o   (2.75)

Moreover, by Ohm’s law, we have 

 0 2 vo 5 (ro//RC//RL)gmvbe 5 (ro//RC//RL)gmvi

Letting RL → ̀  gives vo 5 2(ro  //RC)gmvi. But, according to Eq. (2.72a), the ratio voyvi 

in the limit RL → ` is the unloaded voltage gain, so 

  a oc  5 2 g m ( R C   // r o )  (2.76)

Having obtained expressions for Ri, Ro, and aoc, we fi nally apply Eq. (2.73) to fi nd 

the signal-to-load gain.

In the circuit of Fig. 2.53 let VCC 5 2VEE 5 12 V, IE 5 1 mA, RB 5 75 kV, and 

RC 5 6.2 kV. Moreover, let the BJT have �F 5 150, VBE(on) 5 0.7 V, and VA 5 80 V. 

Assuming Rsig 5 0.5 kV, RL 5 30 kV, and 

 vsig 5 (5 mV)  cos 	t

fi nd all node voltages in the circuit, and express each of them as the sum of its dc 

and ac component, in the manner of Eq. (2.43).

EXAMPLE 2.21
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  2.8 Basic Bipolar Voltage Amplifi ers 181

FIGURE 2.55 Circuit of Example 2.21, with each node voltage expressed as the 

sum of its dc and ac component.

C1

1
2

C2

C3

(5 mV)cos 	t

0 V 1 (4.4 mV)cos 	t

20.5 V 1 (4.4 mV)cos 	t

0.5 kV

6.2 kV

12 V

212 V

75 kV

30 kV

21.2 V 1 0 mV

1 mA

5.8 V 1 (825 mV)cos (	t 2 1808)

0 V 1 (825 mV)cos (	t 2 1808)

5.8 kV

3.7 kV

Solution
We have IC > IE 5 1 mA. By Eq. (2.74) we have 

 V B  5 275  1 ____ 
151

   5 20.5 V

 V C  > 12 2 6.2 3 1 5 5.8 V

 V E  5 20.5 2 0.7 5 21.2 V

Moreover, gm 5 1y26 A/V, r� 5 150 3 26 5 3.9 kV, and ro 5 80y1 5 80 kV. 

Consequently, Eqs. (2.75) and (2.76) give 

   Ri 5 75//3.9 5 3.7 kV

   Ro 5 6.2//80 5 5.8 kV

aoc 5 25,800/26 5 2223 V/V

Also, Eq. (2.70) gives vi 5 [3.7y(0.5 1 3.7)]vsig 5 0.88vsig 5 (4.4 mV) cos 	t. 
Finally, Eq. (2.73) gives

  v o  5  [   3.7 ________ 
0.5 1 3.7

   (2223)   30 ________ 
5.8 1 30

   ]  v sig  5 2165 v sig  5 2165(5 mV)cos 	t 

   5 (825 mV) cos(	t 2 180°)

The node voltages are shown in Fig. 2.55. The reader is encouraged to verify each 

of them in detail.

The systematic procedure of redrawing an amplifi er both in dc and ac form, as 

exemplifi ed in Fig. 2.54, though highly recommended for the beginner, may soon 

prove an overkill as one seeks to speed up the analysis process. With experience, 

some of the intermediate steps can be carried out mentally without having to draw 
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182 Chapter 2 Bipolar Junction Transistors

detailed circuit equivalents. Moreover, one can use inspection to recycle a good deal 

of the results summarized in Fig. 2.42. We shall illustrate with a variety of examples 

as we proceed.

 (a) In Fig. 2.56a the circuit designed in Example 2.18 is put to use as a CE 

amplifi er. Recalling that �F 5 100 and IC 5 0.99 mA, fi nd the small-signal 

parameters Ri, Ro, and aoc. Assume VA 5 100 V.

 (b) Find the signal-to-load gain if the circuit is driven by a source with Rsig 5 

1 kV and drives a load RL 5 18 kV.

Solution
 (a) We have gm 5 0.99y26 5 38 mA/V, r� 5 100 3 26y0.99 5 2.6 kV, and ro 5 

100y0.99 5 101 kV. Next, refer to the ac equivalent of Fig. 2.56b, where we 

observe that because of the bypass action by C3, the emitter is at ac ground. 

By inspection, Rb 5 r� and Rc 5 ro. Consequently,

   R i  5  R 
1
 // R 

2
 // R b  5 68//47//2.6 5 2.4 kV

   R o  5  R C // R c  5 3.9//101 5 3.8 kV

  a oc  5 2 g m  R o  5 238 3 3.8 5 2144 V/V

 (b) Due to input and output loading, the gain drops to

   
 v o  ___  v sig 

   5   2.4 _______ 
1 1 2.4

   (2144)   18 ________ 
3.8 1 18

   5 284 V/V

R1

68 kV

C2

C1

C3

R2

47 kV

VCC (12 V)

RC
3.9 kV

RE
3.9 kV

vo

vi Ro

Ri

(a) (b)

Ro

vo

vi
1
2

Ri Rb

Rc

RC

R1 R2

FIGURE 2.56 (a) Single-supply CE amplifi er of Example 2.22 and (b) it ac equivalent. 

EXAMPLE 2.22
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Quick Estimates for the CE Confi guration 
In everyday practice the circuit designer often needs to come up with quick if rough 

estimates for the relevant parameters of a BJT amplifi er. In light of the above deriva-

tions and examples, we draw the following conclusions for the CE confi guration:

● Ri is dominated by r�

● Ro is dominated by RC
● aoc is approximately 2gmRC 

Using gm 5 ICyVT we can also write 

  a oc  > 2   
 R C    I C 

 ____
 

 V T 
    (2.77a)

indicating that the unloaded gain magnitude of a CE amplifi er is approximately the 

ratio of the voltage drop across RC to the thermal voltage VT. For instance, in the split-

supply amplifi er of Example 2.21, RC dropped approximately VCCy2, so Eq. (2.77a) 

gives the estimate aoc > 2(VCCy2)yVT 5 2(12y2)y0.026 5 2230 V/V. Similarly, in 

the single-supply design of Example 2.22, where the BJT was biased according to 

the 1y3-1y3-1y3 Rule, Eq. (2.77a) gives aoc > 2(VCCy3)yVT 5 2(12y3)y0.026 5 

2160 V/V. Both estimates are in reasonable agreement with the respective examples, 

so keep Eq. (2.77a) in mind!

Exercise 2.2
Show that if we take also ro into account, then Eq. (2.77a) becomes 

  a oc  5 2  
 R C  I C 
 ______________

  
 V T   (1 1  R C  I C y V A )

   (2.77b)

The Common-Emitter with Emitter-Degeneration 
(CE-ED) Confi guration
The circuit of Fig. 2.57 is similar to that of Fig. 2.53, except for the presence of the 

unbypassed resistance RE in series with the emitter. To fi nd the small-signal param-

eters, we turn to the ac equivalent of Fig. 2.58. Equation (2.62b) indicates that the 

presence of RE can raise Rc considerably to the point of making Rc @ RC. In discrete 

designs this is usually the case, so we approximate Ro 5 RC//Rc > RC. In fact, to 

simplify the analysis and also help the beginner develop a quick feel for the circuit, 

it is customary to ignore ro altogether in discrete CE-ED circuits (though this is not 

necessarily the case with their IC counterparts, as we shall see in Chapter 4.) This 

allows us to make the approximations

  R i  5  R B // R b  >  R B //[ r �  1 ( � 
0
  1 1) R E ]   R o  >  R C  (2.78)

Next we wish to derive an expression for ic. With ro out of the way, Eq. (2.52) 

simplifi es as ic 5 gmvbe. With reference to the ac equivalent of Fig. 2.58, we have

  i c  5  g m  v be  5  g m ( v b  2  v e ) 5  g m ( v i  2  R E  i e ) >  g m ( v i  2  R E  i c )
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184 Chapter 2 Bipolar Junction Transistors

having used the fact that ie 5 icy�0 > ic. Collecting and solving for ic gives

  i c  5  G m  v i  (2.79a)

where

  G m  >   
 g m 
 ________ 

1 1  g m  R E 
   (2.79b)

We observe that with RE 5 0 the entire signal vi appears across the B-E port, giving 

Gm 5 gm. However, with RE Þ 0, only a portion of vi appears across the B-E port, 

Rsig

vsig

vo

vi

RB

RE

RC

RL
Ro

Rc

Ri Rb

1
2

1

2

vbe

ie

ic

FIGURE 2.58 Ac equivalent of the CE-ED amplifi er of Fig. 2.57.
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1
2

C3

C1

C2

FIGURE 2.57 The common-emitter with emitter-degeneration 

(CE-ED) amplifi er.
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  2.8 Basic Bipolar Voltage Amplifi ers 185

the  rest being dropped across RE. Consequently we have Gm , gm, indicating a 

smaller response ic for the same vi. This transconductance reduction is referred to as 

degeneration because RE provides a negative feedback function, as mentioned previ-

ously. Though this subject will be investigated systematically in Chapter 7, suffi ce 

it to say here that the presence of RE, aptly called emitter-degeneration resistance, 

not only reduces the transconductance, but also raises the value of Rb, and hence the 

value of Ri, by Eq. (2.78).

To fi nd the voltage gain, refer again to the ac equivalent of Fig. 2.58 and write 

Ohm’s law, 

 0 2 vo 5 (Ro//RL)ic > (RC//RL)ic 5 (RC//RL)Gmvi

Letting RL → ` gives vo> 2RCGmvi. But, according to Eq. (2.72a), the ratio voyvi in 

the limit RL → ` is the unloaded voltage gain, so 

  a oc  > 2 G m  R C  > 2   
 g m  R C 

 ________
 

1 1  g m  R E    (2.80)

Comparing with Eq. (2.76) we note that the presence of the degeneration resistance 

RE causes aoc to drop by about (1 1 gmRE). Rewriting Eq. (2.80) in the alternative form 

  a oc  > 2  
 R C 
 _________ 

1y g m  1  R E 
   > 2  

 R C 
 _______  r e  1  R E    (2.81a)

provides us with a useful rule of thumb for a quick estimation of the gain of the 

CE-ED confi guration: 

The unloaded voltage gain from base to collector is the (negative of the) ratio of the 

total collector resistance to the total emitter resistance 

We observe that if gmRE @1 (or, equivalently, if RE @ 1ygm), then 

  a oc  > 2   
 R C 

 ___
 

 R E    (2.81b)

indicating that the gain becomes independent of gm and thus of the biasing con-

ditions of the BJT—an important advantage of emitter degeneration! Having 

obtained expressions for Ri  , Ro  , and aoc  , we fi nally apply Eq. (2.73) to fi nd the 

signal-to-load gain. 

 (a) Investigate the effect of inserting an emitter-degeneration resistance RE 5 

220 V in the CE circuit of Example 2.21, and thus turning it into the CE-ED 

circuit of Fig. 2.57a.

 (b) Find RE for an unloaded gain of 210 V/V. 

EXAMPLE 2.23
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186 Chapter 2 Bipolar Junction Transistors

Summary for the CE-ED Confi guration 
We summarize the effects of the emitter-degeneration resistance RE as follows:

● The transconductance gm as well as the unloaded gain aoc are reduced by the 

amount (1 1 gmRE).
● Rb is raised from r� to r� 1 (�0 1 1)RE > r�(1 1 gmRE), that is, it is increased by 

the amount (1 1 gmRE).
● The input signal range is raised to vi 5 vbe 1 ve 5 vbe 1 REie > vbe 1 RE  ic 5 

vbe(1 1 gmRE), that is, it is increased by the amount (1 1 gmRE), thus widening 

the range of applicability of the small-signal approximation.
● The signal-to-load gain is less dependent on �0 and IC  , and is established by 

external resistance ratios. 

Though gain reduction may be undesirable in certain situations, all other effects are 

generally welcome, and as such they are often exploited on purpose by the designer 

to optimize the circuit at hand (in Chapter 6 we will see another important effect of 

degeneration, namely, faster frequency/time responses). 

Capacitance Selection
To complete our understanding of discrete BJT amplifi ers we need to address the issue 

on how to go about selecting the various capacitances involved in discrete design. As the 

signal source is turned on, we want each capacitance C to act as an ac short at the source’s 

frequency fsig. Physically, this requires that we select C large enough so as to prevent it 

from charging/discharging appreciably in response to the ac alternations of vsig. 

As we know, the impedance presented by a capacitance C at the signal frequency 

fsig is ZC ( jfsig) 5 1y( j2�fsig). For this capacitance to act effectively as an ac short at fsig, 

its impedance must be such that 

 uZC ( jfsig)u ! Req

Solution
 (a) All dc voltages and dc current remain the same, and so do gm (5 38 mA/V) and r� 

(5 3.9 kV). The insertion of RE 5 220 V in the circuit has the following effects:

● Rb increases from 3.9 kV to [3.9 1 (150 1 1)0.22] 5 37 kV (almost a 

tenfold increase!)
● Ri increases from 3.7 kV to 75//37 5 25 kV (a desirable affect)
● aoc drops (or degenerates) from 2223 V/V to 2[6,200y(26 1 220)] 5 

225 V/V

  Using Eq. (2.73) we fi nd that vo drops to 

  v o  5  [   25 ________ 
0.5 1 25

    (225)    30 ________ 
6.2 1 30

   ]  v sig  5 220 v sig  5 220(5 mV) cos 	t 

  5 (100 mV) cos (	t 2 180°)

 (b) Use Eq. (2.80) to impose 26,200y(26 1 RE) 5 210. This yields RE 5 594 V.
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  2.8 Basic Bipolar Voltage Amplifi ers 187

where Req is the equivalent resistance seen by C. This condition is readily rephrased 

in terms of C as

 C @   1 ________ 
2� R eq    f sig 

   (2.82)

If the circuit is designed to operate over a range of signal frequencies, then we must 

use the lowest frequency in the above condition, that is, fsig(min). 

Specify suitable capacitances in the CE amplifi er of Example 2.21 for operation 

over the audio range. 

Solution
The audio range extends from 20 Hz to 20 kHz, so fsig(min) 5 20 Hz. 

● For C1 we have Req1 5 Rsig 1 Ri 5 0.5 1 3.7 5 4.2 kV, so we need C1 @ 

1y[2� 3 4.2 3 103 3 20) > 2.0 �F. 
● For C2 we have Req2 5 Ro 1 RL 5 5.8 1 30 5 35.8 kV, so impose C2 @ 

1y[2� 3 35.8 3 103 3 20) > 0.22 �F.
● For C3 we adapt Eq. (2.59a) to the present case and write

  R eq3
  >   

( R sig // R B ) 1  r � 
  ____________ 

 � 
0
  1 1

   5   
(0.5//75) 1 3.9

  _____________ 
150 1 1

   5 29 V

 so impose C3 @ 1y[2� 3 29 3 20) > 275 �F.

A reasonable way to go is to use standard capacitance values that exceed the 

calculated lower limits by an order of magnitude or more. Thus, use C1 5 22 �F, 

C2 5 2.2 �F, and C3 5 2.7 mF. Since it sees a very small equivalent resistance, 

C3 comes out quite large. To save on size, it is common to compromise and use a 

smaller value, such as 330 �F in the present case.

EXAMPLE 2.24

PSpice Simulation
The circuits discussed herein can readily be verifi ed via PSpice (see Appendix 2A). 

The student can either make up ad-hoc BJT models, or use the device models avail-

able in the library that comes with the Student Version of PSpice, such as the popular 

2N2222 npn BJT. Figure 2.59 shows a PSpice circuit to simulate the CE amplifi er 

of Example 2.22, but using a 2N2222 BJT. All relevant waveforms are displayed in 

Fig. 2.60. 

As seen, the input signal vsig is a 1-kHz sine wave with 65-mV peak values. 

The waveform vB at the base is still a sine wave with peak values of almost 65-mV, 

but with a dc component VB 5 4.717 V as established by the dc biassing resistances 

R1 and R2. The waveform vE at the emitter has a dc component VE 5 4.072 V, about 

0.7-V lower than VB. We note also a small ac component ve. Ideally, ve should be 

zero (perfect ac ground at the emitter), but this would require C2 → ̀ . In practice we 

specify C2 to be large enough to ensure uveu ! uvbu. Finally, we note that the waveform 

vC at the collector has a dc component VC 5 7.968 and an ac component vc which is a 
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188 Chapter 2 Bipolar Junction Transistors

magnifi ed version of the input vsig, but shifted by 1808. Its peak-to-peak amplitude is 

(8.659 2 7187) 5 1.472 V. Since the peak-to-peak amplitude of the input is 10 mV, 

the gain is 21.472y0.010 5 2147.2 V/V, which is in reasonable agreement with 

the value of 2144 V/V predicted in Example 2.22. In practice the output waveform 

is slightly distorted, though imperceptibly so in the present case, because of the 

nonlinear (exponential) BJT characteristic. In fact, one can verify that its average 

value is not exactly halfway between its peaks. Consequently, the calculations of 

Example 2.22, based on the small-signal approximation, are bound to be in slight 

disagreement with the more dependable results provided by computer simulation or 

actual lab measurements. 

0 0.5 2.01.0

25.0

v s
ig

 (
m

V
)

1.5

0

5.0

vE

0 0.5 2.01.0

4.065

v E
 (

V
)

1.5

4.072

4.079

Time (ms) Time (ms)

vsig

0 0.5 2.01.0

4.712

v B
 (

V
)

1.5

4.717

4.722

vB

vC

0 0.5 2.01.0

7.187

v C
 (

V
)

1.5

7.968

8.659

FIGURE 2.60 Probe plots of the waveforms of the CE amplifi er of Fig. 2.59. 

1
2

C

B

E

C2

220 �F

Q
Q2N2222

VCC (12 V)

vsig

vC

R1

68 kV

R2

47 kV
RE

3.9 kV

10 �F

0

VOFF 5 0

VAMPL 5 5 mV

FREQ 5 1 kHz

C1

RC
3.9 kV

FIGURE 2.59 PSpice circuit to display the waveforms of a 

CE amplifi er.
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  2.9 Bipolar Voltage and Current Buffers 189

2.9 BIPOLAR VOLTAGE AND CURRENT BUFFERS

In this section we examine the two remaining single-transistor amplifi er confi gura-

tions of interest, namely, the common collector and the common base confi gurations. 

As we shall see, these confi gurations fi nd application as voltage buffers and current 
buffers, respectively. 

The Common Collector (CC) Confi guration 
The common-collector (CC) amplifi er receives the input at the base and delivers 

the output from the emitter. In the circuit realization of Fig. 2.61a we have chosen 

to drive the base directly from the signal source so that we can focus on the bare 

essentials of the circuit. Turning to its ac equivalent of Fig. 2.61b we note that it is 

identical to that of Fig. 2.42, so we just recycle the results developed there, provided 

we suitably re-label the resistances. 

The input resistance in Fig. 2.61b is simply Rb as given in Eq. (2.58b), but 

with RE → RL,

  R i  5  r �  1  (  � 
0
  1 1 ) ( R L // r o )  (2.83)

This resistance is usually large, thanks to the magnifying effect by �0  . The output 

resistance in Fig. 2.61b is simply Re as given in Eq. (2.59b), but with RB → Rsig , 

  R o  5  (    R sig  1  r � 
 _______ 

 � 
0
  1 1

   )   // r o  (2.84)

This resistance is usually small, thanks to the presence of �0 in the denominator. Just 

like Eq. (2.83) reveals that Ri is a function of RL, Eq. (2.84) reveals that Ro is a func-

tion of Rsig. As mentioned, an amplifi er exhibiting this interdependence is said to be 

a non-unilateral amplifi er.

To fi nd the voltage gain, we observe that if we replace the BJT with its small-signal 

model and look into its base, we see r� followed by the trio �0ib, RL, and ro. In light of 

1
2

Ro RL

vo
vsig

Rsig vi

VCC

VEE

IE

C2

Ri

(a)

1
2

Ro RL

vo
vsig

Rsig vi

Ri

(b)

FIGURE 2.61 The common-collector (CC) amplifi er, and it ac equivalent.
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190 Chapter 2 Bipolar Junction Transistors

Eq. (2.83), it is comforting to realize that we can lump these three elements together 

and treat them as a single equivalent resistance of value (�0 1 1) 3 (RL//ro). This is pre-

cisely what has been done in Fig. 2.62a, which shows the equivalent ac circuit as seen 
by the signal source. Using the voltage divider rule, we fi nd the signal-to-load gain to be

   
 v o  ___  v sig 

   5   
( � 

0
  1 1)( R L // r o )

  _______________________   
 R sig  1  r �  1 ( � 

0
  1 1)( R L // r o )

   (2.85a)

Dividing numerator and denominator by (�0 1 1) yields an insightful alternative 

expression for the signal-to-load gain,

   
 v o  ___  v sig 

   5   
 R L // r o  ________________  

  
 R sig  1  r � 

 _______ 
 � 

0
  1 1

   1 ( R L // r o )
   (2.85b)

Viewing this expression as a voltage divider rule, we can readily draw the circuit 

originating it. Shown in Fig. 2.62b, this is the equivalent ac circuit as seen by the 
load. These alternative equivalents ought to help the reader develop a better feel for 

this intriguing circuit. As mentioned, a CC amplifi er provides high input resistance 

and low output resistance. 

To investigate the gain more closely, we divide numerator and denominator by 

the numerator itself in the right-hand side of Eq. (2.85) and obtain yet another in-

sightful alternative

   
 v o  ___  v sig 

   5   1 _________________  
1 1   

 R sig  1  r � 
 _____________  

( � 0  1 1)( R L // r o )
  

   (2.86)

Voltage gain is less than unity, though generally quite close to unity because �0 is 

large. For this reason the CC amplifi er is also called a voltage follower. (The ac volt-

age at the emitter simply follows the ac voltage at the base, though the total emitter 

voltage is offset by about 20.7 V relative to that at the base.) In accordance with 

(a)

vsig

Rsig

1
2

r� voE

BJT as seen by the source

B

Ri (�0 1 1)(RL@@ro)

(b)

vsig
1
2

voE

BJT as seen by the load

ro Ro RL

Rsig 1 r�

�0 1 1

FIGURE 2.62 Small-signal equivalents of the CC amplifi er of Fig. 2.61 as seen (a) by 

the source and (b) as seen by the load. 
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  2.9 Bipolar Voltage and Current Buffers 191

Eq. (2.72b), we readily fi nd the unloaded gain aoc by letting Rsig → 0 and RL → ` in 

Eq (2.86). The result is 

  a oc  >   1 ___________ 
1 1 1y( g m  r o )

   5   1 _________ 
1 1  V T y V A 

   (2.87)

a value extremely close to unity. We conclude with the following observations:

● Even though not much of a winner as a voltage amplifi er, the CC confi guration 

offers the advantages of potentially high input resistance and low output resis-
tance, which make it a good voltage buffer. Ideally, a voltage buffer has, 

 Ri → `  Ro → 0    
 v o  ___  v sig 

   → 1 V/V (2.88)

 Even though the CC confi guration is only an approximation of the ideal voltage 

buffer, it is widely used to reduce inter-stage loading. For instance, preceding a 

CE amplifi er by a voltage buffer can provide a much higher input resistance at 

the price of a negligible reduction in the overall gain, just like following it by a 

buffer can result in a much lower output resistance. 
● The CC amplifi er can also be viewed as a current amplifi er that accepts the ac 

current ib at the base and delivers the ac current ie at the emitter with the gain 

   
 i e  __ 
 i b 

   5  � 
0
  1 1  (2.89)

When used in this capacity, the CC confi guration provides power amplifi cation and 

fi nds application as the output stage of power-handling circuits such as dc power 

 supplies and audio power amplifi ers. 

 (a) In the circuit of Fig. 2.61a, let VCC 5 2VEE 5 12 V and IE 5 1 mA, and let 

the BJT have �0 5 �F 5 150, VBE(on) 5 0.7 V, and VA 5 80 V. If Rsig 5 47 kV, 

RL 5 10 kV, and 

 vsig 5 0 V 1 (2.0 V) cos 	t

  fi nd all node voltages in the circuit, and express each of them as the sum of 

the dc and ac components, in the manner of Eq. (2.43). Show them explicitly 

in the circuit.

 (b) Check that the BJT satisfi es the small-signal approximation condition of 

Eq. (2.51).

Solution
 (a) The dc conditions of the circuit are 

  V B  5 0 2 47  
1
 ____ 

151
   > 20.3 V    V E  > 20.3 2 0.7 5 21.0 V

EXAMPLE 2.25
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192 Chapter 2 Bipolar Junction Transistors

FIGURE 2.63 Circuit of Example 2.25, with each node voltage 

expressed as the sum of its dc and ac components.

1
2 C2

0 V 1 (2 V)cos 	t

20.3 V 1 (1.933 V)cos 	t

47 kV

12 V

212 V

10 kV
1 mA

21.0 V 1 (1.927 V)cos 	t

0 V 1 (1.927 V)cos 	t

336 V

1.35 MV

  Moreover, IC > IE 5 1 mA, r� > 150 3 26y1 5 3.9 kV and ro > 80y1 5 

80 kV. So, Eqs. (2.83) and (2.84) give 

  R i  5 3.9 1 (150 1 1)(10//80) > 1.35 MV (high)

  R o  5   
47 1 3.9

 ________ 
150 1 1

   //80 5 0.336 kV (low)

  By Eq. (2.86),

  v o  5   1 ___________________  
1 1   

47 1 3.9
  _______________  

(150 1 1)(10//80)
  
    v sig  5 0.963 v sig  5 (1.927 V) cos 	t

  Also, 

  v i  5   
 R i  _______ 

 R sig  1  R i 
    v sig  5   1.35 ___________  

0.047 1 1.35
    v sig  5 (1.933 V) cos  	t

  The node voltages are shown in Fig. 2.63. The reader is encouraged to verify 

each of them in detail. 

 (b) For the BJT we have vbe 5 vi 2 vo > (6 mV) cos 	t, indicating a peak value 

close to the 5-mV limit agreed upon in Eq. (2.51). The CC amplifi er’s ability 

to handle in fairly linear fashion external signals that are not strictly of the 

small-signal type stems from the negative feedback action provided by the 

emitter resistance, in this case RL. As previously noted in the CE-ED case, the 

presence of RL increases the input signal range by the factor (1 1 gmRL) 5 

(1 110,000y26) 5 386!

Figure 2.64 shows a single-supply emitter follower. As we know, R1 and R2 bias 

the base, and RE sets the emitter current bias. Assuming �0 5 �F 5 100, VBE(on) 5 

0.7 V, and VA 5 75 V, fi nd the small-signal resistances Ri and Ro, as well as the 

signal-to-load gain.

EXAMPLE 2.26
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1
2

10 V

C2

vsig

Rsig vi

vo

RE
RL
1 kV

C1

R1

R2

18 kV

47 kV

2.0 kV

1 kV

Ro

Ri

FIGURE 2.64 Single-supply emitter follower of Example 2.26. 

Solution
Proceeding in the now familiar manner we fi nd IC 5 3 mA. Consequently, r� 5 

100(26y3) 5 0.87 kV and ro 5 75y3 5 25 kV. With reference to the ac equivalent 

of Fig. 2.65a, we adapt Eq. (2.58) to write

 R b  5  r �  1 ( � 
0
  1 1)( R E  // r o  // R L ) 5 0.87 1 101(2//25//1) 5 66 kV

and 

 R i  5  R 
1
 // R 

2 
 // R b  5 18//47//66 5 11 kV

1
2

vsig

Rsig

R1 R2

RE RL

vi

Ro

Re

vo

RB

Ri Rb

(a)

vo

RE@@RL

1
2

RB

(R1@@R2)vsig

Rsig 1 (R1@@R2)

(b)

FIGURE 2.65 (a) Ac equivalent of the circuit of Fig. 2.64, and (b) the same after further reduction.

The equivalent resistance seen looking towards the left of the base is 

 R B  5  R sig // R 
1
 // R 2  5 1//18//47 5 0.93 kV

so, we adapt Eq. (2.59b) to write 

 R e  5   
 R B  1  r � 

 _______ 
 � 

0
  1 1

    // r o  5   
0.93 1 0.87

 __________ 
101

    //25 > 0.018 kV 5 18 V 
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194 Chapter 2 Bipolar Junction Transistors

and

 R o  5  R E // R e  5 2000//18 > 18 V (very low)

To fi nd the signal-to-load gain, we apply Thévenin’s theorem to the input network 

to obtain the equivalent of Fig. 2.65b. Finally, we apply Eq. (2.86) to write

 v o  5   1 ____________________  

1 1   
 R B  1  r � 

  ________________  
( � 

0
  1 1)( R E  // R L  // r o )

  

   3   
 R 

1
 // R 

2
 
 ____________  

 R sig  1 ( R 
1 
 // R 

2
 )
    v sig  5 0.90 v sig 

indicating that the signal-to-load gain is 0.90 V/V. 

Figure 2.66 shows how we can utilize a CC stage to lower the output resistance 

presented by the CE amplifi er of Fig. 2.56. Assuming Q2 is similar to Q1 (�0 5 

�F 5 100, VBE  (on) 5 0.7 V, and VA 5 100 V), fi nd the small-signal parameters Ri  , 

Ro  , and aoc 5 vo  yvi for the overall circuit. Comment on your results. 

Q1

C1

R3

R4

R1

R2

Q2

R5

C2

C3

4.3 kV

3.9 kV

3.9 kV

68 kV

47 kV

vovi

VCC (12 V)

RoRi

FIGURE 2.66 CE-CC circuit of Example 2.27.

Solution
Proceed along the lines of Example 2.8, analyzing one stage at a time. For dc 

analysis, replace the CE stage with its dc Thévenin equivalent as in Fig. 2.67a. 

Recall from previous analysis that IC1 5 0.99 mA, so the CE stage provides the 

open-circuit dc voltage VC1 5 VCC 2 R3IC1 5 12 2 3.9 3 0.99 5 8.1 V with the 

equivalent series resistance Req 5 R3 5 3.9 kV. Adapting Eq. (2.32) with VBB 5 

VC1 5 8.1 V we get 

 I C2
  5 100     8.1 2 0.7  ______________  

3.9 1 101 3 4.3
   5 1.7 mA

EXAMPLE 2.27
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The Common-Base (CB) Confi guration
The common-base (CB) amplifi er receives the input at the emitter and delivers the 

output from the collector. Since the resistance seen looking into the emitter is gener-

ally low (Re > 1ygm), the natural input signal for this confi guration is a current, isig. 

Also, since the resistance seen looking into the collector is generally high (Rc > ro, 

or even higher if there is emitter degeneration), the natural output signal is also a cur-
rent, io. Just like the CC confi guration approximates a voltage buffer, which  ideally 

has Ri → `, Ro → 0, and voyvsig → 1 V/V, the CB confi guration approximates a 

 current buffer, which ideally has 

 Ri → 0  Ro → `    
 i o  ___ 
 i sig 

   → 1 A/A (2.90)

FIGURE 2.67 (a) Dc and (b) ac equivalents of the CE-CC circuit of Fig. 2.66.

Q2

R5

IC2

VC1

R3

4.3 kV

3.9 kV

8.1 V

12 V

1

2

(a) (b)

Q2

R5

4.3 kV

vo
vo1

(2144vi)

Ro1

3.8 kV

1
2

Ro

Consequently, r�2 5 100(26y1.7) 5 1.5 kV and ro2 5 100y1.7 5 59 kV.

 For ac analysis, replace the CE stage with its Thévenin ac equivalent as in 

Fig. 2.67b. Recall from Example 2.22 that the CE stage provides the open-circuit 

ac voltage vo1 5 2144vi with the equivalent output resistance Ro1 5 3.8 kV. We 

can thus adapt Eq. (2.86) and write

  
 v o  ___  v o1

    5   
 v o  _______ 

2144 v i 
   5   1 ___________________  

1 1   3.8 1 1.5  ________________  
(100 1 1)(4.3//59)

  
   5 0.987

so the overall voltage gain is aoc 5 voyvi 5 2144 3 0.987 5 2142 V/V. Finally, 

we adapt Eq. (2.59a) (the experience gained with Example 2.25 indicates that we 

can ignore ro) and obtain 

 R e2
  5   

 R o1
  1  r �2

 
 ________ 

 � 
02

  1 1
   5   3.8 1 1.5 ________ 

101
   5 0.052 kV 5 52 V 

Consequently, 

 R o  5  R 
5
 // R e2

  5 4,300//52 > 52 V (very low)

Since aoc is reduced from 2144 V/V to 2142 V/V, loading of the CE stage by the 

CC stage is minimal. However, the reduction in Ro is truly dramatic, from 3,800 V 

to 52 V!
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196 Chapter 2 Bipolar Junction Transistors

The CB confi guration is shown in Fig. 2.68a, where we observe that the signal 

source is now modeled with a Norton equivalent. To fi nd the small-signal parameters, 

refer to the ac equivalent of Fig. 2.68b. The output resistance Ro is readily found by 

recycling Eq. (2.62a), but with RB → 0 and RE → Rsig,

  R o  >  r o  [ 1 1  g m ( r �  // R sig ) ]  (2.91)

If Rsig @ r�, then Ro > ro(1 1 gmr�) 5 ro(1 1 �0), a truly large value. In the calculation 

of the (low) input resistance Ri it is customary to ignore the presence of the (high) 

resistance ro, at least in discrete designs, where the coupling from emitter to collector 

via ro is generally negligible (this, however, may not necessarily be the case in IC 

designs, as we shall see in Chapter 4.) We thus adapt Eq. (2.59) and write

  R i  >  r e  (2.92)

To fi nd the signal-to-load current gain, we note that the source resistance Rsig 

forms a current divider with the input resistance Ri, giving

  i i  5   
 R sig  _______ 

 R sig  1  R i 
   i sig 

But, io 5 �0ii  , so, combining with Eq. (2.92) we get 

   
 i o  ___ 
 i sig 

   5   
 � 0  _________ 

1 1  r e y R sig 
   (2.93)

It is apparent that this gain is less than unity, but it can be very close to unity for 

Rsig @ re  . The CB confi guration is particularly useful when its signal input is supplied 

C1

isig Rsig

VEE

VCC

RL

IE

Ro

Ri

ii

io

(a)

isig Rsig

RL

Ro

Ri

ii

io

(b)

FIGURE 2.68 The common-base (CB) amplifi er and its ac equivalent.
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by the collector of another BJT. The resulting two-transistor confi guration, known 

as the cascode confi guration, enjoys advantages of speed and fl exibility that make it 

particularly suited to IC implementations, as we shall see in Chapters 4 and 6. 

In the circuit of Fig. 2.68a let VCC 5 2VEE 5 5 V and IE 5 1 mA, and let the BJT 

have �0 5 �F 5 100 and VA 5 100 V. Find Ri, Ro, and ioyisig if Rsig 5 10 kV, and 

comment on your fi ndings.

Solution
We have �0 5 0.99, gm 5 38.5 mA/V, re 5 26 V, r� 5 2.6 kV, and ro 5 100 kV. 

By Eqs. (2.91) through (2.93), 

    R i  > 26 V  

   R o  5 100[1 1 38.5(2.6//10)] > 8 MV  

  
 i o  ___ 
 i sig 

   5   
0.99
 ____________  

1 1 0.026y10
   5 0.987 A/A

As expected of a current buffer, Ri is truly low, Ro truly high, and the gain is fairly 

close to unity.

EXAMPLE 2.28

The CB Confi guration as a Voltage Amplifi er
Even though the most appropriate application of the CB confi guration is as a current 

buffer, there are situations in which it is used as a voltage amplifi er with gain vcyve. 

Considering that vc 5 2gm(RL //ro)vbe 5 2gm(RL //ro)(vb 2 ve) 5 2gm(RL //ro)(0 2 ve), 

it follows that

   
 v c  __  v e 

   5 1 g m ( R L // r o )  (2.94)

In words, the voltage gain of the CB confi guration has the same magnitude but 

opposite polarity as that of the CE confi guration. The other major difference is in the 

input resistance, which is r� in the CE case, but re (which is �0 1 1 times as small) 

in the CB case. For instance, with RL 5 10 kV the circuit of Example 2.28 gives the 

voltage gain vcyve 5 38 3 (10//100) > 1350 V/V, a fairly large value. 

The T   Model of the BJT
Even though the small-signal model of Fig. 2.41 is adequate for the ac analysis of all 

three BJT confi gurations, an alternative model is available, which offers additional 

insight especially into the CB confi guration. To illustrate, consider the ac model of 

Fig. 2.41, repeated in Fig. 2.69a but with ro omitted for simplicity. Since it is remi-

niscent of the Greek letter �, it is also referred to as the � model. 
If we now replace the dependent source with two identical sources connected in 

series as in Fig. 2.69b, circuit behavior won’t change. Indeed, since the node common 
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198 Chapter 2 Bipolar Junction Transistors

to the two sources is such that the current entering it equals that exiting it, we can 

tie it to the base terminal B as in Fig. 2.69c, and circuit behavior still won’t change. 

However, by this artifi ce we avoid having a dependent source directly between the 

collector and emitter, a defi nite advantage in the ac analysis of the CB confi guration, 

as we shall see. Now, we can simplify the model further because the bottom depen-

dent source is controlled by the voltage vbe across its own terminals and thus acts as a 

resistance of value vbe y(gmvbe) 5 1ygm. Its parallel combination with r� is 

  r �  //  1 ___  g m    5   
 � 

0
 
 ___  g m     //  

1 ___  g m    5   
 � 

0
 
 ______ 

 � 
0
  1 1 

    1 ___  g m    5   
 � 

0
 
 ___  g m    5  r e 

that is, it is simply the dynamic resistance of the B-E junction as encountered in 

Eq. (2.61). (We should have anticipated this intuitively!) As for the top dependent 

source, we can regard it either as controlled by vbe, as shown, or as controlled by the 

current ie 5 vbeyre, in which case we express it as 

 gmvbe 5 gmreie 5 �0ie

We can fi nally draw the alternative small-signal BJT model as in Fig. 2.70, where 

we have included also the small-signal resistance ro to account for the Early effect. 

B C

E

gmvbevber�

1

2

B C

E

gmvbe

gmvbe

vber�

1

2

B C

E

gmvbe

gmvbe

vber�

1

2

(a) (b) (c)

FIGURE 2.69 Steps for transforming the � model into the T model of the BJT.

FIGURE 2.70 The small-signal BJT model known as the T model. Note that it applies 

both to the npn and the pnp BJT. 
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B

E

C

ie

ib

gmvbe
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B

C

E

1

2
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  2.9 Bipolar Voltage and Current Buffers 199

Since this model, with ro omitted, looks like a rotated letter T, it is aptly called 

the T model. 
Figure 2.71 utilizes both BJT models (ro is again omitted for simplicity) for a 

quick comparison of the CE and CB confi gurations. By inspection, the CE amplifi er 

of Fig. 2.71a presents an input resistance of r�, and yields vc 5 2RCgmvb, indicating a 

gain of vcyvb 5 2gmRc. Turning to Fig. 2.71b, we note that the direction of the depen-

dent source has been reversed compared to Fig. 2.70, owing to the fact that gmvbe 5 

gm(vb 2 ve) 5 gm(0 2 ve) 5 2gmve. By inspection, the CB amplifi er presents an input 

resistance of re and yields vc 5 1RCgmve, indicating a gain of vc yve 5 1gm RC. These 

quick analyses confi rm that the input resistances differ by a factor of (�0 1 1), and the 

gains have equal magnitudes but opposite polarities. Also, in both cases, applying a 

voltage across the input resistance (r� or re) results in the transfer of current to another 

resistance (RC at the output.) Not surprisingly, the name transistor was coined as a 

contraction of the words transfer and resistor.

PSpice Simulation
As we study BJT circuits, it is always good practice to corroborate the predictions of 

hand calculations with computer simulation or laboratory measurements. Figure 2.72a 
shows a PSpice circuit to simulate the CE-CC amplifi er of Example 2.27, but using 

2N2222 BJTs. 

Shown in Fig. 2.72b is the Bode plot of the gain magnitude uVoyViu. At 1 kHz, 

PSpice predicts a gain of 43.3 dB, or a gain magnitude of 1043.3y20 5 146 V/V. In 

Example 2.27 we predicted a gain magnitude of 142 V/V. Considering that the pres-

ent simulation uses 2N2222 BJTs, whose characteristics differ a bit from those of 

the BJTs used in the example, some discrepancy is expected. We also note that gain 

drops at the low end of the frequency range. This too is expected, as the capacitances 

cease to act as ac shorts at low frequencies. In the present case, the gain decrease is 

dominated by C2. 

For a complete picture, we need to plot also the input and output impedances uZiu 
and uZou. Recall from basic circuits courses that the impedance Z seen looking into a 

B

E

1
2

vb r� RC vc

C

gmvb

1

2

(a)

1
2

ve

E C

B

gmve
re

vcRC

1

2

(b)

FIGURE 2.71 The CE and CB confi gurations are compared most effectively if we use, 

respectively, (a) the � model, and (b) and T model for the BJT.
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200 Chapter 2 Bipolar Junction Transistors

given terminal is obtained by applying an ac test voltage V (or an ac test current I), 
obtaining the resulting ac current I (or ac voltage V), and then taking the ratio Z 5 

VyI. Here, V and I represent the phasors associated with the given ac test signals.

To fi nd Zi, we still use the PSpice circuit of Fig. 2.72a but with the input source 

Vi now acting as the test voltage. Then, Zi 5 ViyIi, where Ii is the ac current out of the 

source Vi. The result, plotted in Fig. 2.73b, top, yields uZiu 5 3.7 kV at 1 kHz. Note 

that uZiu increases at low frequencies, again because of the fact that the capacitors 

cease to act as ac shorts as frequency is lowered. 

To fi nd Zo, use the PSpice circuit of Fig. 2.73a, where the input signal has been 

set to zero and the output terminal is subjected to a test current Io. Then, Zo 5 VoyIo, 

1
2

Q2

C2

330 �F

Q1

Vo

VCC (12 V)

Vi

1 mVac

0 Vdc

0

Q2N2222

Q2N2222

RC
3.9 kV

RE
3.9 kV

C

B

E

R1

68 kV

R2

47 kV R3

4.3 kV

C1

22 �F

Ii

(a) (b)

20

Frequency (Hz)

G
ai

n
 (

D
B

)

102 103 104

0

20

40

60

FIGURE 2.72 PSpice circuit to display the Bode plot of gain for the CE-EC amplifi er of Example 2.27, but using 

2N2222 BJTs.
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FIGURE 2.73 (a) PSpice circuit to fi nd the output impedance Zo. (b) Frequency plots of the input and output 

impedances.
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  Appendix 2A SPICE Models for BJTs 201

where Vo is the ac voltage appearing at the output. The result, plotted in Fig. 2.73b, 

bottom, yields uZou 5 36 V at 1 kHz. Again, these results are fairly consistent with 

those predicted in Examples 2.22 and 2.27. The main cause for the discrepancies are 

the differences in the betas of the transistors used in the examples and those used in 

the simulation. The motivated student may wish to create ad hoc PSpice models for 

the BJTs of the examples, and verify a much closer agreement between predictions 

and simulations.

APPENDIX 2A

SPICE Models for BJTs

As in the case of the pn diode, the characteristics of a BJT are expressed in terms of 

a list of parameters that SPICE then uses to create an internal model of the device. 

Such a list is shown in Table 2A.1. PSpice’s library comes with the models of several 

popular BJTs, such as the npn 2N2222 and the pnp 2N2907. The user can create 

a dditional models by editing any one of the models already provided. 

As an example, consider the PSpice circuit of Fig. 2.59, utilizing the popular 

2N2222 npn BJT. By PSpice convention, BJT names must start with the letter Q, 

so the part number has been designated as Q2N2222. To create a PSpice circuit 

schematic we use the Place → Part commands to lay out the various compo-

nents, and the Place → Wire commands to interconnect them. When it comes to 

placing the BJT, we import it from the library by going down the list of entries 

and selecting the Q2N2222 part by left-clicking on it. Once the BJT has been 

placed in the circuit schematic, we can visualize its model by left-clicking on 

the BJT itself to select it, and then right-clicking to activate a pull-down menu 

of possible actions. If we left-click on Edit PSpice Model, the following list 

will appear:

.model   Q2N2222 NPN(Is514.34f Xti53 Eg51.11 Vaf574.03 Bf5255.9
1      Ne51.307 Ise514.34f Ikf5.2847 Xtb51.5 Br56.092 Nc52
1      Isc50 Ikr50 Rc51 Cjc57.306p Mjc5.3416 Vjc5.75 Fc5.5
1     Cje522.01p Mje5.377 Vje5.75 Tr546.91n Tf5411.1p Itf5.6 
1     Vtf51.7 Xtf53 Rb510)

The parameter values shown are designed to match as closely as possible those given 

in the manufacturer’s data sheets. Scanning the list we easily see that this particu-

lar BJT type has Is 5 14.34 fA, VA 5 74.03 V, �F 5 255.9, �R 5 6.092, rc 5 1 V, 

Cic0 5 7.306 pF, mc 5 0.3416, 
c 5 0.75 V, Cje0 5 22.01 pF, me 5 0.377, 
e 5 0.75 V, 

�R 5 46.91 ns, �F 5 411.1 ps, and rb 5 10 V. The list contains additional parameters 

representing higher-order effects that are beyond our present scope. One such effect 

is the dependence of �F upon IC, as illustrated in Fig. 2.12b. For more details, see 

Ref. [12]. Also shown in the list are the parameters intervening in the calculation of 

the junction capacitances associated with the base-emitter (Cje), base-collector (Cjc), 

and collector-substrate junctions (Cs). This subject will be taken up in great detail in 

Chapter 6, when we will investigate the frequency response of integrated circuits.
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202 Chapter 2 Bipolar Junction Transistors

TABLE 2A.1 Partial parameter list of the PSpice model for BJTs.

Symbol Name Parameter description Units Default Example

Is Is Saturation current A 0.1 fA 2 fA

�F
Bf Forward current gain 100 250

VA Vaf Forward Early voltage V ` 75 V

�R 
Br Reverse current gain 1 2.5

rb Rb Bulk resistance of the base V 0 200 V

rc Rc Bulk resistance of the 

collector 

V 0 50 V

rex Re Bulk resistance of the emitter V 0 1 V

Cje0
Cje Zero-bias B-E junction 

capacitance

F 0 1.0 pF


e
Vje B-E built-in potential V 0.75 V 0.8 V

me Mje B-E grading coeffi cient 0.33 0.5

Cjc0
Cjc Zero-bias B-C junction 

capacitance

F 0 0.5 pF


c
Vjc B-C built-in potential V 0.75 V 0.7 V

mc Mjc B-C grading coeffi cient 0.33 0.5

Cs0
Cjs Zero-bias collector-substrate 

junction capacitance

F 0 1.0 pF


s
Vjs Collector-substrate built-in 

potential

V 0.75 V 0.6 V

ms Mjs Collector-substrate grading 

coeffi cient

0 0.5

�F
Tf Forward transit time s 0 0.2 ns

�R
Tr Reverse transit times s 0 15 ns

As another example, consider the 2N2907A pnp BJT, whose model is also 

available in PSpice’s library. Its parameter list is as follows: 

.model   Q2N2907A PNP(Is5650.6E-18 Xti53 Eg51.11 Vaf5115.7
1         Bf5231.7 Ne51.829 Ise554.81f Ikf51.079 Xtb51.5
1           Br53.563 Nc52 Isc50 Ikr50 Rc5.715 Cjc514.76p
1      Mjc5.5383 Vjc5.75 Fc5.5 Cje519.82p Mje5.3357 
1          Vje5.75 Tr5111.3n Tf5603.7p Itf5.65 Vtf55 
1          Xtf51.7 Rb510)

As in the 2N2222 case, the name has been changed to Q2N2907A, and the 

( parenthesized) list is now preceded by the designation PNP specifying the device 

type. The parameter list is very similar to that of the Q2N2222 model, except for the 

different parameter values refl ecting differences in the data-sheet characteristics. 
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If you wish to create your own BJT model, you can do so simply by overwriting 

(editing) the parameter values of an existing BJT model, such as the Q2N2222 or the 

Q2N2907A models seen above. However, to avoid losing the original parameter list, 

a new name must be given to the newly formed model before saving it. This is what 

was done to create the model for the simplifi ed npn BJT of Fig. 2.32. The BJT model 

was renamed as Qn, and the parameter list was edited as follows:

.model Qn NPN(Is52fA Bf5100)

Likewise, the model of a homebrew pnp BJT with, say, Is 5 0.5 fA, �F 5 75, 

and VA 5 50 V would be 

.model Qp PNP(Is50.5fA Bf575 Vaf550V)

All omitted parameters are automatically assigned default values according to 

Table 2A.1. 
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PROBLEMS

2.1 Physical Structure of the BJT

 2.1  A student is trying to create a homebrew pnp BJT 

by connecting together the cathode terminals of 

two separate pn diodes to obtain the n-type base, 

and by designating one of the anodes as the p-type 

emitter, and the other as the p-type collector. Soon, 

the student fi nds that the resulting device doesn’t 

provide any base-current amplifi cation. Why? List 

at least two reasons. (b) Undaunted, the student 

decides to use the B-E junction of one pnp BJT 

sample and the B-C junction of another pnp BJT 

sample to meet the relative doping constraints 

needed of a BJT. He then connects together their 

base terminals to form the base terminal of the 

composite device. The student still fi nds that the 

device doesn’t provide any current gain. Why?

2.2 Basic BJT Operation

 2.2  (a) A certain npn BJT has an emitter area of 

(10 �m) 3 (20 �m), and its base and emitter 

doping concentrations are NAB 5 1017/cm3 and 

NDE 5 1019/cm3. Assuming Dp 5 1.8 cm2/s, 

Dn 5 18 cm2/s, WB 5 WE 5 1 �m, and �n 5 

150 ns, fi nd Is and �F. 

  (b) If VBE 5 700 mV, fi nd IC and IB. 

  (c) What portion of IB is due to holes diffusing 

from base to emitter, and what portion is due 

to electrons recombining inside the base?
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204 Chapter 2 Bipolar Junction Transistors

 2.3 A certain npn BJT has NDE 5 1019/cm3, NAB 5 

1017/cm3, and NDC 5 1015/cm3. Moreover, Dp 5 

1.8 cm2/s, Dn 5 18 cm2/s, and �n 5 150 ns. 

  (a) Find WB and WE so that �F 5 250 under the 

constraint IBE 5 IBB. 

  (b) With reference to Fig. 2.6, fi nd the distance 

between the B-E and the B-C metallurgical 

junctions, as well as the distance between the 

B-E metallurgical junction and the E elec-

trode, given that VBE 5 700 mV and VBC 5 

22.0 V. Assume grading coeffi cients of 0.5 

for both junctions. 

 2.4  A certain pnp BJT has an emitter area of (25 �m) 3 

(50 �m), and its base and emitter doping con- 

centrations are NDB 5 1017/cm3 and NAE 5 1019/cm3. 

  (a) If Dn 5 3 cm2/s, Dp 5 8 cm2/s, WE 5 WB 5 

1 �m, and �p 5 100 ns, fi nd Is and �F. 

  (b) Repeat part (a) if WB is lowered to 0.5 �m. 

  (c) Repeat (a) if WE is raised to 2 �m. In both 

cases, comment on your fi ndings. 

 2.5 Suppose Eqs. (2.17) and (2.18) give, for the pnp 

BJT of Fig. P2.5, Is 5 4 fA and �F 5 1y(0.002 1 

0.004). 

  (a) Find IE, IB, IC, and VEB. 

  (b) What portion of IB is due to holes recombining 

inside the base region, and what portion is due 

to electrons diffusing from base to emitter? 

  (c) Recalculate IE, IB, and IC if the collector is dis-

connected from the 24-V supply and is left 

fl oating. 

  FIGURE P2.5

IE

IC

IB

�4 V

4 V

3.3 kV

 2.6 Assuming the BJT of Fig. P2.6 has VBE(on) 5 0.7 V 

and �F 5 100, estimate IB, IC, and IE for each of the 

three cases shown (collector terminal left fl oating, 

connected to the base, and connected to the power 

supply), and give an indication of the composition 

of each current. 

FIGURE P2.6

5 V
5 V

5 V

NC

43 kV

43 kV

43 kV

 2.7  Figure P2.7 shows how a pnp BJT can boost the 

 output current capability of an op amp when it 

comes to sinking current from the load (as op-

posed to sourcing current to the load, as discussed 

in the text). Assuming the BJT has �F 5 80 and an 

E-B junction voltage drop of 0.8 V, fi nd the current 

and voltage at each of the BJT terminals if IL 5 

500 mA. What is the voltage and current required 

of the op amp’s output? 

  FIGURE P2.7
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ILLD
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 2.8  When operated as a current amplifi er, an npn BJT 

will only source emitter current, while a pnp BJT 

will only sink emitter current. In ac situations, cur-

rent must be sourced during the positive alternations 

of the load voltage, but must be sunk during the 

negative alternations. To serve these situations, the 

confi guration of Fig. P2.8 is used. During positive al-

ternations Q1 conducts and Q2 is off; during negative 

alternations Q2 conducts and Q1 is off. This popular 

transistor team, known as a push-pull stage, is at the 

basis of a variety of output stages, including those 

found in op amps and audio power amplifi ers. 

fra28191_ch02_109-220.indd   204fra28191_ch02_109-220.indd   204 13/12/13   11:11 AM13/12/13   11:11 AM



  Problems 205

the input voltage vI (accurate within 1 mV) needed 

to achieve: 

  (a) vO 5 1 V, 

  (b) vO 5 4 V, 

  (c) vO 5 16 V. 

  Hint: use the rules of thumb to speed up your 

calculations.

  FIGURE P2.9
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 2.10  Read the Darlington confi guration concept described 

in Problem 2.9, and then turn to its pnp realization 

of Fig. P2.10. Assume RL 5 4 V and 2VS 5 212 V, 

and let the BJTs have, respectively, Is1 5 5 fA and 

�F1 5 100, Is2 5 100 pA and �F2 5 40. Using vEB1 5 

VT ln (iC1yIs1) for Q1, and vEB2 5 1.5VT ln (iC2yIs2) for 

Q2, fi nd the input current iI as well as the input volt-

age vI (accurate within 1 mV) needed to achieve: 

  (a) vO 5 21 V, 

  (b) vO 5 25 V. 

  Hint: you can speed up your calculations using 

the rules of thumb.

  FIGURE P2.10
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    Assume a 100-V load and 612-V power sup-

plies, and let the BJTs have, respectively, Is1  5 

10 fA and �F1 5 150, Is2 5 20 fA and �F2 5 100. 

Using vBE1 5 VT ln (iC1yIs1) for Q1 and vEB2 5 VT 

ln (iC2yIs2) for Q2, with iC > iE and iB 5 iEy(�F 1 1) 

for both BJTs, fi nd the input voltage vI as well as 

the input current (either iI1 or iI2) needed to achieve: 

  (a) vO 5 11 V, 

  (b) vO 5 21 V, 

  (c) vO 5 15 V, and 

  (d) vO 5 28 V. 

  FIGURE P2.8
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 2.9  If the current gain provided by a given BJT is 

not suffi cient for the application at hand, we can 

follow it by another BJT to further amplify the 

current already amplifi ed by the fi rst BJT. This 

is similar to following the lens of a telescope by 

a second lens to increase the overall magnifying 

power. The resulting two-transistor team, known 

as the Darlington confi guration, fi nds application 

especially in power-handling circuits. Figure P2.9 

illustrates the Darlington concept for the case of 

npn BJTs (the pnp case is shown in Fig. P2.10). 

The current iI enters Q1’s base and exits Q1’s emit-

ter amplifi ed by (�F1 1 1). This current is then fed 

to Q2’s base, and exits Q2’s emitter amplifi ed by 

(�F2 1 1). The overall current gain is thus iOyiI 5 

(�F1 1 1) 3 (�F2 1 1) > �F1 3 �F2, or  �  F  2
   when 

the BJTs have identical betas. Assume RL 5 8 V 

and VS 5 24 V, and let the BJTs have, respectively, 

Is1 5 10 fA and �F1 5 100, Is2 5 1 pA and �F2 5 

50. Using vBE1 5 VT ln (iC1yIs1) for Q1, and vBE2 5 VT 

ln (iC2yIs2) for Q2, with iC > iE and iB 5 iEy(�F 1 1) 

for both BJTs, fi nd the input current iI as well as 
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2.3 The i-v Characteristics of BJTs

 2.11 (a) Suppose that at T 5 25 8C a certain npn BJT 

has Is 5 1 fA and VA 5 75 V. Find the value of 

VBE (in mV) needed to ensure IC 5 1.0 mA at 

VCE 5 5.0 V. 

  (b) What happens to IC if VCE is raised to 10 V? 

Lowered to 1 V?

  (c) Assume again VCE 5 5.0 V. What is the mV 

value of VBE needed to ensure IC 5 1.0 mA at 

T 5 0 8C? To ensure IC 5 0.2 mA at T 5 

50 8C? To ensure IC 5 4.0 mA at T 5 40 8C? 

  Hint: start out with the value of VBE found in part (a), 

and use the rules of thumb to make your estimates.

 2.12 (a) Suppose that at T 5 25 8C a certain pnp BJT 

has Is 5 2 fA and VA 5 50 V. Find the value of 

VEB (in mV) needed to ensure IC 5 500 �A at 

VEC 5 4.0 V. 

  (b) What happens to IC if VEC is reduced to 1.0 V? 

Raised to 8 V? 

  (c) What is the mV value of VEB needed to ensure 

IC 5 0.2 mA at T 5 75 8C and VEC 5 4.0 V? 

  (d) Suppose VEB and VEC are kept at the values 

of (a), while T is raised from 25 8C to 55 8C. 

What is the new value of IC? 

  Hint: start out with the value of VEB found in 

part (a), and use the rules of thumb to make your 

estimates.

 2.13 Let the BJT of Fig. P2.13 have �F 5 120, VA 5 

100 V, and �R 5 2. 

FIGURE P2.13

R1

300 kV

R2

2.0 kV
IC

IB

VS (5 V)

(a)

R1

30 kV

R2

10 kV
I9C

IB

VS (5 V)

(b)

  (a) Assuming VBE 5 0.7 V, predict IC as well as 

VC if the device is operated in the FA mode as 

shown in (a). 

  (b) Predict IC if R2 is shorted out, so that the col-

lector voltage is forced to 5 V. 

  (c) Assuming VBC 5 0.7 V, predict the emitter 

voltage if the device is operated in the RA 

mode as shown in (b). (Since the role of col-

lector is now being played by the emitter re-

gion, the current at the emitter terminal has 

been relabeled as I 9C  .)

 2.14 A student is performing voltmeter measurements 

on the circuits of Fig. P2.13 in order to extract the 

principal BJT parameters. 

  (a) In the circuit at the left, the BJT operates in 

the FA mode. If it is found that VB 5 710 mV 

and VC 5 1.000 V, what are the values of Is and 

�F? (For these calculations, assume VA 5 `.) 

  (b) If changing R2 from 2.0 kV to 1.0 kV results 

in VC 5 2.950 V, fi nd the change in IC  , and use 

it to indirectly fi nd VA. 

  (c) Next, the student forces the BJT in the RA 

mode by interconnecting it in the circuit 

shown at the right. Since the role of collec-

tor is now played by the emitter region, the 

student has relabeled the emitter-terminal cur-

rent as I 9C  , fl owing into the BJT. Then, �R 5 

I 9C  y I B . If it is found that VE 5 2.0 V, what is the 

experimental value of �R?

 2.15 A student is performing voltmeter measurements 

on the circuits of Fig. P2.15 in order to extract the 

principal BJT parameters. 

FIGURE P2.15

R1

470 kV
R2

3.0 kV
IC

IB

VS (6 V)

(a)

R1

20 kV
R2

10 kV
I9C

IB

VS (6 V)

(b)

  (a) In the circuit of (a) the BJT operates in the FA 

mode. If it is found that VEB 5 690 mV and 

VEC 5 1.0 V, what are the values of Is and �F? 

(For these calculations, assume VA 5 `.) 

  (b) If letting R2 → 0 causes a 10% increase in IC, 

what is the value of VA? 

  (c) Next, the student forces the BJT in the RA 

mode by interconnecting it in the circuit of (b). 
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Since the role of collector is now played by the 

emitter region, the student has relabeled the 

 emitter-terminal current as I 9C  , fl owing out of the 

BJT. Then, �R 5 I 9C  y I B . If it is found that VE 5 

3.5 V, what is the experimental value of �R? 

 2.16 (a) In the circuit of Fig. P2.16, the power supply 

has been adjusted so as to result in VBC 5 0 

with the switch open. In this state, the effec-

tive base width is WB 5 500 nm, and the por-

tion of the B-C SCL extending onto the base 

region has the width xp 5 20 nm. What is the 

value of �F? 

  (b) If the switch is closed, the B-C junction be-

comes reverse biased by 10 V, and xp widens, 

shrinking WB, and increasing IC (Early effect). 

Assuming the B-C junction has the built-in 

potential 
c 5 0.8 V and the grading coeffi -

cient mc 5 0.5, estimate the changes in xp, WB, 

and IC as a consequence of switch closure. 

  (c) Use the change in IC to indirectly estimate the 

Early voltage VA.

  FIGURE P2.16

RC
10 kV

IB
8 �A

IC

10.7 V

SW

2.4 Operating Regions and BJT Models

 2.17 Assuming the BJT of the circuit of Fig. P2.17 has 

VBE(EOC) 5 0.6 V, VBE(on) 5 0.7 V, VBE(sat) 5 0.8 V, 

VCE(EOS) 5 0.2 V, VCE(sat) 5 0.1 V, and �F large, 

sketch and label the plots of vB, vC, and vE (all on 

the same graph) versus vI as vI is swept from 0 V to 

7 V. On a separate graph, sketch and label the plot 

of iC. Identify the various regions of BJT opera-

tion, and show all relevant breakpoints and slopes. 

Comment on anything that you may fi nd puzzling. 

FIGURE P2.17

RC
2.0 kV

RE
1.0 kV

vC

vE

vB

iC

VS (5 V)

vI 1
2

 2.18  Assuming the BJT of the circuit of Fig. P2.18 has 

VEB(EOC) 5 VEB(on) 5 VEB(EOS) 5 0.8 V, VEC(EOS) 5 

VEC(sat) 5 0.1 V, and �F large, sketch and label the 

plots of vB, vC, and vE (all on the same graph) ver-

sus vI as vI is swept from 5 V to 22 V. On a sepa-

rate graph, sketch and label the plot of iC. Identify 

the various regions of BJT operation, and show 

all relevant breakpoints and slopes. Comment on 

 anything that you may fi nd surprising. 

FIGURE P2.18

RE
1.0 kV

RC
3.0 kV

vE

vC

vB

iC

VS (5 V)

vI 1
2

 2.19 In the circuit of Fig. P2.19 let RE 5 1.0 kV and RC 5 

2.0 kV. Assuming the BJT has VEB(EOC) 5 VEB(on) 5 

VEB(sat) 5 0.7 V, VEC(EOS) 5 VEC(sat) 5 0.1 V, and �F 5 

100, sketch and label the plots of iE, iC, iB, vC, and the 

ratio iCyiB as vS is swept from 0 to 5 V. Comment on 

your results.
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  FIGURE P2.19

RC

vC

iC

RE

iE
vE

iBvS 1
2

25 V

 2.20 In the circuit of Fig. P2.20 let RB 5 300 kV, RC 5 

1.0 kV, RE 5 2.0 kV, and VCC 5 5 V. 

  (a) If it is found that VCE 5 2.0 V, what is the 

value of �F? Assume VBE(on) 5 0.7 V. 

  (b) What value must RB be changed to if we wish 

to bring the BJT to the EOS, where VCE(EOS) 5 

0.2 V? 

  (c) What value of RB will cause the BJT to satu-

rate with �sat 5 �Fy5? Assume VCE(sat) 5 0.1 V 

and VBE(sat) 5 0.8 V.

  FIGURE P2.20

RB
RC

RE

VCC

 2.21 In the circuit of Fig. P2.21 let RB 5 180 kV, RC 5 

1.0 kV, RE 5 3.0 kV, and VCC 5 25 V. Moreover, let 

VEB(on) 5 0.7 V, VEC(EOS) 5 0.2 V, VEC(sat) 5 0.1 V, and 

VEB(sat) 5 0.8 V. 

  (a) If it is found that VEC 5 1.0 V, what is the 

value of �F? 

  (b) Find all voltages and currents at the BJT ter-

minals if RC and RE are swapped with each 

other.

  FIGURE P2.21

RB RC

RE

VCC

 2.22  In the circuit of Fig. P2.22 let VS 5 5 V, R1 5 20 kV 

and R2 5 3.0 kV. Moreover, let the BJT have �F 5 

150, VBE(on) 5 0.7 V, VCE(EOS) 5 0.2 V, VCE(sat) 5 0.1 V, 

and VBE(sat) 5 0.8 V. 

  (a) Find the range of values for R3 for which the 

BJT will operate in the FA region, and calcu-

late the BJT’s terminal currents. 

  (b) Find the BJT’s beta if R3 is raised to twice the 

value that causes the BJT to operate at the EOS. 

  (c) What is the value of � if R3 is removed from 

the circuit and the collector terminal is left 

fl oating? 

  FIGURE P2.22

R1
R3

R2

VS

 2.23  In the circuit of Fig. P2.22 let VS 5 9 V, R1 5 100 kV, 

R2 5 20 kV, and R3 5 1.0 kV. 

  (a) Assuming the BJT parameters of Problem 2.22, 

fi nd all voltages and currents in the circuit. 

  (b) Repeat, if R2 and R3 are swapped with each 

other.

 2.24  In the circuit of Fig. P2.24 let RB 5 RC 5 RE 5 

10 kV, and let the BJT have �F 5 100 and �R 5 

5. Moreover, to simplify calculations somewhat, 
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assume that when either junction is fully forward 

biased, it drops 0.7 V regardless of the BJT’s op-

erating mode. Identify the BJT’s operating region, 

and estimate its terminal voltages and currents 

(magnitudes and directions!) if: 

  (a) VCC 5 10 V, VBB 5 5 V, and VEE 5 0 (ground). 

  (b) VBB 5 VCC 5 5 V, and VEE 5 0. 

  (c) VEE 5 10 V, VBB 5 5 V, and VCC 5 0. 

  (d) VBB 5 VEE 5 5 V, and VCC 5 0. 

  (e) VBB 5 0 V, VCC 5 10 V, and VEE 5 5 V. 

  Hint: for each individual case, you may wish to 

reorient the circuit so that positive voltages ap-

pear at the top of the fi gure, and ground at the 

bottom.

  FIGURE P2.24

VCC

VBB

VEE

RC

RE

RB

 2.25  Let the BJT of Fig. P2.24 have �F 5 100 and 

�R  5  5. Moreover, assume that either junction 

drops 0.7 V when fully forward biased, regardless 

of the BJT’s operating mode, and that its forward 

current is still zero for a forward bias of 0.65 V or 

less. Also, read the hint of Problem 2.24. 

  (a) If RC 5 RE 5 10 kV, RB 5 100 kV, VCC 5 10 V, 

and VEE 5 0 V, fi nd VBB so that VCE 5 1.0 V. 

  (b) Reconsider the circuit of part (a), but with 

VEE 5 10 V and VCC 5 0 V, and fi nd VBB so that 

VEC 5 1.0 V. 

  (c) If RB 5 RC 5 RE 5 10 kV, VBB 5 10 V, and 

VEE 5 0 V, estimate VCC so that IC > 0.

  (d) If RB 5 RC 5 RE 5 10 kV, VCC 5 5 V and 

VEE 5 0 V, fi nd VBB so that IB 5 1.5IE. What is 

the value of beta in this case? 

 2.26 In the circuit of Fig. P2.26, assume that the BJT 

has �F 5 150 and �R 5 4, and assume that when 

either junction is fully forward biased, it drops 

0.7  V regardless of the BJT’s operating mode. 

Also, read the hint of Problem 2.24. If RC 5 1 kV, 

RE 5 2 kV, and RB 5 3 kV, identify the BJT’s 

operating mode, and estimate its terminal voltages 

and currents (magnitudes and directions!) if: 

  (a) VEE 5 12 V, VBB 5 6 V, and VCC 5 0 (ground). 

  (b) VCC 5 10 V, VBB 5 5 V, and VEE 5 0. 

  (c) VEE 5 6 V, and VBB 5 VCC 5 0.

  

VEE

VBB

VCC

RE

RC

RB

FIGURE P2.26

 2.27  Let the BJT of Fig. P2.26 have �F 5 150 and 

�R  5  4. Moreover, assume that either junction 

drops 0.7 V when fully forward biased, re-

gardless of the BJT’s operating mode, and that 

its forward current is still zero for a forward 

bias of 0.65 V or less. Also, read the hint of 

Problem 2.24. 

  (a) If RC 5 RE 5 10 kV, RB 5 100 kV, VEE 5 5 V, 

and VCC 5 25 V, fi nd VBB so that VEC 5 1.0 V. 

  (b) Reconsider the circuit of part (a), but with 

VEE 5 25 V and VCC 5 5 V, and fi nd VBB so 

that VCE 5 1.0 V. 

  (c) If RB 5 RC 5 RE 5 10 kV, VEE 5 9 V, and 

VBB 5 0 V, estimate VCC so that IC > 0. 

  (d) If RB 5 RC 5 RE 5 10 kV, VEE 5 6 V and 

VCC 5 0 V, fi nd VBB so that IB 5 0.75IE. What 

is the value of beta in this case? 

  (e) Repeat part (d), but for IB 5 1.25IE. 

 2.28 In the circuit of Fig. P2.28 let VCC 5 10 V, V1 5 

4 V, R2 5 10 kV, and R3 5 3.0 kV. Draw and label 

the circuit and then, assuming �F1 5 55, �F2 5 50, 

VBE1(on) 5 VEB2(on) 5 0.7 V, and VCE1(sat) 5 VEC2(sat) 5 

0.1 V, fi nd R1 so that IC2 5 0.5 mA. What is the 

current supplied by V1?

fra28191_ch02_109-220.indd   209fra28191_ch02_109-220.indd   209 13/12/13   11:11 AM13/12/13   11:11 AM



210 Chapter 2 Bipolar Junction Transistors

  

R1

R2

VCC

R3

Q1

Q2

V1
1
2

FIGURE P2.28

 2.29  In the circuit of Fig. P2.28 let VCC 5 12 V, R1 5 

3.0 kV, R2 5 2.0 kV, and R3 5 1.5 kV. Moreover, 

let VBE1(on) 5 VEB2(on) 5 0.7 V and VCE1(sat) 5 VEC2(sat) 5 

0.1 V, and assume �F1 and �F2 are so large that we 

can ignore the base currents and approximate IC > IE 

(but only in forward active operation!). 

  (a) If V1 5 5 V, fi nd the BJTs’ operating points 

Q1 5 Q1(IC1, VCE1) and Q2 5 Q2(IC2, VEC2). 

  (b) Repeat if V1 is raised to 8 V. What is the cur-

rent supplied by V1 in this case? 

 2.30  In the circuit of Fig. P2.30 let VCC 5 12 V, V1 5 

6 V, R2 5 33 kV, R3 5 3.0 kV, and R4 5 2.0 kV. 

Moreover, let �F1 5 �F2 5 50, VEB1(on) 5 VBE2(on) 5 

0.7 V, and VEC1(sat) 5 VCE2(sat) 5 0.1 V. 

  (a) Find R1 so that IC1 5 1.5 mA. 

  (b) Look at your calculations again, and identify the 

cases in which base currents could have been 

ignored to speed up calculations, and those in 

which they couldn’t. Recalculate using these 

approximations, compare, and comment.

  

R1

V1

R3

R2

VCC

R4

Q1

Q21
2

FIGURE P2.30

 2.31  In the circuit of Fig. P2.30 let VCC 5 12 V, V1 5 

5  V, and R1 5 R2 5 R3 5 R4 5 10 kV. More-

over, let VEB1(on) 5 VBE2(on) 5 0.7 V, and VEC1(sat) 5 

VCE2(sat)  5 0.1 V, and assume �F1 and �F2 are so 

large that we can ignore the base currents as well 

as the voltage drop across R2 (but only in forward 

active operation!). 

  (a) Find the BJTs’ operating points Q1 5 Q1(IC1, 

VEC1) and Q2 5 Q2(IC2, VCE2). 

  (b) Repeat if R3 is removed altogether from the 

circuit. 

 2.32 If V1 5 5 V in the circuit of Fig. 2.24, what value 

does R3 need to be changed to if we want Q2 to 

operate right at the edge of saturation (EOS)? 

  Hint: as long as a BJT is known to be in the FA 

region, it is quite acceptable to approximate IC > IE. 

 2.33 If V1 5 5 V in the circuit of Fig. 2.24, fi nd all 

terminal voltages and currents for the two BJTs. 

What modes are they operating in?

2.5 The BJT as an Amplifi er/Switch

 2.34 In the pnp inverter/amplifi er of Fig. P2.34 let 

VCC 5 5 V, RB 5 10 kV, and RC 5 1.0 kV, and let 

the BJT have Is 5 1 fA, �F 5 80, and VA 5 `. 

  (a) Sketch and label the VTC for 0 # vI # 5 V. 

  (b) Find the voltage VI needed to achieve VO 5 4 V. 

  (c) What is the slope of the VTC at the operating 

point of part (b)? 

  FIGURE P2.34

RC

RB

vI
vO

1
2

5 V

1.0 kV

10 kV

 2.35 In logic applications of the BJT inverter, it is de-

sirable that the VTC be centered near the middle 

of the vI range. The VTC of the simple inverter 

of Fig. 2.32, shown in Fig. 2.34, top, is centered 

about 1 V, but it can easily be shifted to the right 

by connecting an additional resistance RBE across 

the B-E junction, as depicted in Fig. P2.35. 
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  (a) Show that we now have vI 5 RBiB 1 (1 1 RBy
RBE)vBE. 

  (b) Assuming the same BJT parameters as in 

Fig. 2.32 (�F 5 100 and Is 5 2 fA), obtain 

an input-output relationship of the type of 

Eq. (2.38), of course suitably modifi ed to re-

fl ect the presence of RBE. 

  (c) Find the voltage VI needed to bias the BJT at 

VO 5 2.5 V. 

  (d) What is the voltage gain a there? How does it 

compare with that of Example 2.10? Justify 

any difference.

vO

RB

RBE

vI 1
2

RC

10 kV

5.0 kV

1.0 kV

5 V

FIGURE P2.35

 2.36 (a) Find a resistance REB that, when connected in 

parallel with the E-B junction of the pnp BJT 

of Problem 2.34, will yield VO 5 2.5 V for 

VI 5 2.5 V. 

     Hint: read Problem 2.35 to understand the 

effect of REB upon the VTC, and show that 

the modifi ed circuit of Fig. P2.34 gives vI 5 

5 V 2 RBiB 2 (1 1 RByREB)vEB, where iB is the 

base current, which for a pnp BJT fl ows out of 

the base, and vEB is the voltage drop across the 

E-B junction. 

  (b) Obtain a numerical relationship between vI 

and vO, and differentiate it with respect to vI to 

estimate the gain a at VO 5 2.5 V. 

 2.37 Consider the circuit of Fig. P2.34 with VCC 5 5 V, 

RB 5 10 kV, and RC 5 2.0 kV, plus an additional 

resistance REB 5 10 kV connected in parallel with 

the E-B junction of the BJT. Moreover, let the BJT 

have Is 5 5 fA, �F 5 125, and VA 5 `. 

  (a)  Show that we have vI 5 5 2 104iB 2 2vEB, 

where iB is the current out of the base, and vEB 

is the voltage drop across the E-B junction 

(vI and vEB are in V, iB is in A). 

  (b) Find vI1 needed to achieve vO1 5 2 V, and vI2 

needed to achieve vO2 5 3 V. Hence, estimate the 

voltage gain of your circuit as a > (vO2 2 vO1)y
(vI2 2 vO1). 

  (c) Sketch and label vI and vO versus time if vI is a 

1-kHz sine wave alternating between vI1 and vI2. 

 2.38  Consider a push-pull BJT pair of the type of 

Fig. P2.8, with the common base node being driven 

by a source vS having a series resistance Rs 5 10 kV, 

and the common emitter node driving a load RL 5 

1 kV. The BJTs have �F 5 100, VBE1(EOC) 5 VEB2(EOC) 5 

0.6 V, VBE1(on) 5 VEB2(on) 5 0.7 V, VCE1(EOS) 5 VEC2(EOS) 5 

0.2 V, and VCE1(sat) 5 VEC2(sat) 5 0.1 V.

  (a) Assuming 65-V power supplies, sketch and 

label vO versus vS over the range (27 V) # vS # 

(17V). 

  (b) What are the values of vO at vS 5 62.5 V? 

 2.39  Shown in Fig. P2.39 is a BJT realization of the 

logic function known as NOR. 

  (a) Assuming L 5 0 V and H 5 5 V, prepare the 

truth table, showing the state of each BJT 

(CO or Sat) as well as the logic level (H or L) 

of Y for each of the four possible input combi-

nations: (A, B) 5 (L, L), (L, H), (H, L), (H, H). 

  (b) If VBE(sat) 5 0.8 V and VCE(sat) 5 0.1 V, what 

is the minimum �F required of each BJT for 

proper operation?

  FIGURE P2.39

QA QB

10 kV

1 kV

5 V

A

Y

10 kV
B

 2.40 Shown in Fig. P2.40 is a BJT realization of the logic 

function known as NAND. 

  (a) Assuming L 5 0 V and H 5 5 V, prepare the 

truth table, showing the state of each BJT (CO 

or Sat) as well as the logic level (H or L) of Y 

for each of the four possible input combina-

tions: (A, B) 5 (L, L), (L, H), (H, L), (H, H). 
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212 Chapter 2 Bipolar Junction Transistors

  (b) If VBE(sat) 5 0.8 V and VCE(sat) 5 0.1 V, what 

is the minimum �F required of each BJT for 

proper operation?

  FIGURE P2.40
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 2.41 Using two pnp BJTs and resistors as needed, de-

sign a circuit to implement a two-input NOR gate, 

that is, a circuit that gives a high output only when 

both inputs are low; for all other input combina-

tions, the output is always low. Assume a 5-V 

power supply. 

  Hint: read Problems 2.39 and 2.40 to come up 

with ideas both about your circuit’s topology and 

a method to analyze it. 

 2.42 Using two pnp BJTs and resistors as needed, de-

sign a circuit to implement a two-input NAND 

gate, that is, a circuit that gives a low output only 

when both inputs are high; for all other input com-

binations, the output is always high. Assume a 5-V 

power supply. 

  Hint: read Problems 2.39 and 2.40 to fi nd ideas 

both about your circuit’s topology and a method to 

analyze it.

 2.43 Figure P2.43 shows how a BJT can be used to turn 

on a light-emitting diode (LED) under the control of 

a logic signal A. Specifi cally, when A 5 L (5 0 V) 

the BJT is off, and so is the LED; when A 5 H (5 5 V) 

the BJT saturates and the LED glows. 

  (a) Assuming the BJT has �F(min) 5 50, VBE(sat) 5 

0.8 V, and VCE(sat) 5 0.1 V, specify standard 5% 

values for R1 and R2 to make the LED glow 

with a current ID 5 10 mA and a voltage drop 

VD 5 1.5 V. 

  (b) Design a circuit that accepts a logic input B and 

causes the LED to glow when B 5 L (5 0 V), 

but causes it to be off when B 5 H (5 5 V).

  FIGURE P2.43

R1

R2

5 V

LED

A

2.6 Small-Signal Operation of the BJT

 2.44  (a) Replace the BJT of Fig. P2.44 with its small-

signal model, and use the test-signal method 

to obtain an expression for Re. 

  (b) Calculate Re if RC 5 10 kV, and the BJT 

has �F 5 100, VA 5 100 V, and is biased at 

IC 5 1 mA. 

  (c) Discuss the limiting case RC → 0, and justify 

your result in terms of known BJT behavior. 

  (d) Repeat part (c), but in the limiting case RC → ̀ .

  

Re

RC  

FIGURE P2.44

 2.45  (a) Replace the BJT of Fig. P2.45 with its small-

signal model, and use the test-signal method 

to show that the resistance seen looking into 

the input port is

          R i  5  r �  // [    R F  1 ( R C   // r o )
  ____________  

1 1  g m ( R C   // r o )
   ] 

  FIGURE P2.45
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RF

RC

Ri
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  (b) Calculate Ri if RF 5 10 kV, RC 5 1 kV, and 

the BJT has �F 5 100, VA 5 100 V, and is 

biased at IC 5 1 mA. 

  (c) Discuss the limiting case RF → 0 and RC → `, 

and justify your result in terms of previously 

known BJT behavior. 

  (d) Repeat part (c), but in the limiting case RF → ̀ . 

 2.46  (a) Replace the BJT of Fig. P2.45 with its small-

signal model, and use the test-signal method 

to prove that the resistance seen looking into 

the output port with the input port open- 

circuited, as shown, is 

     R o  5  R C    // r o   //   (  r e  1   
 R F 
 ______ 

 � 
0
  1 1

   ) 

  (b) Calculate Ro if RF 5 10 kV, RC 5 1 kV, and 

the BJT has �F 5 100, VA 5 100 V, and is 

biased at IC 5 1 mA. 

  (c) Discuss the limiting case RF → 0 and RC → `, 

and justify your result in terms of already fa-

miliar BJT behavior. 

  (d) Repeat part (c), but with an ac short-circuit 

across the input port. 

 2.47  Assuming the small-signal model for the BJT of 

Fig. P2.47 has r� 5 10 kV, gm 5 1y(50 V), and 

ro 5 `, fi nd R via the test-signal method.

  

R
15 kV

12 kV

FIGURE P2.47

 2.48  (a) Use simple inspection to come up with an 

expression for Ri in the circuit of Fig. P2.48 

(switch open). 

  (b) Next, investigate the effect of closing the 

switch. Replace the BJT with its small-signal 

model, and use the test-signal method to show 

that now Ri is increased to 

        R i  5  R x  1 (1 1  g m  R x ) R y   

         Rx 5 R1  //r�

        Ry 5 R2   //RE

Ri

R2 RE

R1

FIGURE P2.48

  (c) Calculate Ri for each of the two above cases if 

R1 5 R2 5 RE 5 10 kV, and the BJT has �F 5 

100 and VA 5 `, and is biased at IC 5 1 mA. 

Compare the two results, and comment! 

  Note: this problem illustrates the so called boot-
strapping technique, which is used to raise 
the input resistance of an emitter follower. In 

a practical situation, what is shown here as a 

switch is a capacitor, which acts as an open cir-

cuit at dc, but is designed to act as a short circuit 

at ac.

2.7 BJT Biasing for Amplifi er Design

 2.49  (a) Assuming VEE 5 9 V and VCC 5 0 V, along 

with typical BJT parameters in the circuit of 

Fig. P2.49, specify standard 5% resistances to 

bias the BJT at IC 5 2 mA using the 1y3-1y3-

1y3 Rule. 

  

RE

VEE

VCC

R1

R2
RC

FIGURE P2.49
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214 Chapter 2 Bipolar Junction Transistors

  (b) If the actual value of �F can vary from as low 

as 75% to as high as 150% of the assumed 

nominal value, what is the range of possible 

values for IC, taking also into consideration 

the 5% tolerance of your resistances?

 2.50  The circuit of Fig. P2.50 is similar to that of 

Fig. 2.50, except that the inclusion of R2 increases 

the current through R1, thus raising VCE and ex-

panding the collector’s downswing capability 

when the circuit is used as an amplifi er.

  (a) Assuming VCC 5 5 V, VBE(on) 5 0.7 V, �F 5 

100, and VA 5 `, specify standard 5% resis-

tance values to bias the BJT at IC 5 2 mA and 

VCE 5 2 V under the constraint that  I  R 
2
 
  5  I B . 

What is the resulting value of VCE? 

  (b) Find the range of variability of IC and VCE if 

50 # �F # 200.

  FIGURE P2.50

VCC

R1

RC

R2

 2.51  The circuit of Fig. P2.51 is the pnp counterpart of 

the npn version of Fig. P2.50. 

  (a) Assuming VCC 5 26 V, VEB(on) 5 0.7 V, �F 5 

150, and VA 5 `, specify standard 5% resis-

tance values to bias the BJT at IC 5 3 mA and 

VEC 5 3 V under the constraint that  I  R 
1
 
  5 2  I B . 

   (b) Find the range of variability of IC and VEC if 

75 , �F , 250.

  

VCC

R1

RC

R2

FIGURE P2.51

 2.52  Assume the current mirror of Fig. 2.51 is imple-

mented with perfectly matched BJTs having neg-

ligible base currents and VA 5 `. Moreover, let 

VCC 5 5 V and R1 5 4.3 kV. 

  (a) Assuming VBE 5 700 mV and R2 is small 

enough to ensure that Q2 is always in the FA 

region, fi nd IC2. 

  (b) Suppose now Q2 experiences a temperature rise 

DT 5 1 8C relative to Q1. Given that the temper-

ature coeffi cient of a pn junction is 22 mV/8C, 

Q2 would now need only 698 mV to carry the 

same current as Q1. Yet, Q1 is imposing 700 mV, 

so IC2 will be higher than before the temperature 

rise occurred. What is its new value?

  (c) Recalculate IC2 if Q2 experiences a tempera-

ture rise DT 5 5 8C relative to Q1.

  (d) Recalculate IC2 if now it is Q1 that experiences 

a temperature rise DT 5 10 8C relative to Q2. 

  (e) If it is found that IC2 5 0.75 mA, what do you 

conclude? 

 2.53  There are situations in which it is desired to have 

IC2 , IC1 in a current mirror. A popular way to lower 

IC2 relative to IC1 is to reduce VBE2 by lifting Q2’s 

emitter off ground and inserting a suitable series re-

sistance R to drop the required voltage difference, 

as shown in Fig. P2.53. For instance, if we want to 

make IC2 5 IC1y2, R will have to drop 18 mV, by the 

familiar rule of thumb. The circuit is known as the 

Widlar current source for its inventor Bob Widlar, 

the designer of the fi rst monolithic op amp. 
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    In Fig. P2.53 let VCC 5 5 V and R1 5 4.3 kV. 

Assuming VBE1 5 700 mV, negligible base cur-

rents, and a small enough voltage drop across the 

load to ensure that Q2 is always in the FA region, 

fi nd R so that: 

  (a) IC2 5 0.4 mA. 

  (b) IC2 5 50 �A. 

  (c) IC2 5 123 �A. 

  Hint: use the rules of thumb when possible. 

  FIGURE P2.53

IC2

IC1

VCC

R1

Q1

VR

Q2

R

1

2
VBE1 VBE2 2

1

1

2

LD

 2.54  In Fig. P2.53 let VCC 5 6 V, R1 5 10 kV, and R 5 

1.0 kV. Moreover, let the BJTs be matched devices 

with Is 5 2 fA, VA 5 ̀ , and negligible base currents. 

  (a) Assuming a small enough voltage drop across 

the load to ensure that Q2 is always in the FA 

region, fi nd VBE1, in mV. 

  (b) Using the relations VBE2 5 VT ln (IC2yIs) and 

IC2  5 (VBE1 2 VBE2)yR, iterate until you fi nd 

the value of IC2. 

  (c) What value must VCC be lowered to if we want 

IC1 to drop to 50% of its initial value? What is 

the resulting value of IC2? Does IC2 also drop to 

50% of its initial value? Explain!

 2.55  A current mirror consisting of two matched BJTs 

can be imbalanced on purpose by inserting a resis-

tance R in series with the emitter of one of its two 

BJTs. In Fig. P2.53 we have inserted R in series 

with the emitter of Q2 to lower IC2 relative to IC1. 

Let us now investigate the opposite case, namely, 

the insertion of R in series with the emitter of Q1 

to increase IC2 relative to IC1. Redraw the circuit 

of Fig. P2.53, but with Q2’s emitter at ground and 

with R in series between Q1’s emitter and ground. 

  (a) If VCC 5 5 V and the BJTs are matched and 

have Is 5 2 fA, VA 5 `, and negligible base 

currents, specify suitable values for R1 and R 

to ensure IC1 5 0.5 mA and IC2 5 2 mA. 

  (b) If VCC is increased until IC1 5 1 mA, what is 

the new value of IC2? 

  Hint: use the rules of thumb.

 2.56  Shown in Fig. P2.56 is a current sink that could be 

used to provide the emitter bias for the npn BJT 

amplifi ers discussed in Sections 8 and 9, here re-

ferred to simply as load (LD). The circuit is the npn 

counterpart of the pnp version of Fig. 2.46a, except 

for the use of a Zener diode to stabilize the circuit 

against possible variations in the supply voltage 

VEE. Its output current is IO 5 �F(VZ 2 VBE(on))yR2. 

  (a) Let VEE 5 212 V, and let the diode be a 5.6-V 

Zener diode with rz 5 15 V. Assuming the 

BJT has �F 5 100 and VA 5 75 V, specify 

standard 5% values for R1 and R2 to give IO 5 

2 mA and IZ 5 3 mA. 

  (b) Hence, fi nd the Load Regulation DIOyDVL and 

the Line Regulation DIOyDVEE of your circuit.

  FIGURE P2.56

IO

VCC

R1
VL

Q

D R2

VEE

1

2

1

2

LD

VZ

 2.57  Redraw the current source of Fig. 2.46a, but with 

R1 replaced by a 6.2-V Zener diode (cathode at 

the top) having rz 5 20 V, and by changing R2 

to 2.0 kV. The function of the Zener diode is to 

stabilize the source against possible variations in 

the supply voltage VCC. This circuit could be used 

to provide the emitter bias for the pnp BJT ampli-

fi ers discussed in Sections 8 and 9, here referred 

to simply as load (LD). Its output current is IO 5 

�F(VZ 2 VEB(on))yRE > (6.2 2 0.7)y10 5 0.55 mA. 
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216 Chapter 2 Bipolar Junction Transistors

Assuming the BJT has �F 5 100 and VA 5 100 

V, fi nd the Load Regulation DIOyDVL and the 

 LineRegulation DIOyDVCC of the circuit. 

2.8 Basic Bipolar Voltage Amplifi ers

 2.58 The CE amplifi er of Fig. P2.58 uses a pnp BJT 

with �F 5 150, VEB(on) 5 0.7 V, and VA 5 50 V. 

  (a) Find IC as well as the small-signal parameters 

Ri, Ro, and voyvsig. 

  (b) Assuming vsig 5 (5 mV) cos 	t, fi nd all node 

voltages in the circuit, and express each one 

as the sum of its dc and ac component. 

FIGURE P2.58

8.2 kV

12 kV4.7 kV

C3

vi

vo

10 V

�10 V

vsig
1
2

33 kV

0.3 kV

C2

C1

Ri

Ro

 2.59 Let us put the circuit of Fig. P2.49 to use as a CE 

amplifi er with the base as the input node (vi) and 

the collector as the output node (vo). Moreover, we 

need to connect a bypass capacitor CE across RE. 

Let VEE 5 0 V, VCC 5 29 V, RC 5 RE 5 2.0 kV, 

R1 5 36 kV, and R2 5 51 kV, and let the BJT have 

VEB(on) 5 0.7 V, �F 5 150, and VA 5 60 V. 

  (a) Find the small-signal resistances Ri and Ro 

seen looking into the input and output nodes, 

and the small-signal voltage gain voyvi. 

  (b) Specify CE for operation at f $ 1 kHz.

 2.60 The CE amplifi er of Fig. P2.60 is based on the 

feedback-bias scheme of Fig. 2.50. Since the emit-

ter is already at ground, we don’t need to use any 

emitter-bypass capacitor, a highly desirable fea-

ture. Assuming the BJT has VBE(on) 5 0.7 V, �F 5 

120, and VA 5 80 V, fi nd the small-signal para-

meters Ri, Ro, and voyvi. 

  Hint: you may wish to take a look at Problems 

2.45 and 2.46.

  

RC
3.9 kV

68 kV

C2

vi

vo

VCC (10 V)

C1

Ri

Ro

RF

FIGURE P2.60

 2.61 The biasing scheme of the CE amplifi er of 

Fig. P2.61 is similar to that of Fig. P2.60, except 

that RC is replaced by a current source IBIAS. (Such a 

source, whose details we are omitting for simplic-

ity, could be implemented with a pnp BJT, along 

the lines of Fig. 2.46). With this modifi cation, 

the resistance seen by the collector can be made 

quite high, indicating that this circuit is capable of 

 potentially high voltage gains. 

  (a) Assuming �F 5 100, VBE(on) 5 0.7 V, and VA 5 

100 V, use the BJT large-signal and small-signal 

models to fi nd the dc collector voltage VC and 

the unloaded ac voltage gain voyvi. 

  (b) Repeat if IBIAS is doubled to 2 mA. Comment 

on your fi ndings. 

  FIGURE P2.61

RF
100 kV

C2

vi

vo

VCC 

IBIAS 1 mA

C1

Ri

Ro

 2.62 (a) Use the small-signal BJT model to fi nd the 

input resistance Ri of the CE amplifi er of 

Problem 2.61, both for the unloaded case, as 
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shown, and the case in which the output is ac 

coupled to a 100-kV load. Comment on your 

results, and justify the claim that this amplifi er 

is of the non-unilateral type. 

  (b) Find the output resistance Ro both for the case 

in which the amplifi er is driven by an ideal 

source vsig, and the case of a real-life source 

vsig having output resistance Rsig 5 1 kV. 

Again, comment. 

 2.63 Consider the circuit obtained from that of 

Fig.  P2.58 by lifting the right plate of C3 off 

ground and inserting a 220-V series resistance 

between that plate and ground. Draw the modi-

fi ed circuit, and convince yourself that this modi-

fi cation turns the circuit into a CE-ED amplifi er 

with a net emitter-degeneration resistance of 

(8200//220) V. Then, assuming �F 5 125, VEB(on) 5 

0.7 V, and VA  5 `, fi nd the small-signal para-

meters Ri, Ro, and voyvsig.

 2.64 The CE-ED amplifi er of Fig. P2.64 has an emitter-

degeneration resistance of (15//0.1) kV. 

  (a) If the BJT has �F 5 125, VBE(on) 5 0.7 V, and 

VA 5 `, fi nd IC as well as the small-signal 

 parameters Ri, Ro, and voyvi. 

  (b) Find the equivalent resistance Req seen by C, 

and then specify C for operation at 100 Hz. 

  (c) What happens if C is omitted altogether?

  FIGURE P2.64

10 kV

C

0.1 kV

15 kV

vi

vo

12 V

�12 V

100 kV

Ri

Ro

 2.65 The CE-ED amplifi er of Fig. P2.65 has an emitter-

degeneration ac resistance of 0.2 kV. 

  (a) If the BJT has �F 5 100, VBE(on) 5 0.7 V, and 

VA 5 `, fi nd IC as well as the small-signal 

 parameters Ri, Ro, and voyvi. 

  (b) Find the equivalent resistance Req3 seen by C3, 

and then specify C3 for operation at 1 kHz. 

  (c) What happens if C3 is omitted altogether?

  

2.7 kV

0.2 kV

vi

vo

9 V

15 kV

30 kV

2.0 kV

Ri

Ro

C2

C1

C3

FIGURE P2.65

 2.66 Consider the circuit obtained from that of 

Fig. P2.61 by lifting the emitter off ground, and 

inserting a resistance RE 5 1.0 k in series between 

the emitter and ground to turn it into a CE-ED am-

plifi er. Also, let the output node vo be ac coupled 

to a load RL 5 100 kV. Assuming �F 5 150 and 

VA 5 ̀ , use the BJT small-signal model to fi nd the 

ac voltage gain voyvi. 

 2.67 As we know, the function of the emitter-bypass 

capacitor in the CE confi guration is to establish 

an ac ground at the emitter. The fact that the re-

sistance seen looking into the emitter is usually 

low requires a fairly large capacitance, which is 

undesirable. The circuit of Fig. P2.67 eliminates 

altogether the need for such a capacitance by using 

the diode-connected BJT Q2 instead. The ac resis-

tance re2 presented by Q2, though not zero, is small 
(26 V at IC 5 1 mA), so the small amount of emit-

ter degeneration that it introduces for Q1 is a price 

well worth the elimination of the bulky bypass ca-

pacitor. This technique is widely used in IC imple-

mentations, where Q1 and Q2 are matched devices. 

With a signal source having a dc component of 

0 V, the two BJTs experience the same VBE drop 

and thus carry the same current IC. Consequently, 

RE has to be specifi ed so as to carry twice as much 

current. 
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218 Chapter 2 Bipolar Junction Transistors

  (a) Regarding Q1 as a CE-ED amplifi er with a 

total emitter-degeneration resistance of RE//re2, 

fi nd expressions for the small-signal param-

eters Ri   , Rc, Ro, and voyvsig. 

  (b) Assuming matched BJTs with �F 5 200, 

VBE(on) 5 0.7 V, and VA 5 100 V, and assuming 

the signal source has a dc component of 0 V, 

fi nd the above parameters numerically. 

  Hint: thanks to BJT matching, we have  I E1
  5  I E2

  5  

I  R E  y2.

  

10 kV

7.5 kV

vi

vo

12 V

�12 V

Q1

Q2

Ri

Rc

re2

Ro

RE

RC

vsig 1
2

FIGURE P2.67

2.9 Bipolar Voltage and Current Buffers

 2.68  A student is measuring the gain of the voltage fol-

lower of Fig. 2.61a for different source and load 

conditions. First, with Rsig 5 0 and RL 5 300 V, 

the gain is found to be voyvsig 5 0.853 V/V. Next, 

inserting a resistance Rsig 5 10 kV while leav-

ing RL 5 300 V, causes the gain to drop to 0.718 

V/V. Based on the above measurements, can the 

student predict the gain with Rsig 5 20 kV and 

RL 5 1.2 kV? 

  Hint: in fact, the student can even tell the values 

of �0 and IC! 

 2.69 In the pnp emitter follower of Fig. P2.69 let the 

BJT have �F 5 125, VEB(on) 0.7 V, and VA 5 80 V. 

Find the small-signal resistances Ri and Ro and the 

signal-to-load gain voyvsig. 

RE
3.0 kV

RL
2 kV

vi

vo

12 V

R2

68 kV

R1

47 kV

Ri

Ro

C2

C1

vsig

Rsig

1
2

1 kV

FIGURE P2.69

 2.70  The CC amplifi er of Fig. P2.70 is said to be of 

the bootstrapped type because it uses the feedback 

capacitance C2 to raise its own ac input resistance 

and thus reduce input loading. Let the BJT have 

�F 5 100, VBE(on) 5 0.7 V, and VA 5 `. 

  (a) Find Ri, Ro, and voyvsig, but without C2. 

  (b) Repeat, but with C2 in place. Compare with 

part (a) and comment. 

  Hint: take a look at Problem 2.48.

3.0 kV

vi

vo
10 kV

10 kV

Ri

Ro

C1

C2

vsig
1
2

10 kV

6 V

�6 V

FIGURE P2.70

 2.71  The circuit of Fig. P2.71 illustrates how a BJT can 

be put to use as a voltage-to-current (V-I) con-

verter. Assuming �F 5 150, VBE(on) 5 0.7 V, VA 5 

75 V, and vi 5 (0.5 V) cos 	t, fi nd the small-signal 

element values of the Norton equivalent seen by 

the load LD.
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Q

R

�5 V

5 V

LD

4.3 kV

Ro

vi 1
2

FIGURE P2.71

 2.72  As we know, the emitter voltage of the CC confi g-

uration follows the base voltage, but with an offset 
of about 0.7 V. This offset is often undesirable, as 

one would rather have the dc level of the output 

be the same as that of the input. The circuit of 

Fig. P2.725 uses a pnp CC stage, whose offset is 

10.7 V, followed by an npn CC stage, whose off-

set is 20.7 V. The two offsets tend to cancel each 

other out, making the output dc level identical to 

that at the input. In particular, if the signal source 

has a zero dc component, so will the output. For 

this cancellation to be effective, we must have 

VBE2  5 VEB1. This can be achieved, for instance, 

if the BJTs have Is2 5 Is1 and we bias them identi-

cally by letting RE2 5 RE1. In the circuit shown, let 

the BJTs have �F1 5 �F2 5 100, VA1 5 VA2 5 `, 

and Is1 5 Is2. 

12 V

�12 V

RL
20 kV

RE1

10 kV

RE2

10 kV Ro
Ri

vsig
1
2

vi
Q1

vo

Q2

FIGURE P2.72

  (a) Assuming the signal source has a dc compo-

nent of 0 V, fi nd the small-signal parameters 

Ri, Ro, and voyvi. 

      Hint: to fi nd Ri, suitably adapt Eq. (2.58) 

and apply it twice; to fi nd Ro, suitably adapt 

Eq. (2.59) and apply it twice. 

  (b) Assuming vsig 5 (5 V) cos 	t, fi nd all node 

voltages in the circuit, and express each one 

as the sum of its dc and ac component. 

 2.73  Using a typical npn BJT and 5% standard resis-

tance values, design a circuit that accepts a sig-

nal at the base having a 0-V dc component and ac 

component vb, and gives two ac outputs, vc at the 

collector and ve at the emitter, such that vc 5 2ve. 

Assume the availability of 612 V power supplies. 

If you use any capacitors, specify them for opera-

tion at a signal frequency of 10 kHz. This circuit is 

called a phase splitter.

 2.74  Consider the circuit obtained from that of Fig. P2.64 

by grounding the base terminal, lifting the bottom 

plate of C off ground, and driving this plate with an 

ideal signal source vsig. This turns the circuit into a 

CB voltage amplifi er. Find the small-signal voltage 

gain voyvsig. 

  Hint: fi rst fi nd the gain from vsig to ve, the emitter 

signal, and then from ve to vo. 

 2.75  Assuming 610-V power supplies as well as typi-

cal BJT parameters in the circuit of Fig. P2.75, 

specify suitable standard 5% resistances to make 

the BJT operate at Q 5 Q(2 mA, 5 V) and provide 

a gain of voyvsig 5 10 V/V. Finally, specify C for 

operation at 1 kHz. 

  

vo

�VS

�VS

C

R1

R2

R3

vsig 1
2

FIGURE P2.75
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220 Chapter 2 Bipolar Junction Transistors

 2.76  In Fig. P2.76, Q1 and Q2 are matched BJTs. Q1 

is operated in the CB mode, and Q2 in the diode 

mode. The function of Q2 is to bias the base of Q1 

at about 10.7 V, and thus ensure a dc voltage of 

0 V at the emitter of Q1, which in the CB mode 

represents the input node. An input dc level of 

0 V is highly desirable as it allows us to couple 

the signal source to the amplifi er directly, without 

the need for any ac-coupling, dc-blocking capaci-

tors. Moreover, the circuit works all the way down 

to low frequencies, including zero, or dc. For this 

scheme to work, we must have VBE2 5 VEB1. This 

can be achieved, for instance, if we use BJTs with 

matched values of Is and we bias them identically 

by letting R2 5 R1. In the circuit shown, the CB 

stage is used as a voltage-to-current (V-I) con-

verter. Let the BJTs be matched with �F 5 150 

and VA 5 80 V. 

  (a) Assuming the signal source has a dc compo-

nent of 0 V, fi nd the small-signal parameters 

Ri, Ro, and the transconductance gain ioyvsig. 

       Hint: after fi nding Ri, fi nd the voltage gain 

viyvsig, and obtain the transconductance gain 

as ioyvsig 5 (viyvsig) 3 (ioyvi). 

  (b) Find the signal-to-load voltage gain voyvsig if 

the load is a resistance RL 5 5.0 kV. 

  (c) Justify the claim that the voltage gain of (b) 

could have been estimated as voyvsig > RLyRsig. 

Under what conditions is this claim valid?

  

Q2Q1

�12 V

12 V
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LD R2
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R1

10 kV
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Ri
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Rsig vi

1
2
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FIGURE P2.76
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T he age of semiconductor electronics began when the triode function (a con-

trolled current source—see the introduction to Chapter 2 for a discussion of the 

vacuum-tube triode) was implemented on a piece of semiconductor material. 

This occurred in 1947 with the invention of the bipolar junction transistor (BJT), the 

fi rst working realization of the semiconductor triode concept. However, neither is the 

BJT the only transistor type possible, nor was it the fi rst transistor to be conceived. 

In fact, as early as 1925, Julius Lilienfeld patented a device of the type today known 

as the fi eld-effect transistor (FET). However, because of fabrication diffi culties at 

the time, he could never get it to work. It took another 35 years or so before Dawon 

Kahng and John Atalla of Bell Laboratories demonstrated, in 1960, the fi rst FET of 

the so-called metal-oxide-semiconductor (MOS) type, or MOSFET for short. 

The closest MOSFET counterpart of the vacuum-tube triode is what is today known 

as the n-channel depletion-type MOSFET (n-channel DMOSFET), which is one of four 

possible MOSFET types. Briefl y stated, a DMOSFET consists of a thin layer of n-type 

material called the channel, which forms a parallel-plate capacitor with an electrode 

called the gate. One end of the channel, called the source, acts as a copious source of 
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222 Chapter 3 MOS Field-Effect Transistors

free electrons, which are designed to fl ow to the opposite end of the channel, aptly called 

the drain. The roles of source and drain are similar to those of cathode and plate in the 

triode (or emitter and collector in the BJT). The role of the gate, similar to that of the 

grid in the triode (or the base in the BJT), is to modulate the channel’s conductivity and 

thus control the electron fl ow from source to drain. Specifi cally, driving the gate voltage 

negative will induce a positive charge in the channel, at the expense of a reduction in 

the concentration of free electrons there. For a suffi ciently negative gate voltage, the 

channel will be depleted of free electrons and current fl ow will cease altogether. By a 

hydraulic analogy, FET behavior can be likened to that of a garden hose being squeezed 

for the purpose of controlling water fl ow, or even being shut off completely. 

Following the successful demonstration of the fi rst MOSFET, the new technology 

was put to use especially in those applications in which the advantages of smaller 

size and lower power consumption of the MOSFET made it competitive with its 

BJT counterpart. The fi rst battery-powered electronic calculators and wristwatches 

made use precisely of this new technology. Also, a new digital integrated circuit (IC) 

family known as complementary MOS (or CMOS for short) was introduced by RCA 

as a low-power alternative to the then prevalent bipolar logic family known as TTL. 

In 1971 Intel used MOS technology to develop the fi rst microprocessor. Since then, 

IC electronics has advanced exponentially and has penetrated virtually every aspect 

of modern life. This impressive growth has been governed by Moore’s law, roughly 

stating that thanks to continued advances in IC fabrication, the number of devices 

that can be integrated on a given chip area doubles every approximately 18 months. 

Originally formulated in 1965, this law still holds to this day, though it has been 

pointed out that technology is bound to approach physical limits that will eventually 

lead to the demise of this law. 

Over the years, the MOSFET has overtaken its BJT predecessor especially 

in high-density IC electronics, owing to its aforementioned advantages of 

smaller size and lower power consumption. Nonetheless, there are applications 

such as high-performance analog electronics, in which the BJT continues to 

be the preferred transistor type. To exploit the advantages of both BJTs and 

MOSFETs, the two device types are sometimes fabricated simultaneously on the 

same chip. The resulting technology, aptly called biCMOS technology, provides 

even greater design opportunities than the all-BJT or all-MOSFET technologies 

individually. Also, contemporary ICs often combine digital as well as analog 

functions on the same chip, this being the reason for the name mixed-signal or 

also mixed-mode ICs. 

There is no question that microelectronics is a most exciting, challenging, 

and rapidly evolving fi eld. The beginner may feel overwhelmed by all this, and 

rightly so. But, as we embark upon the study of today’s dominant processes and 

devices, we will try to focus on general principles that transcend the particular 

technological milieu of the moment and that we can apply to understand new 

processes and devices as they become available and commercially mature. Focus 

on general principles, combined with continuing education, is a necessity for the 

young engineer aiming at establishing and maintaining a satisfying career in a 

seemingly ever-changing fi eld.
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CHAPTER HIGHLIGHTS

The chapter begins with a study of the physical structure of the MOSFET, basic 

underlying semiconductor principles, device characteristics, operating regions and 

modeling. Much emphasis is placed on practical aspects of relevance to today’s in-

dustrial environment (rules of thumb). The FETs under scrutiny are of the so-called 

long-channel type (channel lengths in the range of several micrometers or longer) be-

cause their behavior conforms reasonably well to theoretical prediction, so they are 

easier to model as well as easier to grasp by the beginner. However, the devices avail-

able in today’s ever shrinking IC processes are of the short-channel type (channel 

lengths of a fraction of 1 �m). At such small sizes, a number of higher-order effects 

arise, particularly carrier velocity saturation, which may cause signifi cant departure 

from long-channel behavior. Aptly called short-channel effects, they require more 

complex formalism and more sophisticated models as the price for providing more 

realistic results. These advanced models, while realizable in computer simulators, 

are too complicated for hand analysis. We shall nevertheless continue to rely on the 

formalism and models of long-channel devices to develop an intuitive understanding 

of MOSFETs, and then turn to computer simulation for more accurate results.

After examining a variety of resistive MOSFET circuits so as to develop a basic feel 

for MOSFET circuit operation, we investigate the MOSFET in its two most important 

class of applications, namely, as an amplifi er in analog electronics, and as a switch in 

digital electronics. Next, we develop suitable large-signal models as well as small-signal 
models for the FETs, so we can turn to the three basic amplifi er confi gurations, namely, 

the common-source (CS), common-drain (CD), and common-gate (CG) confi gurations. 

The CS confi guration is presented as the natural realization of voltage amplifi cation, 

whereas the CD and CG confi gurations serve most naturally as voltage and current buf-
fers, respectively. Suitable emphasis is placed on the role of the MOSFET as a resistance 
transformation device, which actually provided the basis for the name transistor. The 

transformation equations are conveniently tabulated for easy reference in later chapters. 

The amplifi ers studied in this chapter are of the discrete type because they can be 

built using individual transistors, resistors, and capacitors. (In this respect, a handy device 

to experiment with in the lab is the CD4007 CMOS Transistor Array, comprising three 

nMOSFETs and three pMOSFETs.) Though nowadays MOSFET amplifi ers are imple-

mented mostly in IC form, the motivation for studying discrete designs is primarily peda-

gogical, as discrete circuits are somewhat easier to grasp, and yet they reveal important 

aspects that apply to IC implementations as well. Once we master the basics of discrete 

design involving a single-transistor amplifi er, we will be in a better position to tackle the 

complexity of multi-transistor ICs, a subject that will be undertaken in Chapter 4. 

For the benefi t especially of computer engineering majors, the chapter concludes 

with a detailed analysis of the CMOS inverter/amplifi er as a simple yet important IC 

building block that demonstrates the fl exibility of CMOS technology both in the ana-

log and digital domains. Basic CMOS logic gates are also addressed in some detail.

The chapter makes abundant use of PSpice both as a software oscilloscope to 

display MOSFET characteristics, transfer curves and waveforms, and as a verifi ca-

tion tool for dc as well as ac calculations.
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224 Chapter 3 MOS Field-Effect Transistors

3.1 PHYSICAL STRUCTURE OF THE MOSFET

Figure 3.1 shows, in simplifi ed form, the structure of the n-channel, metal-oxide-
semiconductor (MOS) fi eld-effect transistor (FET), or nMOSFET for short. The de-

vice is fabricated through a complex sequence of steps involving pattern defi nition, 

oxidation, diffusion, ion implantation, material deposition and material removal, on 

a wafer of lightly-doped p-type silicon (p2) called the body or also the bulk of the 

nMOSFET. The wafer is also called the substrate because it provides physical sup-

port for the device under consideration as well as all other devices of the same inte-

grated circuit (IC). Starting out with a polished wafer, the fabrication of an nMOSFET 

consists of the following principal steps:

● First, a thin (tox) insulating layer of silicon oxide (SiO2) is thermally grown on the 

surface of the substrate. 
● Next, the gate electrode is created by growing over the oxide a layer of heavily-

doped n-type silicon (n1). Being extremely rich in free electrons, this electrode acts 

for all practical purposes like a metal. The resulting metal-oxide-semiconductor 

(MOS) structure is the reason for the name of the device. 
● Next, the oxide is removed from each side of the gate, and ion implantation is 

used to create two heavily-doped n-type regions (n1) extending into the sub-

strate, called the source and the drain regions. 
● Finally, two metal depositions form the source and drain electrodes. (The inter-

ested student is encouraged to search the Web for videos and articles illustrating 

the fascinating subject of MOSFET fabrication.)

The region of the body just below the oxide is called the channel region. Its 

length and width are denoted as L and W, respectively. In current VLSI technology, 

L and W can be as small as fractions of a micrometer (1 �m 5 1026 m 5 1024 cm), 

while the oxide thickness tox can be as low as ten nanometers (1 nm 5 1029 m 5 

1027 cm 5 10 Å). We identify two basic ingredients in a MOSFET:

● the channel region extending between the source and drain regions, and 
● the parallel-plate capacitor formed by the gate and the channel region. 

FIGURE 3.1 Basic physical structure of the nMOSFET.
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Briefl y stated, the principle at the basis of the MOSFET is to utilize the gate-body 

capacitance to control the channel-region conductance. The path extending from the 

source to the drain regions includes two back-to-back pn junctions (the body-source 

and the body-drain junctions), so it normally exhibits very high resistance to current 

fl ow (typically ,1012 V). However, by raising the potential of the gate electrode to 

a suitable value, we can create favorable conditions for free electrons to exist in the 
channel region, and thus form a continuous conductive path, or channel, from source 

to drain, along which electrons can fl ow and produce current. To investigate device 

behavior, we will have to address two basic questions:

● What is the threshold voltage Vt to which we need to raise the gate potential 

relative to the bulk to form a channel and thus turn on the device?
● Once the device has been turned on, what are the i-v characteristics of its 

channel? 

Both issues will be addressed in the following sections.

Complementary MOSFETs
The dominant IC technology today utilizes the nMOSFET as well as its dual (or com-
plementary) device, the pMOSFET. Aptly called complementary MOS (or CMOS) 

technology, it requires that both device types be fabricated on the same substrate. A 

pMOSFET is obtained by negating the doping types of the body, source, and drain 

regions of an nMOSFET, so that the body is now n2, and the source and drain regions 

are p1. To allow for the coexistence of the two devices on a common substrate, the 

pMOSFET is placed inside a local lightly doped n-type (n2) substrate, also called 

well or tub, which is formed by a separate diffusion into the existing p2 wafer prior 

to the fabrication of the transistors themselves.

The structure is depicted in cross-sectional form in Fig. 3.2, where subscripts n 

and p identify the terminals of the nMOSFET and the pMOSFET, respectively. The 

nMOSFET, located left of center, is similar to that of Fig. 3.1, except that the con-

nection to its body (Bn) is not at the bottom, as shown in the simplifi ed rendition of 

Fig. 3.1, but at the top, left. This is mandated by the planar-IC requirement that all 

interconnections be made at the top of the wafer. The pMOSFET, located right of 

center, is placed inside its own well (n2), and connection to the well (Bp) is at the top, 

right. To ensure good-quality ohmic contacts, the metal connections to the bulks are 

implemented through heavily doped regions, as shown. 

FIGURE 3.2 Cross-sectional view of CMOS transistors.
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226 Chapter 3 MOS Field-Effect Transistors

Figure 3.2 illustrates also another important aspect of ICs, namely, the need for 

adjacent devices to be electrically isolated from each other. This constraint is met by 

growing, prior to fabrication of the actual transistors, a ring of SiO2 insulator material, 

also called fi eld oxide, around each transistor’s intended site. Indeed, each transistor 

must be kept electrically isolated not only from its neighboring devices, but also from its 

own body! The p-type body of the nMOSFET forms pn junctions with the n-type source 

and drain regions, so in this case body isolation is achieved by anchoring Bn to the most 
negative voltage (MNV) in the circuit. This will keep both junctions reverse biased, and 

therefore in cutoff, under all possible circuit conditions. Likewise, the n-type well of the 

pMOSFET forms np junctions with the p-type source and drain regions, so anchoring 

Bp to the most positive voltage (MPV) in the circuit will keep both junctions in cutoff 

under all possible circuit conditions. For instance, in the case of a digital CMOS circuit 

powered between 5 V and ground, Bn is connected to ground, and Bp is connected to 

15 V. The manufacturer makes these connections internally to the IC. 

3.2 THE THRESHOLD VOLTAGE Vt

To investigate the mechanism of channel formation in a nMOSFET, we focus on 

its gate-oxide-bulk structure, which forms a parallel-plate capacitor, albeit one with 

plates of different materials. Though in earlier MOSFETs the gate electrode was made 

of metal, such as aluminum, nowadays it is fabricated using n1 silicon, this being the 

reason why modern processes are also referred to as silicon-gate processes. Since 

the n1 silicon fi lm is grown over amorphous oxide, it consists of sub-micrometer-

sized crystallites, rather than a single crystal, and it is thus referred to a polysilicon. 

Regardless, n1 polysilicon is very rich in free electrons, just like a metal, and it is 

used not only to create the gate electrode, but also to interconnect different devices in 

an IC. The reason for making the gate electrode of polysilicon is that the subsequent 

ion implantation to create the source and drain regions will inherently guarantee a 

high degree of alignment among the different regions. In particular, as the ions dif-

fuse downward into the body, they also diffuse sideways a bit, resulting in a small 

amount of overlap between the edges of the gate and those of the source/drain re-

gions. As we proceed, we shall appreciate how this slight overlap, clearly shown in 

both pictures above, is critical for the proper functioning of the MOSFET. 

We now wish to investigate the effect of an external bias upon the type of charges 

as well as their distributions in the bulk region just below the oxide layer. Since no 

current fl ows through the insulating oxide layer, the only means for the gate to infl u-

ence the channel region is via the electric fi eld inside the oxide. Hence, the designa-

tion fi eld-effect transistor (FET).

The Gate-Body Capacitor
Figure 3.3 shows a section of the gate-oxide-body structure of Fig. 3.1, but rotated coun-

terclockwise by 908. As mentioned in connection with Fig. 3.2, the function of the p1 

region is to ensure a good-quality ohmic contact between the p2 bulk and the metal 

connection, so it will play no role in our analysis. The well-known formula for parallel-

plate capacitance gives, in the present case, C 5 �ox(W 3 L)ytox, where W and L are the 
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channel-region’s width and length depicted in Fig. 3.1, �ox is the permittivity of the oxide 

layer, and tox is its thickness. To make analysis independent of the particular device size, it 

is convenient to work with the capacitance per unit area, defi ned as Cox 5 Cy(W 3 L), or 

  C ox  5   
 � ox  ___  t ox 

   (3.1)

In today’s technology W and L are typically in the sub-micron range (1 �m 5 

1029 m), and tox can be in the range of 10 nm (1 nm 5 1029 m) or less. Silicon oxide 

has �ox 5 345 fF/cm, so a fabrication process with, say, tox 5 10 nm gives Cox 5 

3.45 fF/�m2. (As a rule, Cox 5 34.5ytox, Cox in fF/�m2 and tox in nm.) 

The bulk-oxide-gate structure is reminiscent of the familiar pn junction, except that 

the present p2 and n1 materials are separated by an insulator layer, which prevents direct 

current fl ow. However, if we connect G and B externally as in Fig. 3.3a, electrons will 

diffuse from the electron-rich n1 gate, through the connection, to the electron-starved 

p2 bulk, leaving behind a layer of immobile positive donor ions in the gate. Once in 

the bulk, these excess electrons recombine with holes there in order to satisfy the mass-

action law, leading in turn to the formation of a layer of immobile negative acceptor ions 

in the bulk. The two layers concentrate near the gate-oxide and the bulk-oxide interfaces 

in order to minimize the electrostatic energy of the system. Just as in the case of the pn 

junction, these space-charge layers yield an electric fi eld E from the gate, through the 

oxide, to the bulk, and an equilibrium condition is reached whereby this fi eld opposes 

further diffusion of electrons through the external connection. Associated with this fi eld 

is a built-in potential �0 5 �n 2 �p across the gate-bulk structure, where 

  � p  5  V T  ln   
 n i  ___ 
 N A 

       � n  5  V T  ln   
 N D 

 ___  n i 
   (3.2)

are, respectively, the equilibrium electrostatic potentials (also called Fermi poten-
tials) of the bulk and of the gate. Here, VT 5 kTyq is the thermal voltage (VT > 26 mV 

at T 5 300 K), NA and ND are the doping densities in the bulk and gate materials, and 

FIGURE 3.3 Gate-body capacitor (a) at 0-V bias, and (b) biased at 2�0 to eliminate the space-charge layers.
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228 Chapter 3 MOS Field-Effect Transistors

ni is the intrinsic electron-hole concentration of silicon (ni > 1.4 3 1010/cm3 at T 5 

300 K). Since both NA and ND are greater than ni, we have �p , 0 and �n . 0. More-

over, since NA and ND appear in the argument of the logarithmic function, �p and �n 

are not overly sensitive to variations in the doping doses.

An ordinary capacitance with its plates shorted together will be in the discharged 

state (Q 5 0). However, if the plates are made of dissimilar materials, as in the pres-

ent case, we have Q Þ 0 even though VGB 5 0. If we want to drive Q to zero as in 

Fig. 3.3b, we need to apply a voltage VGB of equal magnitude but opposite polarity 

as �0, or VGB 5 2�0 5 �p 2 �n. This value of VGB (, 0) is also called the fl atband 
voltage because of its effect on the energy bands of the bulk material. We shall use 

this voltage as the reference voltage for the analysis to follow. 

Assuming NA 5 1016/cm3 and ND 5 1020/cm3, fi nd the electrostatic potentials as 

well as the value of VGB needed to eliminate the space-charge layers. 

Solution
From Eq. (3.2), 

 � p  5 0.026 ln     1.4 3 1 0 10  _________ 
1 0 16 

   5 20.35 V

 � n  5 0.026 ln    1 0 20  _________ 
1.4 3 1 0 10 

   5 10.59 V

To achieve charge neutrality in the gate and bulk, the gate must be biased more 

negatively than the body such that VGB 5 2�0 5 20.35 2 0.59 5 20.94 V. 

Remark: Were the gate-bulk an ordinary np junction, with VGB 5 20.94 V it 

would be forward biased quite heavily and conduct a large forward current from 

the p-bulk (anode) to the n-gate (cathode). In the present case, however, no current 

fl ows because of the oxide insulator separating the two.

EXAMPLE 3.1

Inversion
Let us now gradually increase VGB, starting at VGB 5 2�0 (or VGB 5 20.94 V in our 

example). The effect of this increase is to re-establish space-charge layers on both sides 

of the oxide, uncovering positive charge in the gate and negative charge in the bulk. We 

are particularly interested in the situation in the bulk, so we will ignore that in the gate, 

keeping in mind that the charge in the gate is always of equal magnitude but opposite 
polarity as the charge in the bulk. The situation in the bulk is depicted in Fig. 3.4, where 

we have chosen the origin of the x-axis to coincide with the oxide-bulk interface, a sur-

face that will play an important role in our analysis. Initially, the negative charge in the 

bulk consists of the negative acceptor ions there (the holes are simply pushed away from 

the oxide-bulk interface, leaving behind the bound ions). The resulting space-charge 

layer is also referred to as a depletion layer because it is devoid of holes. However, as we 

increase VGB and thus widen the depletion layer of the bulk, the surface potential �(0) 
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also increases because of the quadratic dependence � versus x (recall Fig. 1.39). When 

�(0) changes from negative to positive, the bulk near the surface is said to undergo in-
version because it turns from p-type to n-type, at least electrostatically speaking. For this 

reason, the bulk region near the surface is called inversion layer. 
With reference to Fig. 3.4, we observe that the space-charge layers yield in turn 

an electric fi eld E(x). The fi eld strength as a function of x is readily visualized by 

counting the fi eld lines, each of which starts on a positive ion in the gate and ends on 

a negative ion in the bulk. We are interested in the lines in the bulk, whose number is 

maximum at the oxide-bulk interface (x 5 0), and decreases linearly with x to fi nally 

drop to zero at the edge of the depletion layer (x 5 xp). We readily fi nd a relationship 

between the maximum strength Em and the layer’s width xp using Gauss’s theorem. 

FIGURE 3.4  The situation in a nMOSFET 

before the onset of strong inversion.
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230 Chapter 3 MOS Field-Effect Transistors

In a one-dimensional case such as ours, this theorem is expressed as dEydx 5 �y�si, 

where � is the charge density in the depletion layer (� 5 2qNA), and �si is silicon’s 

permittivity (�si 5 1.04 pF/cm). By inspection, dEydx 5 2Emyxp 5 2qNAy�si, so 

  E m  5   
q N A  x p  _____  � si 

   (3.3)

Electric fi eld and potential are in turn related as E 5 2d�ydx. Rewriting as d� 5 

2Edx and integrating both sides from x 5 0 to x 5 xp, we get 

  ∫ 
0

  
  x p 

 d�  5 2 ∫ 
0

  

  x p 

 E(x) dx  

The term at the left is simply the difference �p 2 �(0), while the term at the right is 

the area of the triangle under the E curve, or 1⁄2(xp 3 Em), so

  � p  2 �(0) 5 2  
 E m  x p 

 ____ 
2
   

Using Eq. (3.3) to eliminate Em, we obtain an expression for the depletion-layer 

width as a function of the surface potential �(0), 

  x p  5  √ 
______________

       
2 � si  ____ 
 qN A 

     [ �(0) 2  � p   ]    

Onset of Strong Inversion
We are interested in the situation in which the surface potential attains the value 

�(0) 5 2�p (or 10.35 V in our example), for then the electron concentration n in 

the inversion layer becomes equal to the hole concentration p in the bulk, or n 5 NA 

(51016/cm3 in our example). This situation, depicted in Fig. 3.5, is said to mark the 

onset of strong inversion. Using subscript 0 to mark this onset, we now wish to fi nd 

the gate-body bias VGB0 required to bring about this onset itself. To this end, we fi rst 

substitute �(0) 5 2�p to fi nd the depletion-layer width at the onset of strong inversion 

  x p0
  5  √ 

__________

    
2 � si  ____ 
q N A 

  2(2 � p )   (3.4)

Next, we observe that the unit-area charge in the bulk depletion-layer is 

Qb0 5 2qNAxp0. Using Eq. (3.4), 

  Q b0
  5 2 √ 

_____________

   2q N A  � si 2(2 � p )   (3.5)

This negative charge in the bulk is matched by a positive charge in the gate. By the 

capacitance law, the voltage required to sustain this charge redistribution is Vox0 5 

2Qb0yCox. Finally, the gate-to-body voltage drop required to bring about the onset of 

strong inversion is, by KVL, VGB0 5 2�0 1 2(2�p) 1 Vox0, or

  V GB0
  5 2 � 

0
  2 2 � p  2   

 Q b0
 
 

___
 

 C ox 
   (3.6)

fra28191_ch03_221-331.indd   230fra28191_ch03_221-331.indd   230 13/12/13   11:11 AM13/12/13   11:11 AM



  3.2 The Threshold Voltage Vt 231

In other words, to bring about the onset of strong inversion, we need to increase VGB, 

starting from the reference level 2�0, (a) by the term 2(2�p) to raise the surface po-

tential �(0) from �p, through zero, to 2�p, and (b) by the term 2Qb0yCox to sustain 

the unit-area charge Qb0 in the bulk depletion layer. 

FIGURE 3.5 Situation at the onset 

of strong inversion. 
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Assuming the doping densities of Example 3.1, along with tox 5 25 nm, fi nd the 

values of all relevant physical quantities right at the onset of strong inversion. 

Solution

The unit-area capacitance is

 C ox  5   345 3 1 0 215  __________ 
2.5 3 1 0 26 

   5 138 nF/cm2

At the onset of strong inversion, the depletion layer width is 

 x p0
  5  √ 

________________________

        2 3 1.04 3 1 0 212   __________________  
1.602 3 1 0 219  3 1 0 16 

    2(0.35)   5 301 nm

EXAMPLE 3.2
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232 Chapter 3 MOS Field-Effect Transistors

Once strong inversion is reached, the surface potential �(0) and, hence, the 

depletion-layer width xp, will change very little with the applied voltage VGB because 

�(0) depends on VGB only logarithmically. Any increase DVGB above VGB0 will essentially 

be accompanied by an increase DQn > 2CoxDVGB in the unit-area electron charge of 

the inversion layer. These electrons are supplied by the n1 source region (hence the 

name), where they exist in abundant supply. In fact, in order for these electrons to be 

enticed into the inversion layer, the gate must slightly overlap the source region to 

allow for the fringe electric fi eld to attract electrons from the source to the channel. As 

mentioned, the advantage of the silicon-gate process is that it is a self-aligning process. 

The corresponding electric fi eld intensity is

 E m0
  5   1.602 3 1 0 219  3 1 0 16  3 30.1 3 1 0 26    ______________________________  

1.04 3 1 0 212 
   5 46.4 kV/cm

The unit-area charge in the bulk depletion-layer is

 Q b0
  5 2 √ 

_______________________________________

      4 3 1.602 3 1 0 219  3 1 0 16  3 1.04 3 1 0 212 (0.35)   5 248.3 nC/cm2

Finally, the required gate-body voltage drop is, by Eq. (3.6),

 V GB0
  5 20.94 2 2(20.35) 2   

248.3
 

______
 

138
   5 20.94 1 0.70 1 0.35 5 10.11 V

Assuming the data of Example 3.2, fi nd the change DQn brought about by a 1-V 

increase DVGB in strong inversion. Compare with the depletion-layer charge Qb0.

Solution
We have DQn > 2CoxDVGB 5 2(138 nF/cm2) 3 (1 V) 5 2138 nC/cm2, indicating 

that the inversion-layer charge uDQnu can be signifi cantly greater than the depletion-

layer charge uQb0u (5 48.3 nC/cm2 in our example), even though the inversion layer 

is much thinner than the depletion layer. 

The Threshold Voltage Vt0

We now wish to apply the above fi ndings to the full-fl edged MOSFET, starting from 

the situation at the onset of strong inversion depicted in Fig. 3.6 for both MOSFET 

types. Note the presence of the inversion layer immediately below the oxide-bulk 

surface, along with the depletion layer extending not only below the inversion layer, 

but also around the source and drain regions, as they form pn junctions with the body. 

The threshold voltage Vt is defi ned as the gate-source voltage vGS needed to bring 

about the onset of strong inversion in the channel region. When body and source are 

at the same potential (ground in Fig. 3.6), the threshold is denoted as Vt0. For the case 

of an nMOSFET it takes on the general form

  V t0  5 2 � 
0
  2 2 � p  2   

 Q b0
 
 

___
 

 C ox 
   2   

 Q ox  ___
 

 C ox 
   2   

 Q i  ___
 

 C ox 
   (3.7)

EXAMPLE 3.3
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  3.2 The Threshold Voltage Vt 233

The fi rst three terms are simply those of Eq. (3.6). The next term, involving the unit-

area charge Qox, accounts for the presence of dangling bonds in the bulk right at the 

interface, as well as positive ions that during fabrication get trapped in the oxide right 

near the oxide-bulk interface.2 The fi rst four terms form what is known as the native 
threshold of the nMOSFET. The last term, involving the unit-area charge Qi, ac-

counts for impurities that the manufacturer introduces deliberately in the bulk, right 

at the oxide-bulk interface, to adjust Vt0 to the prescribed value. For p-type impurities 

we have Qi , 0, and for n-type impurities we have Qi . 0. For obvious reasons, the 

native threshold is also called the undoped threshold.

G
DS

B

VGS 5 Vtn0 (.0)

Inversion layer (electrons)

(a) (b)

Depletion

layer (ions)

Depletion

layer (ions)p2 Body

n1 n1

G
DS

VGS 5 Vtp0 (,0)

xp

1

2

1

2

B

Inversion layer (holes)

n2 Body

p1 p1

xn

FIGURE 3.6 The onset of strong inversion in (a) the nMOSFET and (b) the pMOSFET. 

Assuming the data of Example 3.2, along with a surface state density Nox 5 

2 3 1011 positive ions/cm2, 

 (a) Find the native threshold of the nMOSFET.

 (b) Find the implant type and dosage Ni needed for Vt0 5 11.0 V.

 (c) Find the implant type and dosage Ni needed for Vt0 5 21.0 V.

Solution
 (a) We have Qox 5 qNox 5 1.602 3 10219 3 2 3 1011 5 32 nC/cm2. So, using the 

result of Example 3.2, 

  V t0  5 0.11 2   
32

 
____

 
138

   5 20.122 V

 (b) To raise Vt0 5 from its native value of 20.122 V to 11.0 V, we need a p-type 

implant, such as boron, which will contribute negative ions (Qi , 0) in the 

bulk near the surface. Imposing 

 11.0 5 20.122 2   
 Q i  ___

 
 C ox 

   5 20.122 2   
 2q N i  ______

 
 C ox 

   5 20.122 1   
1.602 3 1 0 219  N i   ______________  

138 3 1 0 29 
  

gives Ni 5 9.66 3 1011 p-type ions/cm2.

EXAMPLE 3.4
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234 Chapter 3 MOS Field-Effect Transistors

The Four MOSFET Types and Their Circuit Symbols 
Depending on the body type (p2 or n2) and threshold-voltage polarity (Vt . 0 or 

Vt , 0), we can have four different types of MOSFET. We now make some important 

observations: 

● An nMOSFET with Vt0 . 0 is said to be normally off because with vGS 5 0 there 

is no channel present. We need to raise VGS above Vt0 (.0) in order to create a 

channel or, equivalently, to enhance the channel-region conductivity. This type 

of device is aptly referred to as enhancement nMOSFET. The higher the (p-type) 

implant dosage, the more positive the value of Vt0. The circuit symbol for this 

device, shown in Fig. 3.7a, uses a broken line to signify a normally nonconduc-

tive channel. 
● An nMOSFET with Vt0 , 0 is said to be normally on because with vGS 5 0 there 

is already a channel present. In this case we need to lower vGS below Vt0 (,0) in 

order to eliminate the channel or, equivalently, to deplete the channel region of 

its free electrons. This device type is aptly referred to as depletion nMOSFET. 

The higher the (n-type) implant dosage, the more negative the value of Vt0. The 

circuit symbol for this device, shown in Fig. 3.7b, uses a continuous line to 

signify a normally conductive channel.
● A pMOSFET with Vt0 , 0 is said to be normally off because with vGS 5 0 there 

is no channel present. We need to lower vGS below Vt0 (,0) in order to create a 

 (c) To lower Vt0 from its native value of 20.122 V to 21.0 V, we need an n-type 

implant, such as phosphorus, which will contribute positive ions (Qi . 0) in 

the bulk near the surface. Imposing 

 21.0 5 20.122 2   
 Q i  ___

 
 C ox 

   5 20.122 2   
q N i  ___

 
 C ox 

   5 2 0.122 2   
1.602 3 1 0 219  N i   ______________

  
138 3 1 0 29 

  

gives Ni 5 7.56 3 1011 n-type ions/cm2. 

Exercise 3.1
Show that for a polysilicon-gate technology the fi rst two terms in the threshold volt-

age of an nMOSFET can be expressed concisely as 

 –�0 2 2�p 5 VT ln(NAyND)

FIGURE 3.7 Full-fl edged circuit symbols for the four MOSFET types.

(b)
Enhancement n-ch. Depletion n-ch. Enhancement p-ch. Depletion n-ch.

(a) (c) (d)

D
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BG

D

S

BG

S

D

BG

S

D
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  3.2 The Threshold Voltage Vt 235

channel, or, equivalently, to enhance its channel conductivity. Aptly called en-
hancement pMOSFET, this device is shown in Fig. 3.7c.

● A pMOSFET with Vt0 . 0 is said to be normally on because with vGS 5 0 there 

is already a channel. If we want to deplete it of its free holes, we need to raise 

vGS above Vt 0 (. 0). The circuit symbol of this device, aptly called depletion 
pMOSFET, is shown in Fig. 3.7d.

The preferred mode of operation of a MOSFET is with the body tied to the 
source, resulting in a three-terminal device. This is the case, for instance, of discrete 

devices. Figure 3.8 shows the simplifi ed MOSFET symbols most commonly used for 

this type of connection. To avoid the awkward broken lines, the enhancement types 

are given solid lines. To signify that the channels of the depletion types are already 

present, thicker lines are used. 

The Body Effect and the Threshold Voltage Vt

When multiple devices share the same substrate, the latter must be tied to the most 

negative voltage (MNV) to avoid inadvertently turning on any of the body-source 

or body-drain pn junctions. Likewise, the common substrate of pMOSFETs must 

be tied to the most positive voltage (MPV). It is thus possible for the source of an 

nMOSFET to fi nd itself at a higher voltage than the body, or VS . VB (likewise, we 

can have VS , VB for a pMOSFET). We wish to investigate the effect of body bias on 

the threshold voltage of an nMOSFET.

Denoting the source-body voltage of an nMOSFET as VSB (VSB $ 0), we can 

simply recycle our previous fi ndings by replacing [2(2�p)] with [2(2�p) 1 VSB] in 

Eq. (3.5). The result is 

  Q b  5 2 √ 
_________________

  2q N A  � si ( V SB  1 2 u� p u)  

where we are using the absolute value of �p (�p , 0) to reduce the possibility of 

confusion. Clearly, the increase in the depletion-region charge Qb (Qb . 0) comes at 

the expense of a simultaneous decrease in the inversion-layer charge Qn (Qn , 0). To 

return the channel to its former state we need to suitably increase vGS. To fi nd out by 

how much, we rewrite Eq. (3.7) as

  V t  5 2 � 
0
  2 2 � p  2   

 Q b  ___
 

 C ox 
   2   

 Q ox  ___
 

 C ox 
   2   

 Q i  ___
 

 C ox 
   5 2 � 

0
  2 2 � p  2   

 Q b0
 
 

___
 

 C ox 
   2   

 Q ox  ___
 

 C ox 
   2   

 Q i  ___
 

 C ox 
   2   

 Q b  2  Q b0
 
 

________
 

 C ox 
   

 5  V t0  2   
 Q b  2  Q b0

 
 

________
 

 C ox 
  

Enhancement n-ch. Depletion n-ch. Enhancement p-ch. Depletion p-ch.

D
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G

D

S

G

D

S

G

D

S

G

S

D

G

S

D

G

S

D

G

S

D

G

FIGURE 3.8 Simplifi ed circuit symbols for the four MOSFET types.
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236 Chapter 3 MOS Field-Effect Transistors

We can concisely express the threshold voltage in the insightful form

  V t  5  V t0  1 � [  √ 
__________

  V SB  1 2 u  � p  u    2  √ 
_____

 2 u  � p  u    ]  (3.8)

where Vt0 is the zero-body-bias value of Vt as given in Eq. (3.7), and 

 � 5   
 √ 

_______

 2q N A  � si    ________ 
 C ox 

   (3.9)

is called the body-effect parameter. Its value, in V1y2, is typically on the order of a 

fraction of 1 V1y2.

 (a) For the enhancement nMOSFET of Example 3.4b, which has Vt0 5 1.0 V, fi nd 

Vt at VSB 5 1 V, as well as at VSB 5 5 V.

 (b) For the depletion nMOSFET of Example 3.4c, which has Vt0 5 21.0 V, fi nd Vt at 

VSB 5 1 V, as well as at VSB 5 5 V. For what value of VSB do we get Vt 5 20.5 V? 

Solution

 � 5   
 √ 
__________________________________

    2 3 1.602 3 1 0 219  3 1 0 16  3 1.04 3 1 0 212   
    ____________________________________   

138 3 1 0 29 
   5 0.418 V1y2

 (a) For the enhancement nMOSFET we have 

 Vt(VSB 5 1 V) 5 1.0 1 0.418 (  √ 
_______

 1 1 0.7   2  √ 
___

 0.7   )  5 1.0 1 0.195 5 1.195 V.

 Vt(VSB 5 5 V) 5 1.0 1 0.418 (  √ 
_______

 5 1 0.7   2  √ 
___

 0.7   )  5 1.0 1 0.648 5 1.648 V.

 (b) For the depletion nMOSFET we have 

 Vt(VSB 5 1 V) 5 21.0 1 0.418 (  √ 
_______

 1 1 0.7   2  √ 
___

 0.7   )  5 21.0 1 0.195 5 20.805 V.

 Vt(VSB 5 5 V) 5 21.0 1 0.418 (  √ 
_______

 5 1 0.7   2  √ 
___

 0.7   )  5 21.0 1 0.648 5 20.352 V.

  Imposing

 20.5 5 21.0 1 0.418 (  √ 
________

  V SB  1 0.7   2  √ 
___

 0.7   ) 

gives VSB 5 3.43 V. 

EXAMPLE 3.5

The example indicates that the effect of body bias is to shift the threshold voltage 

of an nMOSFET in the positive direction, regardless of whether it is a depletion or 

enhancement type. By contrast, for a pMOSFET the shift is in the negative direction. 

Adapted to the pMOSFET case, Eq. (3.8) becomes

  V t  5  V t0  2 �  [  √ 
_________

  V BS  1 2 � n    2  √ 
____

 2 � n    ]  (3.10)

where � is still given by Eq. (3.9), but with NA replaced by ND. The dependence of Vt 

upon the body bias is referred to as the body effect, and the body itself is sometimes 
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  3.3 The n-Channel Characteristic 237

3.3 THE n-CHANNEL CHARACTERISTIC

We are now ready to investigate the i-v characteristics of the n-channel, anticipating 

that our understanding of the p-channel will follow easily once we have mastered the 

n-channel. Figure 3.9 shows the sequence of situations an n-channel goes through as 

we gradually increase vDS starting out with vDS > 0. Once the MOSFET is biased in 

strong inversion, its channel can be viewed as a resistor of length L, width W, and 

thickness proportional to the overdrive voltage, which is defi ned as the amount by 

which the gate-source voltage exceeds the threshold voltage Vt, 

  V OV  5  V GS  2  V t  (3.11)

For instance, in the device of Example 3.3, every volt of VOV induces an electron 

charge of 2138 nC/cm2 in the channel, so the greater VOV, the more conductive the 

channel will be. If we now apply a voltage vDS . 0 to the drain, electrons will drift 

from the source, through the channel, to the drain, like in an ordinary resistor (hence 

the designation ohmic for this region of operation), thus producing current. But, elec-

trons are negative, so the current iD at the drain terminal will fl ow into the device, 

as shown in Fig. 3.9a. The source and drain designations refl ect the fact that mobile 

charges (electrons in nMOSFETS, holes in pMOSFETs) are sourced to the channel 

at one end, and drained from the channel at the other. 

The Triode Region
If we now increase vDS further, an interesting effect occurs, namely, the channel be-

comes tapered, as depicted in Fig. 3.9b. This stems from the fact that while at the source 

end we have VOV 5 VGS 2 Vt, at the drain end we only have VOV 5 (VGS 2 vDS) 2 Vt, 

indicating a thinner channel there. For instance, let Vt 5 1 V, VGS 5 5 V, and vDS 5 

2 V. Then, the overdrive at the source end is VOV(source) 5 5 2 1 5 4 V, but that at the 

drain end is only VOV(drain) 5 (5 2 2) 2 1 5 2 V. In this example, the channel at the 

drain end is only half as thick as at the source end. 

To investigate quantitatively, refer to Fig. 3.10, where we imagine that we have 

sliced the channel like a loaf of bread, and we focus on the slice of width dy located 

A certain enhancement pMOSFET has Vt0 5 21.5 V and � 5 0.5 V1y2. If 

�n 5 10.3 V, fi nd Vt at VBS 5 3 V.

Solution 
Vt(VBS 5 3 V) 5 21.5 2 0.5 (  √ 

__________

 3 1 2 3 0.3   2  √ 
_______

 2 3 0.3   )  5 21.5 2 0.56 5 22.06 V

As mentioned, body bias causes a negative shift in the threshold voltage of a 

pMOSFET, regardless of the polarity of Vt0. 

EXAMPLE 3.6

referred to as back gate because it infl uences the inversion layer like the gate, though 

in the opposite direction and also in square-root fashion.
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238 Chapter 3 MOS Field-Effect Transistors

FIGURE 3.9 Illustrating the different 

regions of operation of the nMOSFET: 

(a) ohmic, (b) triode, (c) pinch-off, or edge 

of saturation (EOS), and (d) saturation, or 

active region.
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  3.3 The n-Channel Characteristic 239

at some distance y from the source. The voltage at each slice varies from 0 V at the 

leftmost slice to vDS at the rightmost slice, so the voltage v(y) at our particular slice 

will lie somewhere in between, or 0 # v(y) # vDS. Now, the gate strip immediately 

above our slice forms a capacitance dC 5 Cox 3 W 3 dy with the channel itself, so 

the charge packet dQn induced in the channel is, by the capacitance law, 

 dQn 5 2dC{[VGS 2 v(y)] 2 Vt} 5 2CoxWdy[VGS 2 Vt 2 v(y)]

(This charge is negative because it consists of electrons.) The voltage drop vDS across 

the channel produces an electric fi eld E inside the channel, oriented from drain to 

source. This fi eld, in turn, causes the negative charge packet dQn to drift toward the 

drain, thus producing the current iD. By defi nition,

  i D  5 2  
d Q n  ____

 dt   5  C ox W[ V GS  2  V t  2 v(y)]  
dy

 ___ 
dt

  

where dyydt represents the velocity with which dQn drifts toward the drain. This 

velocity is proportional to the electric fi eld, or dyydt 5 2�nE(y), where �n is the 

electron mobility. (The negative sign stems from the fact that electrons drift against 
the electric fi eld.) But, electric fi eld and potential are related as E(y) 5 2dv(y)ydy, 

so dyydt 5 �ndv(y)ydy. Substituting in the above equation gives 

  i D  5  � n  C ox W[ V GS  2  V t  2 v(y)]  
dv(y)

 _____ 
dy

  

Multiplying both sides by dy and integrating from y 5 0, where v(y) 5 0, to y 5 L, 

where v(y) 5 vDS, we get 

  ∫ 
0

  
 L

  i D  dy  5  � n  C ox W ∫ 
0

  

  v DS 

 [ V GS  2  V t  2 v(y)] dv(y) 

W

n1

tox

n1

vDS , (VGS  2 Vt)

VGS . Vt

1
2

iDDGS
12

B

dy

y
y

L0

dQn

FIGURE 3.10 The nMOSFET in the triode region.
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240 Chapter 3 MOS Field-Effect Transistors

The left side integrates to iDL, and the right side integrates to ( V GS  2  V t ) v DS  2 1⁄2 v  DS  
2
  . 

This allows us to express iD in the following insightful form 

  i D  5 k [ ( V GS  2  V t ) v DS  2   
1
 

__
 

2
   v  DS  

2
   ]  (3.12)

where the quantity 

 k 5 k9  
W __ L   (3.13)

is called the device transconductance parameter. This is simply a scale factor, in 

A/V2, that indicates how much current a device will draw for a given set of VGS, Vt, 

and vDS values. The IC designer can tailor the value of k to meet given needs by suit-

ably specifying the device’s dimensions W and L; hence, the reason for using the 

qualifi er device. The quantity 

 k9 5  � n  C ox  5   
 � n  � ox  _____  t ox 

   (3.14)

is called the process transconductance parameter, in AyV2. Being common to all 

devices, it is unique of the particular fabrication process; hence, the reason for the 

qualifi er process. Figure 3.11 shows the plot of iD versus vDS for a given overdrive 

voltage VOV.

We observe that near the origin, where vDS is small enough to render the quadratic 

term negligible in Eq. (3.12), the iD-vDS characteristic approaches, for a given gate-

source drive VGS, a straight line, or

  i D  > k( V GS  2  V t ) v DS  (3.15)

For this reason, the region corresponding to small values of vDS is called the linear 
region. Rewriting Eq. (3.15) in the form of Ohm’s law as

  i D  5   1 ___  r DS 
   v DS  (3.16)

FIGURE 3.11 The complete iD-vDS characteristic for a given overdrive voltage 

VOV 5 VGS 2 Vt . 0. Note that VDS(EOS) 5 VOV.
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  3.3 The n-Channel Characteristic 241

confi rms that the channel acts as a resistor, this being the reason why this region is 

also referred to as the ohmic region. The channel resistance rDS is controlled by the 

overdrive VOV as 

  r DS  5   1 __________ 
k( V GS  2  V t )

   5   1 _______ 
k9  

W __
 L   V OV 

   (3.17)

This resistance depends also on the WyL ratio, also called the aspect ratio, indicating 

that by proper choice of this ratio, the IC designer can set this resistance to virtually 

any value for a given overdrive VOV.

 (a)  Assuming �n 5 600 cm2/Vs, Cox 5 83 nF/cm2, and Vt 5 1.0 V, specify the 

WyL ratio so that rDS 5 1 kV for VGS 5 5 V.

 (b) Calculate rDS for VGS 5 4 V, 3 V, 2 V, 1 V, 0 V.

Solution
 (a) By Eq. (3.14), k9 5 600 3 83 3 1 0 29  > 50 �A/V2. Using Eq. (3.17) to 

impose 

 1 0 3  5   1 ____________________  
50 3 1 0 26 (WyL)(5 2 1)

  

  we get WyL 5 5. Consequently, k 5 (50 �A/V2)5 5 250 �A/V2. 

 (b) By Eq. (3.17), for VGS 5 4 V we have

  r DS  5   1 ________________  
250 3 1 0 26 (4 2 1)

   5 1.333 kV

Likewise, for VGS 5 3 V we fi nd rDS 5 2 kV, and for VGS 5 2 V we fi nd rDS 5 4 kV. 

For VGS # 1 V the MOSFET is in cutoff and rDS 5 `. 

EXAMPLE 3.7

As we increase vDS further, the channel becomes progressively thinner at the 

drain end, and the quadratic term of Eq. (3.12) becomes more and more pronounced. 

Consequently, the slope of the curve decreases, indicating a corresponding increase 

in the dynamic resistance of the channel. This region of operation is called the triode 
region by analogy with vacuum tubes, which exhibit similar characteristics. We also 

observe in the sequence depicted in Fig. 3.9 that the depletion layer associated with 

the body-drain junction widens as we keep increasing vDS.

The Pinchoff Point
Once vDS achieves the critical value VDS(EOS) 5 VGS – Vt, or 

  V DS(EOS)
  5  V OV  (3.18)

the channel thickness at the drain end reduces to zero, as depicted in Fig. 3.9c, and 

the corresponding point on the iD-vDS curve is referred to as the pinchoff point. As 
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242 Chapter 3 MOS Field-Effect Transistors

we shall see shortly, this point marks the beginning, or edge of saturation (EOS) 

condition. The current at this point is readily found by substituting vDS 5 VGS – Vt in 

Eq. (3.12). The result is 

  I D(EOS)
  5   k __ 

2
  ( V GS  2  V t  ) 

2  (3.19)

with k as given in Eq. (3.13). This is also expressed as  I D(EOS)
  5 (ky2) V  DS(EOS)  

2
  , or 

better yet as

  I D(EOS)
  5   k __ 

2
   V  OV  2

   (3.20)

The Saturation Region
If we raise vDS above the critical value VDS(EOS), the voltage at the pinchoff point con-

tinues to remain at VDS(EOS), and the excess difference vDS 2 VDS(EOS) is dropped across 

a narrow depletion layer of width DL between the pinchoff point and the edge of 

the drain. As depicted in Fig. 3.9d, the pinchoff point moves leftwards away from 

the drain, in effect shortening the channel by the amount DL. This situation, aptly 

referred to as channel-length modulation, results in the actual channel length

  L 
actual

  5 L 2 DL 5 L ( 1 2   
DL ___

 L   ) 

To fi nd the iD-vDS characteristic past the pinchoff point we adapt Eq. (3.19) and write 

  i D  5   1 __ 
2
   (  k9   W _____ 

 L 
actual

 
   ) ( V GS  2  V t  ) 

2  5   1 __ 
2
   k9   W _________ 

L ( 1 2   
DL ___

 L   ) 
  ( V GS  2  V t  ) 

2  

 >   1 __ 
2
   k9   W __ 

L
   ( 1 1   DL ___ 

L
   ) ( V GS  2  V t  ) 

2 

where we have exploited the fact that usually DLyL ! 1. It is an established practice 

in the literature to assume that the fractional change DLyL be linearly proportional 
to vDS, or DLyL 5 �vDS. Consequently, the iD-vDS characteristic past the pinchoff point 

is expressed as 

  i D  5   k __ 
2
  ( V GS  2  V t  ) 

2 (1 1 � v DS )  (3.21)

with k as given in Eq. (3.13). The proportionality constant � (in V21) is called the 

channel-length modulation parameter. Typically, � is on the order of 0.01 to 0.1 V21, 

and for simplicity it is usually ignored (� → 0) in the course of hand dc calculations. 

The region past the pinchoff point is aptly referred to as the saturation region be-

cause iD increases with vDS only slightly there, in effect saturating. 
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The slope of the saturation-region characteristic is the reciprocal of a resis-

tance ro called the output resistance of the MOSFET in saturation. Differentiating 

Eq. (3.21) and calculating at the EOS gives 

   1 __  r o 
   5   

− i D 
 ____ 

− v DS 
   5 � I D(EOS)

 

The output resistance is usually expressed in the form 

  r o  5   1 ___ 
� I D 

   (3.22)

where ID is the current at the actual saturation-region operating point (ID > ID(EOS)). In 

general, ro is fairly large relative to other resistances in a MOSFET circuit. Indeed, 

the smaller the value of �, the higher the value of ro. In the limit � → 0, a saturated 

MOSFET would approach ideal current-source behavior, or, more precisely, it would 

act as an ideal voltage-controlled current-source (VCCS), with VGS as the control 

voltage. As such, the MOSFET fi nds application as an amplifi er. 

Remark: To ensure continuity between Eqs. (3.12) and (3.21) at the EOS, the right-

hand side of Eq. (3.12) should also be multiplied by the term (1 1 �vDS). In practice, 

to simplify the triode-region calculations, the term �vDS is usually ignored as vDS is 

small in that region. 

A certain nMOSFET has Vt0 5 1.0 V, k = 0.5 mA/V2, � 5 0.02 V21, � 5 0.6 V1y2, 

and �p 5 20.3 V. 

 (a) If VGS 5 3 V and VSB 5 0, fi nd VDS(EOS), ID(EOS), and ro. 

 (b) What is the value of ID at VDS 5 0.5VDS(EOS)? At VDS 5 2VDS(EOS)? At VDS 5 

4VDS(EOS)? 

 (c) Repeat parts (a) and (b), but with VSB 5 2 V. Comment on your fi ndings.

 (d) Find VSB so that VDS(EOS) 5 1 V with VGS 5 3 V. What is the corresponding 

value of ID(EOS)?

Solution
 (a) We have VDS(EOS) 5 VOV 5 VGS 2 Vt0 5 3 2 1 5 2 V, so 

  I D(EOS)
  5   k __ 

2
   V  OV  2

  (1 1 � V DS(EOS)
 ) 5   0.5 ___ 

2
   2 2 (1 1 0.02 3 2) 5 1.04 mA

  Moreover, ro 5 1y(0.02 3 1.04) 5 48 kV.

 (b) With reference to Fig. 3.11, we observe that for VDS 5 0.5VDS(EOS) 5 1 V (,VOV) 

the FET is operating in the triode region, while for VDS 5 2VDS(EOS) 5 4 V 

(.VOV) the FET is operating in saturation. Consequently, we use Eqs. (3.12) 

and (3.21) to fi nd

 ID(VDS 5 1 V) 5 0.5(2 3 1 2 12y2) 5 0.75 mA

 ID(VDS 5 4 V) 5 (0.25)22(1 1 0.02 3 4) 5 1.08 mA

  Similarly, ID(VDS 5 8 V) 5 1.16 mA

EXAMPLE 3.8
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244 Chapter 3 MOS Field-Effect Transistors

Determining the Operating Region of a nMOSFET
As we progress, we will often face the need to identify the operating region of a FET 

from a set of incomplete data. For the case of an nMOSFET, we will proceed as follows: 

● If VGS # Vt, the FET is operating in the cut-off (CO) region, where iD 5 0. 
● If VGS . Vt, the FET is on, but is it operating in the triode or in the saturation 

region? This depends on whether VDS , VOV or VDS . VOV, respectively. To fi nd 

out, proceed as follows:
● Assume the FET is saturated, and use Eq. (3.21) to fi nd the missing data until 

you have both VOV and VDS in hand. If it turns out that VDS . VOV, the assumption 

was correct, and no further steps are needed.
● Otherwise you get a contradiction, indicating that the FET is in the triode re-

gion, and you must recalculate the missing data via Eq. (3.12) instead. As a fi nal 

check, verify that indeed VDS , VOV. 
● Alternatively, we could start out with the assumption that the FET be in the 

triode region, and then check that indeed VDS , VOV to confi rm our assumption. 

Otherwise, we get a contradiction signifying that the FET is instead saturated. 

An example will better illustrate the above procedure. 

 (c)  By Eq. (3.8), we now have 

 Vt(VSB 5 2 V) 5 1.0 1 0.6 (  √ 
___________

 2 1 2 3 0.3   2  √ 
_______

 2 3 0.3   )  5 1.5 V

  Consequently, VDS(EOS) 5 VOV 5 3 – 1.5 5 1.5 V. By analogous calculations, 

we now get 

 ID(EOS) 5 0.25 3 1.52(1 1 0.02 3 1.5) 5 0.58 mA

  and ro 5 1y(0.02 3 0.58) 5 86 kV. Moreover, 

 ID(VDS 5 0.75 V) 5 0.5(1.5 3 0.75 – 0.752y2) 5 0.42 mA

 ID(VDS 5 3 V) 5 0.25 3 1.52(1 1 0.02 3 3) 5 0.60 mA

  Likewise, ID(VDS 5 6 V) 5 0.63 mA. The increase in Vt due to the body affect 

has resulted in a less conductive channel, thus causing a decrease in the drain 

current values as well as an increase in ro.

 (d)  We now have Vt 5 VGS 2 VDS(EOS) 5 3 2 1 5 2 V. Using Eq. (3.8) to impose 

 2 5 1.0 1 0.6 (  √ 
________

  V SB  1 0.6   2  √ 
___

 0.6   ) 

  yields VSB 5 5.36 V. Finally, ID(EOS) 5 0.25 3 12(1 1 0.02 3 1) 5 0.255 mA. 

A certain nMOSFET has Vt 5 1.5 V, k = 1.0 mAyV2, and � 5 0.02 V21, and is 

operated at VSB 5 0. 

 (a)  Find VGS so that the FET gives ID 5 2.2 mA at VDS 5 5 V. 

 (b)  Find VGS for ID 5 2 mA at VDS 5 1 V. 

 (c)  Find VDS so that the FET gives ID 5 4 mA with VGS 5 4.5 V. 

 (d)  Find VDS for ID 5 0.52 mA with VGS 5 2.5 V. 

EXAMPLE 3.9
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Solution
 (a)  Assume the FET is saturated, and then check. By Eq. (3.21), the overdrive 

VOV needed to sustain 2.2 mA in saturation is such that 

 2.2 5   1 __ 
2
   V  OV  2

  (1 1 0.02 3 5)

  This gives VOV 5 2 V. Since VDS . VOV (5 . 2), the FET is indeed in satura-

tion, confi rming that our assumption was correct. Clearly, VGS 5 Vt 1 VOV 5 

1.5 1 2 5 3.5 V. 

 (b) Assume again saturation. Imposing 

 2 5 0.5 V  OV  2
  (1 1 0.02 3 1)

  gives VOV 5 1.98 V, that is, VDS , VOV (1 , 1.98). This contradicts our as-

sumption of a saturated FET, so the device must be operating in the triode 

region, where Eq. (3.12) holds. The overdrive VOV needed to sustain 2 mA in 

the triode region is such that 

 2 5 1 (  V OV  3 1 2   
 1 2 

 
__

 
2
   ) 

  This gives VOV 5 2.5 V. The fact that VDS , VOV (1 , 2.5) confi rms that the 

FET is indeed in the triode region. Moreover, VGS 5 1.5 1 2.5 5 4 V.

 (c) As an alternative, assume this time the FET to be in the triode region, and 

then check as usual. Now, VOV 5 VGS 2 Vt 5 4.5 2 1.5 5 3 V. By Eq. (3.12) 

we must have

 4 5 1 ( 3 3  V DS  2   
 V  DS  

2
  
 

___
 

2
   ) 

  or 0.5 V  DS  
2
   2 3 V DS  1 4 5 0. This quadratic equation admits two solutions, 

VDS 5 2 V and VDS 5 4 V. The second one is unacceptable as it would imply a 

saturated FET (VDS . VOV), for which Eq. (3.21) would predict ID 5 4.86 mA, 

in blatant contradiction with the desired value of ID. Consequently, our FET 

is indeed in the triode region, and VDS 5 2 V.

 (d)  Assume again the triode region. We have VOV 5 2.5 2 1.5 5 1 V, and 

 0.52 5 1 ( 1 3  V DS  2   
 V  DS  

2
  
 

___
 

2
   ) 

  or 0.5 V  DS  
2
   2  V DS  1 0.52 5 0. This quadratic equation admits the solutions VDS 5 

1 6 0.2    j, which are complex numbers and thus physically unacceptable. Evidently, 

our triode-region assumption was wrong. We must thus use Eq. (3.21) and impose

 0.52 5   1 __ 
2
   1 2 (1 1 0.02 V DS )

  which yields VDS 5 2 V. The fact that VDS . VOV (2 . 1) confi rms that the FET 

is indeed saturated. 

Series/Parallel MOSFET Combinations
As we proceed we shall often encounter FETs connected in series or parallel. The 

channels combine just like resistors do, namely, in series combinations the channel 

resistances add up, while in parallel combinations the channel conductances add up. 
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246 Chapter 3 MOS Field-Effect Transistors

Consider m MOSFETs having the same Vt and  k9  but individual ratios (WyL)1, 

(WyL)2, . . . (WyL)m, and suppose they are connected in parallel, as in Fig. 3.12. The cur-

rent drawn by each FET is linearly proportional to its WyL ratio, and since all FETs are 

subjected to the same input drive, the proportionality constant is the same for all FETs. 

But, the total current drawn from the drain terminal is the sum of the individual currents, 

so the parallel combination of m FETs acts like a a single equivalent FET having

   (   W __ 
L

   )  eq
  5   (   W __ 

L
   )  

1
  1   (   W __ 

L
   )  

2
  1 . . . 1   (   W __ 

L
   )  

m
  (3.23)

A common occurrence is when two identical FETs are in parallel, which can intui-

tively be regarded as a single FET but with W twice as long.

Figure 3.13 shows the case of m FETs connected in series. Assuming for simplic-

ity � 5 0 and � 5 0 throughout, one can prove that if all FETs have the same Vt and  

k9  but individual ratios (WyL)1, (WyL)2, . . . (WyL)m, they act like single equivalent 

MOSFET such that 

   (   W __ 
L

   )   eq
  

21

  5   (   W __ 
L

   )   
1
  

21

  1   (   W __ 
L

   )   
2
  

21

  1 . . . 1   (   W __ 
L

   )   
m
  

21

  (3.24)
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1 2W
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1 2W
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L m
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L 1

1 2 1
W
L 2

1 2 1 ??? 1

FIGURE 3.12 When m FETs are connected in parallel, they act like a single equivalent FET whose WyL ratio is 

the sum of the individual WyL ratios. 
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FIGURE 3.13 When m FETs are connected in series, they act like a single equivalent 

FET whose LyW ratio is the sum of the individual LyW ratios. 
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  3.4 The i-v Characteristics of MOSFETs 247

3.4 THE i-v CHARACTERISTICS OF MOSFETS

The two most important MOSFET characteristics are the plot of iD versus vGS in satu-

ration, and the plot of iD versus vDS for different values of VGS. These curves can be 

displayed either in the lab, via an oscilloscope equipped with a suitable curve-tracer 

module, or on a computer monitor via PSpice (see Appendix 3A for PSpice models 

for MOSFETs). 

Diode-Mode Operation
In the PSpice circuit of Fig. 3.14 (see Appendix 3A) the gate and drain terminals are 

tied together, turning the nMOSFET into a two-terminal device with vDS 5 vGS. For 

vGS , Vt the device is in cutoff. For vGS . Vt the device is on and in saturation because 

vDS 5 vGS implies vDS . VGS 2 Vt, the condition for a saturated nMOSFET. Conse-

quently, when on, the device is governed by Eq. (3.21), but with vDS 5 vGS. The result 

is the curve of Fig. 3.15, which reveals a tendency by a diode-connected MOSFET 

to favor current fl ow in one direction (drain-to-source for an nMOSFET, source-to-

drain for a pMOSFET) while inhibiting it in the opposite direction. Hence the name 

diode for this mode of operation.

Suppose two FETs are fabricated in a 0.5-�m process with (WyL)1 5 (1.0 �m)y
(0.5 �m) and (WyL)2 5 (0.5 �m)y(0.5 �m). Find (WyL)eq if the FETs are con-

nected (a) in parallel, and (b) in series. In either case, express (WyL)eq in such a 

way that the smaller of W and L is 0.5 �m. 

Solution
 (a) By Eq. (3.23), (WyL)eq 5 (1.0y0.5) 1 (0.5y0.5) 5 (1.5 �m)y(0.5 �m). 

 (b) By Eq. (3.24), (LyW)eq 5 (0.5y1.0) 1 (0.5y0.5) 5 1.5, so (WyL)eq 5 1y1.5 5 

(0.5 �m)y(0.75 �m). 

EXAMPLE 3.10

A common occurrence is one of two identical FETs in series, which can intuitively 

be regarded as a single FET but with L twice as large.

vGS
1
2

iD

M
Mn

0

FIGURE 3.14 Diode-connected enhancement nMOSFET.

Mn: W 5 2 �m, L 5 1 �m, k9 5 50 �A/V2, 

Vt 5 1.0 V, � 5 0.05 V21.
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248 Chapter 3 MOS Field-Effect Transistors

At this juncture it must be pointed out that the MOSFET’s transition from off to 

on in the vicinity of Vt is not abrupt, but rather a gradual process. In fact, the channel 

already starts to conduct for a range of vGS values less than, if close to, Vt. Over this 

range, aptly called the subthreshold region, iD increases exponentially—rather than 

quadratically—with vGS. The choice of Vt as the value of vGS responsible for the onset 

of strong inversion is primarily a matter of mathematical convenience and mental 

bookkeeping.

The slope of the curve at a given point VGS is denoted as gm and is called the 

transconductance

  g m  5   
 
   
− i D 

 ____ 
− v GS 

   |  
 V GS 

  (3.25)

Its units are A/V, or more likely �A/V for micropower devices. Differentiating 

Eq. (3.21) but with � 5 0 for simplicity, and suitably manipulating, we fi nd three 

different expressions for the transconductance,

  g m  5  √ 
____

 2k I D    (3.26a)

  g m  5 k V OV  (3.26b)

  g m  5   
 I D 
 ______ 

0.5 V OV 
   (3.26c)

Though the three forms are equivalent, each provides different insight. The fi rst form 

indicates that gm increases with the square root of ID. By contrast, in a bipolar junc-

tion transistor (BJT), gm is linearly proportional to the collector current IC, or gm 5 

ICyVT, where VT 5 26 mV is the thermal voltage. The second form indicates that gm 

is proportional to the overdrive voltage VOV 5 VGS 2 Vt. Moreover, comparison of 

Eq. (3.26b) with Eq. (3.17) reveals the additional interesting relation gm 5 1yrDS. 
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Gate-source voltage vGS (V)

3 4 5

VGS
VOV
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Q

Vt

FIGURE 3.15 The i-v characteristic of the diode-connected enhancement nMOSFET 

of Fig. 3.14.
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The iD-vDS Characteristics
In Fig. 3.11 we have illustrated the behavior of the channel as we walk it through the 

different situations of Fig. 3.9, but for only a single fi xed value of VGS (VGS . Vt). To 

get the complete picture, we need to display the characteristics for different values of 

VGS. The PSpice circuit of Fig. 3.16 displays the iD-vDS characteristics of the FET of 

Fig. 3.14, but with VGS stepped in 0.5-V increments. The result is the family of curves 

of Fig. 3.17, with respect to which we make the following observations: 

 (a) Assuming the nMOSFET data of Fig. 3.14, but with � 5 0 to simplify the 

calculations, fi nd VGS for ID 5 1 mA. Compare with Fig. 3.15, and comment. 

 (b) Find gm at that point, and compare with the gm of a bipolar junction transistor 

(BJT) operating at the same current level. 

 (c) Find WyL to raise the gm of the FET to the same value as that of the BJT.

Solution
 (a) By Eq. (3.13), k 5 50 3 1026(2y1) 5 100 �A/V2. Using Eq. (3.21) but with 

� 5 0 we get 1 3 1023 5 1⁄2(100 3 1026) 3 (VGS 2 1.0)2, or VGS 5 5.472 V. 

This is a bit higher than the value (5 V) predicted by Fig. 3.15 because we 

have assumed � 5 0. This gives an idea of the error incurred by ignoring �.

 (b) By Eq. (3.26a),  g m  5  √ 
____

 2k I D    5  √ 
____________________

  2 3 100 3 1 0 26  3 1 0 23    5 0.447 mA/V. By 

contrast, at 1 mA a BJT gives gm 5 1y26 5 38.5 mA/V, almost two orders of 

magnitude higher. 

 (c) Since gm is linearly proportional to  √ 
__

 k  , and thus to  √ 
_____

 WyL  , we impose a simple 

proportion,

   
 √ 

________
  (WyL) new   
 _________ 

 √ 
_______

  (WyL) 
old

   
   5   38.5 _____ 

0.447
  

  which gives (WyL)new > 14,800, an outlandish number. This example illustrates a 

notorious drawback of FETs compared to BJTs, namely, their generally much lower 

gms. Indeed, Eq. (3.26c) gives gm 5 IDy[0.5(5.472 2 1.0) V] 5 IDy(2,236 mV), 

which compares quite unfavorably with the BJT relation gm 5 ICy(26 mV).

EXAMPLE 3.11

FIGURE 3.16 PSpice circuit to display the complete iD-vDS characteristics of the 

nMOSFET of Fig. 3.14.

VGS
1
2

vDS
1
2

M

Mn

iD

0 0

Mn: W 5 2 �m, L 5 1 �m, k9 5 50 �A/V2, 

Vt 5 1.0 V, � 5 0.05 V21.
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250 Chapter 3 MOS Field-Effect Transistors

● For VGS , Vt (or VGS , 1.0 V in our example), the device gives iD 5 0 and is thus 

in cutoff (CO). Its terminals draw only leakage currents, which are negligible in 

most practical situations.
● For VGS . Vt, the device is on, either in the triode region if vDS , (VGS 2 Vt), 

or in the saturation region if vDS . (VGS 2 Vt). Either region requires a separate 

equation for fi nding iD, namely, 

 vDS , (VGS 2 Vt) ⇒ Triode region ⇒  i D  5 k [ ( V GS  2  V t ) v DS  2   
1
 

__
 

2
   v  DS  

2
   ] 

 vDS . (VGS 2 Vt) ⇒ Satur.n region ⇒  i D  5   k __ 
2
  ( V GS  2  V t  ) 

2 (1 1 � v DS )

● The locus of points for which vDS 5 VGS 2 Vt 5 VOV provides the borderline 
between the two regions (the borderline is aptly referred to as edge of saturation, 

or EOS for short). Since the abscissas are spaced evenly while the ordinates are 

spaced quadratically, this locus is a parabola. In fact, one can readily see that 

this locus is simply the i-v curve of Fig. 3.15, but shifted to the left by Vt. 
● The saturation-region curves, when extrapolated toward the left, converge to a 

common point located at 21y� on the vDS axis. This is shown in the compressed 

rendition of Fig. 3.18. Also called the Early voltage VA by analogy with its coun-

terpart in the case of BJTs, this voltage is simply 

  V A  5   1 __ 
�

   (3.27)

 Typically, VA is on the order of 10 to 100 V. In our example, VA 5 1y0.05 5 20 V, 

so the intercept is located at vDS 5 2VA 5 220 V. As a rule, the shorter the 

channel, the lower the value of VA, indicating that VA scales with L. For long-

channel devices, this is sometimes expressed via the empirical form VA > 

Ly(0.1�m) V, or, equivalently, as � > (0.1�m)yL V21.
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FIGURE 3.17 Complete iD-vDS characteristics of the enhancement nMOSFET of 

Fig. 3.16, and its regions of operation.
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  3.4 The i-v Characteristics of MOSFETs 251

The pMOSFET and Comparison with the nMOSFET 
The voltage-current relationships developed for the nMOSFET apply also to the 

pMOSFET, provided we (a) reverse all current directions and (b) reverse all voltage 
polarities. The two devices are compared in Fig. 3.19, where voltage is likened to 

height, so higher voltages are at the top and lower voltages at the bottom. Moreover, 

021@�

0.6

i D
 (

m
A

)

5 10

vDS (V)

0

0.4

FIGURE 3.18 Effect of channel-length modulation on the i-v characteristics.
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FIGURE 3.19 Comparing voltage polarities, current directions, voltage ranges, and 

operating regions for the enhancement nMOSFETS and pMOSFETs. All voltages are 

positive at the top.
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252 Chapter 3 MOS Field-Effect Transistors

current through each device fl ows downwards. Following is a summary of similari-

ties and differences between the two devices. 

● The current iD fl ows into the drain of the nMOSFET, but out of the drain of the 

pMOSFET. 
● In a p-channel, iD consists of holes fl owing from the higher potential of the 

source to the lower potential of the drain.
● In an n-channel, iD consists of electrons fl owing from the lower potential of the 

source to the higher potential of the drain. However, electrons are negative, so iD 

is taken to fl ow from drain to source.
● In both devices, the source and drain regions are interchangeable. The source 

will always be the region at lower potential in an nMOSFET, and that at higher 
potential in a pMOSFET.

● An enhancement nMOSFET is normally off. To turn it on we need to create fa-

vorable conditions for electrons to exist in its channel region. Electrons are nega-

tive, so we need to induce an opposing positive charge on the gate. This requires 

that we raise the gate voltage vG above the source voltage vS by at least Vtn, the 

threshold voltage. The amount VOVn 5 VGS 2 Vtn, VOVn . 0 is called the overdrive. 
● An enhancement pMOSFET is normally off. To turn it on we need to create favor-

able conditions for holes to exist in its channel region. Holes are positive, so we 

need to induce an opposing negative charge on the gate. This requires that we lower 

the gate voltage vG below the source voltage vS by at least Vtp, the threshold voltage 

(for enhancement pMOSFETs the threshold Vtp is negative, so the turn-on condition 

is less confusingly expressed as vSG . uVtpu). The overdrive is now VOVp 5 VSG 2 uVtpu. 
● If vDS is large enough to satisfy the condition vDS . VOVn, the n channel is operat-

ing in saturation, and

  i D  5   
 k n  __ 
2
  ( V GS  2  V tn  ) 

2 (1 1  � n  v DS )  for vDS . VOVn (3.28a)

● If vSD is large enough to satisfy the condition vSD . VOVp, the p channel is operat-

ing in saturation, and

  i D  5   
 k p  __ 
2
    (  V SG  2  u  V tp  u  )  2 (1 1  � p  v SD )  for vSD . VOVp (3.28b)

● If vDS is small enough to satisfy vDS , VOVn, then the n channel is operating in the 

triode region, and

  i D  5  k n  [ ( V GS  2  V tn ) v DS  2   
1
 

__
 

2
   v  DS  

2
   ]   for vDS , VOVn (3.29a)

● If vSD is small enough to satisfy vSD , VOVp, then the p channel is operating in the 

triode region, and

  i D  5  k p  [  (  V SG  2  u  V tp  u  )  v SD  2   
1
 

__
 

2
   v  SD  2

   ]   for vSD , VOVp (3.29b)

● The device transconducance parameters for the nMOSFET and the pMOSFET 

are, respectively,

  k n  5 k9n   
 W n  ___ 
 L n 

      k p  5 k9p   
 W p  ___ 
 L p 

   (3.30)

● The process transconducance parameters for the nMOSFET and the pMOSFET 

are, respectively,

 k9n 5   
 � n  � ox  _____  t ox 

     k9p 5   
 � p  � ox  _____  t ox 

   (3.31)
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  3.4 The i-v Characteristics of MOSFETs 253

● To avoid the inadvertent turn-on of the internal pn junctions, the bodies must be 

biased so that VSB $ 0 for the nMOSFET, and VSB # 0 (that is, VBS $ 0) for the 

pMOSFET. 
● Body bias in the nMOSFET shifts Vtn in the positive direction as 

  V tn  5  V tn0
  1  � n  [  √ 

__________

  V SB  1 2 u  � p  u    2  √ 
_____

 2 u  � p  u    ]  (3.32a)

● Body bias in the pMOSFET shifts Vtp in the negative direction as 

  V tp  5  V tp0
  2  � p  [  √ 

_________

  V BS  1 2 � n    2  √ 
____

 2 � n    ]  (3.32b)

In general, Vtn0, Vtp0, �n, �p, �n, and �p are found experimentally via suitable 

measurements.

As we know, the transconductance parameters of Eq. (3.31) are proportional 

to the mobilities (�n or �p) of the charges intervening in the main current in the de-

vice. This is not surprising, as MOSFET current is of the drift type. When studying 

BJTs, in the previous chapter, we have encountered a similar parameter, namely, the 

saturation current Is, which instead is proportional to the diffusivity (Dn or Dp) of the 

charges responsible for the main current in the device; this is so because BJT current 

is of the diffusion type. For a given doping density, electron mobility and diffusiv-

ity are two to three times higher than hole mobility and diffusivity, respectively. For 

these reasons, n-channel FETs are generally preferred over p-channel types, just like 

npn BJTs are generally preferred over pnp types. 

A certain pMOSFET has Vt 0 5 21.0 V, k 5 0.4 mAyV2, � 5 0.05 V21, � 5 0.73 V1y2, 

and �n 5 0.3 V. Unless otherwise specifi ed, the device is operated at VBS 5 0.

 (a)  If VSG 5 3 V, fi nd ID at VSD 5 1.5 V. 

 (b)  Repeat part (a) if VSD 5 3 V. 

 (c)  Find VSD so that the FET gives ID 5 1.6 mA with VSG 5 4 V. 

 (d)  Find VSG so that the FET gives ID 5 0.24 mA with VSD 5 4 V. 

 (e)  Repeat part (a), but for VBS 5 4 V. 

 (f)  Find VBS so that the FET, with VSG 5 3.5 V, gives ID 5 1 mA at VSD 5 5 V. 

Solution
  (a)  We have VOV 5 VSG 2 uVt0u5 3 – 1 5 2 V. Since VSD , VOV (1.5 , 2), the FET 

is operating in the triode region. By Eq. (3.29b), 

  I D  5 0.4 ( 2 3 1.5 2   
1. 5 2 

 
____

 
2
   )  5 0.75 mA

 (b)  The FET is now saturated because VSD . VOV (3 . 2). By Eq. (3.28b), we have 

  I D  5   0.4 ___ 
2
   2 2 (1 1 0.05 3 3) 5 0.92 mA

 (c)  We now have VOV 5 4 2 1 5 3 V, but we don’t know whether the FET is 

in the triode region or in saturation. Assume saturation, and check. Using 

Eq. (3.28b), impose 

 1.6 5 0.2 3  3 2 (1 1 0.05 V SD )

EXAMPLE 3.12
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254 Chapter 3 MOS Field-Effect Transistors

  whose solution is VSD 5 22.2 V. This is physically unacceptable, indicating 

that our assumption was wrong. Evidently the FET is in the triode region, so 

we use Eq. (3.29b) to impose 

 1.6 5 0.4 ( 3 V SD  2   
 V  SD  2

  
 

___
 

2
   ) 

  or 0.5 V  SD  2
   2 3 V SD  1 4 5 0. The solutions to this quadratic equation are 

VSD 5 4 V and VSD 5 2 V. The fi rst solution would imply a saturated FET 

(VSD . VOV because 4 . 3) which we have just proved not to be the case. So, 

the physically acceptable solution is VSD 5 2 V, which corroborates triode-

region operation because VSD , VOV (2 , 3). 

 (d)  Assume triode-region operation and use Eq. (3.29b) to impose 

 0.24 5 0.4 (  V OV  3 4 2   
 4 2 

 
__

 
2
   ) 

  This yields VOV 5 2.15 V, or VSD . VOV (4 . 2.15), contradicting our assump-

tion. Evidently the FET is saturated, so impose 

 0.24 5 0.2 3  V  OV  2
   (1 1 0.05 3 4)

  This gives VOV 5 1 V. The fact that VSD . VOV (4 . 1) corroborates saturation 

operation. 

 (e)  By Eq. (3.32b), the threshold voltage is now 

  V t  5 21.0 2 0.73 [  √ 
___________

 4 1 2 3 0.3   2  √ 
_______

 2 3 0.3   ]  5 22 V

  so the overdrive is VOV 5 3 2 u22u 5 1 V. Since VSD . VOV (1.5 . 1), the FET 

is now saturated, and 

  I D  5 0.2 3  1 2 (1 1 0.05 3 1.5) 5 0.215 mA

 (f)  Assume operation in saturation, and then check. The required overdrive is 

such that 

 1 5 0.2 3  V  OV  2
   (1 1 0.05 3 5)

  or VOV 5 2 V. Since VSD . VOV (5 . 2), the FET is indeed saturated. The re-

quired threshold voltage Vt must be such that VOV 5 VSG 2 uVtu, or 2 5 3.5 2 uVtu, 
or uVtu 5 1.5 V. As we know, Vt is negative, so we use Eq. (3.32b) to impose 

  21.5 5 21.0 2 0.73 [  √ 
____________

   V BS  1 2 3 0.3   2  √ 
_______

 2 3 0.3   ] 

  This fi nally gives VBS 5 1.53 V. 

Large-Signal Models for Saturated FETs 
Figures 3.20 and 3.21 show the circuit models of the nMOSFET and the pMOSFET 

operating in saturation. 

Also called large-signal models (to distinguish them from the small-signal mod-

els to be introduced later), they are used primarily in dc calculations. Since the gate 

is the plate of a capacitor, the G-S (or input) port appears as an open circuit, at least at 
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  3.4 The i-v Characteristics of MOSFETs 255

dc, so iG 5 0, and iS 5 iD. The D-S (or output) port is modeled with its Norton equiva-
lent consisting of a dependent current source calculated at the edge of saturation, and 

an output resistance to model the slight increase of iD with vDS in nMOSFETs and vSD 

in pMOSFETs. 

To simplify dc calculations it is customary to ignore the output resistance, which 

is equivalent to assuming � 5 0. Also, for the enhancement pMOSFET, we shall 

express the dependent-source value in the form (kpy2)(VSG 2 uVtpu)2, more closely 

resembling that of the nMOSFET.

Depletion MOSFETs 
As we know, enhancement-type FETs are normally off devices. To turn them on, we 

need to apply a suitable gate-source voltage exceeding the device’s threshold voltage 

Vt. By contrast, depletion-type MOSFETs (or DFETs) are deliberately fabricated with 

a channel already present. As depicted in Fig. 3.22, an nDFET is created via a suitable 

n-type channel implant, and a pFET via a suitable p-type channel implant. For obvi-

ous reasons, DFETs are said to be normally on devices. In this case we ask ourselves 

what needs to be done to turn a DFET off. Keeping in mind that the gate-channel 

structure forms a parallel-plate capacitor, we make the following statements: 

● To turn off the nDFET of Fig. 3.22a we need to induce positive charges in its 

channel region so as to neutralize the free electrons already present there. This 

requires inducing negative charge on the gate electrode. Consequently, we need 

to lower the gate voltage vG below the source voltage vS by a suitable amount, a 

condition expressed as vGS # Vtn, where the threshold voltage Vtn is now negative. 

Thus, for vGS # Vtn, Vtn , 0, the nDFET is off, while for vGS . Vtn it is on, and 

its conductivity is controlled by the overdrive voltage VOVn 5 VGS 2 Vtn, as usual. 

FIGURE 3.20 Large-signal model for the saturated nMOSFET. 
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FIGURE 3.21 Large-signal model for the saturated pMOSFET. 
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256 Chapter 3 MOS Field-Effect Transistors

To reduce the possibility of confusion stemming from the negative threshold, the 

overdrive for an nDMOSFET is often expressed as VOVn 5 VGS 1 uVtnu. Note, in 

particular, that with VGS 5 0 the device is conductive with VOVn 5 uVtnu.
● To turn off the pDFET of Fig. 3.22b we need to induce negative charges in 

its channel region so as to neutralize the free holes already present there. This 

requires inducing positive charge on the gate electrode. Consequently, we need 

to raise the gate voltage vG above the source voltage vS by a suitable amount, a 

condition expressed as vGS $ Vtp, where the threshold voltage Vtp is now posi-
tive. Thus, for vGS $ Vtp, Vtp . 0, the pDFET is off, while for vGS , Vtp it is on, 

and its conductivity is controlled by the overdrive voltage, which now is VOVp 5 

VSG 1 Vtp. Note, in particular, that with VSG 5 0, the device is conductive with 

VOVp 5 Vtp.

The beginner may feel confused by the different FET types and corresponding 

threshold-voltage polarites, and trying to memorize them may provide even more 

confusion. The best approach is to refer to the physical structures of Figs. 3.19 and 

3.22, and ask oneself what kind of gate-to-source voltage is needed to turn the device 

on if it is a normally off type, or to turn it off if it is a normally on type.

The i-v characteristics of the depletion FET are similar to those of its enhance-

ment counterpart, except for a shift along the vGS axis. This is depicted in Fig. 3.23 

for the case of an nDFET with Vt 5 21.5 V, k 5 1 mA/V2, and � 5 0.05 V1y2. Note 

that the curve of Fig. 3.23a is similar to that of Fig. 3.15, except that it is shifted to 

the left because now Vt , 0. Starting at vGS 5 0 V, we can either make the device 

more conductive by raising vGS above 0 V, or make it less conductive by lowering 

vGS below 0 V, until it shuts off completely once vGS reaches Vt (5 21.5 V in our 

example). The effect of sweeping vGS can be appreciated also from Fig. 3.23b, where 

we note that the curve corresponding to vGS 5 0 V is now somewhere in the middle. 

However, the locus of the pinchoff points is still vDS 5 VGS 2 Vt (5VGS 1 1.5 V in 

our example.)

FIGURE 3.22 Depletion MOSFETs. 
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  3.4 The i-v Characteristics of MOSFETs 257

A common DMOSFET application is illustrated in Fig. 3.24a, where the gate 

and source are tied together (VGS 5 0) to form a two-terminal, normally on device. 

Its i-v characteristic, shown in Fig. 3.24b, indicates that the device can be used 

either as a resistor, if operated near the origin, or as a current source or sink, if oper-

ated to the right of the edge of saturation (EOS). When operated as a current source 

or sink, the DFET fi nds application in the biasing of other FETs, such as amplifi ers. 

 (a) Assuming the data of Fig. 3.23 for the DFET of Fig. 3.24, fi nd the channel 

resistance rDS in the ohmic region. 

 (b)  What are the edge-of-saturation values V(EOS) and I(EOS)? 

 (c)  What is the output resistance ro in the saturation region? 

Solution
 (a)  With VGS 5 0 we have VOV 5 0 2 Vt 5 0 2 (21.5) 5 1.5 V. So, rDS 5 1y(kVOV) 5 

1y(1 3 1.5) 5 667 V. 

 (b)  V(EOS) 5 VOV 5 1.5 V.  I 
(EOS)

  5 (ky2) V  (EOS)  
2
  (1 1 � V 

(EOS)
 ) 5 (1y2)(1.5)2(1 1 

0.05 3 1.5) 5 1.21 mA. 

 (c)  ro 5 1y ( �I(EOS) )  5 1y(0.05 3 1.21 3 1023) 5 16.5 kV. 

EXAMPLE 3.13
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FIGURE 3.23 The i-v curves of a depletion nMOSFET with Vt 5 21.5 V, k 5 1 mA/V2, 

and � 5 0.05 V1y2.
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FIGURE 3.24 The depletion nMOSFET as a current source.
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258 Chapter 3 MOS Field-Effect Transistors

Temperature Dependence
Both the transconductance parameter k and the threshold voltage Vt are temperature 

dependent.3,4 The parameter k is proportional to the mobility �, which decreases with 

temperature. At room temperature, this dependence exhibits a temperature coeffi cient 

(TC) of about –0.005% for every degree centigrade, so 

 TC(k) > 20.005%/8C (3.33)

The threshold Vt depends on temperature via the Fermi potential (�p , 0 for 

nMOSFETs and �n . 0 for pMOSFETs). This dependence, in turn, is infl uenced by 

doping levels and oxide thickness. For the case of an nMOSFET, engineers remember 

this dependence via a rule of thumb similar to that for a forward-biased pn junction, 

 TC(Vtn) > 22 mV/8C (3.34)

For a pMOSFET, TC(Vtp) > 12 mV/8C. 

The two TCs have opposing effects, as a temperature decrease in k tends to re-

duce ID, while a temperature decrease in Vt increases VOV and thus tends to increase 

ID. These opposing tendencies can be exploited on purpose to bias a FET at a point 

where they cancel each other out, resulting in a temperature-independent current ID 

(see Problem 3.33)

Sub-Threshold Operation
If we take the square root of both sides of the equation iD 5 (ky2)(vGS 2 Vt)

2 and 

plot  √ 
__

  i D   versus vGS, we obtain a straight line with a slope of  √ 
____

 ky2   and an intercept at 

vGS 5 Vt, as shown in Fig. 3.25a. In fact, this is often a quick procedure for determin-

ing the values of k and Vt experimentally. 

However, in the vicinity of and below Vt, the iD-vGS characteristic of an actual 

MOSFET ceases to be quadratic and becomes exponential, very much like that of a 

bipolar junction transistor.5 When driven with vGS well above Vt, the MOSFET is said 

FIGURE 3.25 (a) Weak inversion, and (b) the iD-vDS characteristics in the sub-threshold region. 
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  3.5 MOSFETs in Resistive Dc Circuits  259

to be operating in strong inversion, but when confi ned to vGS near or below Vt it is 

said to be operating in weak inversion, or also in the sub-threshold region. In weak 

inversion, the characteristic is expressed as4, 5 

  i D  5   W __ 
L

   I 0  exp  (    v GS  2  V t  _______ 
n V T 

   )   [ 1 2 exp  ( 2  
 v DS  ___  V T 

   )  ]  (3.35)

where W and L are the channel width and length; I0 is a suitable scaling factor, typi-

cally on the order of 1 �A or less; VT is the familiar thermal voltage; and n is a suit-

able factor, typically 1 , n , 3. Figure 3.25b shows the iD-vDS characteristics for 

different values of vGS 2 Vt. Sub-threshold operation fi nds application in very low 

power circuits with limited frequency bandwidths. As we proceed, we shall assume 

operation in strong inversion. 

3.5 MOSFETS IN RESISTIVE Dc CIRCUITS 

We now wish to familiarize ourselves with the behavior of a MOSFET when embed-

ded in a resistive circuit. We fi nd it convenient to start out with simple dc circuits, 

and to assume � 5 0 both to speed up our calculations and to focus on the essentials 

of MOSFET behavior. 

As we know, to sustain a conductive channel, a FET requires a suitable overdrive 

voltage VOV. For an nMOSFET we have VOVn 5 VGS 2 Vtn, where Vtn . 0 for an en-

hancement type and Vtn , 0 for a depletion type. For a pMOSFET we have VOVp 5 

VSG 1 Vtp, where Vtp , 0 for an enhancement type and Vtp . 0 for a depletion type. 

Once a channel is conductive, the question arises as to whether operation is in satura-

tion or in the triode region. In certain cases, such as the diode mode, the operating 

region is evident by inspection. When it isn’t, we need to determine (and verify!) it 

via suitable calculations. As already outlined in Section 3 for the nMOSFET case, 

one way to proceed is as follows: 

● Assume the FET is saturated, and utilize the expression  I D  5 (ky2) V  OV  2
   to carry 

out the necessary calculations until the values of both VOV and VDS (or VSD for the 

pMOSFET case) are known.
● If it turns out that VDS . VOV (or VSD . VOV for the pMOSFET case), then the FET 

is indeed saturated. 
● Otherwise you get some kind of contradiction, such as a physically unaccept-

able result, indicating that our assumption was wrong, and that the FET is in the 

triode region. 

Diode-Connected MOSFETs
Figure 3.26a shows the resistive biasing of a diode-connected nMOSFET. As we 

know, for v # Vtn the FET is in cutoff, giving i 5 0. For v . Vtn, the FET is saturated, 

giving the quadratic i-v characteristic 

 i 5   
 k n  __ 
2
  (v 2  V tn  ) 

2  (3.36a)

fra28191_ch03_221-331.indd   259fra28191_ch03_221-331.indd   259 13/12/13   11:11 AM13/12/13   11:11 AM



260 Chapter 3 MOS Field-Effect Transistors

The i-v characteristic of the circuit external to the FET is the straight line

 i 5   
 V DD  2 v

 _______ 
R

   (3.36b)

The two curves intercept at a common point called the operating point, or also the 

quiescent point Q. To fi nd its abscissa V, we simply equate the two currents, 

   
 V DD  2 V

 _______ 
R

   5   
 k n  __ 
2
  (V 2  V tn  ) 

2  (3.37)

The resulting quadratic equation is readily solved for V. Of the two solutions, only 

one makes physical sense, so the other must be discarded. We then substitute the 

physically correct value of V into either of Eq. (3.36) to fi nd I. This is a common 

situation arising when we deal with dc circuits incorporating FETs.
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0

Vtn VDD

VDD
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FIGURE 3.26 Investigating the dc operation of a diode-connected nMOSFET.

In the circuit of Fig. 3.26a let VDD 5 7 V and R 5 10 kV, and let the FET have 

Vtn 5 1.0 V and k n 5 0.2 mA/V2. Assuming �n 5 0, fi nd V and I. 

Solution
With resistance in kV and current in mA, Eq. (3.37) gives 

  7 2 V ______ 
10

   5   0.2 ___ 
2
  (V 2 1 ) 2 

which results in the following quadratic equation

V 2 2 V 2 6 5 0.

Its solutions are 

V 5   
1 6  √ 

______

 1 1 24  
  ___________ 

2
  

or V 5 13 V and V 5 22 V. The second value makes no physical sense, as it 

would imply VGS , Vtn, and thus a FET in cutoff, when in fact we know that the 

FET is on. The fi rst value implies the overdrive voltage VOV 5 3 2 1 5 2 V. The 

resulting current is (7 2 3)y10 5 0.4 mA.

EXAMPLE 3.14
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Figure 3.27 shows the dual situation of Fig. 3.26, involving a pMOSFET but 

with the source referenced to VDD instead of ground. Considering that vSG 5 VDD 2 v, 

the i-v characteristic of the combination consisting of the FET and the VDD source is 

i 5 0 for v $ VDD 2 uVtpu, and the quadratic curve 

 i 5   
 k p  __ 
2
     (  V DD  2 v 2  u  V tp  u  )  2  (3.38a)

for v , VDD 2 uVtpu. Compared to Fig. 3.26b, the quadratic curve is now folded 

about the vertical axis, and shifted along the v-axis so that conduction starts at 

v 5 VDD 2 uVtpu. The i-v characteristic of the resistor is the straight line

 i 5   v __ 
R

   (3.38b)

The abscissa of the operating point Q is readily found by solving the quadratic equa-

tion in V

   V __ 
R

   5   
 k p  __ 
2
     (  V DD  2 V 2  u  V tp  u  )  2  (3.39)

and retaining only the physically acceptable solution, as illustrated in the following 

example.

 (a)  In the circuit of Example 3.14, fi nd the value of R needed to give I 5 0.9 mA. 

 (b)  What happens if R is shorted out (R → 0)?

Solution
 (a)  We use Eq. (3.36a) to impose 

 0.9 5   0.2 ___ 
2
  (V 2 1 ) 2 

  The solutions are V 5 14 V and 22 V, but only V 5 4 V is acceptable, so 

R 5 (7 2 4)y0.9 5 3.33 kV. 

 (b)  With R 5 0, we have V 5 7 V, and I 5 (0.2y2) 3 (721)2 5 3.6 mA. 

EXAMPLE 3.15

FIGURE 3.27 Investigating the dc operation of a diode-connected pMOSFET.
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262 Chapter 3 MOS Field-Effect Transistors

Current Mirrors
A common application of a diode-connected FET, especially in integrated-circuit 

(IC) design, is the generation of a suitable gate-source voltage drop to bias another 

similar FET (or FETs). Owing to the fact that when fabricated in IC form, different 

FETs of the same type enjoy a high degree of matching in the values of Vt,  k9 , and �, 

both analysis and design are simplifi ed considerably. 

Figure 3.28a shows an example involving matched nMOSFETs. Denoting their 

common gate-source drive as VGS, the current drawn by M1 is 

  I 
1
  5   1 __ 

2
   k9   

 W 
1
 
 ___ 

 L 
1
 
     (  V GS  2  V t  )  2  ( 1 1 � V GS  ) 

For v 5 VGS, M2 operates under the same voltage conditions as M1, giving 

  I 
2
  5   1 __ 

2
   k9   

 W 
2
 
 ___ 

 L 
2
 
     (  V GS  2  V t  )  2  ( 1 1 � V GS  ) 

Combining the two equations, we easily obtain, for v 5 VGS, 

  I 
2
  5   

 W 
2
 y L 

2
 
 ______ 

 W 
1
 y L 

1
 
   I 

1
  (3.40)

 (a)  In the circuit of Fig. 3.27a let VDD 5 5 V, Vtp 5 21.0 V, and kp 5 0.5 mA/V2. 

Assuming �p 5 0, fi nd V and I if R 5 2.0 kV.

 (b)  Repeat, but with R 5 0 (short).

Solution
 (a)  With resistance in kV and current in mA, Eq. (3.39) gives 

   V ___ 
2.0

   5   0.5 ___ 
2
  (5 2 V 2 1 ) 2 

  whose solutions are V 5 2 V, and V 5 8 V (physically impossible). Then, 

I 5 2y2.0 5 1.0 mA. 

 (b)  With R 5 0 we get V 5 0, so I 5 (0.5y2)(5 2 1)2 5 4 mA. 

EXAMPLE 3.16

FIGURE 3.28 nMOSFET current mirror, and its i-v characteristic. 

(a) (b)

Load

R

M1

I1

i

M2

VDD

1

2

VGS

0

0

VOV VGS

W2@L2

1@roW1@L1

I1

v

i

1

2

v
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  3.5 MOSFETs in Resistive Dc Circuits  263

Of particular interest is the case of devices with identical WyL ratios, for then 

Eq. (3.40) gives, for v 5 VGS, I2 5 I1, indicating that the current of M2 will mirror that 

of M1, this being the reason for the circuit’s name. 

In the example shown, I1 is established by R in a manner similar to that of 

Example 3.14. However, there are also other techniques for forcing current through 

M1, but M2 will just mirror the behavior of M1 regardless of the technique. In IC design 

we have the fl exibility of establishing virtually any ratio between the two currents 

by suitably specifying the WyL ratios of the two devices. For instance, if W1yL1 5 

(1 �m)y(1 �m), then, specifying W2yL2 5 (2 �m)y(1 �m) we get, for v 5 VGS, I2 5 2I1. 

Likewise, with W2yL2 5 (1 �m)y(2 �m) we get I2 5 0.5I1, whereas with W2yL2 5 

(1 �m)y(1 �m) we get I2 5 I1.

The i-v characteristic of the current mirror is shown in Fig. 3.28b. As we know, 

the saturation portion of the curve exhibits a slope of 1yro. Moreover, the saturation 

region extends all the way down to v 5 VOV 5 VGS 2 Vt.

Assume VDD 5 5 V and identical devices with Vt 5 1.0 V, k 5 0.8 mA/V2, and 

� 5 0.02 V21 in Fig. 3.28a. 

 (a)  Find R so that the circuit gives i 5 100 �A for v 5 VGS. Here, assume � 5 0 

for simplicity.

 (b)  Find the lower voltage limit for operation in saturation, as well as ro and the 

per-volt change of i in the saturation region.

Solution
 (a)  The overdrive voltage required to sustain the given current is

  V OV  5  √ 
___

   
2 I 

1
 
 ___ 

k
     5  √ 

______________

    2 3 100 3 1 0 26   ______________  
0.8 3 1 0 23 

     5 0.5 V

  Consequently, VGS 5 Vt 1 VOV 5 1 1 0.5 5 1.5 V, and R 5 (VDD – VGS)yI1 5 

(5 2 1.5)y0.1 5 35 kV. 

 (b)  The saturation region extends over the range v $ 0.5 V, where ro > 1y(�I) 5 

1y(0.02 3 100 3 1026) 5 500 kV, and where i increases with v at the rate of 

1y(500 kV) 5 2 �A/V. 

EXAMPLE 3.17

The current mirror of Fig. 3.28a is also referred to as a current sink because M2 

sinks current from the load. By contrast, its pMOSFET counterpart of Fig. 3.29a is 

referred to as a current source, as M2 in this case sources current to the load. Using 

similar reasoning we conclude that for v 5 VSS 2 VSG the two transistors operate 

under identical voltage conditions, so M2 gives I2 5 [(W2yL2)y(W1yL1)]I1. As depicted 

in Fig. 3.29b, the saturation region extends all the way up to VDD 2 VOV, and the slope 

of the saturation-region curve is now 21yro. 
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264 Chapter 3 MOS Field-Effect Transistors

Resistive Biasing of MOSFETs—Dual-Supply Schemes
When studying FET amplifi ers, we shall fi nd it necessary to bias a FET at a specifi c 

dc operating point Q 5 Q(ID, VDS) in the saturation region, a region also called the 

active region. FET biasing can be dealt with from either a design or an analysis 

viewpoint. The objective of design is to devise a suitable external circuit to bias 

the FET at the specifi ed operating point Q. Conversely, the objective of analysis 

is to fi nd the operating point Q, given the circuit in which the FET is embedded. 

The diode-connected FETs examined above have already provided examples of dc 

biasing in saturation.

(a) (b)

R

M1

I1

i

M2

1

2

VSS

VSG

0

0

VSS 2  VOVVSS 2 VSG

21@ro
I1

v

i

Load

1

2

v

W2@L2

W1@L1

FIGURE 3.29 pMOSFET current mirror, and its i-v characteristic.

 (a) In the circuit of Fig. 3.29a let VSS 5 6 V, and let the FETs have Vt2 5 Vt15 

21.5 V, k2 5 2k1 5 0.5 A/V2, and �2 5 �1 5 0.04 V21. Find R for VOV 5 2 V. 

What is the corresponding value of I1?

 (b) Find i at v 5 VSS 2 VSG, v 5 0, and v 5 VSS 2 VOV.

Solution
 (a) With VOV 5 2 V we have VSD1 5 VSG 5 VOV 1 uVt u 5 2 1 1.5 5 3.5 V. Since 

k1 5 0.25 mA/V2,

  I 
1
  5   0.25 ____ 

2
   2 2 (1 1 0.04 3 3.5) 5 0.57 mA

  Moreover, R 5 (VSS 2 VSG)yI1 5 (6 2 3.5)y0.57 5 4.39 kV. 

 (b) For v 5 6 2 3.5 5 2.5 V we get i 5 (k2yk1)I1 5 2 3 0.57 5 1.14 mA. For 

v 5 0 we have VSD2 5 6 V, so

 i 5   0.5 ___ 
2
   2 2 (1 1 0.04 3 6) 5 1.24 mA

  Likewise, for v 5 6 2 2 5 4 V we have VSD2 5 2 V, so i 5 1(1 1 0.04 3 2) 5 

1.08 mA. 

EXAMPLE 3.18
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  3.5 MOSFETs in Resistive Dc Circuits  265

The biasing scheme of Fig. 3.30a, based on a dual power-supply system, utilizes 

the resistance RS to establish the value of ID, and the resistance RD to establish the 

value of VDS. To better understand circuit operation, replace the nFET with its dc 

equivalent as in Fig. 3.30b, where for simplicity we are assuming �n 5 0 and, hence, 

ro 5 `. As we know, to draw a given current ID, the nFET requires the overdrive volt-

age  V OV  5  √ 
______

 2 I D y k n   , indicating that in the present biasing scheme the source must be 

held at VS 5 2(Vtn 1 VOV). This task is performed by RS, which is chosen on the basis 

of dropping the voltage difference (VS 2 VSS) at the given current ID. An example will 

better illustrate. 

RD ID

RS

VSS

VDD

1

2

0.5 mA

12 kV

18 kV

210 V

24 V

11 V

110 V

5 V

IS (5ID)

IG (50)

1

RD ID

RS

DG

(a) (b) (c)

2S

VSS

VDD

VDS (.VOV)
kn V2

VOV

2 OV
Vtn

1

2

VDS

FIGURE 3.30 Dual-supply biasing of an nMOSFET in the active region. (a) General 

circuit, (b) its dc equivalent, and (c) an actual example, showing all voltages and currents.

In the circuit of Fig. 3.30a let VDD 5 10 V and VSS 5 210 V, and let the FET have 

Vtn 5 1.5 V and kn 5 0.16 mA/V2. Assuming �n 5 0, specify values for RS and RD 

to bias the FET at ID 5 0.5 mA and VDS 5 5 V. 

Solution
The required overdrive voltage is  V OV  5  √ 

______

 2 I D y k n    5  √ 
__________

 2 3 0.5y16   5 2.5 V, indicat-

ing that the source must be held at VS 5 2(Vtn 1 VOV) 5 2(1.5 1 2.5) 5 24 V. 

This requires 

  R S  5   
 V S  2  V SS  ________ 

 I D 
   5   

24 2 (210)
 ___________ 

0.5
   5 12 kV

To ensure VDS 5 5 V, the drain voltage must be held at VD 5 VS 1 VDS 5 24 1 5 5 

11 V. Consequently, 

  R D  5   
 V DD  2  V D 

 ________ 
 I D 

   5   10 2 1 ______ 
0.5

   5 18 kV

EXAMPLE 3.19

fra28191_ch03_221-331.indd   265fra28191_ch03_221-331.indd   265 13/12/13   11:11 AM13/12/13   11:11 AM



266 Chapter 3 MOS Field-Effect Transistors

The circuit is shown in Fig. 3.30c, and since VDS . VOV (5 . 2.5), the FET is 

indeed saturated. 

Remark: We wonder what makes the FET maintain ID precisely at 0.5 mA. We 

justify as follows:

● Suppose that for some reason the FET attempted to draw less than 0.5 mA. 

Then, the voltage drop across RS would decrease, causing a decrease also in 

VS. But this, in turn, would increase VGS, and hence VOV, in effect forcing the 

FET to draw more current. 
● Conversely, any attempt by the FET to draw more than 0.5 mA would be met 

by a decrease in VOV, and thus by a directive to draw less current. 
● In either case, any attempt by ID to deviate from 0.5 mA is met by a counter-

action that tends to neutralize the attempted deviation and restore ID to the 

prescribed value of 0.5 mA. This state of affairs is summarized by saying 

that RS provides a negative feedback action around the FET, and that this 

action stabilizes the biasing condition of the device. Negative feedback is 

also referred to as degenerative feedback, to distinguish it from positive feed-

back, which may become regenerative. Consequently, RS is also referred to as 

degeneration resistance (more on this in Chapter 7). 

1

2

ID
RD

4 kV

RS
2 kV

25 V

15 V

VDS

(a)

1

2

1 mA

2 kV

4 kV

25 V

11 V

23 V

15 V

4 V

(b)

1

2

1 mA

2 kV

6 kV

25 V

21 V

23 V

15 V

2 V

(c)

1

2

0.674 mA

2 kV

12 kV

25 V

23.08 V

23.65 V

15 V

0.57 V

(d)

FIGURE 3.31 (a) Circuit of Example 3.20, and operation (b) in saturation, (c) at the 

EOS, and (d) in the triode region.

 (a)  In the circuit of Fig. 3.31a let the FET have Vtn 5 1.0 V, kn 5 0.5 mAyV2. 

Assuming �n 5 0, fi nd the FET’s operating point Q.

 (b) To what value must we increase RD to bring the FET to operate at the edge of 

saturation (EOS)? 

 (c) What happens if RD is raised to twice the value found in part (b)? 

EXAMPLE 3.20
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Solution
 (a) Following the directive at the beginning of this section, we start out by as-

suming a saturated FET, and we check afterwards whether the assumption 

was correct. If the assumption proves wrong, it simply means that the FET is 

in the triode region, and that we must redo our calculations using the triode-

region expression for ID. In saturation we have 

  I D  5   
 k n  __ 
2
  ( V GS  2  V tn  ) 

2  5   
 k n  __ 
2
  ( V G  2  V S  2  V tn  ) 

2  5   
 k n  __ 
2
  (0 2  V S  2  V tn  ) 

2  

 5   0.5 ___ 
2
  [2(25 1 2 3  I D ) 2 1 ] 2  5   1 __ 

4
  (4 2 2 I D  ) 2 

  After expanding, collecting, and simplifying, we end up with the quadratic 

equation

  I  D  2
   2 5 I D  1 4 5 0

  whose solutions are ID 5 1 mA and ID 5 4 mA (physically impossible). We 

fi nally get VD 5 5 2 4 3 1 5 1 V and VS 5 25 1 2 3 1 5 23 V. Con-

sequently, VDS 5 1 2 (23) 5 4 V, and VOV 5 2(23) 2 1 5 2 V. Since 

VDS . VOV (4 . 2), the FET is indeed in saturation. Summarizing, the operat-

ing point is Q 5 Q(1 mA, 4 V). The situation is shown in Fig. 3.31b.

 (b) Raising RD lowers VD, in turn reducing VDS. The EOS is reached when 

VDS 5 VOV 5 2 V, or VD 5 VS 1 VOV 5 23 1 2 5 21 V. The corresponding 

resistance value is RD 5 [5 2 (21)]y1 5 6 kV. The situation is shown in 

Fig. 3.31c, where the operating point is now Q 5 Q(1 mA, 2 V).

 (c) With RD 5 2 3 6 5 12 kV the FET will defi nitely be in the triode region. We 

can convince ourselves by noting that if it were still in saturation, we would 

have VD 5 5 2 12 3 1 5 27 V, thus implying VDS 5 VD 2 VS 5 27 2 (23) 5 

24 V, an absurdity! Clearly, we must re-compute ID, but using the triode 

expression. In part (a) we have found that 

 VGS 2 Vtn 5 4 2 2ID

  Moreover, we have VDS 5 VD 2 VS 5 (5 2 12 3 ID) 2 (25 1 2 3 ID) or 

 VDS 5 10 2 14ID

  Consequently, 

  I D  5  k n  [  (  V GS  2  V tn  )  V DS  2   
 V  DS  

2
  
 

___
 

2
   ]  5 0.5 [ (4 2 2 I D )(10 2 14 I D ) 2    

(10 2 14 I D  ) 2 
 

___________
 

2
   ] 

  Collecting terms and solving the ensuing quadratic equation we get 

  I D  5   
31 ±  √ 

____

 261  
 _________ 

70
  

  or ID 5 0.674 mA, and ID 5 0.212 mA (physically impossible—can you tell 

why?). The various voltages are easily found as VD 5 23.08 V, VS 5 23.65 V, 

and VDS 5 0.57 V. The situation is summarized in Fig. 3.31d, where the 

operating point is now Q 5 Q(0.674 mA, 0.57 V). Finally, we fi nd VOV 5 

2.65 V. The fact that VDS , VOV (0.57 , 2.65) confi rms that the FET is indeed 

operating in the triode region.
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268 Chapter 3 MOS Field-Effect Transistors

Figure 3.32 shows the pMOSFET counterpart of the nMOSFET circuit of 

Fig. 3.31. Again, this circuit can be investigated from either a design or an analysis 

standpoint. The procedure is similar to that of the nMOSFET, as long as we handle 

voltages and currents in dual fashion. 

 (a)  In the circuit of Fig. 3.32a let VSS 5 6 V and VDD 5 �6 V, and let the FET 

have Vtp 5 �1.5 V and kp 5 0.5 mA/V2. Assuming �p 5 0, specify suitable 

values for RS and RD to bias the FET at ID 5 0.25 mA and VSD 5 4 V. What 

region is the FET operating in?

 (b)  Find the FET’s operating point and region if RS 5 6 kV and RD 5 16 kV.

1
2

RS

IDRD

VDD

VSS

VSD

(a)

IS (5ID)

ID 

IG (50)

1

RS

RD

G

(b)

2

S

D

VDD

VSS

VSD (.VOV)
kp

V2

Vtp

2 OV

VOV

FIGURE 3.32 Dual-supply biasing of a pMOSFET in the 

saturation (or active) region.

Solution
 (a)  Assuming saturation, and retracing dual steps of those of Example 3.19, we 

fi nd 

  V OV  5  √ 
______

 2 I D y k p    5  √ 
___________

  2 3 0.25y0.5   5 1 V 

 VS 5 VOV 1 uVtpu5 1 1 1.5 5 2.5 V

 RS 5 (VSS 2 VS)yID 5 (6 2 2.5)y0.25 5 14 kV

 VD 5 VS 2 VSD 5 2.5 2 4 5 21.5 V

 RD 5 (VD 2 VDD)yID 5 [21.5 2 (26)]y0.25 5 18 kV

  The circuit is shown in Fig. 3.33a. The fact that VSD . VOV (4 . 1) confi rms 

saturation-region operation. 

EXAMPLE 3.21
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1

2

0.25 mA

26 V

6 V

4 V

(a)

14 kV

18 kV

1

2

0.5 mA

26 V

6 V

1 V

(b)

6 kV

16 kV

FIGURE 3.33 Circuits of Example 3.21.

 (b) Assume saturation again, and check. We have 

 VSG 2 uVtpu 5 VSS 2 RSID 2 uVtpu 5 6 2 6ID 2 1.5 5 4.5 2 6ID 

  Consequently, in saturation we would have 

  I D  5   0.5 ___ 
2
  (4.5 2 6 I D  ) 2 

  This quadratic equation admits the solutions ID 5 1.1 mA and ID 5 0.51 mA, 

both of which are untenable because the fi rst would imply VSG , 0 (cutoff), while 

the second would imply VSD , VOV (triode), both of which contradict the satura-

tion assumption. Evidently the FET is in the triode region. Considering that 

 VSD 5 (VSS 2 VDD) 2 (RDID 2 RSID) 5 12 2 22ID

  we have, in the triode region,

 ID 5 0.5[(4.5 2 6ID) 3 (12 2 22ID) 2 (12 2 22ID)2y2] 

  This quadratic equation admits two solutions, with the physically acceptable 

one being ID 5 0.5 mA. Consequently, VSD 5 12 2 22 3 0.5 5 1 V, indicating 

the operating point Q 5 Q(0.5 mA, 1 V). The circuit is shown in Fig. 3.33b. 

As a check, we calculate VOV 5 4.5 2 6 3 0.5 5 1.5 V, and confi rm that 

VSD , VOV (1 , 1.5), that is, triode-region operation. 

Resistive Biasing of MOSFETs—Single-Supply Schemes
Figure 3.34 shows single-supply MOSFET biasing alternatives. The function of the 

voltage divider R1-R2 is to establish an intermediate bias voltage for the gate. Since 

the gate draws zero dc current, these resistances can be chosen to be fairly large if 

desired, say, in the MV-range. 
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270 Chapter 3 MOS Field-Effect Transistors

In the circuit of Fig. 3.34a let VDD 5 15 V, and let the FET have Vtn 5 2.0 V and 

kn 5 0.5 mA/V2. Assuming �n 5 0, specify suitable resistance values to ensure 

ID 5 1 mA, to bias the source at (1y3)VDD, and to bias the drain halfway between the 

drain voltage corresponding to the edge of conduction (EOC) and that correspond-

ing to the edge of saturation (EOS). Impose a current of 5 �A through R1 and R2.

FIGURE 3.34 Single-supply biasing for (a) the 

nMOSFET and (b) the pMOSFET.

RD

RS

(a) (b)

VDD

R1

R2

RS

RD

VSS

R1

R2

Solution
The required overdrive is  V OV  5  √ 

______

 2 I D y k n    5  √ 
_________

 2 3 1y0.5  5 2.0 V, so VGS 5 Vtn 1 

VOV 5 2 1 2 5 4 V. We thus have 

VS 5 (1y3)VDD 5 (1y3)15 5 5 V

VG 5 VS 1 VGS 5 5 1 4 5 9 V 

Consequently, R1 5 (15 2 9)y5 5 1.2 MV, R2 5 9y5 5 1.8 MV, and RS 5 

5y1 5 5 kV. Now, the value of VD corresponding to the EOC is VD(EOC) 5 VDD 5 

15 V, and that corresponding to the EOS is VD(EOS) 5 VS 1 VOV 5 5 1 2 5 7 V. 

The halfway value is thus

VD 5 (15 1 7)y2 5 11 V

Finally, RD 5 (15 2 11)y1 5 4 kV.

EXAMPLE 3.22

In the circuit of Fig. 3.34a let VDD 5 12 V, R1 5 1 MV, R2 5 1.4 MV, RD 5 8 kV, 

and RS 5 10 kV, and let the FET have Vtn 5 1.0 V and kn 5 0.4 mA/V2. Assuming 

�n 5 0, fi nd the operating point Q. 

EXAMPLE 3.23
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Solution
Start out by assuming the FET is in saturation, and check later that the assumption 

was correct. We have 

  V GS  5  V G  2  V S  5   
 R 

2
 
 _______ 

 R 
1
  1  R 

2
 
   V DD  2  R S  I S  5   1.4 _______ 

1 1 1.4
  12 2 10 I S  5 7 2 10 I D 

and

  I D  5   
 k n  __ 
2
    (  V GS  2  V tn  )  2  5   0.4 ___ 

2
  (7 2 10 I D  2 1 ) 2 

This quadratic equation admits the solutions ID 5 0.45 mA and ID 5 0.8 mA 

(physically impossible—can you tell why?). Consequently, 

 VS 5 RSIS 5 RSID 5 10 3 0.45 5 4.5 V

 VD 5 VDD 2 RDID 5 12 2 8 3 0.45 5 8.4 V

 VDS 5 VD 2 VS 5 8.4 2 4.5 5 3.9 V

Considering that the overdrive voltage is VOV 5 VGS 2 Vt 5 7 2 4.5 2 1 5 1.5 V, 

it follows that VDS . VOV (3.9 . 1.5), confi rming that our initial assumption of a 

saturated FET was indeed correct. 

In the circuit of Fig. 3.34b let VSS 5 10 V, R1 5 1.8 MV, R2 5 2.2 MV, RD 5 

10 kV, and RS 5 7.5 kV, and let the FET have Vtp 5 20.5 V and kp 5 0.8 mA/V2. 

Assuming �p 5 0, fi nd the operating point Q. 

Solution
Assume a saturated FET, and then check whether the assumption is correct. 

We have 

  V SG  5  V S  2  V G  5 ( V DD  2  R S  I S ) 2   
 R 

2
 
 

_______
 

 R 
1
  1  R 

2
 
   V DD  5 (10 2 7.5 I S ) 2 5.5 

 5 4.5 2 7.5 I D 

and 

  I D  5   
 k p  __ 
2
    (  V SG  2  u  V tp  u  )  2  5   0.8 ___ 

2
  (4.5 2 7.5 I D  2 0.5 ) 2 

This quadratic equation admits the solutions ID 5 0.4 mA and ID 5 0.711 mA 

(physically impossible). Consequently, VS 5 VDD 2 RSIS 5 10 2 7.5 3 0.4 5 

7 V, VD 5 RDID 5 10 3 0.4 5 4 V, and VSD 5 VS 2 VD 5 7 2 4 5 3 V. Consid-

ering that the overdrive voltage is VOV 5 VSG 2 uVtpu5 1 V, it follows that VSD . 

VOV (3 . 1), thus confi rming a saturated FET. The operating point is Q(ID, VSD) 5 

Q(0.4 mA, 3 V).

EXAMPLE 3.24
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272 Chapter 3 MOS Field-Effect Transistors

In the circuit of Fig. 3.35 specify R1 and R2 so that VDSn 5 4 V under the con-

straint that the smaller of R1 and R2 be 1 MV. Show all voltages and currents in 

your circuit. 

VDD (10 V) 

VDSn 

Mp Mn

R1

R2

R3

10 kV R5

10 kV

R4

7.5 kV
R6

2.0 kV

1

2

FIGURE 3.35 Circuit of Example 3.25.

kp 5 0.2 mA/V2

Vtp 5 21.5 V

kn 5 1.0 mA/V2

Vtn 5 1.0 V

�p 5 �n 5 0

Solution
Start out at VDSn and work your way back to R1 and R2, one step at a time. The 

numerical result of each step is identifi ed by the corresponding step number 

in Fig. 3.36. 

 1. By KVL and Ohm’s law, Mn’s current IDn is such that VDD 5 R5IDn 1 VDSn 1 

R6IDn, or 10 5 10IDn 1 4 1 2IDn. This gives IDn 5 0.5 mA.

 2. By Ohm’s law, Mn’s source voltage is VSn 5 R6IDn 5 2 3 0.5 5 1 V.

 3. Assume Mn is saturated. Then, the overdrive needed to sustain 0.5 mA is 

 V OVn  5  √ 
_________

 2 3 0.5y1   5 1 V. This is less than VDSn (5 4 V), so the FET is satu-

rated. We have VGSn 5 Vtn 1 VOVn 5 1 1 1 5 2 V.

 4. By KVL, Mn’s gate voltage is VGn 5 VSn 1 VGSn 5 1 1 2 5 3 V. This is also 

Mp’s drain voltage VDp.

 5. Mp’s drain current is IDp 5 VDpyR4 5 3y7.5 5 0.4 mA.

 6. By KVL and Ohm’s law, Mp’s source voltage is VSp 5 VDD 2 R3IDp 5 

10 2 10 3 0.4 5 6 V. 

 7. By KVL, Mp’s source-drain voltage drop is VSDp 5 VSp 2 VDp 5 6 2 3 5 3 V.

 8. Assume Mp is saturated. Then, the overdrive needed to sustain 0.4 mA is 

 V OVp  5  √ 
__________

 2 3 0.4y0.2   5 2 V. This is less than VSDp (5 3 V), so the FET is 

saturated. We have VSGp 5 uVtpu 1 VOVp 5 1.5 1 2 5 3.5 V.

 9. By KVL, Mp’s gate voltage is VGp 5 VSp 2 VSGp 5 6 2 3.5 5 2.5 V.

 10. We note that R2 drops 2.5 V and R1 drops 7.5 V, so R1 5 3R2. Use R2 5 1 MV 

and R1 5 3 MV. 

EXAMPLE 3.25
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  3.6 The MOSFET as an Amplifi er/Switch 273

3.6 THE MOSFET AS AN AMPLIFIER/SWITCH

Let us now investigate the two fundamental MOSFET applications, amplifi cation 

and switching. To this end, refer to the basic circuit of Fig. 3.37, where RD and M can 

be viewed as forming a voltage divider of sorts: RD tends to pull vO up toward VDD, 

and M tends to pull vO down toward ground. Depending on which pull action pre-

vails, vO will assume a value somewhere in between. The plot of vO versus vI, called 

the voltage transfer curve (VTC), provides much insight into the capabilities of this 
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FIGURE 3.36 Circuit of Fig. 3.35 with each voltage and current 

identifi ed by the corresponding computational step number in the text. 
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0

FIGURE 3.37 PSpice circuit to investigate the MOSFET as an amplifi er/switch.

Mn: W 5 10 �m, L 5 1 �m, k9 5 100 �A/V2, Vt 5 1.0 V, � 5 0.
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274 Chapter 3 MOS Field-Effect Transistors

circuit. Figure 3.38 shows the drain current as well as the VTC for the case in which 

vI is swept from 0 V to 5 V and the FET possesses the characteristics tabulated in 

Fig. 3.37. We make the following observations: 

● For vI # Vt (Vt 5 1.0 V) the FET is in cutoff (CO). With no current being drawn 

by the drain, the voltage across RD is 0 V, indicating that RD is pulling vO all the 

way up to VDD. We express this by writing vO 5 VOH, where 

 VOH 5 VDD 5 5 V (3.41)

● As we raise vI to the value 

 VI(EOC) 5 Vt 5 1.0 V  (3.42)

 the FET reaches the edge of conduction (EOC) and begins to pull vO down from VDD.
● Raising vI further brings the FET into full conduction. As long as vO $ VOV, the 

FET will be operating in the saturation region, where we can write, for the given 

device parameter and component values,

  v O  5  V DD  2  R D  I D  5 5 2 10  1 __ 
2
    (  v I  2 1 )  2  5 10 v I  2 5 v  I  

2  (3.43)
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FIGURE 3.38 Sweeping the MOSFET of Fig. 3.37 from cutoff (CO), to the edge of 

conduction (EOC), through the forward-active (FA) region, to the edge of saturation 

(EOS), into the triode region. 
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● As vO drops to the value vO 5 VOV, the FET reaches the edge of saturation (EOS), 

where we have vI 5 Vt 1 VOV 5 1 1 VOV. Letting vO 5 VOV and vI 5 1 1 VOV in 

Eq. (3.43), solving the ensuing quadratic equation, and keeping only the physi-

cally acceptable solution, we get VOV 5 0.905 V. Denoting the corresponding 

value of vI as VI(EOS), we have, for the given device and components, 

 VI(EOS) > 1.9 V (3.44)

● For vI $ VI(EOS), vO drops below VOV, so the FET enters the triode region, where 

we now have, for the given device and components, 

  v O  5  V DD  2  R D  I D  5 5 2 10 3 1 [  (  v I  2 1 )  v O  2   
1
 

__
 

2
   v  O  2

   ]  
 5 5 2 10 (  v I  2 1 )  v O  1 5 v  O  2

   (3.45)

● For vI 5 VDD 5 5 V, Eq. (3.45) gives, for the given device and component values, 

vO 5 VOL, where

 VOL 5 0.124 V (3.46)

We wish to point out that in order to simplify our calculations and thus facilitate 

the comparison with simulated data, we have assumed � 5 0 in Fig. 3.37. In practice, 

a nonzero � will alter the curves a little, but our general observations still stand. The 

interested reader can easily visualize the differences by running the above PSpice 

circuit with, say, � 5 0.05 V21.

The MOSFET as an Amplifi er
The slope of the VTC represents voltage gain. Denoted as a, it is readily found by 

differentiating Eq. (3.43). The result is, for the given device and component values, 

 a 5   
d v O 

 ___ 
d v I 

   5 10 ( 1 2  v I  )  (3.47)

Figure 3.39 shows the VTC as well as the slope a. In cutoff and in the triode region a 

is small or even zero. However, there are two points, denoted as VIL and VIH, such that 

for VIL # vI # VIH we have uau . 1 V/V, indicating that the circuit can be used as an 

amplifi er (if of the inverting type). As seen, the voltage gain peaks at about 29 V/V 

just before the EOS. 

A circuit whose gain is not constant but varies with the value of the signal itself 

is nonlinear. Moreover, the VTC does not go through the origin, but is offset both 

along the vI and the vO axes. How can we make such a circuit work as a voltage ampli-

fi er? The answer relies on two premises, which are illustrated in Fig. 3.40: 

● First, we bias the FET at a suitable operating point Q0 5 Q0(VI, VO) in the 

FA region by applying the appropriate dc voltage VI. Aptly called the quies-
cent operating point, Q0 in effect establishes a new system of axes for signal 
variations about this point. Q0 should be located suffi ciently away from either 

extreme (EOC and EOS) to allow for an adequate output signal swing in both 

directions. 
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276 Chapter 3 MOS Field-Effect Transistors

FIGURE 3.39 The voltage transfer curve (VTC) and its 

slope, representing the voltage gain a.
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● Then, we apply an ac input vi, which will cause the instantaneous operating 

point to move up and down the VTC (between Q1 and Q2), to yield a magnifi ed 

ac voltage vo at the output.

In our discussion we are relying on the same notation that proved so convenient in the 

study of diodes, namely, we express the input and output voltages as

  v I  5  V I  1  v i  (3.48a)

  v O  5  V O  1  v o  (3.48b)

where: 

● vI and vO are referred to as the total signals (lower-case symbols with upper-case 

subscripts)
● VI and VO are their dc components (upper-case symbols with upper-case subscripts)
● vi and vo are their ac components (lower-case symbols with lower-case subscripts)

As depicted in Fig. 3.40b for the circuit of Fig. 3.37, the bias point Q0 has been chosen 

half-way between the value of vO corresponding to the EOC and that corresponding 

to the EOS, or VO 5 (5 1 0.905)y2 > 3 V. The voltage gain there is denoted as a(Q0). 
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FIGURE 3.40 (a) The MOSFET of Fig. 3.37 as a voltage amplifi er, and (b) variations 

about the operating point Q0. 

Exercise 3.2
Find the value of VI needed to bias the drain at VO 5 3.0 V in the circuit of Fig. 3.37. 

What is the corresponding voltage gain a there? 

Ans. VI 5 1.632 V, a(Q0) 5 26.324 V/V. 

PSpice simulations with a triangular input vi of progressively increasing 

magnitude give the waveforms of Fig. 3.41, where we make the following observations: 

● In Fig. 3.41a the ac input vi has peak values of 6100 mV and the ac output vo is 

an inverted and magnifi ed version of vi. The slight distortion exhibited by vo is 

due to the quadratic (rather than linear) active-region VTC.
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FIGURE 3.41 The responses of the circuit of Fig. 3.37 to a triangular wave vi with peak values of: (a) 6100 mV, 

(b) 6250 mV, and (c) 6750 mV. The FET is biased at VI 5 1.63 V.
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278 Chapter 3 MOS Field-Effect Transistors

● Raising vi’s peak values to 6250 mV as in Fig. 3.41b yields a far more distorted 

waveform for vo, as the operating point is now moving up and down a wider 

portion of the nonlinear VTC.
● With vi’s peak values as large as 6750 mV as in Fig. 3.41c, the operating point 

not only sweeps the entire active-region VTC, but it also spills over into the 

cutoff and the triode regions. Consequently, beside higher distortion, vo now 

exhibits also clipping at the top due to cutoff, and compression at the bottom due 

to nonlinear triode behavior. 

We now better appreciate the reason for biasing the FET somewhere in the mid-

dle of its active region, suffi ciently away from both cutoff and triode behavior, as 

well as the reason for keeping the magnitude of vi and, hence, of vo, suffi ciently small. 

In fact, the smaller the signals the lesser the amount of output distortion. Indeed, if 

we keep the ac signal magnitudes suffi ciently small to allow for the substitutions 

dvI → vi and dvO → vo in Eq. (3.47), then we can approximate a 5 voyvi, or 

 vo 5 a(Q0) 3 vi (3.49)

where a(Q0) is the gain at the operating point Q0. Viewed in this light, vi and vo are 

also referred to as small signals. A more rigorous treatment of this subject will be 

undertaken in the next section. 

With reference to Fig. 3.41a, investigate the ac output vo using both exact 
analysis via Eq. (3.43), and approximate analysis via Eq. (3.49), and compare 

the two cases. 

Solution
For vI 5 VI 1 vi 5 1.632 1 0 V, Eq. (3.43) yields vO 5 VO 1 vo 5 3.003 1 0 5 

3.003 V, and the circuit is operating at Q0 (see Fig. 3.40b), where the gain is 

a 5 26.324 V/V. 

For vI 5 VI 1 vi 5 1.632 V 1 100 mV 5 1.732 V, Eq. (3.43) yields vO 5 

2.321 V, and the circuit is now operating at Q1 (see again Fig. 3.40b). Expressing 

as vO 5 VO 1 vo, or 2.321 5 3.003 1 vo, gives vo 5 2.321 2 3.003 5 2682 mV. 

This represents the actual negative peak value of vo. By Eq. (3.49), the approxi-
mate peak value is 26.324 3 100 5 2632 mV, indicating a 7.3% underestimate. 

This stems from the fact that the actual gain magnitude between Q0 and Q1 is more 

than 6.324 V/V. 

For vI 5 VI 2 vi 5 1.632 V 2 100 mV 5 1.532 V, Eq. (3.43) yields 

vO 5 3.585 V, and the circuit is now operating at Q2 (see again Fig. 3.40b). 

Expressing again as vO 5 VO 1 vo gives vo 5 3.585 2 3.003 5 1582 mV. This 

represents the actual positive peak value of vo. By Eq. (3.49), the approximate 

peak value is 26.324 3 (2100) 5 1632 mV, indicating an 8.6% overestimate. 

This stems from the fact that the actual gain magnitude between Q0 and Q2 is 

less than 6.324 V/V. 

EXAMPLE 3.26
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The MOSFET as an Electronic Switch
When FET operation alternates between the cutoff and the ohmic regions, the de-

vice acts as an electronically controlled switch SW. This function is illustrated in 

Fig. 3.42, where we observe the following:

● When the input voltage level in the circuit of Fig. 3.42a is low, such as near 0 V, 

the FET is in cutoff, and since it draws no current, it can be regarded as an open 
switch, as pictured in Fig. 3.42b. 

● When the input voltage level is high, such as near VDD, or 5 V, the FET is in the 

ohmic region, and acts like a closed switch with a resistance rDS as pictured in 

Fig. 3.42c. In a well designed circuit rDS ! RL. With vI 5 VDD 5 5 V the circuit 

of Fig. 3.37 gives, by Eq. (3.17), rDS 5 1y(5 – 1) 5 250 V.

The MOSFET as a Logic Inverter
One of the most important applications of the FET switch is logic inversion in com-

puter circuitry. As depicted in Fig. 3.43a, a logic inverter outputs a high level VOH in 

response to a low input level (vI > 0 V), and a low level VOL in response to a high 

input level (vI > 5 V). As already mentioned, with the component values of Fig. 3.37, 

FIGURE 3.42 Operating the MOSFET as an electronic switch.
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FIGURE 3.43 (a) The MOSFET of Fig. 3.37 as a logic inverter, and (b) the relevant portions of its VTC. 
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280 Chapter 3 MOS Field-Effect Transistors

we have VOH 5 5 V and VOL 5 0.12 V. Figure 3.43b shows the two portions of the 

VTC intended for logic-inverter operation. Of course, as the inverter switches from 

one state to the other, its operating point will momentarily travel through the inter-

mediate portion of the VTC, but in high-speed logic circuits such as those in use 

nowadays, an inverter will dwell within this region only briefl y, typically for few 

nanoseconds or less (1 ns 5 1029 s).

A logic inverter must function reliably even in the presence of disturbances, 

collectively referred to as noise. Should a disturbance appear at its input, the inverter 

must suppress it, or at least attenuate it, to avoid passing it on to subsequent circuits 

in magnifi ed and thus in potentially even more detrimental form. Consequently, the 

transition region, where gain magnitude is greater than unity, represents a forbidden 
region of operation of an inverter. Its extremes, where gain is 21 V/V, are readily 

visualized with the help of Fig. 3.38, bottom. The values of vI at these extremes are 

denoted as VIL and VIH.

To fi nd VIL, impose 21 5 10(1 2 VIL) in Eq. (3.47). This gives 

 VIL 5 1.1 V (3.50a)

To fi nd VIH, we differentiate both sides of Eq. (3.45) with respect to vI

   
d v O 

 ___ 
d v I 

   5 210 [  v O  1 ( v I  2 1)  
d v O 

 ___ 
d v I 

   2  v O   
d v O 

 ___ 
d v I 

   ] 
Imposing dvOydvI 5 21 yields a relationship between vO and vI right at the point of 

negative unity slope,

 vO 5 0.5vI 2 0.45

Substituting back into Eq. (3.45), solving the resulting quadratic equation in vI, and re-

taining only the physically acceptable solution, which is obviously VIH, we fi nally get 

 VIH 5 2.055 V (3.50b)

To better appreciate the inverter’s ability to reject noise, we run a PSpice simula-

tion of the circuit of Fig. 3.37 for the case in which the input levels are contaminated 

by noise spikes, as exemplifi ed in the plot of vI of Fig. 3.44, top. In practice such 

spikes may arise from ground and power-supply interference, unwanted electric/

magnetic coupling between adjacent circuits, and other causes that are beyond 

our scope here. When the inverter’s input is low we need to worry about positive-
going spikes, whereas when the input is high we need to worry about negative-going 

spikes, as both spike types tend to drive the operating point toward the forbidden 

region of the VTC, where they are magnifi ed. Looking at the plot of vO of Fig. 3.44, 

bottom, we state the following: 

● The input spikes vi1 and vi2 have no or little effect upon the output, as their 

peak values are below VIL. Likewise, vi4 and vi5 have little effect upon the output 

because their peak values are above VIH. 
● The peak value of vi3 is above VIL, indicating that its upper portion will be ampli-

fi ed to produce the output spike vo3. This is undesirable, as we want the inverter 

to either suppress or attenuate its input spikes, not to amplify them!
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● The peak value of vi6 is below VIH, indicating that its lower portion will be ampli-
fi ed to produce the output spike vo6. Again, this is undesirable.

An inverter’s ability to function properly in spite of input disturbances is quanti-

fi ed in terms of its noise margins, defi ned as 

 N M L  5  V IL  2  V OL  (3.51a)

 N M H  5  V OH  2  V IH  (3.51b)

As visualized in the plot of vI of Fig. 3.44, NML represents the maximum tolerable 

noise at the input in the low state. In our example, NML 5 1.1 2 0.124 5 0.98 V, 

indicating that positive-going input spikes of magnitudes not exceeding 0.98 V will 

be either suppressed or attenuated. Likewise, NMH represents the maximum tolerable 

noise at the input in the high state. In our example, NMH 5 5 2 2.055 5 2.95 V, indi-

cating our circuit’s ability to attenuate negative-going input spikes of magnitudes not 

exceeding 2.95 V. The circuit of our particular example tolerates noise more easily 

in the high than in the low input state. Using a FET with a higher value of Vt, such as 

Vt 5 2 V, will shift the VTC toward the right, thus increasing NML, if at the expense 

of a decrease in NMH, and resulting in more balanced noise margins. 

FIGURE 3.44 Logic-inverter behavior in the presence of noise, showing the noise 

margins NML and NMH (the shaded area represents the transition or forbidden region, 

where noise gets magnifi ed).
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282 Chapter 3 MOS Field-Effect Transistors

3.7 SMALL-SIGNAL OPERATION OF THE MOSFET

We now wish to pursue a more systematic investigation of the small-signal opera-

tion introduced in the previous section. Let us start with the circuit of Fig. 3.45a, 

where we are using the dc source VGS to bias the FET at some quiescent point Q0 5 

Q0(ID, VGS) up the quadratic curve (see Fig. 3.46a), and the source VDD, along with the 

resistance RD, to bias the BJT at the corresponding operating point Q0 5 Q0(ID, VDS) 

in the active region (see Fig. 3.46b). Applying Eq. (3.21) at Q0 gives 

  I D  5   k __ 
2
    (  V GS  2  V t  )  2  ( 1 1 � V DS  )  (3.52)

Along with the iD-vGS curves of the FET, Fig. 3.46b shows also the curve of the 

external circuit seen by the drain, a curve known as the load line,

  i D  5   
 V DD  2  v DS  _________ 

 R D 
  

The quiescent point Q0 5 Q0(ID, VDS) lies right where the FET curve corresponding 

to the given value of VGS intersects the load line. 

If we now turn on the ac source vgs as in Fig. 3.45b, the operating point will move 

up and down the quadratic curve of Fig. 3.46a, as well as up and down the load line 

of Fig. 3.46b. In Fig. 3.46 we have captured a positive alternation of vgs, during which 

the instantaneous operating point in Fig. 3.46a is Q1 5 Q1(ID 1 id, VGS 1 vgs), and in 

Fig. 3.46b is Q1 5 Q1(ID 1 id, VDS 1 vds). We wish to fi nd a relationship between the 

ac current id and the ac voltages vgs and vds. Applying Eq. (3.21) at Q1 gives 

  I D  1  i d  5   k __ 
2
    [  V GS  1  v gs  2  V t  ]  2  [ 1 1 � (  V DS  1  v ds  )  ] 

Regrouping and multiplying out gives

  I D  1  i d  5   k __ 
2
   [   (  V GS  2  V t  )  2  1 2 (  V GS  2  V t  )  v gs  1  v  gs  

2
   ]   [  ( 1 1 � V DS  )  1 � v ds  ]  (3.53)

FIGURE 3.45 Systematic analysis of the MOSFET as a small-signal amplifi er. The actual circuit is 

shown in (b), while (a) shows its large-signal or dc version, and (c) shows its small-signal or ac version.
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For �VDS ! 1 we can approximate (ky2)(VGS 2 Vt)
2 > ID and rewrite as

  I D  1  i d  5  I D  1 k V OV  v gs  1 � I D  v ds 1 . . .

where VOV 5 VGS 2 Vt, as usual. So long as we can ignore higher-order terms involv-

ing ac products and powers, the above expression allows us to write 

  i d  5  g m  v gs  1   
 v ds  ___  r o 

   (3.54)

where gm is the already familiar transconductance of the FET introduced in Eq. (3.25) 

and repeated here in its three equivalent forms 

  g m  5 k V OV  5  √ 
____

 2k I D    5 2  
 I D 

 ___ 
 V OV 

   (3.55) 

and 

  r o  5   1 ___ 
� I D 

   (3.56)

is the familiar drain’s output resistance. As shown in Fig. 3.46, gm and 1yro repre-

sent, respectively, the slope of the iD-vGS and the slope of the iD-vDS curve at Q0. Both 

parameters depend on the operating current ID. Moreover, the fact that 1yro ! gm 

indicates a much weaker dependence of id on vds than on vgs. 

We wish to assess under what conditions we can ignore higher-order terms in 

Eq. (3.53). By inspection, the quadratic term can be ignored as long as we keep vgs 

small enough to satisfy the condition  v  gs  
2
   ! 2( V GS  2  V t ) u  v gs  u , that is, 

 uvgsu ! 2VOV (3.57)

For obvious reasons Eq. (3.54) is referred to as the small signal approximation, 

and Eq. (3.57) quantifi es the validity of such an approximation. 

FIGURE 3.46 Graphical illustrations of the FET amplifi er of Fig. 3.45.
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284 Chapter 3 MOS Field-Effect Transistors

Just like we use the dc equivalent of Fig. 3.45a to investigate the biasing condi-

tions of our FET, we shall use the ac equivalent of Fig. 3.45c to investigate its opera-

tion as an amplifi er. Indeed, the latter gives, by KVL, Ohm’s law, and Eq. (3.54),

  v ds  5 0 2  R D  i d  5 2 R D  (  g m  v gs  1   
 v ds  ___  r o 

   ) 
Collecting, and solving for vds, we can write 

  v ds  5 2 g m ( R D // r o ) v gs 

indicating that our circuit magnifi es vgs by the gain –gm(RD//ro). To give an idea, let 

gm 5 1 mA/V, RD 5 10 kV, and ro 5 100 kV. Then, vds 5 29.1vgs. 

The need to perform dc and ac analysis separately will be illustrated further as 

we proceed. Figures 3.20 and 3.21 presented large-signal MOSFET models for the 

purpose of facilitating dc analysis, as exemplifi ed in Figs. 3.30 and 3.32. We now 

need to develop a small-signal MOSFET model to facilitate ac analysis. 

The Small-Signal Model
Figure 3.47 shows the small-signal model of the MOSFET. The function of this model, 

also called the incremental model or simply the ac equivalent, is to provide a circuit 

representation of the dependence of id upon vgs and vds as expressed by Eq. (3.54). As 

we know, the dependence on vds is much weaker than that on vgs, this being the reason 

why the second term in Eq. (3.54) is sometimes ignored in order to speed up calcu-

lations. In this chapter we are limiting our study to MOSFET applications in which 

body and source are tied together, and the model of Fig. 3.47 is adequate for this kind 

of investigation. If the source is allowed to fl oat independently of the body, the ensu-

ing body effect requires further refi nements in the small-signal model presented here 

(this will be the subject of the next chapter). The small-signal parameter defi nitions 

(for the case of the nMOSFET) and their calculations are summarized in Table 3.1.

 (a)  Suppose vgs in Fig. 3.46a is an ac signal with peak values of 6Vm. 

If ID 5 1 mA and VOV 5 1 V, fi nd the maximum value of Vm for a small-signal 

approximation error of not more than 10%.

 (b)  Use the small-signal approximation to estimate the peak values of id.

 (c)  Find the exact peak values of id, compare with the approximated values, 

and comment.

Solution
 (a)  With reference to Eq. (3.57), impose Vm # 0.1 3 (2VOV) 5 0.1 3 (2 3 1) 5 0.2 V. 

 (b)  By Eq. (3.55), gm 5 2IDyVOV 5 2 3 1y1 5 2 mA/V. The small-signal ap-

proximation of Eq. (3.54) predicts, for id, peak values of 6Im 5 gm(6Vm) 5 

2(60.2) 5 60.4 mA. 

 (c)  With the given data, k 5 2 I D y V  OV  
2
   5 2 3 1y12 5 2 mA/V2. By Eq. (3.53), the exact 

peak values of id are, respectively, 6 g m  V m  1  ( ky2 )  V  m  2
   5 [60.4 1 (2y2)0.22] mA, 

or 0.44 mA and 20.36 mA, respectively. Because of the curvature of the iD-vDS 

characteristic, the small-signal approximation underestimates the positive current 

peak by 10%, and overestimates the negative current peak by 10%. 

EXAMPLE 3.27
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  3.7 Small-Signal Operation of the MOSFET 285

We wish to point out that the model of Fig. 3.47 applies both to the nMOSFET 

and the pMOSFET, with no change in voltage polarities or current directions. To see 

why, consider the effect of increasing vGS by vgs in both devices. In the nMOSFET iD 

will also increase, but in the pMOSFET iD will decrease. Consequently, id will have 

the same direction as iD in the nMOSFET (id into the drain terminal), but the opposite 

direction as iD in the pMOSFET: since iD fl ows out of the drain terminal, id will be 

into the drain terminal, just as in the nMOSFET case. We must stress that the small-

signal model should not be confused with the large signal models. The latter are used 

in dc analysis, examples of which we have already seen. The former is used in ac 
analysis, to be demonstrated next.

FIGURE 3.47 Small-signal MOSFET model. This model applies both to the nMOSFET 

and the pMOSFET. 
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Defi nition Calculation

 g m  5   
 
   
−iD ____ 
−vGS

    |  VDS

  g m  5  √ 
____

 2k I D    5 2  
 I D 

 ___ 
 V OV 

   5 k V OV 

  1 __  r o 
   5   

 
   
−iD ____ 
−vDS

    |  VGS

  r o  5   1 ___ 
� I D 

  

TABLE 3.1 Small-signal parameter summary.

A Generalized MOSFET Circuit 
As our fi rst application of the small-signal model we investigate the generalized 

MOSFET circuit of Fig. 3.48a, similar to that of Fig. 3.45b, except for the inclu-

sion of the additional resistance RS. Our analysis will reveal a number of interesting 

relationships stemming from the interaction between the FET and the surrounding 

circuit elements. Moreover, it will provide some general expressions that will help us 

expedite the ac analysis of future MOSFET amplifi ers. 

The function of the dc sources VG and VDD is to bias the FET at some dc current 

ID in the saturation region. Turning on the input ac source vg will result in the drain 

ac current id as well as the output ac voltages vd and vs. We wish to investigate how 

the small signals id, vd, and vs are related to vg. We also wish to fi nd the small-signal 
resistances seen looking into the gate, source, and drain terminals, which we shall 

denote as Rg, Rs, and Rd. (Note the use of lower-case subscripts to distinguish them 

from the resistances external to the FET, identifi ed by upper-case subscripts.) 
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286 Chapter 3 MOS Field-Effect Transistors

As a rule, in order to perform the small-signal analysis of a MOS circuit, 

● We replace the FET with its small-signal model 
● We show only the ac signals, as depicted in the equivalent circuit of Fig. 3.48b. 

The bias voltages (VG and VDD) as well as all other dc components (VS, VD, and 

ID) do not appear in this equivalent because they are constant and thus possess no 

ac components. Consequently, as we go from the actual circuit to its small-signal 

equivalent, we set all dc voltages and all dc currents to zero.

Let us now proceed to fi nd the aforementioned small-signal relationships and resistances. 

● The Circuit’s Small-Signal Transconductance Gm 5 idyvg. With reference to 

Fig. 3.48b, KCL gives,

  i d  5  g m  v gs  1   
 v d  2  v s  ______  r o 

  

 Now, by Ohm’s law, 0 2 vd 5 RDid, or 

  v d  5 2 R D  i d  (3.58)

 By Ohm’s law again, 

  v s  5  R S  i d  (3.59)

 Also, by defi nition, vgs 5 vg 2 vs, or

 vgs 5 vg 2 RSid (3.60)

 Substituting vgs, vd, and vs into the expression for id and collecting, we get 

  i d  5  G m  v g  (3.61)

 where Gm, referred to as the circuit’s transconductance (not to be confused with 

the individual FET’s transconductance gm) is given by

  G m  5   
 g m 
  _____________________  

1 1  g m  R S  1 ( R D  1  R S )y r o 
   (3.62a)
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FIGURE 3.48 (a) A generalized MOSFET circuit, and (b) its small-signal equivalent.
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  3.7 Small-Signal Operation of the MOSFET 287

 As we proceed, we will fi nd that in discrete MOSFET amplifi ers we usually 

have (RD 1 RS)yro ! 1, so Eq. (3.62a) simplifi es to

  G m  >   
 g m 
 ________ 

1 1  g m  R S 
   (3.62b)

 Note that for RS 5 0 we have Gm 5 gm, but for RS Þ 0 we have Gm , gm. This 

transconductance reduction, referred to as degeneration, stems from the fact that 

the voltage drop RSid subtracts from the input vg to yield a reduced control signal 

vgs for the dependent source, as per Eq. (3.60). Hence, id (5gmvgs) will also get 

reduced. A more systematic investigation of degeneration reveals that RS pro-

vides a negative feedback function, as mentioned in connection with Example 

3.19. Though this subject will be investigated systematically in Chapter 7, suf-

fi ce it to say here that the presence of RS, aptly called source-degeneration resis-
tance, not only reduces the transconductance, but also affects the small-signal 

resistance Rd seen looking into the drain, as we are about to fi nd out. 
● The Small-Signal Voltage Gain vdyvg from Gate to Drain. By Eqs. (3.58), 

(3.61), and (3.62a), this gain is

   
 v d  __  v g 

   5   
2 g m  R D 

  _____________________  
1 1  g m  R S  1 ( R D  1  R S )y r o 

   (3.63a)

 The negative sign indicates inverting amplifi cation from gate to drain: positive 

(negative) alternations in vg result in negative (positive) alternations in vd. If the 

condition (RD 1 RS) ! ro holds, Eq. (3.63a) simplifi es to

   
 v d  __  v g 

   > 2  
 g m  R D 

 ________
 

1 1  g m  R S 
   (3.63b)

● The Small-Signal Voltage Gain vsyvg from Gate to Source. By Eqs. (3.59), 

(3.61), and (3.62), this gain is 

   
 v s  __  v g 

   5   
 g m  R S   _____________________  

1 1  g m  R S  1 ( R D  1  R S )y r o 
   (3.64a)

 indicating that vs is in phase with vg. If the condition (RD 1 RS) ! ro holds, 

Eq. (3.64a) simplifi es to

   
 v s  __  v g 

   >   1 ___________  
1 1 1y( g m  R S )

   (3.64b)

 The gain from gate to source is a bit less than unity, depending on how large the 

product gmRS is compared to unity. We summarize this by saying that the source 

follows the gate. 
● The Small-Signal Resistance Rg Seen Looking into the Gate. As we know, the 

gate electrode is the plate of a tiny capacitor, which draws negligible current, at 
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288 Chapter 3 MOS Field-Effect Transistors

least up to moderate frequencies. For practical purposes we can thus say that the 

resistance seen looking into the gate of a MOSFET is 

  R g  5 `  (3.65)

● The Small-Signal Resistance Rs Seen Looking into the Source. To fi nd this 

resistance, set vg → 0 in the ac equivalent of Fig. 3.48b, apply a test voltage vs 

right to the source terminal as in Fig. 3.49a (note that the external resistance 

RS does not intervene in this test), fi nd the resulting current is, and fi nally let 

Rs 5 vsyis. Thus, summing currents into the source node we get

  i s  1  g m  v gs  1   
 v d  2  v s  ______  r o 

   5 0

 But, vgs 5 vg 2 vs 5 0 2 vs 5 2vs, and vd 5 RDis. Substituting, collecting, and 

solving for the ratio vsyis we get, after suitable algebraic manipulation, 

  R s  5  (   1 ___  g m   // r o  )  1   
 R D 
 ________ 

1 1  g m  r o 
   (3.66a)

 Because of the coupling action by ro, Rs depends also on the external drain resis-

tance RD, and we say that refl ected to the source, RD gets divided by (1 1 gmro). 

MOSFETs usually have gmro @ 1. Moreover, discrete MOSFET amplifi ers usu-

ally have RD ! ro. Under these conditions, Eq. (3.66a) simplifi es to

  R s  >   1 ___  g m   // r o  >   1 ___  g m    (3.66b)

 Note the similarity with BJTs.

(a)
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vd

vgs gmvgs ro

1

2

1
2

(b)

id

vs

RS

vgs gmvgs ro

1

2

1
2

FIGURE 3.49 Test circuits to fi nd (a) the small-signal resistance Rs seen looking into 

the source, and (b) the small-signal resistance Rd seen looking into the drain.

A certain FET with k 5 0.5 mA/V2 and � 5 0.01 V21 is biased at ID 5 1 mA. If 

RD 5 10 kV and RS 5 2.0 kV, estimate the gains vdyvg and vsyvg.

Solution
By Eqs. (3.55) and (3.56) we have gm 5 1y(1 kV) and ro 5 100 kV. Exploiting 

the fact that (RD 1 RS) ! ro (12 ! 100), we use the approximate expressions of 

Eqs. (3.63b) and (3.64b) to fi nd 

  
 v d  __  v g 

   > 2   
1 3 10

 
_________

 
1 1 1 3 2

   5 2 3.33 V/V    
 v s  __  v g 

   >   1 ____________  
1 1 1y(1 3 2)

   5 0.67 V/V

EXAMPLE 3.28
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  3.7 Small-Signal Operation of the MOSFET 289

● The Small-Signal Resistance Rd Seen Looking into the Drain. To fi nd this resis-

tance, let vg → 0 in the ac equivalent of Fig. 3.48b, apply a test voltage vd right to the 

drain terminal as in Fig. 3.49b (note that RD does not intervene in this test), fi nd the 

resulting current id, and fi nally let Rd 5 vdyid. Thus, KCL at the source node gives

  i d  5  g m  v gs  1   
 v d  2  v s  ______  r o 

   5  g m (0 2  v s ) 1   
 v d  __  r o 

   2   
 v s  __

  r o    5   
 v d  __  r o 

   2  (  g m  1   1 __  r o 
   )  v s  

 5   
 v d  __  r o 

   2  (    g m  r o  1 1
 

________
  r o    )  R S  i d 

 Collecting and solving for the ratio vdyid gives

  R d  5  r o  1 (1 1  g m  r o ) R S  (3.67a)

 Because of the coupling action by ro, Rd depends also on the external source resis-

tance RS, and we say that refl ected to the drain, RS gets multiplied by (1 1 gmro). 

Again exploiting the fact that gmro @ 1 and that discrete MOSFET amplifi ers 

usually have RS ! ro, we simplify Eq. (3.67a) as 

  R d  >  r o  ( 1 1  g m  R S  )  (3.67b)

 We observe that with RS 5 0 we get Rd 5 ro, but with RS Þ 0 we get Rd . ro. This 

increase in Rd is the result of the aforementioned negative-feedback action by the 

source-degeneration resistance RS. (Note also the similarity with BJTs.)

It is interesting to contrast the effects that the FET has upon its external resis-

tances: while RD refl ected to the source gets divided by (1 1 gmro), RS refl ected to the 

drain gets multiplied by (1 1 gmro). For convenience the small-signal characteristics 

are tabulated in Fig. 3.50 for the ac equivalent shown.

Rg
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RD

Rs

id

vg
1
2

Rd

vd

vs

FIGURE 3.50 Summary of small-signal gains and terminal resistances, and approximations for 

discrete designs.

Exact Approximate

 G m  5   
 i d  __  v g    5   

 g m  _________________  
1 1  g m  R S  1 ( R D  1  R S )y r o 

   G m  >   
 g m  _______ 

1 1  g m  R S 
  

  
 v d  __  v g    5   

2 g m  R D  _________________  
1 1  g m  R S  1 ( R D  1  R S )y r o 

    
 v d  __  v g    >   

2 g m  R D  _______ 
1 1  g m  R S 

  

  
 v s  __  v g    5   

 g m  R S  _________________  
1 1  g m  R S  1 ( R D  1  R S )y r o 

    
 v s  __  v g    >   1 _________ 

1 1 1y( g m  R S )
  

 R g  5 `  R g  5 `

 R s  5  (   1 __  g m   // r o  )  1   
 R D  ______ 

1 1  g m  r o 
   R s  >   1 __  g m   

 R d  5  r o (1 1  g m  R S ) 1  R S  R d  >  r o (1 1  g m  R S )
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290 Chapter 3 MOS Field-Effect Transistors

3.8 BASIC MOSFET VOLTAGE AMPLIFIERS

Depending on which terminal we apply the input to and which terminal we obtain 

the output from, a MOSFET can be used in any one of three amplifi er confi gurations: 

the common-source, common-drain, and common-gate confi gurations. In the follow-

ing we shall assume that body and source are tied together so that the MOSFET is 

operated as a three-terminal device. Viewing an amplifi er as a two-port block, it is 

apparent that one of the terminals of the three-terminal FET will have to be common 

to both ports; hence, the reason for the above designations. 

Nowadays the majority of MOSFET circuits are implemented in integrated-
circuit form using MOSFETs to provide both active functions (such as amplifi cation) 

and passive functions (such as dc biasing and active loading). However, before turn-

ing to multiple-transistor circuitry, we need to master single-transistor stages, and 

this is best done if we focus on a single MOSFET surrounded by already familiar 

components such as resistors and capacitors. The resulting circuits, referred to as dis-
crete circuits because we can build them in the lab using off-the-shelf components, 

provide not only an historical prospective, but are also somewhat easier to grasp, and 

yet reveal important aspects that apply to integrated-circuit implementations as well. 

Figure 3.51 shows the block diagram of a voltage amplifi er. The amplifi er re-

ceives its input vi from a signal source vsig with internal resistance Rsig, and supplies 

its output vo to a resistive load RL. The amplifi er is uniquely characterized in terms of 

its input resistance Ri, output resistance Ro, and the open-circuit voltage gain aoc. At 

the amplifi er’s input we have a voltage divider, resulting in input loading 

  v i  5   
 R i  _______ 

 R sig  1  R i 
   v sig  (3.68)

 (a) Using the small-signal FET parameters of Example 3.28, estimate Rs if RD 5 0. 

 (b) Estimate Rd if RS 5 5 kV.

Solution
 (a) Exploiting the fact that 1ygm ! ro, we use Eq. (3.66b) to fi nd 

 Rs > 1ygm 5 1 kV

 (b) Since RS ! ro, we use Eq. (3.67b) to fi nd 

 Rd > 100(1 1 1 3 5) 5 600 kV

EXAMPLE 3.29

FIGURE 3.51 Block diagram of a voltage amplifi er.
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  3.8 Basic MOSFET Voltage Amplifi ers 291

Likewise, at the amplifi er’s output we have another voltage divider, resulting in 

output loading 

  v o  5   
 R L  _______ 

 R o  1  R L 
   a oc  3  v i  (3.69)

We observe that 

  a oc  5   
 
   
 v o  __  v i 

   |   R L →`
  (3.70)

that is, aoc represents the gain with which the amplifi er would amplify its input vi in 

the absence of any output load. Consequently, aoc is called the open-circuit voltage 
gain, or also the unloaded voltage gain. Eliminating vi from the above equations, we 

obtain the signal-to-load voltage gain 

   
 v o  ___  v sig 

   5   
 R i  _______ 

 R sig  1  R i 
   3  a oc  3   

 R L  _______ 
 R o  1  R L 

   (3.71)

As the signal progresses from the source to the load, fi rst it undergoes some attenu-

ation at the amplifi er’s input, then it gets magnifi ed by aoc, and fi nally it undergoes 

some additional attenuation at the output.

The Common-Source (CS) Confi guration
In the circuit of Fig. 3.52 the amplifi er proper is made up of the FET and surrounding 

components. To prevent the source and the load from disturbing the dc conditions of 

the FET we use the ac-coupling capacitors C1 and C2. Moreover, to establish an ac 

ground at the source terminal, we use the bypass capacitor C3.

At dc the capacitors draw zero current and thus act as open circuits. In fact, in 

the dc equivalent of Fig. 3.53a, the capacitors have been omitted altogether. Also, to 

simplify dc analysis, we assume � 5 0 and we use a dc current sink ID to bias the 

FIGURE 3.52 The common-source (CS) amplifi er.
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292 Chapter 3 MOS Field-Effect Transistors

FET. Such a sink could be implemented with another FET, such as a current mirror 

(let us not worry about these details here). The dc voltages are then 

  V G  5 0   V D  5  V DD  2  R D  I D    V S  5 2 (  V t  1  V OV  )  (3.72)

where  V OV  5  √ 
_____

 2 I D yk  . When power is applied to the circuit, each capacitor will charge 

up until its plates attain the dc voltages of their corresponding nodes. For instance, 

while the bottom plate of C3 remains at ground potential, the top plate will charge to 

VS, which in this circuit is negative. Likewise, the left plate of C2 will charge to VD, 

while the right plate is pulled to 0 V by RL. 

When analyzing a voltage amplifi er we are interested in its signal-to-load volt-
age gain voyvsig. By Eq. (3.71) this requires fi nding the input resistance Ri seen by 

the signal source, the output resistance Ro seen by the load, and the unloaded voltage 
gain aoc. We fi nd these parameters by working with the ac equivalent of Fig. 3.53b. 

However, since the small-signal parameters gm and ro depend on the dc bias of the 

FET, we need to analyze also the dc equivalent of Fig. 3.53a. Before proceeding, we 

wish to call the reader’s attention to the difference between dc and ac analysis as well 

as the need to keep them separate! 

In going from the original circuit of Fig. 3.52 to its dc equivalent of Fig. 3.53a 

we apply the following

● Dc Analysis Procedure:
● Set all ac sources to zero
● Replace the MOSFET with its large-signal model (assume � 5 0 for simplicity)
● Replace all capacitors with open circuits

Conversely, in going from the original circuit of Fig. 3.52 to its ac equivalent of 

Fig. 3.53b we apply the following

● Ac Analysis Procedure:
● Set all dc sources to zero

FIGURE 3.53 (a) Dc and (b) ac equivalents of the CS amplifi er of Fig. 3.52.
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  3.8 Basic MOSFET Voltage Amplifi ers 293

In the circuit of Fig. 3.52 let VDD 5 –VSS 5 12 V, ID 5 1 mA, RG 5 1 MV, and 

RD 5 10 kV, and let the FET have Vt 5 1.0 V, k 5 0.5 mA/V2, and � 5 0.01 V21. 

Assuming Rsig 5 0.1 MV, RL 5 30 kV, and 

vsig 5 (100 mV)cos 	t

fi nd all node voltages in the circuit, express each of them as the sum of the dc 

and ac component, in the manner of Eq. (3.48), and show them explicitly in the 

circuit.

Solution
We have  V OV  5  √ 

_____

 2 I D yk   5  √ 
_________

 2 3 1y0.5   5 2 V, so Eq. (3.72) gives 

 V G  5 0   V D  5 12 2 10 3 1 5 2 V   V S  5 2(1 1 2) 5 23 V

Moreover, gm 5  √ 
____

 2k I D    5  √ 
___________

 2 3 0.5 3 1   5 1 mA/V and ro 5 1y�ID 51y(0.01 3 1) 5 

100 kV. Consequently, Eqs. (3.73) and (3.74) give 

Ri 5 1 MV Ro 5 10//100 5 9.09 kV aoc 5 21 3 9.09 5 29.09 V/V

Also, Eq. (3.68) gives vi 5 [1y(0.1 1 1)]vsig 5 (90.9 mV)cos 	t. Finally, using 

Eq. (3.71) we fi nd

 v o  5  [   1 _______ 
0.1 1 1

   (29.09)  30 _________ 
9.09 1 30

   ]  v sig  5 26.34 3 (100 mV)cos 	t 

 5 (634 mV)cos(	t 2 180°)

The node voltages are shown in Fig. 3.54. The reader is encouraged to verify each 

of them in detail.

EXAMPLE 3.30

● Replace the MOSFET with its small-signal model, inclusive of ro
● Replace all capacitors with short circuits

With reference to Fig. 3.53b, we note by inspection that

  R i  5  R G    R o  5  R D // r o  (3.73)

Moreover, by Ohm’s law, we have 

 0 2 vo 5 (ro//RD//RL)gmvgs 5 (ro//RD//RL)gmvi

Letting RL → ` gives vo 5 2(ro//RD)gmvi. But, according to Eq. (3.70), the ratio voyvi 

in the limit RL → ` is the unloaded voltage gain. Consequently, 

  a oc  5 2 g m ( R D // r o )  (3.74)

Having obtained expressions for Ri, Ro, and aoc, we now apply Eq. (3.71) to fi nd the 

signal-to-load gain.
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294 Chapter 3 MOS Field-Effect Transistors

The systematic procedure of redrawing an amplifi er both in dc and ac form, as ex-

emplifi ed in Fig. 3.53, though highly recommended for the beginner, may soon prove 

an overkill as one seeks to speed up the analysis process. With experience, some of the 

intermediate steps can be carried out mentally without having to draw detailed circuit 

equivalents. Moreover, one can use inspection to recycle a good deal of the results 

developed in connection with the generalized circuit of Fig. 3.48, and summarized in 

Fig. 3.50. We shall illustrate with a variety of examples as we proceed.

FIGURE 3.54 Circuit of Example 3.30, showing the dc and ac voltage component at 

each node.

10 kV

30 kV
10.7 kV

212 V

23 V 1 0 mV1 MV

1 mA

1 MV

0.1 MV C1

C3

C2

12 V

2 V 1 (634 mV)cos (�t 2 1808)

0 V 1 (90.9 mV)cos �t

(100 mV)cos �t

0 V 1 (634 mV)cos (�t 2 1808)

1
2

Shown in Fig. 3.55a is a popular single-supply realization of the CS amplifi er. The 

function of R1 and R2 is to bias the gate at some intermediate voltage between the 

10-V supply and ground, and that of RS is to set the value of the bias current ID. 

 (a) Assuming Vt 5 1.5 V, k 5 0.8 mA/V2, and � 5 0.02 V21, fi nd the small-signal 

parameters Ri, Ro, and aoc 5 voyvi.

 (b) Find the signal-to-load gain if the circuit is driven by a source with Rsig 5 

100 kV, and it drives a load RL 5 75 kV.

Solution
 (a) First we need to fi nd the bias current ID. Considering that at dc all capacitors 

act as open circuits, it is apparent that the dc version of our amplifi er is of the 

type of Fig. 3.34a. Proceeding as in Example 3.23 with � 5 0 to simplify dc 

analysis, we readily fi nd ID 5 0.4 mA. We thus have 

 gm 5  √ 
____

 2k I D    5  √ 
____________

  2 3 0.8 3 0.4   5 0.8 mA/V

 ro 5 1y�ID 5 1y(0.02 3 0.4) 5 125 kV

EXAMPLE 3.31
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(a) (b)

RS
5 kV

10 V
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10 kVR1

2.2 MV
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R2

C3

C2

C1

Ri

vi

vo

Ro
vo

Ro

RgRi

vi

Rd

RD

R2R1

FIGURE 3.55 (a) Single-supply CS amplifi er of Example 3.31, and (b) its ac equivalent.

  Next, refer to the ac equivalent of Fig. 3.55b, where we note that the by-

pass action by C3 puts the source at ac ground. Consequently, we recycle the 

results tabulated in Fig. 3.50, but with RS 5 0. By inspection, 

 Ri 5 R1//R2//Rg 5 2.2//1.8//` 5 990 kV

 Ro 5 RD//Rd 5 RD//ro 5 10//125 5 9.26 kV

 aoc 5 2gmRo 5 20.8 3 9.26 5 27.4 V/V

 (b) Owing to input and output loading, the gain drops to

   
 v o  ___  v sig 

   5   
990
 _________ 

100 1 990
  (27.4)   75 _________ 

9.26 1 75
   5 25.98 V/V

The single-supply CS amplifi er of Fig. 3.56a utilizes a popular dc biasing alterna-

tive known as feedback bias. The name stems from the presence of resistance RF, 

which feeds the dc voltage of the drain back to the gate. Since IG 5 0, the voltage 

drop across RF is 0 V, indicating that the FET operates with VG 5 VD, that is, in the 

diode mode, and therefore in saturation.

 (a)  Assuming Vt 5 2.0 V, k 5 1.0 mA/V2, and � 5 0.033 V21, fi nd the dc operat-

ing point of the FET, as well as aoc 5 voyvi, Ri (the input resistance with the 

output port open-circuited), and Ro (the output resistance with the input port 

short-circuited). 

 (b)  Assuming vi is an ac signal with amplitude Vim, what is the maximum value 

of Vim if we wish to contain the small-signal approximation error within 10%? 

What is the corresponding amplitude Vom of the output? Is the FET operating 

at all times in the active region?

EXAMPLE 3.32
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296 Chapter 3 MOS Field-Effect Transistors

FIGURE 3.56 (a) CS amplifi er with feedback bias, and (b) its ac equivalent.

(a) (b)
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vo
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ii
2
1 RDro

vo
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Solution
 (a)  We have VGS 5 VDS 5 VDD 2 RDID 5 9 2 12ID, so VOV 5 VGS 2 Vt 5 7 2 12ID. 

Letting 

 ID 5   1 __ 
2
  (7 2 12 I D  ) 2 

  and solving as usual, we get ID 5 0.5 mA and VDS 5 3.0 V. Moreover, gm 5 

1.0 mA/V and ro 5 60.6 kV.

   To fi nd the small-signal parameters we need to work explicitly with the 

small-signal equivalent of Fig. 3.56b. (Note that the presence of the feedback 

resistance RF precludes us from recycling the results of Fig. 3.50!) Given that 

Ro is the output-node resistance in the limit vi → 0, we fi nd, by inspection, 

 Ro 5 RF //ro//RD 5 10,000//60.6//12 5 10 kV 

  To fi nd aoc we apply KCL at the output node, and get

   
 v i  2  v o  ______ 

 R F 
   5  g m  v i  1   

 v o  __  r o 
   1   

 v o  ___ 
 R D 

  

  Collecting terms and solving for the ratio voyvi gives 

  a oc  5   
 v o  __  v i 

   5 2 (  g m  2   
1
 

___
 

 R F    )  R o  > 2 g m  R o  5 21 3 10 5 210 V/V

  where we have exploited the fact that 1yRF ! gm. The input resistance is 

found as Ri 5 viyii, where ii 5 (vi 2 vo)yRF. Substituting vo 5 aoc 3 vi and 

collecting gives ii 5 vi(1 2 aoc)yRF. Consequently, 

  R i  5   
 v i  __ 
 i i 
   5   

 R F 
 ______ 

1 2  a oc 
   5   10 3 1 0 6  _________ 

1 2 (210)
   5   10 3 1 0 6  ________ 

11
   5 0.91 MV 

  Interestingly enough, when refl ected to the input, the feedback resistance RF 

gets divided by the factor (1 2 aoc), a phenomenon known as the Miller effect 
(more on this in Chapters 6 and 7). 
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  3.8 Basic MOSFET Voltage Amplifi ers 297

Quick Estimate for the Gain of the CS Confi guration 
In daily practice an engineer often needs to come up with a quick if rough estimate 

for the gain of a MOSFET amplifi er. The above examples reveal that the CS con-

fi guration tends to give aoc 52gmRo. In discrete designs Ro is usually dominated by 

RD, indicating that we can approximate aoc > 2gmRD. Letting gm 5 2IDyVOV, we can 

estimate the unloaded gain of a discrete-type CS amplifi er as 

  a oc  > 2 g m  R D  5 2  
 R D  I D 

 ______
 

0.5 V OV    (3.75a)

In words, the magnitude of the unloaded gain of a CS amplifi er is the ratio of the 

voltage-drop across RD to half the overdrive VOV. For the circuit of Example 3.30, 

Eq. (3.75a) gives the estimate aoc > 22(10 3 1)y2 5 210 V/V, in fair agreement with 

the calculated value of 29.09 V/V. Likewise, the estimates for Examples 3.31 and 

3.32 are aoc > 22(10 3 0.4)y1 5 28 V/V, and aoc > 22(12 3 0.5)y1 5 212 V/V. 

Both compare reasonably well with the calculated values of 27.4 V/V and 210 V/V.

The student already familiar with bipolar junction transistors (BJTs) will note 

that the expression aoc > 2RDIDy(0.5VOV) for the CS amplifi er is similar to the ex-

pression aoc > 2RCICyVT for the common-emitter (CE) amplifi er. However, consid-

ering that VT 5 26 mV, while 0.5VOV is typically on the order of a volt or so, it is 

apparent that under similar biasing conditions the gain available from a FET tends to 

be much lower than that available from a BJT. This stems from the notoriously lower 

transconductance of FETs. In IC design the gain of the CS confi guration is boosted 

by using a current source in place of RD. As we shall see in Chapter 4, such a source 

is implemented with a pMOSFET. 

 (b)  For an error of not more than 10%, Eq. (3.57) requires that we keep 

Vim # (2VOV)y10 5 (2 3 1)y10 5 0.2 V. The corresponding output amplitude is 

Vom > uaocu 3 Vim 5 10 3 0.2 5 2 V. The dc voltage at the drain is VD 5 3 V, 

and operation in the active region, or saturation, is maintained all the way 

down to VD 5 VOV 5 1 V. The maximum allowed downswing for the drain is 

thus 2 V, indicating that our amplifi er will just barely accommodate an input 

with 0.2-V of peak amplitude. 

Exercise 3.3
Show that if we take also ro into account, then Eq. (3.75a) becomes

  a oc  5 2  
 R D  I D 

 ______
 

0.5 V OV    3   1 _________ 
1 1 � R D  I D 

   (3.75b)

The Common-Source with Source-Degeneration (CS-SD) 
Confi guration
The circuit of Fig. 3.57 is similar to the CS amplifi er of Fig. 3.52, except for the pres-

ence of the unbypassed resistance RS in series with the FET’s source. Turning to its 

ac equivalent of Fig. 3.58 we note that, aside from the presence of the input voltage 
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298 Chapter 3 MOS Field-Effect Transistors

divider and output load, the circuit is identical to that of Fig. 3.50. We can again reuse 

the relationships developed there, provided we let vsyvg → voyvi. By inspection, 

 Ri 5 RG (3.76a)

As we know, one of the effects of the source-degeneration resistance RS is to raise the 

resistance seen looking into the drain from ro to Rd > ro(1 1 gmRS). Consequently, 

we now have

  R o  5  R D // R d  >  R D //[ r o  ( 1 1  g m  R S  ) ] >  R D  (3.76b)

The unloaded voltage gain, defi ned as the ratio voyvi in the limit RL → `, is now 

  a oc  5 2   
 g m  R D 
  _____________________

  
1 1  g m  R S  1 ( R D  1  R S )y r o 

   > 2   
 g m  R D 

 ________
 

1 1  g m  R S 
   (3.77)

FIGURE 3.57 The common-source with source-degeneration (CS-SD) amplifi er.
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FIGURE 3.58 Ac equivalent of the CS-SD amplifi er of Fig. 3.57.
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  3.8 Basic MOSFET Voltage Amplifi ers 299

where we have exploited the fact that in discrete designs we have (RD 1 RS) ! ro. 

Comparing Eq. (3.77) with Eq. (3.74) we observe that the presence of RS causes aoc to 

drop from approximately –gmRD to approximately –gmRDy(1 1 gmRS). This magnitude 

reduction stems from the negative-feedback action, or degenerative action, provided 

by RS. Rewriting in the alternative form 

  a oc  > 2  
 R D 
 _________
 

1y g m  1  R S 
   (3.78)

provides us with a useful rule of thumb for a quick estimation of the gain of the 

CS-SD confi guration: 

The unloaded voltage gain from gate to drain is the (negative of the) ratio of the 

drain resistance to the total source resistance

Having obtained expressions for Ri, Ro, and aoc, we can apply Eq. (3.71) to fi nd the 

signal-to-load gain.

 (a) Investigate the effect of inserting a source-degeneration resistance RS 5 2 kV 

in the CS circuit of Example 3.30, and thus turning it into a CS-SD circuit of 

the type of Fig. 3.57.

 (b) Estimate RS for an unloaded gain of 22 V/V. 

Solution
 (a) All dc voltages and dc current remain the same, and so do gm (51 mA/V) and 

ro (5100 kV). The insertion of RS 5 2 kV in the circuit has the following 

effects:

● Rd increases from 100 kV to 100(1 1 1 3 2) 5 300 kV.
● Ro increases from 9.09 kV to 10//300 5 9.68 kV.
● aoc drops (or degenerates) from 29.09 V/V to 2(1 3 9.68)y(1y1 1 1 3 2) 5 

23.23 V/V.

  Using Eq. (3.71), we fi nd that vo changes to  

  v o  5  [   1 _______ 
0.1 1 1

   (23.23)  30 _________ 
9.68 1 30

   ]  v sig  5 22.22 3 (100 mV) cos 	t 

 5 (222 mV) cos(	t 2 180°)

 (b) Use Eq. (3.78) to impose 22 > 210y(1y1 1 RS). This yields RS 5 4 kV.

EXAMPLE 3.33

Capacitor Selection
Before leaving the subject of discrete MOSFET amplifi ers, we wish to address the 

issue of how to go about selecting the various capacitances in the circuits discussed 

above. As the signal source is turned on, we want each capacitance C to act as an 

ac short at the source’s frequency fsig. Physically, this requires that we select C large 

enough to prevent it from charging/discharging appreciably in response to the ac 

signal alternations. 
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300 Chapter 3 MOS Field-Effect Transistors

As we know, the impedance presented by a capacitance C at the signal frequency 

fsig is ZC(  jfsig) 5 1y(  j2
fsig). For this capacitance to act effectively as an ac short at fsig, 

its impedance must be such that 

 uZC(  jfsig)u ! Req

where Req is the equivalent resistance seen by C itself. This condition is rephrased in 

terms of C as

 C @   1 ________ 
2
 R eq    f sig 

   (3.79)

If the circuit is designed to operate over a range of frequencies, then we must use the lowest 

frequency fsig(min) in the above condition. It is good practice to use C > 10y(2
Req   fsig(min)). 

Specify suitable capacitances in the CS amplifi er of Fig. 3.54 for operation over 

the audio range. 

Solution
The audio range extends from 20 Hz to 20 kHz, so fsig(min) 5 20 Hz. 

● For C1 we have Req1 5 Rsig 1 Ri 5 0.1 1 1 5 1.1 MV, so C1 @ 1y[2
 3 1.1 3 

106 3 20) > 7 nF (use 100 nF).
● For C2 we have Req2 5 Ro 1 RL 5 10.7 1 30 5 40.7 kV, so C2 @ 1y[2
 3 

40.7 3 103 3 20) > 0.2 �F (2 �F).
● For C3 we have Req3 5 Rs > 1ygm 5 1 kV, so C3 @ 1y[2
 3 103 3 20) > 8 �F 

(100�F).

EXAMPLE 3.34

3.9 MOSFET VOLTAGE AND CURRENT BUFFERS

In this section we examine the two remaining single-FET amplifi er confi gurations of in-

terest, namely, the common-drain and the common-gate confi gurations. We shall see that 

these confi gurations fi nd application as voltage buffers and current buffers, respectively. 

The Common-Drain (CD) Confi guration
The common-drain (CD) amplifi er receives the input at the gate and delivers the 

output at the source. The circuit realization of Fig. 3.59a utilizes the same biasing 

scheme as the CS amplifi er of Fig. 3.52. Turning to its ac equivalent of Fig. 3.59b, 

we observe that it is similar to that of Fig. 3.50, but with RD 5 0. Instead of repeating 

the small-signal analysis routine all over again, we simply reuse the results tabulated 

there, but after letting RD → 0 and re-labeling resistors and signals as RS → RL, 

Rs → Ro, and vsyvg → voyvi. This yields the following results: 

  R i  5  R G    R o  5   
 r o  ________ 

1 1  g m  r o 
   5   1 ___  g m   // r o  (3.80)
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  3.9 MOSFET Voltage and Current Buffers 301

  v o  5   
 g m  R L  _______________  

1 1  g m  R L  1  R L y r o 
   v i 

In the limit RL → ` we get

  v o  5   
 g m 
 _________ 

 g m  1 1y r o 
    v i  5   1 ___________ 

1 1 1y( g m  r o )
     v i 

But, according to Eq. (3.70), the ratio voyvi in the limit RL → ` is the unloaded 
voltage gain, so 

  a oc  5   1 ___________ 
1 1 1y( g m  r o )

   (3.81)

Since in general gmro @ 1, the unloaded gain from gate to source is fairly close to 

unity. Physically, the source voltage vs follows the gate voltage vg closely, this being 

the reason why the CD amplifi er is also called source follower. Even though not 

much of a winner as a voltage amplifi er, the CD confi guration offers the advantages 

of potentially high input resistance and low output resistance, which makes it suited 

to applications as a voltage buffer, either to reduce inter-stage loading, or to equip a 

CS amplifi er with low output resistance. Having obtained expressions for Ri, Ro, and 

aoc, we can now apply Eq. (3.71) to fi nd the signal-to-load gain.

FIGURE 3.59 (a) The common-drain (CD) confi guration, and (b) its ac equivalent. 
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 (a) In the circuit of Fig. 3.59, let VDD 5 2VSS 5 10 V, ID 5 1 mA, and RG 5 

5 MV, and let the FET have Vt 5 1.0 V, k 5 0.5 mA/V2, and � 5 0.01 V21. 

Assuming Rsig 5 0.1 MV, RL 5 10 kV, and 

 vsig 5 5.0 V 1 (1.0 V)cos 	t

  fi nd all node voltages in the circuit, express each of them as the sum of its dc and 

ac component, in the manner of Eq. (3.48), and show them explicitly in the circuit.

 (b) Check that the FET satisfi es the small-signal approximation condition of 

Eq. (3.57).

EXAMPLE 3.35
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302 Chapter 3 MOS Field-Effect Transistors

Solution
 (a) We have gm 5 1 mA/V, ro 5 100 kV, 1ygm 5 1 kV, and gmro 5 100. 

Consequently, 

    Ri 5 RG 5 5 MV    R o  5   1 ___  g m   // r o  >   1 ___  g m    5 1 kV  

  a oc  5   1 ___________ 
1 1 1y( g m  r o )

   5   1 _________ 
1 1 1y100

   5 0.99 V/V

  (As expected, Ri is high, Ro is low, and aoc is close to unity.) Moreover, by 

the voltage divider rule, we have vi 5 [5y(0.1 1 5)]vsig 5 (0.980 V)cos 	t. 
Finally, 

  v o  5  [   5 _______ 
0.1 1 5

   (0.99)   10 ______ 
1 1 10

   ]  v sig  5 0.882 3 (1.0 V) cos 	t 

         5 (0.882 V)cos 	t

  The node voltages are shown in Fig. 3.60. The reader is encouraged to verify 

each of them in detail. 

FIGURE 3.60 Circuit of Example 3.35, showing the dc and ac component of each 

node voltage.

10 kV1 kV

210 V

10 V

5 MV

1 mA
5 MV

0.1 MV C1

C2

 23 V 1 (0.882 V)cos �t

0 V 1 (0.980 V)cos �t

0 V 1 (0.882 V)cos �t

5.0 V 1 (1.0 V)cos �t 1
2

 (b) For the FET we have vgs 5 vi 2 vo > (98 mV)cos 	t. Considering that VOV 5 

2 V, so that 2VOV 5 4 V, we have 0.098 ! 4, thus confi rming the validity of 

the small-signal approximation. 

Remark: Even though neither vi nor vo can be regarded as small signals in this 

circuit, vgs nevertheless is! The reason for the CD amplifi er’s ability to handle 

linearly even signals that are not strictly of the small-signal type stems from the 

negative feedback action (more in Chapter 7) provided by the source resistance (in 

this case RL). Indeed, RL develops a voltage vo close to vi to yield the small-signal 

difference vgs 5 vi 2 vo.

Figure 3.61 shows a single-supply source follower. To prevent the follower from load-

ing the signal source appreciably, R1 and R2 have been chosen so that R1//R2 @ Rsig. As 

usual, the function of RS is to establish the bias current ID. Assuming Vt 5 1.0 V, 

k 5 0.625 mA/V2, and � 5 0.025 V21, fi nd the small-signal resistances Ri and Ro, 

and estimate the signal-to-load gain.

EXAMPLE 3.36
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FIGURE 3.61 Single-supply CD amplifi er of Example 3.36. 
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Solution
Proceeding as usual, but with � 5 0 to facilitate our dc calculations, we fi nd 

ID 5 1.25 mA, 1ygm 5 0.8 kV, ro 5 32 kV, and gmro 5 40. Referring to the ac 

equivalent of Fig. 3.62 we fi nd, by inspection, 

Ri 5 R1//R2//Rg 5 10//20//` 5 6.7 MV (large)

FIGURE 3.62 Ac equivalent of the circuit of Fig. 3.61.

Ro

Rs

Rg

R2

RS RL

R1
Ri

vi
Rsig

vsig
1
2 vo

We also have Rs 5 (1ygm)//ro 5 0.8//32 5 0.78 kV, so we can write, by 

inspection, 

Ro 5 Rs//RS 5 0.78//4 5 0.65 kV

Finally, the source-to-load gain is

  
 v o  __  v s 

   5   6.7 ________ 
0.2 1 6.7

   3   1 ________ 
1 1 1y40

   3   5 ________ 
0.65 1 5

   5 0.838 V/V 
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304 Chapter 3 MOS Field-Effect Transistors

The Common-Gate (CG) Confi guration
The common-gate (CG) amplifi er receives the input at the source and delivers the 

output from the drain. Since the resistance seen looking into the source is generally 

small (Rs > 1ygm), the natural input signal for this confi guration is a current, isig. 

Also, since the resistance seen looking into the drain is generally large (Rd 5 ro, or 

even Rd @ ro if there is suffi cient source degeneration), the natural output signal is 

also a current, io. Just like the CD confi guration approximates a voltage buffer, which 

ideally has Ri → `, Ro → 0, and voyvsig → 1 V/V, the CG confi guration approximates 

a current buffer, which ideally has

 Ri → 0  Ro → `    
 i o  ___ 
 i sig 

   → 1 A/A

The CG amplifi er is shown in Fig. 3.63a, where the signal source is now mod-

eled with a Norton equivalent. As we turn to the ac equivalent of Fig. 3.63b we note 

its similarity to the generalized circuit of Fig. 3.50. We can again reuse the relation-

ships developed there, provided we let RS → Rsig, RD → RL, Rs → Ri, and Rd → Ro. 

The results are 

  R i  5  (   1 ___  g m   // r o  )  1   
 R L  ________ 

1 1  g m  r o 
   (3.82)

and

  R o  5  r o (1 1  g m  R sig ) 1  R sig  (3.83)

The input resistance Ri forms a current divider with the signal resistance Rsig, so 

  i i  5   
 R sig  _______ 

 R sig  1  R i 
   i sig 

FIGURE 3.63 (a) The common-gate (CG) amplifi er, and (b) its ac equivalent.
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Since the gate current is zero, KCL gives io 5 ii. Combining with Eq. (3.82) we ob-

tain, after suitable algebraic manipulation, the signal-to-load current gain

   
 i o  ___ 
 i sig 

   5   1 _______________  

1 1   
 r o  1  R L  ___________  

(1 1  g m  r o ) R sig 
  
   (3.84)

It is apparent that this gain is less than (though close to) unity. The CG confi guration 

is particularly useful when its signal input is supplied by the drain of another FET. 

The resulting two-transistor confi guration, known as the cascode confi guration, en-

joys advantages of speed and fl exibility that make it particularly suited to integrated-

circuit realizations, as we shall see in Chapters 4 and 6. 

 (a) In the circuit of Fig. 3.63a let VDD 5 2VSS 5 12 V, ID 5 1 mA, and 

Rsig 5 50 kV, and let the FET have the same parameters as in Example 3.35 

(Vt 5 1.0 V, k 5 0.5 mA/V2, and � 5 0.01 V21). Estimate Ri, Ro, and ioyisig if 

RL 5 0. Comment on your fi ndings.

 (b) Repeat if RL 5 10 kV, and comment.

Solution
 (a) By Eq. (3.82) through (3.84) we have 

 Ri > 1//100 5 0.99 kV (low)

 Ro 5 100(1 1 1 3 50) 1 50 5 5.15 MV (high)

   
 i o  ___ 
 i sig 

   5   1 _______________  
1 1   100 ___________ 

(1 1 100)50
  
   5 0.980 A/A (close to unity)

 (b) Recalculating with RL 5 10 kV we get 

 Ri > (1//100) 1 10y101 5 1.09 kV  Ro 5 5.15 MV

   
 i o  ___ 
 i sig 

   5   1 ____________  
1 1   100 1 10 ________ 

101 3 50
  
   5 0.979 A/A

  The presence of RL 5 10 kV has no effect on Ro. However, it causes a slight 

increase in Ri and a slight drop in gain. 

EXAMPLE 3.37

The CG Confi guration as a Voltage Amplifi er
Even though the most common application of the CG confi guration is as a cur-

rent buffer, there are situations in which it is used as a voltage amplifi er with gain 

vdyvs. Considering that vd 5 2gm(RL//ro)vgs 5 2gm(RL//ro)(vg 2 vs), and that the CG 

confi guration has vg 5 0, we get 

   
 v d  __  v s 

   5 1 g m ( R L // r o )  (3.85)
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306 Chapter 3 MOS Field-Effect Transistors

In words, the voltage gain of the CG confi guration has the same magnitude but oppo-
site polarity as that of the CS confi guration. The other major difference is in the input 

resistance, which is ̀  in the CS case, but generally low in the CG case. For the circuit 

of Example 3.37b this voltage gain is vdyvs 5 1 3 (10//100) > 19.1 V/V. In the limit 

RL → ` this gain tends to gmro 5 1 3 100 5 100 V/V (more on this in Chapter 4). 

3.10 THE CMOS INVERTER/AMPLIFIER

A simple yet most elegant and useful circuit confi guration, the CMOS inverter/

amplifi er is at the basis of a wide variety of contemporary circuitry, both digital and 

analog. As shown in Fig. 3.64, it consists of an nMOSFET and a pMOSFET with their 

gates tied together to form the input node, and their drains tied together to form the 

output node. For each device, body and source are tied together, so there are no body 

effects. Moreover, the source of the n channel is connected to the lowest potential, 

and that of the p channel to the highest potential. In our example, these potentials are 

ground and VDD, but other arrangements are possible, such as split power supplies. 

The circuit is usually implemented with matched FETs, whose parameters we shall 

concisely express as 

 kp 5 kn 5 k   Vtn 5 2Vtp 5 Vt   �n 5 �p 5 � (3.86)

Considering that the process transconductance parameter k9p is typically 2 to 3 

times smaller than its counterpart k9n  , the manufacturer compensates for this im-

balance by fabricating the pMOSFET with a WyL ratio 2 to 3 times greater than 

that of the nMOSFET, thus ensuring matched device transconductance param-

eters, or kp 5 kn. Moreover, the manufacturer effects suitable doping implants to 

ensure uVtpu 5 Vtn. Typically, the implant dosages are chosen so that Vt > 0.2VDD, 

or Vt 5 1 V for VDD 5 5 V. Also shown in Fig. 3.64 is the logic symbol used for 

the inverter, with the power-supply details omitted to reduce cluttering the circuit 

schematics. 

FIGURE 3.64 Circuit schematic and logic symbol of 

the CMOS inverter/amplifi er.
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The Voltage Transfer Curve (VTC)
To investigate circuit operation we sweep vI from 0 to VDD and examine the ensuing 

response vO. Keeping in mind that VGSn 5 vI and VSGp 5 VDD 2 vI, we make two gen-

eral observations: 

● As vI is swept from 0 to VDD, Mn goes from the cutoff state to a highly conductive 

state, while Mp goes from a highly conductive state to the cutoff state, indicating 

complementary behavior by the FETs.
● With respect to the output vO, Mp exerts a pull-up action toward VDD, while Mn 

exerts a pull-down action toward ground. As a consequence, vO will assume a 

value somewhere in between, depending on which pull action prevails. 

The plot of vO versus vI  , called the voltage transfer curve (VTC), is readily 

visualized via PSpice. Figure 3.65 shows one such example, and Fig. 3.66, top, 

displays the VTC for the component and device parameter values shown. We make 

the following considerations: 

● For vI # Vtn , or VGSn # 1.0 V, Mn is in cutoff and acts as an open switch. On 

the other hand, Mp is highly conductive because VSGp $ 4 V. But, owing to the 

cutoff state of Mn, no current can fl ow through Mp, forcing it to operate right at 

the origin of its iD-vSD characteristics, that is, in the ohmic region. The situation 

is illustrated further in Fig. 3.67a, top, which shows the curves corresponding 

to VGSn 5 0 and VSGp 5 5 V. The operating point QH lies right at the intersec-

tion of the two curves, that is, at vO 5 VOH 5 VDD 5 5 V and iD 5 0. The FETs 

thus act as in Fig. 3.67a, bottom. The p-channel resistance pulling vO to VDD is 

rSDp 5 1y[kp(VSGp 2 uVtpu)] 5 1y[1(5 2 1)] 5 0.25 kV.
● For vI $ VDD 2 uVtpu, or vI $ 5 2 1 5 4 V, we have the opposite situation to the 

one just described, namely, Mn is highly conductive while Mp is in cutoff. As 

depicted in Fig. 3.67c, top, the operating point QL lies right at the intersection of 

the curves corresponding to VGSn 5 5 V and VSGp 5 0 V, that is, at vO 5 VOL 5 0 V 

and iD 5 0. The FETs now act as in Fig. 3.67c, bottom. The n-channel resistance 

pulling vO to ground is rDSn 5 1y[kn(VGSn 2 Vtn)] 5 0.25 kV.

FIGURE 3.65 PSpice circuit for the simulation of the CMOS inverter/amplifi er. 

Mn: kn 5 1.0 mA/V2, Vtn 5 1.0 V, �n 5 0.05 V21.

Mp: kp 5 1.0 mA/V2, Vtp 5 21.0 V, �p 5 0.05 V21.
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308 Chapter 3 MOS Field-Effect Transistors

● As we raise vI just a bit above Vtn (51.0 V in our example), Mn goes into conduc-

tion and starts pulling down vO. However, as long as vO is still suffi ciently high, 

Mn operates in saturation because vDSn (5vO) is large, and Mp operates in the 

triode region because vSDp (5VDD 2 vO) is small. 
● By dual reasoning, if we lower vI just a bit below VDD 2 uVt pu (5 4 V in our ex-

ample), Mp goes into conduction and starts pulling up vO. However, as long as vO is 

still suffi ciently low, Mp operates in saturation and Mn operates in the triode region. 
● There is a range of vI values over which both FETs operate in saturation. With 

matched devices, this region is centered at the midpoint voltage Vm 5 1⁄2VDD 

(5 2.5 V in our example). As depicted in Fig. 3.67b, top, the operating point Qm 

lies right at the intersection of the curves corresponding to VGSn 5 Vm (5 2.5 V) and 
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FIGURE 3.66 Plots of vO, a, and iD versus vI for the CMOS 

inverter/amplifi er of Fig. 3.65.
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  3.10 The CMOS Inverter/Amplifi er 309

VSGp 5 VDD 2 Vm (5 2.5 V). The coordinates of Qm are thus vO 5 Vm and iD 5 Im, 

where Im is readily found via the nMOSFET expression 

  I m  5   k __ 
2
     (  V m  2  V t  )  2  ( 1 1 � V m  )  (3.87)

 In our example,  

  I m  5   1 __ 
2
  (2.5 2 1 ) 2 (1 1 0.05 3 2.5) 5 1.27 mA 

 The FETs now act as in Fig. 3.67b, bottom.

As we know, the slope of the VTC represents voltage gain. Figure 3.66, 

top, indicates that slope is steepest in the region where both FETs are saturated. 

Figure 3.66, center, shows the gain a as a function of vI. Also shown in Fig. 3.66, 

bottom, is the current iD drawn from the power supply.

The CMOS Inverter as a Logic Element
When used as a logic element, the CMOS inverter of Fig. 3.64 offers a number of 

unique advantages: 

● The output swings from rail to rail, or

 VOL 5 0 V  VOH 5 VDD  (3.88)

 thus providing maximum signal swing and, hence, the widest noise margins. 

FIGURE 3.67 Operating points and large-signal models of the CMOS inverter/amplifi er for the cases 

(a) vI 5 VOL, (b) vI near Vm, and (c) vI 5 VOH. 
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310 Chapter 3 MOS Field-Effect Transistors

● As demonstrated by Fig. 3.66, bottom, the circuit draws zero current in either of 

its logic states, indicating zero static power dissipation. This is confi rmed by the 

equivalent circuits of Figs. 3.67a and c. However, in the course of a transition 

from one state to the other, the circuit will draw a charge packet from its sup-

ply, as per Fig. 3.66, bottom. The more frequent the transitions, the higher the 

amount of charge drawn per second, indicating that the dynamic power dissipa-
tion will tend to increase in proportion to the digital clock frequency. 

● As demonstrated by the equivalent circuits of Figs. 3.67a and c, the inverter of-

fers fairly low output resistance in either logic state (0.25 kV in our example), in-

dicating a relative immunity from output loading as well as output disturbances. 
● Since the input node consists of two gate electrodes, each forming the plate of a 

tiny capacitor, the input resistance is virtually infi nite, at least at dc, indicating 

the absence of static loading when different circuits of the CMOS-inverter type 

are interconnected together. 

The above advantages, along with the small chip area taken up by MOSFETs, 

explain why nowadays CMOS technology is predominant in digital as well as mixed-

mode (digital/analog) integrated circuits, especially in battery-powered systems such 

as notebooks, smart phones, digital cameras, pacemakers, and a wide variety of others. 

The Noise Margins
As we know, the ability of a digital gate to function reliably in the presence of 

input noise is expressed in terms of its noise margins NML 5 VIL 2 VOL and NMH 5 

VOH 2 VIH  , where VIL and VIH are the values of vI at which a 5 21 V/V, and VOL and 
VOH are given by Eq. (3.88). Considering the symmetry of the CMOS inverter, we only 

need to fi nd one of the two, say, VIH. Then, we obtain the other as VIL 5 VDD 2 VIH. 

Turning again to Fig. 3.66, top, we observe that VIH is located in the region where 

Mp operates in saturation and Mn in the triode region. Imposing iDp(sat) 5 iDn(triode) yields 

an equation relating vI and vO. For the case of matched FETs this is expressed as 

   k __ 
2
      (  V DD  2  v I  2  V t  )  2  5 k [  (    v I  2  V t  )  v O  2   

1
 

__
 

2
   v  O  2

   ]  (3.89)

Differentiating both sides with respect to vI and simplifying gives 

 2  (  V DD  2  v I  2  V t   )  5  (  v I  2  V t   )      
d v O 

 ___ 
d v I 

   1  v O  2  v O      
d v O 

 ___ 
d v I 

  

Imposing dvOydvI 5 21 yields a relationship between vO and vI right at the point of 

negative unity slope, 

  v O  5  v I  2   
 V DD 

 ____
 

2
  

Substituting back into Eq. (3.89), letting vI 5 VIH, and solving for VIH, we fi nally obtain 

  V IH  5   
5 V DD  2 2 V t  __________ 

8
   (3.90a)

fra28191_ch03_221-331.indd   310fra28191_ch03_221-331.indd   310 13/12/13   11:12 AM13/12/13   11:12 AM



  3.10 The CMOS Inverter/Amplifi er 311

By symmetric reasoning, VIL 5 VDD 2 VIH, or

  V IL  5   
3 V DD  1 2 V t  __________ 

8
   (3.90b)

Combining with Eq. (3.88), we readily fi nd the noise margins for the case of matched 

FETs as 

 N M L  5 N M H  5   
3 V DD  1 2 V t  __________ 

8
   (3.91)

The noise margins are illustrated further in Fig. 3.68.

Find VIL and VIH as well as the noise margins of the inverter of Fig. 3.65.

Solution
Using Eqs. (3.90) and (3.91), we fi nd VIL 5 (3 3 5 1 2 3 1)y8 5 2.1 V, VIH 5 2.9 V, 

and NML 5 NMH 5 2.1 V. 

EXAMPLE 3.38

FIGURE 3.68 Visualizing the 

noise margins of the CMOS 

inverter.Input vI

NML NMH
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u
tp

u
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v O
VOH

VOL

VOL VIL VIH VOH

21 V@V

21 V@V

Basic NOR and NAND Gates
Figures 3.69a and 3.70a show how the CMOS inverter topology can serve as basis 

for the implementation of the basic logic functions known as NOR and NAND. Here, 

A and B are the inputs, Y is the output, and their logic levels are L for 0 V and H 

for VDD (such as 5 V). In either case, circuit behavior is best understood by tracing 

through the different table entries, one row at a time.

● With reference to the 1st row in the table of Fig. 3.69b we observe that with AB 5 LL 

both MAn and MBn are cut off (CO) while both MAp and MBp are in the ohmic region (V), 
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312 Chapter 3 MOS Field-Effect Transistors

thus pulling Y high. The resistance Ro seen looking into the Y node is simply the 

series combination of the two p-channel resistances, 2rSDp, pulling Y to VDD.
● Proceeding to the 2nd row of Fig. 3.69b, where AB 5 LH, we observe that now 

MBn becomes conductive (V) and MBp goes in cutoff (CO), while the states of MAn 

and MAp remain unchanged relative to the fi rst row. Consequently, MBn will now 

pull Y low, and Ro is MBn’s resistance rDSn pulling Y to ground.
● The 3rd row of Fig. 3.69b is similar to the second row, but with the roles of A and 

B interchanged, so the output conditions are similar to those of the second row.
● Finally, in the 4th row of Fig. 3.69b, where AB 5 HH, both n-channels are in the 

ohmic region (V), while both p-channels are in cutoff (CO). Consequently, Y is 

FIGURE 3.69 (a) CMOS implementation of the NOR gate, and (b) table illustrating the various circuit conditions 

for each of the four possible input combinations. 
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FIGURE 3.70 (a) CMOS implementation of the NAND gate, and (b) table illustrating the various circuit 

conditions for each of the four possible input combinations. 
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pulled low by the action of two channel resistances in parallel, and such that Ro 

is now rDSny2. It is apparent that the NOR gate differentiates the state AB 5 LL 

from all others. 

The reader is encouraged to repeat a similar analysis for the circuit of Fig. 3.70a, 

and to trace through each row in detail. It is apparent that the NAND gate differenti-

ates the state AB 5 HH from all others.

The CMOS Inverter as an Amplifi er
As mentioned, in the vicinity of the midpoint Vm 5 1⁄2VDD (5 2.5 in our example) both 

FETs are saturated and thus provide linear amplifi cation. The corresponding output 

voltage range is 

 (Vm 2 Vtn) # vO # (Vm 1 uVtpu) (3.92)

We wish to fi nd the small-signal gain a over this range. To this end we replace the 

FETs with their respective small-signal models, and obtain the ac equivalent of 

Fig. 3.71. By Ohm’s law, 

 vo 5 2(gmnvgsn 1 gmpvgsp) 3 (ron//rop)

Considering that vgsn 5 vgsp 5 vi , we get

 a 5   
 v o  __  v i 

   5 2( g mn  1  g mp ) 3 ( r on // r op ) (3.93)

With matched devices (gmn 5 gmp 5 gm, ron 5 rop 5 ro), this simplifi es as a 5 2(2gm) 3 

(roy2), or 

 a 5 2 g m  r o  (3.94)

Note that the two FETs reinforce each other in pulling ac current out of the output 

node. Moreover, each FET can be viewed as a CS amplifi er with the output resistance 

ro of the other FET as its load resistance. There’s no doubt that the CMOS inverter/

amplifi er, despite its simplicity, is a clever circuit!

FIGURE 3.71 Small-signal 

model of the CMOS inverter in 

the active region.
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314 Chapter 3 MOS Field-Effect Transistors

Exercise 3.4
 (a)  Show that the voltage gain of a CMOS inverter/amplifi er with matched FETs 

can be estimated as

 a 5 2   
2 V A 
 __________
 

0.5 V DD  2  V t 
   (3.95)

  where VA 5 1y�. 

 (b)  Use Eq. (3.95) to verify the result of Example 3.39. 

 (c)  What happens if VDD is increased from 5 V to 10 V? Comment.

Ans. (b) a 5 226.7 V/V. (c) a 5 210 V/V; raising VDD lowers a.

APPENDIX 3A

SPICE Models for MOSFETs

As in the case of the BJT, the characteristics of a MOSFET are expressed in terms of 

a list of parameters that PSpice then uses to create an internal model of the device. 

Over the last several decades CMOS technology has evolved dramatically along 

the lines of Moore’s law, as mentioned at the beginning of this chapter. As channel 

lengths keep shrinking to the nanometer range, various higher-order effects come 

into play, which make the task of modeling a MOSFET for computer simulation an 

increasingly complex and challenging task. Presently, three different model levels 

are available. Level 1, also known as the Shichman-Hodges model, works well for 

devices with channel lengths in the micrometer range, where the i-v characteristics 

are governed by the square law espoused in this chapter. Level 2 is a more advanced 

model utilizing analytical techniques to calculate the higher-order effects that arise at 

the submicron level. Level 3 calculates higher-order effects utilizing a combination 

of analytical and empirical tools. 

For our scope here we shall limit ourselves to Level 1, whose parameter list is 

shown in Table 3A.1. Going down the list, we easily recognize a number of already 

familiar parameters in the fi rst half or so. The second half contains parameters 

intervening in the calculation of the various internal capacitances of the MOSFET, a 

For the inverter of Fig. 3.65, fi nd the output voltage range of linear operation as 

well as the gain there. 

Solution
Since Vm 5 2.5 V and Vt 5 1.0 V, Eq. (3.92) gives 1.5 V # vO # 3.5 V. We also have 

gm 5  √ 
____

 2k I D    5  √ 
____________

  2 3 1 3 1.27   5 1.6 mA/V and ro 5 1y�ID 5 1y(0.05 3 1.27) 5 

15.7 kV, so a 5 21.6 3 15.7 > 225 V/V. 

EXAMPLE 3.39
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  Appendix 3A SPICE Models for MOSFETs 315

TABLE 3A.1 Partial parameter list of the PSpice model for Level-1 MOSFETs.

Symbol Name Parameter description Units Default Example

Level Model level number 1 3

Vt0 Vto Zero-bias threshold voltage V 0 1.0

k9 Kp Process transconductance parameter A/V2 20 � 50 �

� Gamma Body-effect parameter V1y2 0 0.5 

2�f Phi Surface potential V 0.6 V 0.65

� Lambda Channel-length modulation parameter V21 0 0.05 

rd Rd Bulk resistance of the drain V 0 1 

rs Rs Bulk resistance of the source V 0 1

� Uo Surface mobility cm2/Vs 600 500 

tox Tox Oxide thickness m 100 n 10 n

NA or ND Nsub Substrate doping cm23 0 1015 

Cdb0
Cbd Zero-bias B-D junction capacitance F 0 10 fF

Csb0
Cbs Zero-bias B-S junction capacitance F 0 10 fF

�0
Pb B-D and B-S junction built-in potential V 0.8 0.75 

Cov yW Cgso G-S overlap capacitance per unit W F/m 0 100 p

Cov  yW Cgdo G-D overlap capacitance per unit W F/m 0 100 p

CgbyL Cgbo G-B overlap capacitance per unit L F/m 0 250 p

Cj0(btm)
Cj Unit-area zero-bias bulk junction bottom 

capacitance

F/m2 0 250 �

mbtm
Mj Bulk junction bottom grading coeffi cient 0.5 0.5

Cj0(sw)
Cjsw Unit-perimeter zero-bias bulk junction 

sidewall capacitance

F/m 0 0.5 n

msw
Mjsw Bulk junction sidewall grading coeffi cient 0.33 0.33

Xi Xj Metallurgical S-B and D-B junction depth m 0 0.5 �

Lov LD Lateral diffusion m 0 100 n

subject that will be taken up in great detail in Chapter 6, when we will investigate the 

frequency and transient responses of integrated circuits.

The library of the PSpice version used in this book comes with the Level 3 mod-

els of two power MOSFETs, the n-channel IRF150 and the p-channel IRF9140. The 

user can create additional models by editing either of these models. As an example, 

consider the PSpice circuits of Figs. 3.14 and 3.16 that were created to plot the i-v 
curves of a homebrew MOSFET having k9 5 50 �A/V2, Vt0 5 1.0 V, � 5 0.05 V21, 

W 5 2 �m, and L 5 1 �m. As usual, we create a PSpice circuit schematic via the 

Place → Part commands to lay out the various components, and the Place → Wire 

commands to interconnect them. When it comes to placing the FET, we import it 

from PSpice’s library by going down the list of entries and selecting the IRF150 

part by left-clicking on it. Once the FET has been placed in the circuit schematic, 

we can visualize its model by left-clicking on the FET itself to select it, and then 
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316 Chapter 3 MOS Field-Effect Transistors

right-clicking to activate a pull-down menu of possible actions. If we left-click on 

Edit PSpice Model, the following list will appear:

.model  IRF150  NMOS(Level=3 Gamma=0 Delta=0 Eta=0 Theta=0
1  Kappa=0 Vmax=0 Xj=0 Tox5100n Uo5600 Phi5.6 Rs51.624m
1  Kp520.53u W5.3 L52u Vto52.831 Rd51.031m Rds5444.4K 
1 Cbd53.229n Pb5.8 Mj5.5 Fc5.5 Cgso59.027n Cgdo51.679n
1 Rg513.89 Is5194E-18 N51 Tt5288n)

To create our own homebrew nMOSFET model we simply edit (overwrite) the above 

list, making sure to give our new model a different name before saving it, such as Mn, 

in order to avoid destroying the existing one. The result is 

.model Mn NMOS(W=2u L=1u Kp=50u Vto=1.0V Lambda=0.05)

Likewise, a homebrew pMOSFET model called Mp and having k9 5 20 �A/V2, 

Vt0 5 20.75 V, � 5 0.1 V21, W 5 5, and L 5 1 �m would be 

.model Mp PMOS(W55u L51u Kp520u Vto5-0.75V lambda50.1)

All omitted parameters are automatically assigned default values according to 

Table 3A.1. 
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PROBLEMS

3.1 Physical Structure of the MOSFET

 3.1 (a) Figure 3.2 reveals the presence of a parasitic 

npn BJT whose base region is the p2 body 

(with Bn as its terminal), and whose emitter 

and collector regions are the n1 source and 

drain regions (with Sn and Dn as their termi-

nals). Would it be possible to make this BJT 

operate with a reasonably high current gain? 

Could it serve any useful function?

  (b) The same fi gure indicates the presence of 

another parasitic BJT, namely, a pnp type 

whose base region is the n2 well (with Bp as 

its terminal), and whose emitter and collector 

regions are the p1 source and drain regions 

(with Sp and Dp as their terminals). Would it 

be possible to make this BJT operate with a 

reasonably high current gain? Could it serve 

any useful function?
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  (c) Identify two additional parasitic BJTs (you may 

wish to search the web for “CMOS latchup”). 

 3.2 The unorthodox interconnection of Fig. P3.2 vio-

lates the requirement that the p2 body be held at 

the MNV. It is nevertheless instructive to investi-

gate it because it will help us better appreciate the 

structure’s behavior when confi gured for proper 

operation.
  (a) Assuming typical pn junction parameter values, 

predict all node voltages and all terminal cur-

rents in the circuit of Fig. P3.2.

  (b) What might happen if the left terminal of the 

10-kV resistor is lifted off ground and con-

nected to a 10-V source? 

  FIGURE P3.2

n� n�

p�

5 V 1
2

10 kV 20 kV

3.2 The Threshold Voltage Vt

 3.3 Let the pMOSFET of Fig. 3.6b have an n1-type poly-

silicon gate with ND 5 2 3 1019 cm23, an n2-type 

bulk with ND 5 1016 cm23, and to x 5 30 nm.

  (a) Sketch and label the equilibrium potential 

�(x).

  (b) Find the gate-to-body voltage needed to elimi-

nate the space-charge layers.

  (c) Find the gate-to-body voltage VGB 0 needed to 

bring about the onset of strong inversion.

  (d) Sketch and label �(x) for VGB 5 VGB 0. 

 3.4 (a) Assuming an nMOS process with bulk dop-

ing NA 5 1016 cm23, to x 5 50 nm, and a native 

threshold of 20.1 V, fi nd the implant type and 

dosage Ni needed to create an enhancement-
type device with Vt  0 5 1.0 V.

  (b) Sketch and label the plot of Vt versus VSB for 

0 # VSB # 5 V.

  (c) Repeat parts (a) and (b), but for a depletion-

type device with Vt  0 5 20.5 V. What value of 

VSB yields Vt 5 0 V? Vt 5 10.5 V?

 3.5 (a) Assuming a pMOS process with bulk doping 

ND 5 2 3 1016 cm23, tox 5 40 nm, and a native 

threshold of 21.5 V, fi nd the implant type and 

dosage Ni needed to create an enhancement-
type device with Vt  0 5 21 V.

  (b) Sketch and label the plot of Vt versus VBS over 

the range 0 # VBS # 5 V.

  (c) Repeat parts (a) and (b), but for a depletion-

type device with Vt  0 5 1.0 V. 

 3.6 (a) How is the native threshold of Example 3.4a 

affected by a 10% increase in NA? In tox? In Nox?

  (b) How is the threshold of Example 3.4b affected 

by a 10% increase in tox? By a 10% increase 

in Ni?

 3.7 (a) If an nMOS process has tox 5 25 nm, fi nd NA 

so that � 5 0.5 V1y2.

  (b) If tox is doubled, what is the new value of �?

  (c) If it is desired to restore the original value � 5 

0.5 V1y2, what must the new value of NA be?

  (d) If tox 5 100 nm, fi nd NA so that Vt increases by 

1 V as VSB is changed from 0 V to 5 V.

      Hint: you may need to iterate. 

3.3 The n  -Channel Characteristic

 3.8 Figure 3.10 indicates that the charge/unit length 

in a tapered channel decreases as we move from 

source to drain. Yet, in the course of the integra-

tion leading to Eq. (3.12), it was argued that the 

current iD must be constant throughout the entire 

channel. How can a constant current exist in spite 

of a decreasing charge/unit length? Do you sense 

any contradiction here? Explain! 

 3.9 Suppose a nMOS process has �n 5 500 cm2/Vs, 

tox 5 25 nm, and a native threshold of 20.1 V.

  (a) Assuming � 5 0, specify the implant type and 

dosage Ni as well as the WyL ratio needed to 

create an nMOSFET that gives ID(EOS) 5 8 �A 

with VGS 5 1.0 V, and ID(EOS) 5 98 �A with 
VGS 5 2.0 V.

  (b) Repeat, but for an nMOSFET that gives 

ID(EOS) 5 25 �A with VGS 5 0 V, and ID(EOS) 5 

225 �A with VGS 5 1.0 V. 

 3.10 (a) A certain nMOSFET is operated in the ohmic 

region with vDS 5 0.1 V, and gives ID 5 90 �A 

for VGS 5 2 V, and ID 5 165 �A for VGS 5 3 V. 

Assuming k9 5 50 �A/V2, fi nd WyL and Vt for 

this device. 

  (b) Find iD for VGS 5 4 V and vDS 5 0.2 V.

  (c) If VGS 5 2.5 V, fi nd VDS(EOS) as well as ID(EOS). 
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318 Chapter 3 MOS Field-Effect Transistors

 3.11 A certain nMOSFET is to be operated at low val-

ues of vDS as a voltage-controlled resistance rDS. 

The FET has k9 5 50 �A/V2, W 5 10 �m, L 5 

1 �m, and Vt 5 1.0 V.

  (a) Find the range of values of VGS that will cause 

rDS to vary from 500 V to 20 kV.
  (b) For the range of VGS values of part (a), what 

is the range of rDS values if W is halved? If L 

is halved? If both W and L are halved? If both 

W and L are doubled? If W is raised to 50 �m 

while L is kept constant at 1 �m? 

 3.12 An nMOSFET with k 5 1 mA/V2 is to be used 

as a voltage-controlled resistance, but only over a 

limited range of vDS values in order to keep nonlin-

earities low. As we know, the channel resistance in 

the limit vDS → 0 is rDS 5 1y(k 3 VOV). However, 

as vDS is increased, the slope of the iD-vDS curve 

decreases, so its reciprocal, representing channel 

resistance, increases from the above value.

  (a) If VOV 5 1 V, what is the maximum value of 

uvDSu for which the actual channel resistance 

deviates by 5% from its value in the limit 
vDS → 0? What is this limiting value?

  (b) Repeat, but for VOV 5 2 V, 5 V, 0.5 V, and 0.2 V. 

 3.13 Consider three MOSFETs having the same values 

of Vt and k9 but individual ratios (WyL)1 5 1y1, 

(WyL)2 5 2y1, and (WyL)3 5 4y1, all values being 

in �m. For simplicity, assume � 5 0 and � 5 0 for 

all devices.

  (a) Given that if connected in parallel as in 

Fig. 3.12, the three FETs act as a single equiv-

alent FET, fi nd (WyL)eq; let the smaller of W 

and L in (WyL)eq be 1 �m.
  (b) Repeat, if the FETs are connected in series as 

in Fig. 3.13.

  (c) Repeat, but if device #3 is in series with the 

parallel combination of devices #1 and #2.

  (d) Repeat, but if device #1 is in parallel with the 

series combination of devices #2 and #3.

  (e) Repeat, but if device #3 is in parallel with the 

series combination of devices #1 and #2.

 3.14 A certain nMOSFET is operated in saturation with 

a 1-V overdrive, and gives ID 5 110 �A at VDS 5 

2 V, and ID 5 120 �A at VDS 5 4 V.

  (a) Find � and ro.

  (b) Find ID(EOS).

  (c) If the FET is known to have L 5 1 �m in the 

limit VDS → 0, what is its actual channel length 

Lactual at VDS 5 5 V?

       Hint: exploit the fact that Lactual 5 L 2 DL 5 

Ly(1 1 �VDS).

  (d) For what value of VDS does the device have 

Lactual 5 (2y3)L? 

 3.15 Assume an nMOSFET process in which the mod-

ulation parameter � scales with the channel length 

L according to � 5 (0.1�m)yL V21, with L in �m. 

Also, let k9 5 50 �A/V2.
  (a) If a particular device has WyL 5 (10 �m)y

(2 �m) and is driven with VOV 5 2 V, fi nd ID 

at VDS 5 5 V and at VDS 5 10 V. What is the 

value of ro?

  (b) Repeat part (a) if both W and L are doubled.

  (c) Repeat part (a) if both W and L are halved.

  (d) Specify W and L so that with VOV 5 1 V the 

device gives ID(EOS) 5 1 mA and has ro 5 

100 kV. 

 3.16 As shown in Fig. 3.9d, the channel length of a 

saturated nMOSFET is reduced by the amount 

DL. This reduction stems from the widening of the 

SCL associated with the junction formed by the p2 
body and the n+ drain. Because doping is asymmet-

rical (ND @ NA), the SCL extends mostly into the 

lightly-doped body region. Adapting Eq. (1.45) to 

the present case gives ΔL >  √ 
________________

  2�si  (�0 2 V)y(qNA)  , 

where �0 is the junction’s built-in potential, and V 

is the junction’s voltage drop right at the drain end 

of the channel, or V 5 VOV 2 VDS. 

  (a) Given that with the overdrive voltage VOV 5 

1 V a certain nMOSFET yields ID 5 210 �A 

at VDS 5 2 V, and ID 5 220 �A at VDS 5 4 V, 

what are the values of � and k?

       Hint: consider the ratio of the two currents.

  (b) Assuming a process with bulk doping NA 5 

1016 cm23, polysilicon gate doping ND 5 

1020 cm23, and k� 5 50 �A/V2, what are the 

values of DL in the two cases?

  (c) Exploiting the fact that ID is inversely propor-

tional to L 2 DL, estimate L. What is the value 

of W? 

 3.17 Let an nMOSFET have Vt0 5 1.0 V, k 5 200 �A/V2, 
� 5 0.02 V21, and � 5 0.46 V1y2. Assuming �p 5 

20.35 V, fi ll in the blanks in Table P3.17.
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TABLE P3.17

# VGS (V) VDS (V) VSB (V) ID (�A)

1 2 2 0

2 2 5 0

3 2 0 106

4 3 4 3

5 1.5 3 5

6 6 3 252

7 2 5  55

8 3 1 0

 3.18 A student is using the test setup of Fig. P3.18 to 

perform measurements on an nMOSFET in order 

to extract its most signifi cant parameters, and the 

results are shown in the fi rst 4 rows of Table P3.18.

  (a) Assuming �p 5 20.35 V, fi nd Vt  0, k, �, and �.

       Hint: use rows 2 and 3 to fi nd �, rows 1 and 2 

to fi nd Vt  0 and k, and rows 3 and 4 to fi nd �.

  (b) Use the results of part (a) to fi ll in the blanks 

in the remaining rows.

  FIGURE P3.18
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TABLE P3.18

# VGS (V) VDS (V) VSB (V) ID (�A)

1 2 4 0 174

2 3 3 0 672

3 3 5 0 720

4 3 5 3 405

5 3 3 4

6 4 1 3

 3.19 In the test circuit of Fig. P3.18, let VSB 5 0 and 

VDS 5 2 V, and let vGS be variable from 0 to 5 V.

  (a) Assuming Vt 5 1.0 V, k 5 1 mA/V2, and � 5 0, 

sketch and label the plot of iD versus vGS.

       Hint: as vGS is varied from 0 to 5 V, MOSFET 

operation goes from cutoff, to saturation, to 

triode.

  (b) Find the device’s dynamic resistance r at 

vGS 5 2 V and at vGS 5 4 V. (Recall that r is the 

reciprocal of the slope.)

3.4 The i-v Characteristics of MOSFETs

 3.20 Consider two diode-connected nMOSFETs hav-

ing, respectively, Vt 1 5 1.0 V and k1 5 100 �A/V2, 
and Vt   2 5 2.0 V and k2 5 400 �A/V2. Moreover, 

assume � 5 0 and � 5 0 for both devices.

  (a)  Show that if the two diodes are connected in 

series, they still behave like a diode-connected 

MOSFET. What are the values of Vt and k for 

this equivalent device? 

       Hint: derive the i-v characteristic of the series 

combination, exploiting the fact that i 5 iD1 5 

iD2, and v 5 vDS1 1 vDS2.

  (b)  If the two diodes are connected in parallel, 
will the resulting structure still exhibit diode 

behavior? Sketch and label its i-v characteris-

tic, calculate it at a few signifi cant points, and 

discuss. 

 3.21 In the circuit of Fig. P3.21 let R 5 1 kV and let the 

FET have Vt 5 1.0 V and k 5 2 mA/V2. Assum-

ing � 5 0, sketch and label the i-v characteristic for 

0 # v # 5 V. Calculate it at a few signifi cant points, 

and use physical insight to predict the ultimate 

slope of this characteristic for large values of v. 
  Hint: as v is raised from 0 V, the FET operates 

fi rst in cutoff, then in saturation, and fi nally in the 

triode region. 

  FIGURE P3.21

i

R

v 1
2

 3.22 (a) The depletion nMOSFET of Fig. P3.22 is 

operated with v $ 0. Show that the device is 

always in the triode region. 
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320 Chapter 3 MOS Field-Effect Transistors

  (b) Assuming Vt 5 21.0 V, k 5 100 �A/V2, 

and � 5 0, sketch and label the i-v curve for 

0 # v # 5 V. 
  (b) Find the device’s dynamic resistance r at 

v 5 0 V, 3  V, and 5 V. (Recall that r is the 

reciprocal of the slope of the i-v curve.)

  FIGURE P3.22

iv 1
2

 3.23 Shown in Fig. P3.23 is a voltage divider imple-

mented with two diode-connected nMOSFETs. 

Let both FETs have Vt 5 0.5 V, k� 5 50 �A/V2, 
� 5 0, and � 5 0.

  (a)  If VDD 5 5 V, specify suitable WyL ratios for 

M1 and M2 so that the circuit gives V 5 2.5 V 

while drawing I 5 25 �A from VDD.

  (b)  Repeat, but for V 5 1.5 V and I 5 10 �A.
  (c)  If (WyL)1 5 (1 �m)y(1 �m), specify (WyL)2 

so that V 5 3 V; let the smaller of W and L in 

(WyL)2 be 1 �m. What is the power dissipated 

by the circuit? 

  Hint: use the fact that ID1 5 ID2. 

  FIGURE P3.23
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 3.24 Shown in Fig. P3.24 is a voltage divider imple-

mented with an nMOSFET and a pMOSFET, both 

operating in the diode mode. Let the two FETs have 

Vtn 5 0.5 V, k�n 5 50 �A/V2, Vtp 5 20.75 V, k�p 5 

20 �A/V2, and � 5 0. Moreover, let VDD 5 4 V.

  (a)  Specify suitable WyL ratios for the two FETs so 

that the circuit gives V 5 1.5 V while drawing 

I 5 20 �A; let the smaller of W and L be 1 �m.

  (b)  Repeat, but for V 5 1.0 V and I 5 10 �A. 
     Hint: use the fact that ID1 5 ID2.

  FIGURE P3.24
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 3.25 In the voltage divider of Fig. P3.23 both FETs 

have Vt 5 0.5 V, k� 5 50 �A/V2, � 5 0, and � 5 0.

  (a)  If VDD 5 3 V, and the WyL ratio for each de-

vice is constrained within the range (1 �m)y
(10 �m) # WyL # (10 �m)y(1 �m), what is 

the possible range of values for V? What is the 

current drawn by the circuit from VDD?

  (b)  Specify WyL ratios for the two devices such 

that the circuit yields V 5 VDDy2 while draw-

ing the same current as it does at the extremes 

of part (a); let the smaller of W and L be 1 �m.

  (c)  What happens if VDD is doubled to 6 V? 

Comment on your fi ndings. 

     Hint: use the fact that ID1 5 ID2.

 3.26 Let a depletion-type nMOSFET have Vt   0 5 21.5 V, 

k 5 0.4 mA/V2, � 5 0.04 V21, and � 5 0.62 V1y2. 

Assuming �p 5 20.35 V, fi ll in the blanks in 

Table P3.26.

TABLE P3.26

# VGS (V) VDS (V) VSB (V) ID (�A)

1 0 2 0

2 20.5 1 0

3 3 0  56

4 0 2 2

5 21 1 5

6 0.5 2 250

7 0 5 160

8 0 0 522
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 3.27  A certain enhancement-type pMOSFET has 

Vt 0 5 21.5 V, k 5 0.25 mA/V2, � 5 0.04 V21, and 

� 5 0.62 V1y2. Assuming �n 5 0.35 V, fi ll in the 

blanks in Table P3.27.

TABLE P3.27

# VSG (V) VSD (V) VBS (V) ID (�A)

1 3 3 0

2 3 1 0

3 3 0 130

4 4 2 550

5 3 2  35

6 4 1 250

 3.28  A certain depletion-type pMOSFET has Vt 0 5 

10.5 V, k 5 240 �A/V2, � 5 0.05 V21, and � 5 

0.65 V1y2. Assuming �n 5 0.35 V, fi ll in the blanks 

in Table P3.28.

TABLE P3.28

# VSG (V) VSD (V) VBS (V) ID (�A)

1   0   4 0

2 0.5 0.5 0

3 1.5 0 360

4   0 2 5

5 1.5 5  90

6 1 5 360

 3.29 (a) In the test circuit of Fig. P3.18, let VGS 5 0 

and VSB 5 0. If it is found that ID 5 112 �A at 

VDS 5 3 V, and ID 5 120 �A at VDS 5 5 V, 

identify the device type (enhancement or 

depletion?) and fi nd �.

  (b) Now let VGS 5 1.5 V and VDS 5 5 V. If it is 

found that ID 5 750 �A with VSB 5 0, and 

ID 5 480 �A with VSB 5 2 V, fi nd k, Vt0, and �, 

assuming �p 5 20.35 V.

  (c) Predict ID if VGS 5 0, VSB 5 5.3 V, and VDS 5 

1 V, and comment on your fi ndings.

  (d)  Repeat part (c) if VGS is raised to 2 V. 

 3.30 A student is using the test setup of Fig. P3.30 to 

perform measurements on a pMOSFET in order 

to extract its most signifi cant parameters, and the 

results are shown in the fi rst 4 rows of Table P3.30.

  FIGURE P3.30
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TABLE P3.30

# VSG (V) VSD (V) VBS (V) ID (�A)

1 2 2 0 110

2 2 4 0 120

3 3 5 0 500

4 4 5 4 720

5 5 4 580

6 4 1 400

  (a)  Identify the device type (enhancement or de-

pletion?) and fi nd Vt  0, k, �, and �, assuming 

�n 5 0.35 V.

  (b)  Use the results of part (a) to fi ll in the blanks 

in the remaining rows. 

 3.31 (a) The test circuit of Fig. P3.30 is adjusted so 

that VSG 5 VBS 5 0. Given that ID 5 240 �A 

for VSD 5 8 V, ID 5 210 �A for VSD 5 2 V, and 

ID 5 150 �A for VSD 5 0.5 V, and given that ID 

drops to zero if VBS is raised to 6 V, identify the 

device type (enhancement or depletion?) and 

fi nd Vt  0, k, �, and �. Assume �n 5 0.35 V. 

  (b) Predict ID with VSG 5 VBS 5 VSD 5 2 V.

 3.32 In the test circuit of Fig. P3.30 let VSD 5 2 V, and 

let vSG be variable from 0 to 5 V.

  (a)  Assuming the FET has Vt 5 21.0 V, k 5 

2.0 mA/V2, � 5 0.46 V1y2, �n 5 0.35 V, and 

� 5 0, sketch and label the plot of iD versus 

vSG if VBS 5 0.
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  (b)  Repeat, but with VBS 5 3 V. Compare the two 

curves, and comment. 

   Hint: as vSG is varied from 0 to 5 V, the MOSFET 

goes from cutoff, to the saturation mode, to the 

triode mode.

 3.33 Assume that near T 5 300 K a certain nMOSFET 

has k 5 [1 2 0.005(T 2 300)] ma/V2, Vt 5 

[1 2 0.002(T 2 300)] V, and � 5 0, and is biased 

in saturation. Find VGS such that TC(ID) > 0 at 

T 5 300 K. What is the corresponding value of ID?

3.5 MOSFETs in Resistive Dc Circuits 

 3.34 The nFET of Fig. P3.34 has Vt 5 0.5 V, k 5 

0.5 mA/V2, and � 5 0. Moreover, VDD 5 2VSS 5 5 V.

  (a)  Specify RD and RS to bias the FET at 

ID 5 1 mA and VDS 5 3 V.

  (b)  Repeat, but for VDS 5 1 V.

  (c)  What happens if RD is set to 0 (shorted out) in 

part (b)? What is the new operating point of 

the FET? 

  FIGURE P3.34
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 3.35 The pFET of Fig. P3.35 has Vt 5 21.0 V, k 5 

0.25 mA/V2, and � 5 0. Also, let VSS 5 2VDD 5 6 V. 

  (a)  Specify RD and RS to bias the FET at the edge 

of saturation (EOS) with ID 5 0.5 mA.

  FIGURE P3.35
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  (b)  Repeat, but to bias the FET at ID 5 2 mA and 

VSD 5 2 V.

  (c)  What happens if RD in part (b) is doubled in 

value? What is the new operating point of the 

FET? 

 3.36 In the circuit of Fig. P3.34 let VDD 5 2VSS 5 6 V, 

RD 5 36 kV, and RS 5 10 kV.
  (a)  If the FET has Vt 5 2.0 V, k 5 0.4 mA/V2, 

and � 5 0, fi nd all voltages and currents in the 

circuit.

  (b)  Repeat, but with RS increased to 15 kV. 

 3.37 In the circuit of Fig. P3.35 let VSS 5 2VDD 5 12 V, 

RS 5 16 kV, and RD 5 30 kV.
  (a)  If the FET has Vt 5 21.5 V, k 5 0.25 mA/V2, 

and � 5 0, fi nd all voltages and currents in the 

circuit.

  (b)  Repeat, if the gate terminal is lifted off ground 

and connected to the drain terminal. 

 3.38 Let the nFET of Fig. P3.38 have Vt 5 0.5 V, 

k 5 0.8 mA/V2, and � 5 0.

  (a)  If VDD 5 5 V, R1 5 2 MV, and RS 5 5 kV, fi nd 

suitable values for R2 and RD to bias the FET 

at ID 5 0.3 mA and VDS 5 0.5 V.

  (b)  How is the FET’s operating point affected if R1 

is increased from 2 MV to 3 MV? Comment! 

  FIGURE P3.38

VDD

RD

RS

R1

R2

 3.39. Let the pFET of Fig. P3.39 have Vt 5 22 V, k 5 

0.25 mA/V2, and � 5 0.

  (a)  If VSS 5 12 V, specify suitable resistances to 

bias the FET at ID 5 0.5 mA under the follow-

ing constraints: VS is to be biased at (2y3)VSS; 

VD is to be biased in the middle of the satura-

tion region, and R1 1 R2 $ 3 MV.
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  (b)  What happens if in the circuit designed in 

part (a) we change VSS to 15 V? How is the 

FET’s operating point affected?

  (c)  Repeat, but with VSS 5 6 V.

  FIGURE P3.39

VSS

RS

RD

R1

R2

 3.40. In the circuit of Fig. P3.38 let VDD 5 15 V, 

R1 5 1.2 MV, R2 5 1.8 MV, RD 5 15 kV, and 
RS 5 5 kV. Moreover, let the FET have Vt 5 1.5 V, 

k 5 0.2 mA/V2, and � 5 0.

  (a)  Find all voltages and currents in the circuit.

  (b)  Repeat part (a), but with RD 5 0.

  (c)  Repeat (a), but with RS 5 0. 

 3.41 In the circuit of Fig. P3.39 let VSS 5 10 V, R1 5 

R2 5 10 MV, RS 5 2 kV, and RD 5 10 kV. More-

over, let the FET have Vt 5 21.5 V, k 5 0.5 mA/V2, 

and � 5 0.

  (a)  Find all voltages and currents in the circuit.

  (b)  Repeat, if the gate terminal is disconnected 

from the voltage divider and connected in-

stead to the drain terminal. 

 3.42 In the circuit of Fig. P3.42 let VDD 5 10 V, R1 5 

R2 5 10 MV, and RD 5 10 kV.
  (a)  Assuming the FET has Vt 5 1.0 V, 

k 5 0.2 mA/V2, and � 5 0, estimate the FET’s 

operating point. 

       Hint: note that 10 kV ! 10 MV.
  (b)  How is the operating point Q affected if R1 is 

increased from 10 MV to 20 MV?

  FIGURE P3.42

VDD

RD
R1

R2

 3.43 The FET of Fig. P3.43 has Vt 5 21.0 V, k 5 

0.75 mA/V2, and � 5 0.

  (a)  Assuming VDD 5 28 V, specify suitable resis-

tance values to bias the device at ID 5 1.5 mA 

with VD half-way between the values corre-

sponding to the edge of conduction and the 

edge of saturation; specify R1 and R2 in the 

MV range. 
  (b) How is the FET’s operating point Q affected if 

VDD is changed to 25 V?

  (c)  To 21.5 V? 

  FIGURE P3.43

VDD

RD

R2

R1

 3.44 (a) In the circuit of Fig. 3.35 specify R1 and R2 

(in the MV range) to bias Mp at the edge of 

saturation (EOS).

  (b)  What is the resulting drain current of Mn? 
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3.6 The MOSFET as an Amplifi er/Switch 

 3.45 The FET of Fig. P3.45 has Vt 5 1.0 V, k 5 1.0 mA/V2, 

and � 5 0.

  (a)  Specify R1 and R2 (in the MV range) so that 
vO 5 2.5 V for vI 5 2.5 V.

  (b)  For what value of vI is the FET operating at the 

EOC? At the EOS?

  (c)  Estimate the slope of the VTC at vI 5 2.5 V. 

  FIGURE P3.45

5 V

vO

R1

R2

10 kV

vI 1
2

 3.46 The FET of Fig. P3.46 has Vt 5 21.5 V, 

k 5 1.0 mA/V2, and � 5 0.

  (a)  Sketch and label the VTC.

  (b)  Find the value of vI needed to yield vO 5 3.0 V, 

and estimate the VTC’s slope at that point. 

  FIGURE P3.46

5 V

vO

RD 10 kV

vI 1
2

 3.47 Shown in Fig. P3.47 is an nMOSFET realization 

of the logic function known as NOR. Assuming 

identical FETs with Vt 5 1.0 V, k 5 0.25 mA/V2, 

and � 5 0, prepare the truth table, identifying the 

operating region of each FET (CO or Ohmic), and 

calculate the output node voltage for the following 

voltage combinations at the input nodes A and B: 

(A, B) 5 (0 V, 0 V), (0 V, 5 V), (5 V, 0 V), (5 V, 5 V). 

  Hint: two identical FETS in parallel act like a single 

FET with the same Vt but with k twice as large. 

  FIGURE P3.47

5 V

MBMA

Y

10 kV

A B

 3.48 Repeat Problem 3.47, but for the circuit of 

Fig.  P3.48, which realizes the logic function 

known as NAND. 

  Hint: assume � 5 0, � 5 0, and use the fact that 

two identical FETS in series act like a single FET 

with the same Vt but with k half as large. 

  FIGURE P3.48

5 V

MA

MB

Y

20 kV

B

A

3.7 Small-Signal Operation of the MOSFET 

 3.49 (a) Replace the FET of Fig. P3.49 with its small-

signal model, and use the test-signal method 

to fi nd Rgs. 

  (b) Calculate Rgs if RF 5 1 MV and RD 5 10 kV, 

and the FET has gm 5 1 mA/V and ro 5 100 kV.
  (c) Investigate the limiting case RF → 0 and 

RD → `, and justify in terms of known FET 

properties. 

  FIGURE P3.49

RD

RF

RdsRgs
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  (d) Repeat, but for the case RF @ RD, RD now 

being fi nite. 

  (e) What happens in the limit RD → 0? 

 3.50 (a) Replace the FET of Fig. P3.49 with its small-

signal model, and use the test-signal method 

to obtain an expression for Rds. What is the 

function of RF in this circuit? 

  (b) Calculate Rds if RF 5 1.0 MV and RD 5 10 kV, 

and the FET has gm 5 1.0 mA/V and ro 5 

100 kV. 
  (c) What happens if the gate and source terminals 

are ac shorted together? 

 3.51  (a) Replace the FET of Fig. P3.51 with its small-

signal model, and use the test-signal method 

to obtain an expression for Rds.

  (b)  Calculate Rds if R1 5 R2 5 1.0 MV, and the 

FET has gm 5 1.0 mA/V and ro 5 100 kV.
  (c)  What is the limiting value of Rds if R1, R2, and 

ro are very large? 

  FIGURE P3.51

R1

Rds

R2

 3.52 The depletion nMOSFET of Fig P3.52 has 

Vt 5 22.0 V, k 5 2.0 mA/V2, and � 5 0.01 V21.

  (a)  Find VDS(EOS) and ID(EOS) for case R 5 0, and 

then sketch and label the i-v curve for v $ 0. 
What is its slope in the saturation region? 

What is the per-volt change if i in the satura-

tion region? Express this change as a percent-

age of ID(EOS).

  (b)  Repeat, but for the case R 5 1.0 kV. Compare 

the percentage changes, and comment. 

       Hint: exploit the fact that R introduces source 

degeneration. 

  FIGURE P3.52

R

�

i

v

�

 3.53 (a) Replace both FETs of Fig. P3.53 with their 

small-signal models, and derive an expression 

for Rd. 

  (b) If both devices have gm 5 1 mA/V and ro 5 

100 kV, calculate Rd and comment on your 

result. 

  FIGURE P3.53

Me

Md

Rd

3.8 Basic MOSFET Voltage Amplifi ers 

 3.54 In the circuit of Fig. P3.54 the FET has Vt 5 1.5 V, 

k 5 1 mA/V2, and � 5 0.02 V21.

  (a)  Find the dc operating point of the FET, assum-

ing � 5 0 to simplify your dc calculations.

  (b)  If R 5 0, fi nd Ri, Ro, and voyvi, and specify C 

for operation at a signal frequency of 10 kHz.

  (c)  Find R to lower the gain to about half the value 

of part (b). How does this affect Ri, Ro, and the 

choice of C? 

  

10 V

�10 V

15 kV

1.0 MV

15 kV

vi

C

Ri

vo

Ro

R

FIGURE P3.54
 3.55 In the circuit of Fig. P3.55 the FET has Vt 5 1.0 V, 

k 5 2 mA/V2, and � 5 0.02 V21.

  (a)  Find the dc operating point of the FET, assum-

ing � 5 0 to simplify your dc calculations.

  (b)  Find Ri, Ro, and voyvi.

  (c)  Repeat part (a) and (b) if the 1.0-kV resis-

tance is set to 0 (shorted out). 
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  FIGURE P3.55
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 3.56  Repeat Example 3.32a if the source terminal 

of the FET of Fig. 3.57a is lifted off ground to 

allow for the insertion of a series resistance RS 5 

2.0 kV between source and ground, and thus intro-

duce source degeneration. Discuss the effect of RS 

upon the dc operating point and the small-signal 

parameters. 

 3.57  In the circuit of Fig. P3.57 let the FET have Vt 5 

1.5 V, k 5 0.5 mA/V2, and � 5 0.01 V21.

  (a)  Find the dc operating point of the FET, assum-

ing � 5 0 to simplify your dc calculations.

  (b)  Find the gain voyvi. 

  (c) Use the test method to fi nd Ri (the input resis-

tance with the output port open-circuited), and 

use inspection to fi nd Ro (the output resistance 

with the input port short-circuited). 

  FIGURE P3.57

VDD

IBIAS

RF
10 MV

C2

C1vi

vo

Ro

Ri

1 mA

 3.58  In the circuit of Fig. P3.58 let the VDD 5 12 V, 

RD 5 2.0 kV, R1 5 1.0 MV, and R2 5 2.0 MV.
  (a)  If the FET has Vt 5 2.0 V, k 5 1.5 mA/V2, and 

� 5 0.015 V21, fi nd its dc operating point; as-

sume � 5 0 to simplify your dc calculations.

  (b)  Find the gain voyvi.

  (c)  Use the test method to fi nd Ri (the input resis-

tance with the output port open-circuited), and 

use inspection to fi nd Ro (the output resistance 

with the input port short-circuited). 

  FIGURE P3.58

VDD

C2

C1

R1

R2
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vo

Ro

RD
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 3.59  As we know, the function of the source-bypass ca-

pacitor in the CS confi guration is to establish an ac 
ground at the source. The circuit of Fig. P3.59 elim-

inates the need for such a capacitance by utilizing 

the diode-connected FET M2 instead. Even though 

M2 does not provide a true ac ground at M1’s source, 

its ac resistance (Rs2) is relatively low, and the small 

amount of source degeneration that it introduces for 

M1 is a price well worth the elimination of the by-

pass capacitor. This technique is widely used in IC 

implementations, where M1 and M2 are matched de-

vices. With a signal source having a dc component 

of 0 V, the two FETs experience the same VGS drop 

and thus carry the same current ID. Consequently, 

RS has to be specifi ed to carry a current of 2ID. 

  (a) Regarding M1 as a CS-SD amplifi er with a 

total source-degeneration resistance RS1 5 

RS  //Rs2), derive expressions for the small-

signal parameters Ri, Ro, and voyvi.

  (b)  Assuming matched FETs with Vt 5 1 V, 

k 5 1 mA/V2, and � 5 0.02 V21, and VDD 5 

2VSS 5 12 V, RD 5 15 KV, and RS 5 7.5 KV, 

fi nd the dc operating points of the two FETs.

  (c)  Calculate Ri, Ro, and voyvi numerically.
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  FIGURE P3.59
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 3.60  Using the circuit topology of Fig. P3.54 but with 

R  5 0, design an amplifi er that accepts a 1-kHz 

signal source vsig having Rsig 5 100 kV, and outputs 

vo 5 24 3 vsig to a load RL 5 20 kV. Your circuit 

is to be powered from 66-V supplies, and is to use 

an nMOSFET with Vt 5 1.0 V, k 5 1.0 mA/V2, and 

� 5 0.02 V21.

  (a)  Draw the circuit, and specify standard 5% 

resistance and capacitance values to achieve 

your goal.

  (b)  Verify that your circuit operates properly by 

showing all node voltages (dc as well as ac 

component) if vsig 5 (50 mV) cos (2
1 0 3 t). 
     Hint: the design is not unique, and it may take 

some iterations for you to come up with a circuit 

that meets the given specifi cations. 

 3.61  Using the circuit topology of Fig. P3.39, design a CS 

amplifi er with aoc 5 25 V/V and Ri $ 1 MV, and 

specify the capacitances for operation at 100 kHz. 

Your amplifi er is to be powered from a 9-V sup-

ply, and is to use a pMOSFET with Vt 5 21.5 V, 

k 5 1.25 mA/V2, and � 5 0.02 V21. 

  Hint: start out by imposing VD 5 (1y3)VSS and 

VS 5 (2y3)VSS (1y3-1y3-1y3 Rule). 

 3.62  In the CS amplifi er of Fig. 3.56a the FET is biased 

in the diode mode, giving VD 5 VD(EOS) 1 Vt. To 

allow more headroom for the output signal, it may 

be desirable to bias the drain somewhat higher, at 

VD 5 VD(EOS) 1 mVt  , m . 1. The CS confi guration 

of Fig. P3.58 achieves this goal by utilizing the 

additional resistance R2, which forces R1 to drop 

some voltage, thus raising VD.

  (a) Show that if R1 and R2 are suffi ciently large 

to draw negligible current compared to ID, the 

CS amplifi er of Fig. P3.58 gives, for � 5 0, 

         a oc  5 2  (    V DD  2 m V t  _________ 
 V OV 

   2 1 ) 
  (b) If VDD 5 5 V and the FET has Vt 5 0.5 V, 

k 5 2.0 mA/V2, and � 5 0, specify suitable 

resistances for aoc 5 210 V/V with m 5 2.

  (c)  Recalculate aoc if � 5 0.02 V21, and comment.

  (d)  Verify that your circuit operates properly by 

showing all node voltages (dc as well as ac 

component) if vi 5 (100 mV) cos 	 t. 

3.9 MOSFET Voltage and Current Buffers 

 3.63 In the circuit of Fig. P3.63 the enhancement FET 

Me acts as a voltage follower, and the depletion 

FET Md as a current source to bias Me. Let Me have 

Vt 5 1.0 V, k 5 2.0 mA/V2, and � 5 0.025 V21, 

and let Md have Vt 5 21.0 V, k 5 2.0 mA/V2, and 

� 5 0.02 V21.

  (a)  Find the dc operating points of the two FETs 

for vI 5 0. To simplify your dc calculations, 

assume � 5 0.

  (b)  Find Ri, Ro, and voyvi.

  (c)  What is the range of values of vI over which 

the circuit will operate properly, with each 

FET in the active region?

  FIGURE P3.63
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 3.64  Repeat Problem 3.63, but for the case in which the 

enhancement FET Me is replaced with a depletion 

FET having the same characteristics as Md.

 3.65  In the circuit of Fig. P3.65, utilizing two 

depletion-type FETs, M1 acts as a voltage 
follower, M2 as a current sink to bias M1, and R 
controls the bias current.
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  (a)  Assuming 65-V power supplies and matched 

FETs with Vt 5 21.5 V and k 5 2.0 mA/V2, 

specify R to bias the FETs at 1 mA. What is 

the value of vO when vI 5 0?

  (b)  Assuming � 5 0.025 V21, fi nd Ri, Ro, and voyvi.

  (c)  What is the range of values of vI over which 

the circuit will operate properly, with each 

FET in the active region?

  FIGURE P3.65
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 3.66  The CG circuit of Fig. P3.66 has VDD 5 2VSS 5 

10 V, and the FET has k 5 1.0 mA/V2, Vt 5 1.0 V, 

and � 5 0.

  (a)  Specify R1 and R2 to ensure ID 5 2 mA and to bias 

the drain halfway between (VS 1 VOV) and VDD.

  (b)  Specify R3 and C for a gain voyvsig 5 12 V/V 

at a signal frequency of 10 kHz. 

  Hint: consider fi rst the gain from vsig to vs, and 

then from vs to vo, where vs is the signal at the 

source terminal of the FET.

  FIGURE P3.66
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 3.67  In Fig. P3.67, M1 is operated in the CG mode and 

M2 in the diode mode. By KVL, VS1 5 VGS2 2 VGS1. 

If we use matched FETs and bias them with iden-

tical currents, then VGS1 and VGS2 will cancel each 

other out, yielding VS1 5 0 V. Since M1’s source 

is the input node in CG operation, a dc voltage 

of 0 V is highly desirable there as it allows us to 

couple the signal source to the amplifi er directly, 

without the need for any ac-coupling capacitors. 

Moreover, ac operation extends all the way down 

to dc, another very desirable feature. In the cir-

cuit shown, the CG stage is used as a voltage-to-
current amplifi er.

  (a)  Let VDD 5 2VSS 5 10 V and RS 5 10 kV. 

Assuming matched FETs with Vt 5 1.5 V, k 5 

2.0 mA/V2, and � 5 0.02 V21, and assuming 

the signal source has Rsig 5 10 kV and a dc 
component of 0 V, specify RB to ensure VS1 5 0.

  (b)  Find the small-signal parameters Ri  , Ro, and 

ioyvsig. How does the gain ioyvsig compare with 

the ideal case Ri → 0? 
       Hint: after fi nding Ri, fi nd the intermediate 

voltage gain viyvsig.

  (c)  What is the maximum voltage that the load 

can develop and still ensure active-mode 

operation for M1? 

  FIGURE P3.67

 VDD

 VSS

io

vi

vo

Rsig

M1 M2

RS
vsig 1

2

RBLD

Ro

Ri

3.10 The CMOS Inverter/Amplifi er 

 3.68  (a) Given that the inverter of Fig. P3.68 has the 

current transfer curve shown, fi nd kn and kp 

assuming �n 5 �p 5 0.

  (b)  Repeat, but with �n 5 �p 5 0.08 V21. 
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 FIGURE P3.68
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 3.69  A CMOS inverter is implemented with matched 

FETs having k 5 200 �A/V2 and Vt 5 0.6 V, and 

is powered from VDD 5 3 V.

  (a)  Assuming � 5 0, fi nd VIL, VIH, NML, NMH, Vm, 

and Im.

  (b)  Find the output resistance for vO 5 VOL and for 

vO 5 VOH.

  (c)  Find the maximum output current that the in-

verter can sink from and external load with its 

output within 0.1 V of ground, and can source 

to an external load with its output within 0.1 V 

of VDD.

  (d)  Find the maximum output current that the in-

verter can source/sink while retaining noise 

margins of 1 V. 

 3.70  A CMOS inverter is implemented with matched 

FETs having Vt 5 Vtn 5 2Vtp 5 0.2VDD.

  (a)  Show that the maximum output current that 

the inverter can sink from an external load with 

its output within 0.1VDD of ground, and can 

source to an external load with its output within 

0.1VDD of VDD, is IO(max) 5 0.075k V  DD  2
  , where 

k 5 kn 5 kp.

  (b)  Assuming k�n 5 100 �A/V2 and k�p 5 40 �A/V2, 

specify (WyL)n and (WyL)p for IO(max) 5 0.5 mA 

if VDD 5 3 V. What is the resulting value of Im?

  (c)  Find the output resistance for vO 5 VOL and for 

vO 5 VOH. 

 3.71  Even though today’s digital electronics is domi-

nated by CMOS technology, there are systems 

still in operation that were implemented in TTL 

technology, the dominant BJT technology before 

the advent of CMOS technology. Figure P3.71 de-

picts the interfacing of a CMOS system to a TTL 

system, using two ordinary inverters as an exam-

ple. The CMOS inverter is of the type of Fig. 3.64. 

The TTL inverter, whose internal details need not 

concern us here, is specifi ed in terms of its ter-

minal characteristics in the manufacturer’s data 

sheets. In the following, assume a CMOS process 

with Vtn 5 2Vtp 5 1 V, k�n 5 50 �A/V2, and k�p 5 
20 �A/V2.

  (a)  The TTL data sheets specify that for proper 

operation, a TTL gate of the so-called 7400 

Series requires that when vI 5 0 V, the CMOS 

inverter source to the TTL gate a current iO $ 
40 �A at vO $ 2.4 V. Specify a lower limit on 

(WyL)p to meet this requirement.

  (b)  Likewise, when vI 5 5 V, the TTL gate re-

quires that the CMOS inverter sink from the 

TTL gate a current iO $ 1.6 mA at vO # 0.4 V. 

Specify a lower limit on (WyL)n to meet this 

requirement.

  (c)  Repeat, but for a gate of the so-called 74LS00 

Series (low-power Schottky TTL), which 

requires that the CMOS inverter source 

iO $ 4 �A at vO $ 2.7 V when vI 5 0 V, and 

sink iO $ 0.4 mA at vO # 0.4 V. Comment on 

the differences. 

  FIGURE P3.71

vOvI

5 V 5 V

TTLCMOS

 3.72  As we know, with matched MOSFETs the VTC 

of a CMOS inverter is centered at the midpoint 

voltage vI 5 Vm 5 VDDy2. What if the devices 

are mismatched due to fabrication process 

variations?
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  (a)  Exploiting the fact that iDp 5 iDn, show for the 

case of devices not necessarily matched, the 

VTC is centered at

          V m  5   
 V DD  2  u  V t  p  u  1  V t  n   √ 

_____

  k n y k p   
  ____________________  

1 1  √ 
_____

  k n y k p   
  

  (b) Assuming VDD 5 5 V, fi nd the range of possible 

values for Vm if, for each FET, k may lie any-

where within the range of 100 �A/V2 6 20%, 

and Vt may lie anywhere within the range of 

1.0 V 6 20%. What is the maximum percent-

age range of variability of Vm from its ideal 

value of VDDy2 5 2.5 V?

  (c) What is the possible range of values for the 

peak current Im? 

 3.73  The inverter of Fig. P3.73 is known as pseudo 

nMOS, and fi nds application as an alternative to 

CMOS in special situations that are beyond the 

scope of the present chapter.

  (a)  Assuming VDD 5 5 V, Vtn 5 2Vtp 5 1 V, kp 5 

40 �A/V2, kn 5 200 �A/V2, and �n 5 �p 5 0, 

fi nd VOH, VOL, NML, and NMH.

  (b)  How much current does this gate draw from 

the supply when vI 5 0 V? When vI 5 5 V? 

Compare with the CMOS inverter of Fig. 3.64, 

and comment. 

     Hint: exploit the fact that iDp 5 iDn. 

  FIGURE P3.73
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 3.74  (a) Exploiting the fact that iDp 5 iDn, fi nd the 

value of vI needed to bias the inverter of 

Problem 3.73 at vO 5 2.5 V.

  (a)  Estimate the small-signal gain (slope of the 

VTC) at vO 5 2.5 V. 

 3.75  In the circuit of Fig. P3.73, let VDD 5 5 V, Vtn 5 

2Vtp 5 1 V, kp 5 40 �A/V2, kn 5 400 �A/V2, and 
assume �n 5 �p 5 0 for simplicity.

  (a)  Find the point Q0 on the VTC at which vO 5 vI. 

       Hint: exploit the fact that iDp 5 iDn.

  (b)  Replace the FETs with their small-signal 

models to estimate the gain voyvi at Q0. 

  Hint: in the triode region, the pMOSFET acts as a 

suitable dynamic resistance rsd. 

 3.76  In the NOR gate of Fig. 3.69a let VDD 5 5 V, and 

let the FETs be matched devices with Vt 5 1 V and 

k 5 100 �A/V2.
  (a)  Assuming � 5 0, sketch and label the VTC, 

and fi nd Vm, NML, and NMH for the case in 

which A and B are tied together to confi gure 

the NOR gate for operation as an inverter.

  (b)  Compare with the basic inverter, and justify 

any differences. 

  Hint: recall that two identical FETs connected in par-

allel act like a single equivalent FET with keq 5 2k. 

 3.77  In the NAND gate of Fig. 3.70a, let VDD 5 5 V, and 

let the FETs be matched devices with Vt 5 1 V, 

k 5 100 �A/V2, and � 5 0.

  (a)  Sketch and label the VTC, and fi nd Vm, NML, 

and NMH for the case in which A and B are 

tied together to confi gure the NAND gate for 

operation as an inverter.

  (b)  Compare with the basic inverter, and justify 

the differences. 

  Hint: recall that two identical FETs connected in 

series act like a single equivalent FET with 

keq 5 ky2. 

 3.78  In the circuit of Fig. P3.78, R biases the FETs at 

VO 5 VI, and since the FETs are assumed to be 

matched, we have VO 5 VI 5 VDDy2.

  (a)  Replace the FETs with their small-signal 

models, and use the test method to obtain 

expressions for Ri (the input resistance with 

the output port open-circuited), and Ro (the 

output resistance with the input port ac short-

circuited) in terms of gm, ro, and R.

  (b)  If R 5 1 MV, Vt 5 1 V, k 5 1 mA/V2, and � 5 

0.01 V21, calculate Ri and Ro for VDD 5 5 V.

  

R

Mn

Mp

vi vo

RoRi

VDD

FIGURE P3.78
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 3.79  (a) In the circuit of Problem 3.78, replace the FETs 

with their small-signal models and obtain an 

expression for the small-signal gain a 5 voyvi 

in terms of gm, ro, and R. Hence, calculate this 

gain for 

  (b) VDD 5 5 V, 

  (c) VDD 5 10 V, and 

  (d) VDD 5 3 V.

  (e)  Develop an expression for a in terms of VDD 

and � in the limit R @ ro, compare with the 

calculated values, and comment.

 3.80  The circuit of Fig. P3.80 illustrates the application 

of a CMOS inverter as an inverting amplifi er. The 

function of the negative-feedback resistance R2 is 

to bias the FETs at VO 5 VI, that of R1 is to set the 

closed-loop gain ideally at 2R2yR1, and that of C 

is to ac-couple the input source to the amplifi er 

without disturbing its dc operating point. Assume 

matched FETs, each having gm 5 1 mA/V and 

ro 5 100 kV. If R1 5 200 kV, R2 5 1.0 MV, and 

vsig 5 (100 mV)cos 	t, estimate vo and vi as well as 

the open-loop gain voyvi and the closed-loop gain 

voyvsig. How does the latter compare with its ideal 

value?
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2

FIGURE P3.80
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A s mentioned in Chapter 2, following its invention in 1947, the bipolar junction 

transistor (BJT) was fi rst put to use as a replacement for the much bulkier, power 

hungry and far less reliable vacuum tube. In fact, the fi rst transistor circuits were 

virtual replicas of vacuum-tube circuit prototypes, if with suitable scaling of the power 

supplies and surrounding components. Broadly speaking, they belong to the class of cir-

cuits that we have investigated so far and that are generally referred to as discrete circuits.
Toward the end of the 1950s it was realized that the dramatic miniaturization and 

reduction in power consumption brought about by the transistor could be exploited 

further by fabricating entire circuits (transistors, diodes, resistors, and small capaci-

tors, along with their interconnections) in monolithic form, that is, on the same piece 

of semiconductor material, or chip. Also called an integrated circuit (IC), it was fi rst 

implemented in 1958 by Jack Kilby at Texas Instruments, and, independently, in 1959 
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by Robert Noyce at Fairchild Semiconductor. The 1960s saw a feverish activity that 

resulted in the development of the fi rst monolithic operational amplifi er by Fairchild 

Semiconductor (mA Series) along with the digital IC families known as transistor-
transistor logic (TTL) by Texas Instruments (7400 Series) and emitter-coupled logic 

(ECL) by Motorola (10K Series). 

Meanwhile, in the early 1960s the fi eld-effect transistor of the metal-oxide-

semiconductor type (MOSFET) became a commercial reality. Compared to the BJT, the 

MOSFET offered the advantages of smaller size and lower power consumption. This al-

ternative technology led to the development of the fi rst battery-powered electronic calcu-

lators and wristwatches, as well as a low-power alternative to the prevailing TTL bipolar 

logic family, namely, the CMOS digital family of the 4000 Series, by RCA. These prod-

ucts were followed by the fi rst microprocessor, by Intel, in 1971. Since then, IC electron-

ics has progressed exponentially and has penetrated virtually every aspect of modern life. 

This impressive growth has been governed by Moore’s law, roughly stating that thanks 

to continued advances in IC fabrication, the number of devices that can be integrated on a 

given chip area doubles every approximately 18 months. Originally formulated in 1965, 

this law still holds to this day, though it has been pointed out that technology is bound to 

approach physical limits that will eventually lead to the demise of this law. 

The BJT, after having been the dominant semiconductor device for nearly three 

decades, has been overtaken by the MOSFET, especially in high-density ICs, owing 

to the MOSFET’s aforementioned advantages of smaller size and lower power 

consumption. Nonetheless, the BJT continues to be the device of choice in high-

performance general-purpose analog ICs. It is also preferred in specialized discrete 

designs, thanks to the availability of a wide selection of devices. It is also possible to 

fabricate BJTs and MOSFETs simultaneously on the same chip, if at an increase in 

the number of fabrication steps and cost. The resulting technology, aptly known as 

BiCMOS technology, exploits the advantages of both transistor types to provide even 

more innovative design solutions. Contemporary ICs tend to combine digital as well 

as analog functions on the same chip, this being the reason for the name mixed-signal 
or also mixed-mode ICs. As a rule, one would try to implement as many functions as 

possible in digital form, and use analog circuitry only when interfacing to the exter-

nal physical world, which is analog by nature.

CHAPTER HIGHLIGHTS

The chapter begins with a comparison between discreet and monolithic design. This 

is followed by a review of BJT and FET characteristics emphasizing second-order 

effects that were deliberately omitted in the earlier introductory chapters, but that are 

relevant to monolithic circuit realizations. Also reviewed are the basic single-transistor 

confi gurations of Chapters 2 and 3, but from a monolithic perspective, where the func-

tions of dc biasing and output loading are no longer provided by resistors, but by other 

transistors operating as current sources or sinks. 

Next, the chapter investigates a variety of multiple-transistor circuit confi gura-

tions that have become standard building blocks for analog ICs. These include the 

Darlington and cascode confi gurations, differential pairs, current mirrors, dc current 

fra28191_ch04_332-471.indd   333fra28191_ch04_332-471.indd   333 13/12/13   11:12 AM13/12/13   11:12 AM



334 Chapter 4 Building Blocks for Analog Integrated Circuits

sources and sinks, active-loaded gain stages, and push-pull output stages. Particular 

attention is devoted to the differential pair because it forms the core of most analog 

ICs. First, we investigate the pair for the idealized case of perfectly matched compo-

nents, then we examine the effect of fabrication mismatches upon input offset errors 

and the common-mode rejection ratio. Whenever possible, BJT and FET realizations 

are covered in parallel both to void duplications and to compare the two technologies 

in their similarities and differences. 

This chapter exposes the student to a variety of clever design solutions that con-

tribute to making analog electronics a most fascinating discipline. But the best is yet 

to come, in the next chapter, when these building blocks will be combined together 

in the design of some representative analog ICs. 

It is reassuring to know that no matter how sophisticated a given circuit, the tools 

we use to comprehend it are still those mastered in a basic electric circuits course, 

namely, Ohm’s law, Kirchhoff’s laws (KVL and KCL), Thévenin’s/Norton’s reduc-

tions, and the test-signal technique to fi nd terminal resistances in the presence of 

dependent sources.

The chapter makes abundant use of PSpice both as a software oscilloscope to display 

transfer curves and waveforms, and as a verifi cation tool for dc and ac hand calculations.

4.1 DESIGN CONSIDERATIONS IN MONOLITHIC CIRCUITS

The widespread usage of monolithic circuits, also called integrated circuits (ICs), 

stems from our ability to fabricate large numbers of interconnected devices on the 

same semiconductor chip while keeping power consumption suitably low. Compared 

to their discrete predecessors, ICs present unique constraints as well as advantages 

for the designer. The most relevant ones are as follows: 

● Capacitors are highly undesirable in IC technology as they tend to take up in-

ordinate amounts of chip area. While small capacitors (on the order of a few 

picofarads or less) are still acceptable, large-valued ones such as those used for 

ac coupling and ac bypassing in the discrete CE and CS amplifi er examples of 

Chapters 2 and 3 must defi nitely be ruled out. Consequently, inter-stage coupling 
must be of the dc type, and suitable techniques must be devised to avoid ac bypass 
capacitors. All considered, these constraints turn out to be a blessing because 

once they are met, a monolithic circuit will function all the way down to dc. By 

contrast, the discrete designs of Chapters 2 and 3 will function properly only 

above a certain frequency, as at low frequencies capacitors will start acting as 

open circuits, no longer providing the intended functions of coupling and bypass. 
● Resistors too tend to take up precious chip area, though not as severely as capaci-

tors, so they too must be avoided whenever possible. When implemented with the 

same materials that are utilized to form the regions of a transistor, monolithic re-

sistances also suffer from gross tolerances and can be quite sensitive to tempera-

ture. On the other hand, transistors are the most natural devices in IC technology, 

both in terms of size and ease of fabrication, so in monolithic implementations, 

resistive functions such as dc biasing must be rephrased in terms of transistors.
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● Devices fabricated simultaneously on the same chip tend to exhibit highly 

matched characteristics. True, these characteristics are sensitive to temperature 

and also drift with time, but if two or more devices are fabricated in close prox-

imity to each other so that they share the same environment, their characteristics 

will track over a range of environmental variations. Matching and tracking are 

exploited on purpose in IC design to implement clever functions that would be 

far more diffi cult to achieve in discrete form. Two popular examples are current 
mirrors and differential pairs, to be investigated in great detail as we proceed. 

An Illustrative Example
To illustrate similarities as well as differences between discrete and monolithic de-

sign, let us reconsider the familiar CE confi guration of Fig. 4.1, which in the days of 

discrete designs preceding ICs was the workhorse of voltage amplifi cation. As long 

as each capacitor acts as an ac short compared to the equivalent resistance presented 

by the surrounding circuitry, the small-signal gain takes on the form 

 a 5   
 v o  __

  v i    5 2 g m ( r o // R C ) (4.1a)

To convert this design to a form suited to monolithic fabrication we need to get rid 

of the capacitors and replace the resistors with suitably biased transistors whenever 

possible. Following are the relevant steps:

● The function of C1 in Fig. 4.1 is to resolve the dc difference between the input 

source (typically with a dc component of 0 V) and the base (typically biased at 
1⁄3 V CC ) while providing an ac short between source and base (vb → vi). The 

best way to get rid of C1 is to couple the input source to the base directly, as in 

Fig. 4.2a. Dc coupling also eliminates the need for the biasing resistors R1 and R2.
● The function of RE in Fig. 4.1 is to establish the bias current IE, whereas that of 

C2 is to ensure an ac ground at the emitter (ve → 0). Both functions can be met, at 

least in principle, by biasing the emitter negatively via a suitable voltage source 

VBE1 5 VT ln (IC1yIs1), as also shown in Fig. 4.2a. 

FIGURE 4.1 A discrete voltage amplifi er.
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● The function of RC in Fig. 4.1 is to bias the collector, typically at VO > 2⁄3 V CC , 
while also setting the gain, as per Eq. 4.1a. The best way to get rid of RC is to re-

place it with a pnp BJT operating as a current source, as also shown in Fig. 4.2a. 

Once this is done, the ac equivalent becomes as in Fig. 4.2b, where rop is the 

ac resistance seen looking into Q4’s collector, now playing the role of RC in the 

expression for the gain. Consequently, Eq. (4.1a) becomes

 a 5   
 v o  __  v i    5 2 g mn ( r on // r op ) (4.1b)

 where we are using subscripts n and p to distinguish between the parameters of 

the npn and pnp BJTs. Given that RC (a passive element) has been replaced by a 

transistor (an active element), Q4 is aptly referred to as an active load. 

We observe that for Eq. (4.1b) to hold, both BJTs must operate in the forward-
active region or at most at the edge of saturation (EOS). Q1 will be in the active 

region so long as vO $ vO(min), where vO(min) 5 VE1 1 VCE1(EOS). But, VE1 5 2VBE1, so

 vO(min) 5 VCE1(EOS) 2 VBE1  (4.2a)

Similarly, Q4 will be in the active region so long as vO # vO(max), where 

 vO(max) 5 VCC 2 VEC4(EOS)  (4.2b)

The voltages vO(min) and vO(max) defi ne the lower and upper limits of the linear output 
voltage range, commonly known as the output voltage swing (OVS). It is apparent 

that Eq. (4.1b) will hold only so long as we confi ne vO within this range, that is, for 

vO(min) # vO # vO(max). 

FIGURE 4.2 (a) Conceptual circuit showing how to turn the discrete amplifi er of Fig. 4.1 

into a form suitable to monolithic fabrication. (b) Ac equivalent of the circuit of (a). 
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 (a) In the circuit of Fig. 4.2a let Q1 have Is 5 10 fA, VA 5 100 V, and VCE(EOS) 5 

0.2 V, and let Q4 have Is 5 5 fA, VA 5 75 V, and VEC(EOS) 5 0.2 V. If VCC 5 10 V, 

specify suitable values for VBE and VEB so that with vI 5 0 the BJTs draw 

1 mA and VO lies in the middle of the OVS. 

 (b) Find the ac gain a as well as vO(t) if vI(t) 5 VI 1 vi(t) 5 0 V 1 (2.5 mV) cos �t. 
Does vO(t) fall within the linear output range at all times?

Solution
 (a)  By Eq. (4.2) we have 

 vO(min) > 0.2 2 0.7 5 20.5 V  vO(max) > 10 2 0.2 5 9.8 V

  To bias the output in the middle of the OVS we need 

 VO 5   
1
 

__ 
2
   [ vO(max) 1 vO(min) ]  5    

1
 

__ 
2
  (9.8 2 0.5) 5 4.65 V

  For Q1 we have, by Eq. (2.21), 

  I C1
  5  I s  e  V BE1

 y V T    ( 1 1   
 V CE1

 
 

____
 

 V A1
 
   ) 

  or

 1 0 23  5 10 3 1 0 215  3  e  V BE1
 y(26 mV)  ( 1 1   

4.65 2 (20.7)
  

____________
 

100
   ) 

  Solving, we get VBE1 5 657.2 mV. Adapting the above expression to Q4’s 

collector current yields 

 1 0 23  5 5 3 1 0 215  3  e  V EB4
 y(26 mV)  ( 1 1   

10 2 4.65
 

_________
 

75
   ) 

  which gives VEB4 5 674.8 mV.

 (b) We have gmn 5 1y(26 V), ron 5 100 kV, and rop 5 75 kV, so Eq. (4.1b) gives

 a 5 2   
100//75

 
_______

 
0.026

   5 21,648 V/V

  Finally, since (2.5 mV) 3 1648 5 4.12 V, we have 

 vO(t) 5 VO 1 vo(t) 5 4.65 V 1 (4.12 V) cos(�t 2 1808)

  Note that vO alternates between 4.65 1 4.12 5 8.77 V and 4.65 2 4.12 5 0.53 V, 

indicating that the condition vO(min) , vO , vO(max) is satisfi ed at all times. 

EXAMPLE 4.1

fra28191_ch04_332-471.indd   337fra28191_ch04_332-471.indd   337 13/12/13   11:12 AM13/12/13   11:12 AM
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We observe that the gain achievable with an active load can be much higher than 

with a discrete load, thanks to the fact that usually rop @ RC. High gains are especially 

welcome in negative-feedback systems such as op amp circuits, where the higher 

the gain the more pronounced the benefi ts of negative feedback tend to be (this will 

become clear when we study negative feedback in Chapter 7.) 

As we move along we shall see that we can increase gain further by suitably rais-

ing the effective resistance seen looking into Q4’s collector, for instance, by introduc-

ing emitter degeneration for Q4. If this resistance is made much higher than ron, then 

the ac gain of Eq. (4.1b) simplifi es as a 5 aintrinsic, where 

  a 
intrinsic

  5 2  g m  r o  5 2   
 V A 

 ___
 

 V T 
   (4.3)

Here, VA is the Early voltage of the amplifying BJT (Q1 in the present case), 

VT is the thermal voltage (26 mV at T 5 300 K), and aintrinsic is the maximum gain 

achievable with a single BJT, a gain aptly called the intrinsic gain. In Example 4.1 

we have aintrinsic 5 2100y0.026 5 23846 V/V. Compare this with the case of a typi-

cal passive load of the types investigated in Chapter 2, say RC 5 10 kV, which would 

give a 5 2(100//10)y0.026 5 2350 V/V, a whole order of magnitude lower than 

the intrinsic gain!

At this point we wonder how to implement the sources VBE1 and VEB4 of Fig. 4.2a. 

Example 4.1 indicates that their values must be accurate within millivolts. We also 

know that these values drift with temperature by about 22 mV/8C, so we need biasing 

schemes capable of assuring stable collector currents against a range of fabrication and 

environmental variations. In IC technology these schemes are made possible by the 

aforementioned availability of matching and tracking, as it will be demonstrated next. 

Emitter-Coupled Pairs
The scheme shown in Fig. 4.3a utilizes a current sink (2IE) to provide dc biasing, 

and a second BJT (Q2) to provide a low ac-resistance path between Q1’s emitter 

and ground. (Viewed this way, Q2 in effect replaces the ac bypass capacitance C2 of 

Fig. 4.1.) If Q1 and Q2 are matched, then for vi 5 0 the sink current 2IEE will split 

equally between the two BJTs as they experience the same VBE drop. Moreover, the 

two currents IE will track each other over a range of thermal variations in VBE. 

The ac resistance between Q1’s emitter and ground is the resistance seen looking 

into Q2’s emitter, or re2 5 �02ygm2 > 1ygm2 (51ygm1). This resistance, though not zero, 

is small (26 V at 1 mA) and introduces emitter degeneration for Q1, as depicted in the 

ac equivalent of Fig. 4.3b. The degenerated transconductance is

  G m  5   
 g m1

 
 

_________
 

1 1  g m1
  r e2

 
   >   

 g m1
 
 __________ 

1 1  g m1
 y g m2

 
   5   

 g m 
 ___
 

2
   (4.4)

where the n and p subscripts have been dropped as the BJTs have identical gms. 

Because of degeneration the voltage gain will also be reduced, but this price is well 

worth the elimination of C2. In fact, even with degeneration, gain continues to remain 

fairly high, and it does so all the way down to dc! 
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Current Mirrors
Next, we wish to investigate a suitable IC scheme to bias Q4. Since the current IC4 

sourced by Q4 must at all times equal the current IC1 sunk by Q1, it is apparent that VEB 

must be adjusted continuously against any thermal variations. The scheme of Fig. 4.4 

does this automatically via Q2 and the diode-connected transistor Q3 as follows: as 

we know, IC2 matches IC1; moreover, in response to IC2, Q3 develops a voltage drop 

VEB that is in turn transmitted to Q4. Being matched and subject to the same VEB drive, 

FIGURE 4.3 (a) Biasing scheme for the amplifi er Q1, and 

(b) ac equivalent for the entire circuit.
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FIGURE 4.4 Biasing scheme for the 

active load Q4. 
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Q4 will draw as much collector current as Q3, this being the reason why Q4 is said to 

mirror Q3. Ignoring base currents, we summarize by stating that IC4 mirrors IC3, which 

is the same as IC2, which in turn tracks IC1. Consequently, IC4 will track IC1 regardless 

of any thermal drift of VEB or VBE! The current mirror, already introduced in its most 

basic form in Chapters 2 and 3, fi nds wide application both in bipolar and CMOS ICs 

and will be investigated in great depth in Section 4.8. 

Monolithic Voltage Amplifi ers
Aptly referred to as an emitter-coupled pair (EC pair), the Q1-Q2 pair of Fig. 4.4 

exhibits an interesting and useful symmetry: just like Q2 provides a low-resistance to 

Q1’s emitter, Q1 provides the same function for Q2. This reciprocity suggests that we 

can apply the input to either of the two bases, or even drive the two bases simultane-

ously with separate signals, thus increasing the circuit’s fl exibility. In fact we shall see 

that the two base signals infl uence the output in equal but opposite amounts, indicat-

ing that the output depends on the difference between the inputs, this being the reason 

why the EC pair is also referred to as a differential pair. Differential pairs form the 

input stages of a wide variety of monolithic circuits, such as operational amplifi ers 

and voltage comparators, and they will be investigated in great depth in Section 4.5. 

Figure 4.5a shows a popular monolithic counterpart of the discrete design of 

Fig. 4.1. Its basic ingredients are as follows: 

● The EC pair Q1-Q2 provides signal amplifi cation, and it does so in differential form. 

FIGURE 4.5 High-gain monolithic amplifi ers: (a) bipolar and (b) CMOS. 
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● The current mirror Q3-Q4 forms an active load for the EC pair, assuring high 

gain and also converting the input signal difference to a single-ended output. As 

we move along we shall see that the gain is 

 a 5   
 v o  _______
  v i1  2  v i2 
   5 2  g mn ( r on // r op ) (4.5)

● Another current mirror (Q5-Q6) is used to provide the dc bias for the EC pair. 

Here, R establishes the current into the diode-connected BJT Q5, and Q6 then 

mirrors this current (now re-labeled as IEE) to the EC pair, but at a higher output-

resistance level (ro6 in the present case). 

Compared to the discrete predecessor of Fig. 4.1, the monolithic version of 

Fig. 4.5a might seem far more complex and expensive to fabricate. However, con-

sidering that it uses no capacitors and just one resistor, and that transistors are the 

preferred devices in IC technology, the monolithic version is highly desirable indeed. 

It is also more fl exible as it responds to the difference between a pair of input signals, 

not to mention its ability to provide much higher voltage gains.

By the time MOS technology became commercially viable, the canons of IC 

design were already well established in bipolar technology, so it was a straightfor-

ward matter to transfer them directly to the new technology. Shown in Fig. 4.5b 

is the CMOS counterpart of the bipolar version of Fig. 4.5a. In this example 

even the current-setting resistor R has been replaced by a transistor, namely, the 

diode-connected MOSFET M7, whose WyL ratio is chosen so as to achieve the 

desired bias current ISS. As we move along, we shall see that Eq. (4.5) applies to 

the CMOS amplifi er version as well, the only difference being in the lower trans-

conductances of FETs. (The circuits of Fig. 4.5 will be investigated in great depth 

in Section 4.9.) 

Figure 4.6 shows a PSpice circuit to display the VTC of the bipolar amplifi er 

of Fig. 4.5a. The steepness of the curve confi rms the high gain of the circuit. Also 

shown are the saturation limits of the linear region of operation. 

What to Expect
The discussion leading to the amplifi ers of Fig. 4.5 provides a nutshell overview of 

the most relevant considerations in monolithic design: 

● Avoid the use of on-chip resistors and capacitors. If capacitors are required, they 

should be on the order of a few picofarads or less. 
● Resistances will continue to appear in our circuits and calculations, but for the 

most part they will be the resistances of small-signal transistor models, such as 

rop and re2 of Fig. 4.3b.
● Exploit the availability of matched and tracking characteristics to devise creative 

design solutions, such as current mirrors and differential pairs. 
● Even though IC design follows a different set of rules than discrete design, the 

study of ICs still relies very heavily on the foundations provided by Chapters 1 

through 3.

fra28191_ch04_332-471.indd   341fra28191_ch04_332-471.indd   341 13/12/13   11:12 AM13/12/13   11:12 AM



342 Chapter 4 Building Blocks for Analog Integrated Circuits

● We shall make frequent use of PSpice simulation to corroborate the result of 

hand analysis as well as to investigate higher-order nuances that often escape 

paper-and-pencil calculations. 

In order to proceed, we need to investigate in more systematic detail the current-

mirror and differential-pair concepts introduced above, as well as a variety of other 

canonical blocks that are at the basis of contemporary monolithic design. However, 

before embarking on these tasks, we need to reexamine the characteristics and mod-

els for active devices (both BJTs and MOSFETs) in fi ner detail. 

4.2 BJT CHARACTERISTICS AND MODELS REVISITED

The BJT characteristics and models of Chapter 2 were deliberately kept as simple as 

possible to allow the beginner to focus on the essentials of discrete circuit design and 

develop a basic feel for circuit operation. As we embark upon the study of monolithic 

circuits, we need to suitably refi ne our BJT models to include second-order effects 

that tend to play more prominent roles in these types of circuits. 

Base Width Modulation Revisited
In our study of npn BJT operation we found that increasing vCE expands the width of 

the base-collector depletion region, thus shrinking the effective base width WB. This 

phenomenon, known as the Early effect, yields a steeper profi le of excess electrons 

within the base, ultimately raising the collector current iC because it is proportional to 

FIGURE 4.6 (a) PSpice circuit to plot (b) the VTC of the monolithic amplifi er of Fig. 4.5a. The 

following parameters are assumed: Qn: Is 5 2 fA, �F 5 200, VA 5 100 V. Qp: Is 5 1 fA, �F 5 50, 

VA 5 50 V.
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  4.2 BJT Characteristics and Models Revisited 343

this profi le’s slope. There is yet another more subtle effect of base-width modulation, for 

a reduction in WB reduces also the recombination component iBB of the total base current 

iB. We recall that iB 5 iBE 1 iBB, where iBE is the diffusion component from base to emit-

ter, and iBB is the recombination component within the base. According to Eq. (2.14), iBB 

is proportional to the excess charge in the base region, in turn proportional to the volume 

AE 3 WB, so a reduction in WB will also reduce iBB, and hence, iB. In summary, if we in-
crease vCE while keeping vBE constant, we witness (a) an increase in the current iC drawn 

from the vCE source, and (b) a decrease in the current iB drawn from the vBE source. 

In small-signal operation we model the former by means of the familiar resistance ro 

between collector and emitter, and the latter by means of an additional resistance r� 

between collector and base. The resulting more refi ned model is depicted in Fig. 4.7. 

Assuming vBE is held constant, we fi nd r� as

   1 __  r �    5   
d i BB 

 ____ 
d v CE 

   5   
d i C 

 ____ 
d v CE 

     
d i BB 

 ____ 
d i C 

   5   1 __  r o 
     
d i BB 

 ____ 
d i C 

  

or

  r �  5   
 i c  __

 
 i bb 

    r o  (4.6)

where ic and ibb are small-signal variations of iC and iBB. If iB consisted entirely of iBB, 

then we would have icyibb 5 icyib 5 �0, and Eq. (4.6) would give r� 5 r�(min), where

  r �(min)
  5  � 

0
  r o  (4.7)

However, iBB is only a fraction of iB, so if we write ibb 5 (1ym)ib, m $ 1, then 

Eq. (4.6) becomes

  r �  5 m � 
0
  r o  (4.8)

In monolithic npn BJTs, iBE usually dominates and iBB is on the order of only 10% 

of iB (m 5 10), so it is common practice to assume r� > 10�0ro. Because of its sheer 

size, r� is usually ignored except for a few special cases, as we shall see. In lateral 

pnp BJTs (see Fig 2.3) the recombination component is far more signifi cant, so in 

this case r� is closer to the lower limit of Eq. (4.7). 
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FIGURE 4.7 Small-signal BJT model including r�.
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344 Chapter 4 Building Blocks for Analog Integrated Circuits

Bulk Resistances in the BJT
The materials making up the emitter, base, and collector regions exhibit nonzero 

resistances that need to be taken into account in high-accuracy BJT modeling. 

To include these higher-order effects, the small-signal model is augmented as in 

Fig. 4.8. To understand the origin of these bias-independent resistances, also called 

bulk resistances, refer to the BJT structure of Figs. 2.1 and 2.2:

● The emitter region is short and heavily doped, so its bulk resistance rex (not to be 

confused with re 5 �0ygm) is rather small and fi xed. In monolithic BJTs rex is on 

the order of just a few Ohms.
● The base region is doped more lightly than the emitter and it also forms a longer 

conductive path, especially transversally, so rb is one to two orders of magnitude 

higher than rex. In monolithic BJTs rb typically ranges from 50 to 500 V. Note 

that the voltage controlling the dependent source is the internal voltage v�, not the 

terminal voltage vbe! For rex > 0, the two are related as v� 5 vbe 3 r�y(rb 1 r�).
● The collector region is doped even more lightly in order to assure an adequately 

high value of BVCEO, and it forms an even longer conductive path. This would re-

sult in an unacceptably high bulk resistance. In the planar process this drawback 

is reduced drastically by fabricating a highly conductive buried layer, as shown 

in Fig. 2.2. This heavily doped layer provides a low-resistance path for electrons 

once they have crossed from the p base into the n2 collector region and thence 

to the buried layer itself. By this artifi ce, the overall resistance rc is kept in the 

range of 20 to 500 V. (Nowadays the n1 collector diffusion is extended all the 

way to the buried layer so as to minimize rc.)

The model of Fig. 4.8 is referred to as a low-frequency model. When studying 

the frequency response of BJT circuits, in Chapter 6, we will need to augment this 

model with appropriate parasitic capacitances. At low operating frequencies these 

capacitances act as open circuits and will thus be ignored. Not so at high frequen-

cies, where they become signifi cant and tend to alter circuit behavior dramatically. 

To keep hand calculations manageable we will ignore rb, rex, rc, and r� whenever 

possible. Only when their presence has an appreciable impact shall we take them into 

proper consideration.

FIGURE 4.8 Complete small-signal model of the BJT at 

low frequencies. 
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  4.2 BJT Characteristics and Models Revisited 345

The Small-Signal Resistances Seen Looking into the 
Terminals of a BJT
While investigating the resistance-transformation abilities of the BJT in connec-

tion with Fig. 2.42, we stipulated an ac grounded collector in order to keep our 

derivations simple. The results obtained there provide good approximations for 

discrete designs, where the net equivalent resistance external to the collector is 

not very large. However, in monolithic circuits the collector is often terminated 

on an active load whose equivalent resistance can be quite high, rendering the re-

sults of Chapter 2 no longer adequate. We need to reexamine the resistance trans-

formation ability of the BJT but using the more general ac circuit of Fig. 4.9. The 

main novelty now is the coupling established by ro between RC and the internal 

circuitry of the BJT model. As usual, we utilize lower-case subscripts to distin-

guish the small-signal resistances Rb, Re, and Rc from the external resistances RB, 

RE, and RC. 

● The Resistance Rb Seen Looking into the Base. The circuit to fi nd this resis-

tance is shown in Fig. 4.10a. Ignoring r� because of its sheer size, we use Ohm’s 

law to write

  i b  5   
 v b  2  v e 

 ______  r �   

We need another equation to eliminate ve, so we apply KCL at node ve and write

   
 v b  2  v e  ______  r �    1  � 0  i b  1   

 v c  2  v e  ______  r o    5   
 v e  ___  R E   

 Now, we need yet another equation to eliminate vc, so we again apply KCL at vc 

and write

   
0 2  v c  ______ 

 R C 
   5  � 

0
  i b  1   

 v c  2  v e  ______
  r o   

Rb

RE

RC

RB

Re

Rc

FIGURE 4.9 The small-signal resistances seen looking into the BJT’s terminals.

 R b  5  r �  1  (  � 
0
  1 1 ) ( R E  // r o ) 3   

1 1  R C y[( � 
0
  1 1) r o ]

  ______________  
1 1  R C y( R E  1  r o )

  

 R e  5  (    R B  1  r �  ______ 
 � 

0
  1 1

  // r o  )  3   
1 1  R C y r o   _____________________  

1 1  R C y [ ( � 
0
  1 1) r o  1  R B  1  r �  ] 

  

 R c  >  r o  [ 1 1   
 g m ( r �  // R E )

  ____________  
1 1  R B y( r �  1  R E )

   ] // [    r �  __________________  
1 1 ( R B yy R b )y( R E  1 1y g m )

   ] 
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346 Chapter 4 Building Blocks for Analog Integrated Circuits

Eliminating ve and vc, collecting, and taking the ratio Rb 5 vbyib gives, after some 

algebra,

  R b  5  r �  1 ( � 
0
  1 1)( R E  // r o ) 3   

1 1  R C y[( � 
0
  1 1) r o ]

  _________________  
1 1  R C y( R E  1  r o )

   (4.9)

It is apparent that as long as RC ! (�0 1 1)ro and RC ! (RE 1 ro), Eq. (4.9) reduces 

to the familiar form Rb 5 r� 1 (�0 1 1)(RE//ro). In the discrete designs of Chapter 2, 

RC was always small enough to meet these conditions. However, this is not neces-

sarily the case in monolithic designs, where the collector may be terminated on an 

active load and therefore RC can be quite large. In fact, you can verify that in the limit 

RC → `, Eq. (4.9) gives Rb → r� 1 RE! To justify this surprising result, note that let-

ting RC 5 ` in Fig. 4.10a will force the current �0ib to circulate entirely in ro, making 

the two elements act as a self-contained subcircuit. Consequently, the source vi sees 

just r� in series with RE! 

B
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vc
RC

r�

r�vb

ve

RE

ib1
2

(a)

RB

E

r�

vc
RC

�0ib�0ib

r�

r�

ve

ib

ie

(b)

1
2

FIGURE 4.10 Test circuits to fi nd (a) Rb and (b) Re.

Let the BJT of Fig. 4.9 have �0 5 100, r� 5 2.6 kV, and ro 5 100 kV. If RE 

5 1.0 kV, fi nd Rb in the limits RC → 0 and RC → `. For what value of RC does 

Rb drop to 90% of the value corresponding to RC → 0? 

Solution
By Eq. (4.9),

 lim   
 R C →0

   R b  5  r �  1 ( � 
0
  1 1)( R E // r o ) 5 2.6 1 101(1//100) > 103 kV

 lim   
 R C →`

   R b  5  r �  1  R E  5 2.6 1 1 5 3.6 kV

Imposing 

0.9 3 103 5 2.6 1 (1//100)    
1 1  R C y(101 3 100)

  _________________  
1 1  R C y(1 1 100)

  

and solving gives RC 5 11.5 kV. 

EXAMPLE 4.2
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● The Resistance Re Seen Looking into the Emitter. Summing currents into the 

emitter node of Fig. 4.10b gives 

 ( � 
0
  1 1) i b  1  i e  1   

 v c  2  v e  ______
  r o    5 0

 We need two additional equations to eliminate ib and vc. Again ignoring r�, we 

use Ohm’s law to write

  i b  5   
0 2  v e  _______

 
 R B  1  r �   

 Moreover, KCL at the collector node gives 

   
0 2  v c  ______ 

 R C 
   5  � 

0
  i b  1   

 v c  2  v e  ______
  r o   

 Eliminating, collecting and solving for the ratio Re 5 veyie gives, after some 

algebra,

  R e  5  (    R B  1  r � 
 _______
 

 � 
0
  1 1

  // r o  )  3   
1 1  R C y r o   __________________________   

1 1  R C y[( � 
0
  1 1) r o  1  R B  1  r � ]

   (4.10)

 As long as RC ! ro this equation reduces to the familiar form of discrete de-

signs, namely, Re > [(RB 1 r�)y(�0 1 1)]//ro, which is small because of the term 

(�0 1 1) in the denominator. However, if the collector is terminated on a current 

source, RC can be suffi ciently large to raise Re dramatically. In fact, one can eas-

ily verify that in the limit RC → ` Eq. (4.10) gives Re → RB 1 r�! Again, with 

the collector ac open circuited, the current �0ib will circulate exclusively in ro, 

making the two elements act as a self-contained subcircuit. Consequently, the 

source ve sees just r� in series with RB. 
● The Resistance Rc Seen Looking into the Collector. With suffi cient emitter 

degeneration the resistance seen looking into the collector can be quite large, so 

ignoring r� may no longer be acceptable. Unfortunately, the inclusion of r� in the 

calculations complicates the algebra signifi cantly and without providing much 

insight. A quicker, if approximate, approach is to investigate the effects of ro and 

r� separately and then combine them together. For the test circuit of Fig. 4.11a 
we ignore r� and recycle familiar results to write ic1 5 vcyRc1, where

  R c1
  >  r o  [ 1 1   

 g m ( r � // R E )
  

_______________
  

1 1  R B y( r �  1  R E )
   ]  (4.11)

 In the circuit of Fig. 4.11b we ignore ro and apply KCL, 

  i c2
  5   

 v c  2  v b  ______
  r �    1   

 g m 
 ________
 

1 1  g m  R E     v b 

 By the voltage divider formula, 

  v b  5   
 R B // R b  ___________

 
( R B // R b ) 1  r �     v c  >   

 R B // R b  ______  r �    v c 
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348 Chapter 4 Building Blocks for Analog Integrated Circuits

 where we have used the fact that in circuits of practical interest r� @ RB//Rb, Rb 5 

r� 1 (�0 1 1)RE. Clearly vb is much smaller than vc, so we can simplify further, as 

  i c2
  5   

 v c  __  r �    1   
 g m 
 ________ 

1 1  g m  R E 
     
 R B // R b  ______  r �     v c  >   1 __  r �    ( 1 1   

 R B // R b  _________ 
 R E  1 1y g m 

   )  v c  5   
 v c  ___ 
 R c2

 
  

 where

  R c2
  5   

 r � 
  _____________________

  
1 1 ( R B // R b )y( R E  1 1y g m )

   (4.12)

 With ro and r� present simultaneously, the overall current drawn from the vc source 

is ic > ic1 1 ic2 5 vcyRc1 1 vcyRc2. Letting Rc 5 vcyic, we fi nd 

  R c  >  R c1
 // R c2

  >  r o  [ 1 1   
 g m ( r � // R E )

  
_______________

  
1 1  R B y( r �  1  R E )

   ] // [   
 r � 
  _____________________  

1 1 ( R B // R b )y( R E  1 1y g m )
   ]  (4.13)

 We observe that the presence of RB reduces both Rc1 and Rc2. In applications where it is 

desired to maximize Rc, it would be best to keep RB as small as the design will allow. 

FIGURE 4.11 Test circuits to fi nd the contributions to Rc due to (a) ro and (b) r�.
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Let the BJT of Fig. 4.9 have �0 5 100, r� 5 2.6 kV, ro 5 100 kV, and r� 5 2�0ro. 

If RB 5 10 kV and RE 5 1.0 kV, estimate Rc. What happens if RB 5 0? Compare 

with PSpice. 

Solution
We have gm 5 100y2600 5 1y(26 V) and r� 5 2 3 100 3 100 5 20 MV. Equa-

tions (4.11) through (4.13) give 

  R c1
  > 100 ( 1 1   

(2.6//1)y0.026
  

_______________
  

1 1 10y(2.6 1 1)
   )  5 835 kV

  R c2
  5   20  ________________________   

1 1 (10//103.6)y(1 1 0.026)
   > 2 MV

  R c  > 835//2,000 5 591 kV

With RB 5 0 we get Rc1 5 2.88 MV, Rc2 5 r� 5 20 MV, and Rc 5 2.88//20,000 5 

2.52 MV, in excellent agreement with PSpice, which gives Rc 5 594 kV for 

RB 5 10 kV, and Rc 5 2.52 MV for RB 5 0. 

EXAMPLE 4.3
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As mentioned, a monolithic transistor amplifi er is likely to be biased and/or 

loaded by another transistor confi gured as a current source or sink, so it is instructive 

to reexamine the basic CE, CC, and CB confi gurations from the perspective of mono-

lithic design. To focus on the distinguishing aspects of this type of design, we fi rst in-

vestigate a circuit in the absence of loading and for the case of ideal current sources/
sinks (to keep things simple we also assume r� 5 ̀ ). Then, we adapt our results to the 

case of non-ideal sources/sinks, in the presence of output loading, and with r� Þ `.

The CE Confi guration with an Idealized Active Load
Recall that the common-emitter (CE) confi guration (with or without emitter degen-

eration) is best suited to voltage amplifi cation. The monolithic rendition of Fig. 4.12 

uses the current source ILOAD as an active load, and the voltage source VBIAS to bias the 

BJT. We assume that VBIAS has been adjusted so as to bias the collector well within the 

linear region of operation. We readily fi nd the input and output resistances by adapt-

ing Eqs. (4.9) and (4.13) in the limits RB → 0, RC → `, and r� → `. The results are

  R i  5  r �  1  R E  (4.14)

  R o  5  r o [1 1  g m ( r � // R E )]  (4.15)

Comparing to the case RC → 0, for which the familiar expression Ri 5 r� 1 

(�0 1 1)(RE//ro) holds, one may fi nd Eq. (4.14) surprising. However, we readily 

justify it by turning to the ac equivalent of Fig. 4.13, where we observe that in 

the limit RC → ` the collector acts as an open circuit, at least on an ac basis. This 

means that the gmv� current must circulate entirely in ro, so these two elements act 

as a self-contained subcircuit. In this case the source vi sees just r� in series with 

RE! Here is one signifi cant difference between monolithic (high RC) and discrete 

(low RC) design! 

FIGURE 4.12 Voltage amplifi er with an ideal active load, and its small-signal 

characteristics for r� 5 .̀
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350 Chapter 4 Building Blocks for Analog Integrated Circuits

To fi nd the voltage gain, consider again Fig. 4.13 in the limit RC → `. By KVL 

and Ohm’s Law,

  v o  5  v i  2  v �  2  r o  g m  v �  5  v i  2 (1 1  g m  r o ) v � 

By the voltage divider formula, 

  v �  5   
 r � 
 _______
 

 r �  1  R E     v i 

Substituting v�, collecting, and solving for the ratio voyvi we get, after some algebra, 

  a oc  5  lim   
 R C →`

    
 v o  __

  v i    5 2 g m  r o   
1 2  R E y( � 

0
  r o )
  ____________ 

1 1  R E y r � 
   (4.16a)

where aoc is the open-circuit voltage gain, also called the unloaded voltage gain. A 

practical circuit has REy(�0ro) ! 1, so this gain simplifi es to

  a oc  >   
2 g m  r o  _________ 

1 1  R E y r � 
   (4.16b)

The above expressions were derived in the presence of emitter degeneration, 

but we readily adapt them to the nondegenerated case by letting RE 5 0. This gives 

Ri 5 r�, Ro 5 ro, and aoc 5 aintrinsic, where

  a 
intrinsic

  5 2 g m  r o  5 2  
 V A 

 ___
 

 V T 
   (4.17)

is called the BJT’s intrinsic gain. This is the maximum voltage gain achievable with 

a CE amplifi er. 

In actual application the amplifi er is likely to drive some fi nite load resistance, 

and the ILOAD current source is likely to exhibit some fi nite parallel resistance. More-

over, r� Þ ̀ . Lumping all these resistances together and denoting the result as RC, we 

fi nd the loaded gain via the voltage divider formula, 

   
 v o  __  v i 

   > 2 a oc  3   
 R C 
 _______ 

 R o  1  R C 
   (4.18)

Note that the presence of RC will also alter the input resistance Ri, as per Eq. (4.9). 
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gmv� r�

2

1

Ri Rovi
1
2

FIGURE 4.13 Ac equivalent of the voltage amplifi er of Fig. 4.12.
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Exercise 4.1 
Show that for RC ! ro, Eqs. (4.9) and (4.18) can be put in the more familiar forms 

of discrete design 

  R i  >  r �  1  (  � 
0
  1 1 )  R E     

 v o  __  v i 
   > 2  

 R C 
 _______
 

 r e  1  R E    (4.19)

Let the BJT of Fig. 4.12 have gm 5 1y25 A/V, r� 5 4.0 kV, and ro 5 50 kV. 

Assuming r� 5 `, fi nd Ri, Ro, and voyvi if:

 (a)  RE 5 0 and RC 5 `. 

 (b)  RE 5 1.0 kV and RC 5 `. 

 (c)  RE 5 1.0 kV and RC is adjusted so that RC 5 Ro. 

  (d)  RE 5 1.0 kV and RC 5 10 kV. Comment on your results at each step.

 (e)  Repeat parts (a) and (b) assuming r� 5 5�0ro. 

Solution
 (a)  With RE 5 0 and RC 5 ` the BJT amplifi es by its intrinsic gain, and we have

  Ri 5 r� 5 4.0 kV

  Ro 5 ro 5 50 kV

  aintrinsic 5 2gmro 5 250y0.025 5 22000 V/V

 (b)  With emitter degeneration we expect an increase in Ri and Ro and a drop in a,

  Ri 5 r� 1 RE 5 4 1 1 5 5 kV

  Ro 5 ro[1 1 gm(r�//RE)] 5 50[1 1 (4//1)y0.025] 5 1.65 MV

    
 v o  __  v i 

   >   
 2 g m  r o  _________ 

1 1  R E y r � 
   5   

 22000
 

_______
 

1 1 1y4
   5 21600 V/V

 (c)  We still have Ro 5 1.65 MV. However, loading the collector with RC 5 Ro 5 

1.65 MV will reduce gain to one-half the unloaded value, by Eq. (4.18). Thus

    
 v o  __  v i 

   5 21600   1.65 __________ 
1.65 1 1.65

   5 2800 V/V

  Moreover, Ri will increase because of the coupling action by ro. Using 

Eq. (4.9) with �0 5 gmr� 5 160,

   R i  5 4 1 161(1//50) 3   
1 1 1650y(161 3 50)

  __________________  
1 1 1650y(1 1 50)

   5 9.7 kV

 (d)  Using again Eqs (4.18) and (4.9), but with RC 5 10 kV, we now get 

    
 v o  __  v i 

   5 29.63 V/V  Ri 5 136 kV 

  With RC this low, we could have used the familiar expressions of Eq. (4.19) to 

estimate 

    
 v o  __  v i 

   > 2  
10
 

_________
 

0.025 1 1
   5 29.76 V/V   R i  > 4 1 161 3 1 5 165 kV

EXAMPLE 4.4 
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352 Chapter 4 Building Blocks for Analog Integrated Circuits

The CC Confi guration with an Idealized Active Load
Recall that the common-collector (CC) confi guration is best suited to voltage buffer-

ing. The IC rendition of Fig. 4.14 admits the ac equivalent of Fig. 4.15, which we 

wish to investigate in the limit RE → `. In the absence of r� the resistance seen look-

ing into the base would be r� 1 (�0 1 1)ro > �0ro. This is large and comparable to r� 

(5 m�0ro), so taking the latter into account, we write, for RE → `,

  R i  > ( � 
0
  r o )//(m � 

0
  r o ) 5   

m ______
 m 1 1
   � 

0
  r o  (4.20)

Moreover, adapting familiar expressions in the limit RE → `, we get

  R o  5  r e // r o  >  r e  (4.21)

and 

  a oc  5  lim   
 R E →`

   
 v o  __  v i 

   5   
1
 

_____________
  

1 1   
 r � 
 _________
 

( � 
0
  1 1) r o 

  
   5   

1
 

________
 

1 1  r e y r o 
   >   1

 ___________ 
1 1 1y( g m  r o )

   (4.22)

Exercise 4.2 
Use Eq. (4.16a) to predict the gain of the circuit of Fig. 4.12 if (a) RE 5 �0ro, and 

(b) RE 5 `. Hence, justify your results via physical reasoning. 

FIGURE 4.14 Voltage follower with ideal current sink bias, and 

its small-signal characteristics.

Ro

VCC

VEE

Ri
vi

vo

IBIAS

1
2  R i  >   m ____ 

m 11
    � 

0
  r o 

 a oc  >   1 _________ 
1 1 1y( g m  r o )

  

 R o  >  r e 

  which are in fair agreement with the above. It is apparent that reducing RC 
lowers a while raising Ri. The difference between monolithic and discrete 

design is evidenced further in Exercise 4.3, p. 357. 

 (e)  We have r� 5 5 3 160 3 50 5 40 MV. To assess the impact of r� we adapt 

Eq. (4.18). Thus, in (a) gain drops to 22000 3 40y(0.05 1 40) 5 21997 V/V 

and in (b) gain drops to 21600 3 40y(1.65 1 40) 5 21537 V/V. In both cases 

the change is fairly small, indicating that we can ignore r�, at least in this example.
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  4.2 BJT Characteristics and Models Revisited 353

where aoc is the unloaded or open-circuit voltage gain. This gain, slightly less than 

unity, is the maximum gain achievable with the CC confi guration, and it can also be 

expressed in the bias-independent form 

  a oc  >   1
 _________ 

1 1  V T y V A 
   (4.23)

In actual application the circuit is likely to drive some fi nite load, and the IBIAS cur-

rent sink is likely to exhibit some fi nite parallel resistance. Lumping these resistances 

together and denoting the result as RE, we observe that RE appears in parallel with ro in 

Fig. 4.15, so we recycle Eq. (4.22) but with ro//RE in place of ro to get the loaded gain 

   
 v o  __  v i 

   >   1 _______________  
1 1 1y[ g m ( r o // R E )]

   (4.24)

You can readily verify that the above expression can also be manipulated into a 

voltage-divider form as

  v o  >   
( r o // R E )
 ______________  

(1y g m ) 1 ( r o // R E )
     v i  (4.25)

The reason for doing this is that we can visualize the voltage buffer accord-

ing to Fig.  4.16. This insightful form will be used extensively as we move along. 

FIGURE 4.15 Ac equivalent of the voltage follower of Fig. 4.14.

r�

RE

gmv� r�

v�

vi v�

2

1Ri

Ro

r�

1
2

vi vo

ro

1@gm

1 V/V

RE

vi

vo

RE

FIGURE 4.16 A BJT voltage follower acts as a unity-gain buffer with output resistance 

1ygm, in turn forming a voltage divider with the rest of the resistances associated with 

the emitter (ro//RE in the present case). 
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354 Chapter 4 Building Blocks for Analog Integrated Circuits

(Truth be told, the output resistance of the unity-gain stage should be re instead of 

1ygm; but, since re 5 �0ygm, where �0 5 �0y(�0 1 1) > 1, we let 1ygm stand, if 

nothing else because of the similarity with FETs to be investigated in the next section.)

The CB Confi guration with an Idealized Active Load
Thanks to its high output resistance, the CB confi guration fi nds application not only 

as a current buffer, but also as a voltage amplifi er with high unloaded gain. Consider 

the monolithic rendition of Fig. 4.17, which uses the source ILOAD as an active load, 

and the source VBIAS to bias the BJT (as usual, we assume that VBIAS has been adjusted 

so as to bias the collector well within the linear region of operation). We wish to fi nd 

the unloaded or open-circuit voltage gain aoc as well as Ri and Ro. To this end, refer 

Let the voltage follower of Fig. 4.14 have gm 5 1y(10 V), r� 5 2.0 kV, ro 5 25 kV, 

and m 5 5. 

 (a)  Find Ri and voyvi if net resistance external to the emitter is RE 5 `. 

 (b)  Repeat, if the circuit drives a 3.0-kV load and the biasing sink has a 50-kV 

parallel resistance. 

 (c)  Repeat part (b) if the vi source has a series resistance RB 5 30 kV. 

Solution
 (a)  The BJT has �0 5 gmr� 5 (1y10)2000 5 200. For RE 5 ` we have, by 

Eqs. (4.20) and (4.22),

  R i  >   5
 _____ 

5 1 1
   200 3 25 > 4.2 MV

  a oc  5   
1
 

______________
  

1 1 1y(25y0.01)
   5   

1
 

__________
 

1 1 1y2500
   5 0.9996 V/V

 (b)  We now have RE 5 50//3 5 2.83 kV and ro//RE 5 25//2.83 5 2.54 kV. By 

inspection, 

  R i  5  r � //[ r �  1 ( � 
0
  1 1)( r o // R E )] 5 (5 3 200 3 25)//(2 1 201 3 2.54) 

 5 (25,000//512) 5 502 kV

  indicating that r� now has a negligible effect and we could have ignored it. 

Finally, Eq. (4.24) gives 

   
 v o  __  v i 

   5   
1
 

_________________
  

1 1 1y(2.54y0.010)
   5   

1
 

_________
 

1 1 1y254
   > 0.996 V/V

 (c)  Here is an example where the viewpoint of Fig. 4.16 comes in handy. We can 

still apply the voltage-divider formula, but after refl ecting RB to the emitter, 

where it will appear in series with the 1ygm resistance. The refl ected value is 

RBy(�0 1 1) 5 30y201 5 149 V, so Eq. (4.25) gives 

   
 v o  __  v i 

   5   
2.54
  

___________________
  

0.149 1 0.010 1 2.54
   5 0.941 V/V

EXAMPLE 4.5 
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  4.2 BJT Characteristics and Models Revisited 355

to the ac equivalent of Fig. 4.18 in the limit RC → ` (for the time being assume also 

r� 5 `). Noting that v� 5 2vi, we relabel and reorient the dependent source to effect 

the circuit transformation shown. It is apparent that the gmv� current circulates en-

tirely in ro, so we apply KVL and Ohm’s law to write vo 5 vi 1 rogmvi 5 (1 1 gmro)vi. 

Taking the ratio voyvi we get

  a oc  5  lim   
 R C →`

    
 v o  __

  v i    5 1 1  g m  r o  (4.26)

It is interesting to observe that the product gmro appears in the expressions for aoc for 

each of the three basic BJT confi gurations, as per Eqs. (4.17), (4.22), and (4.26). 

As we know, gmro (5VAyVT) is a fairly large number that depends only on physical 

properties of the BJT, regardless of the biasing conditions. We can easily say that this 

number represents a fi gure of merit of a BJT in monolithic design. 

 R i  5  r � 

 a oc  5   
 v o  __  v i    5 1 1 gmro

 R o  5  r o 

Ro

ILOAD

VBIAS

VCC

Ri

vi

vo

1

2

1
2

FIGURE 4.17 The CB confi guration as a high-gain 

voltage amplifi er, and its ac characteristics for r� 5 .̀

FIGURE 4.18 Ac equivalent of the CB voltage amplifi er of Fig. 4.17.
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356 Chapter 4 Building Blocks for Analog Integrated Circuits

With the collector acting as an open ac circuit, the resistance seen by the input 

source is simply 

  R i  5  r �  (4.27)

Comparing to the case RC → 0, for which the familiar expression Ri 5 re//ro > re 

holds, one may fi nd Eq. (4.27) surprising. Again, because of the ac open-circuited 

collector, the current supplied by the vi source fl ows entirely in r�. This is another 

signifi cant difference between monolithic (high RC) and discrete (low RC) design! 

Finally, to fi nd the output resistance, we let vi → 0 and write, by inspection 

  R o  5  r o  (4.28)

In actual application the amplifi er is likely to drive some fi nite load resistance, and 

the ILOAD source is likely to exhibit some fi nite parallel resistance. Moreover, r� Þ `. 

Lumping all these resistances together and denoting the result as RC, we fi nd the 

loaded gain via the voltage divider formula,

   
 v o  __  v i 

   >  a oc  3   
 R C 
 _______ 

 r o  1  R C 
   (4.29)

The CB confi guration is widely used in monolithic design both because of its 

potentially high unloaded voltage gain and because of its resistance-transformation 
abilities. (We will soon see an example in the cascode confi guration.) Adapting 

Eqs. (4.10) and (4.13) with RB 5 0, we readily fi nd the expressions tabulated in Fig. 

4.19, which you are urged to keep in mind as we shall refer to them often. 

FIGURE 4.19 Illustrating the resistance-transformation properties of the CB confi guration. 

RE

RC

Ri

Ro

 R i  >  r e   
 r o  +  R C  ___________  r o  +  R C /( � 

0
  + 1)

  

 R o  >  r o  [ 1 +  g m ( r � // R E ) ] // r � 

Let the BJT of Fig. 4.17 have gm 5 1y(50 V), �0 5 150, and ro 5 120 kV. 

 (a)  Assuming r� 5 `, fi nd Ri, Ro, and voyvi in the limit RC → `.

 (b)  Repeat, if the circuit drives an external load of 1 MV.

 (c)  Investigate the effect of taking into account r� 5 m�0ro, m 5 5. 

Solution
 (a)  By Eqs. (4.26) through (4.28) we have 

 Ri 5 150 3 50 5 7.5 kV  Ro 5 120 kV   a oc  5 1 1   
120

 
____

 
0.05

   5 2401 V/V

EXAMPLE 4.6 
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  4.3 MOSFET Characteristics and Models Revisited 357

4.3 MOSFET CHARACTERISTICS AND MODELS REVISITED

The MOSFET models and analytical methodologies of Chapter 3 were deliberately 

kept as simple as possible so we could focus on the very basics. As we embark upon 

the study of monolithic circuits, we need to suitably refi ne models and techniques to in-

clude higher-order effects that tend to play a more prominent role in monolithic design. 

The Role of l in Dc Calculations 
Recall from Chapter 3 that the dc current of a saturated nMOSFET is

  I D  5   
1
 

__
 

2
   k9   W __ 

L
   V  OV  2

   (1 1 � V DS )  (4.30)

 (b)  Ro remains the same. However, the input resistance and gain drop. Using the 

expression for Ri tabulated in Fig. 4.19, along with Eq. (4.29), we fi nd 

  R i  > 50   0.12 1 1 ____________  
0.12 1 1y151

   > 442 V    
 v o  __

  v i    5 2401  1 ________ 
0.12 1 1

   > 2144 V/V

 (c)  We have r� 5 5 3 150 3 120 5 90 MV, so the parameters of part (a) change to

  R i  > 50   
0.12 1 90

 _____________  
0.12 1 90y151

   > 6.29 kV   
 v o  __  v i 

   5 2401  
90
 _________ 

0.12 1 90
   > 2398 V/V

  Similarly, we recalculate the parameters of part (b), but using (90//1) MV 

instead of 1 MV. The difference is on the order of 1%, indicating that r� plays 

a negligible role in this example. 

Exercise 4.3  
The voltage gain a 5 vcyve of the CB confi guration may lie anywhere over the range 

gmRC # a # 1 1 gmro, depending on how RC compares with ro. The lower extreme is 

reached in the limit RC ! ro, typical of discrete designs, whereas the upper extreme 

is reached in the limit RC @ ro, typical of monolithic designs. Let us arbitrarily de-

fi ne the discrete design range as the range RC # RC(max) over which a departs from its 

lower extreme by no more than 10%, and the monolithic design range as the range 

RC $ RC(min) over which a departs from its upper extreme by no more than 10%. 

 a. Estimate RC(max) and RC(min) for a BJT with �0 5 100 and VA 5 100 V at 

IC 5 1 mA. 

 b. What are the values of Re at the lower and upper extremes? 

 c. What are the values of Re at RC 5 RC(max) and at RC 5 RC(min)? 

Ans: (a) RC(max) > 11 kV, RC(min) > 900 kV. (b) 26 V, 2.6 kV. (c) 28.8 V, 239 V
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358 Chapter 4 Building Blocks for Analog Integrated Circuits

where � is the channel-length modulation parameter, a device parameter typically 

on the order of 0.01 to 0.1 V21. As we know, this type of modulation stems from 

the portion of the drain-body SCL extending into the channel. Its width (xp for the 

nMOSFET, xn for the pMOSFET) depends on doping levels as well as on junction 

bias, as per Eqs. (1.40) and (1.45). As we know, the shorter the channel the more 

pronounced the effect of channel-length modulation in Eq. (4.30). IC designers 

relate � to L as 

 � 5   
 �9  __

 L   (4.31)

where �9 (in �m/V) is a process parameter, and L (in �m) is the channel length. 

Typically, �9 ranges from 0.02 to 0.2 �m/V. An IC designer will specify L to achieve 

a given �, and W to achieve a given k, k 5 k9(WyL). Note that this fl exibility is not 

available in bipolar IC design!

As long as �VDS ! 1 we ignore the term �VDS in Eq. (4.30) to simplify dc calcula-

tions. However, in monolithic circuits this may no longer be acceptable. An example 

will give a better idea. 

Let the diode-connected FET of Fig. 4.20 have Vt 5 1.0 V, k9 5 100 �A/V2, and 

�9 5 0.2 �m/V. 

 (a)  Find W and L to achieve � 5 0.1 V21 and k 5 0.5 mA/V2. 

 (b)  If I 5 1.0 mA, fi nd V assuming � 5 0 to simplify dc calculations. 

 (c)  Refi ne your calculation of part (b), but with � 5 0.1 V21. 

 (d)  How would you adjust I to retain the value of V found in part (b)?

 (e)  How would you alter the WyL ratio to retain the values of I and V of part (b) 

without changing �?

VI

1

2

FIGURE 4.20 Circuit of Example 4.7.

Solution
 (a)  We need L 5 �9y� 5 0.2/0.1 5 2 �m, and WyL 5 kyk9 5 0.5y0.1 5 5. So, 

W 5 5L 5 10 �m.

 (b)  We have  V OV  5  √ 
_____

 2 I D yk   5  √ 
________

 2 3 1y0.5   5 2 V, and V 5 Vt 1 VOV 5 1.0 1 

2.0 5 3.0 V. 

 (c)  We now have

 1 mA 5   
0.5 mA

 
_______

 
2
   (V 2 1.0 ) 2  3  ( 1 1 0.1 3 V ) 

EXAMPLE 4.7 
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The Body Transconductance 
In Chapter 3 we assumed MOSFETs with the body and source terminals tied to-

gether. This freed us from having to worry about the body effect so we could focus on 

the very basics of MOSFET behavior. In monolithic circuits different FETs share the 

same tub or body. The body common to all nMOSFETs is tied to the most negative 

voltage (MNV) in the circuit in order to avoid the inadvertent turn-on of the diode 

formed by the p-type body and the n-type source. Likewise, the body common to 

all pMOSFETs is tied to the most positive voltage (MPV). In the case of a saturated 

nMOSFET whose source is allowed to attain a different potential than the body, the 

drain current takes on the more general form

  i D  5   
k __

 
2
    [  v GS  2  v t ( v SB ) ]  2 (1 1 � v DS )  (4.32)

showing explicitly that the threshold voltage vt is a function of the source-to-body 

voltage vSB ($ 0). This dependence takes on the form of Eq. (3.8), repeated here for 

convenience

  v t ( v SB ) 5  V t0  1 	 [  √ 
__________

  v SB  1 2 u  
 p  u    2  √ 
_____

 2 u  
 p  u    ]  (4.33)

where 

 	 5   
 √ 

_______

 2q N A  � si   
 ________
 

 C ox 
   (4.34)

For a pMOSFET Eq. (4.33) takes on the form  v t ( v BS ) 5  V t0  2 	 [  √ 
________

  v BS  1 2 
 n    2  √ 
____

 2 
 n    ] , 
where g is still found via Eq. (4.34), but with NA replaced by ND. It is apparent that 

FETs operating with vB 5 vS will also have vt 5 Vt0. However, FETs with vS Þ vB 

will have vt Þ Vt0, a phenomenon referred to as the body effect. Since vSB (or vSB for 

a pMOSFET) affects iD, the body acts as a second gate, though with a lesser impact 

upon iD than the gate proper because of the presence of the square root function in 

Eq. (4.33). For this reason the body is also referred to as the back gate. 

  Taking the square root of both sides and solving for the linear term in V we get 

 V 5 1.0 1   
2
 

____________
  

 √ 
___________

 1 1 0.1 3 V  
  

  Starting out with the estimate V 5 3.0 V and iterating, we fi nd V 5 2.77 V 

(,3.0 V because of �).

 (d)  I 5 (1 mA) 3 (1 1 0.1 3 3.0) 5 1.3 mA (.1 mA because of �).

 (e)  To lower I from 1.3 mA to 1.0 mA while retaining V 5 3.0 V we need to 

reduce the WyL ratio in proportion. So, (WyL)new 5 (WyL)old 3 (1.0y1.3) 5 

5 3 0.77 5 3.85. To retain the same �, keep Lnew 5 Lold. So, we need Wnew 5 

Wold 3 0.77 5 7.7 �m. 
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360 Chapter 4 Building Blocks for Analog Integrated Circuits

Just like we use the dependent source gmvgs to model the effect of a small-signal 

change in the gate voltage relative to that of the source, we use an additional depen-

dent source gmbvbs to model the effect of a small-signal change in the back-gate volt-

age relative to that of the source. This results in the small-signal model of Fig. 4.21, 

where gmb, aptly called the body transconductance, is defi ned as 

  g mb  5   
 
   
− i D 

 ____
 − v BS 
   |  

 V GS ,  V DS 
  (4.35)

with vGS and vDS held constant. (Conversely, the ordinary transconductance is defi ned 

as  g m  5 − i D y− v GS  with vBS and vDS held constant.) Differentiation of Eq. (4.32) with 

respect to vBS (52vSB) gives

  g mb  5   
− i D 
 _______
 − ( 2 v SB  ) 
   5 2   

− i D 
 ____
 − v SB    5 2k[ v GS  2  v t  (v SB )] (1 1 � v DS ) ( 2  

− v t  ____
 − v SB    )  

 5  g m (1 1 � v DS )   
	
 ____________  

2 √ 
__________

  v SB  1 2 u  
 p  u   
  

where we have used the fact that k[vGS 2 vt(vSB)] 5 gm. For �vDS ! 1 we can write

  g mb  5 � g m  (4.36)

where 

 � 5   
	
 ____________

  
2 √ 

__________

  v SB  1 2 u  
 p  u   
   (4.37)

The proportionality constant � depends on process parameters as well as on vSB (or 

vBS for the pMOSFET case), and is typically on the order of 0.1 to 0.3. Note that since 

the MNV (or MPV for the pMOSFET) is usually of the dc type, the body is shown 

at ac ground in Fig. 4.21. 

FIGURE 4.21 Small-signal MOSFET model with the source gmbvbs stemming from the body effect.
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A Generalized Ac Circuit 
We now wish to investigate how the presence of the gmbvbs source affects the various 

parameters in the generalized ac circuit of Fig. 4.23. We anticipate that except for the 

CS confi guration, for which vbs 5 0, all other confi gurations will be sensitive to the 

body effect. 
● The Transconductance Gm 5 idyvg. With reference to the small-signal equiva-

lent of Fig. 4.24a we observe that vbs 5 2vs, so we can reverse the direction of 

the gmbvbs source and relabel it as gmbvs. This is depicted in Fig. 4.24b. Applying 

KCL at the drain node we get

  i d  1  g mb  v s  5  g m ( v g  2  v s ) 1   
 v d  2  v s 

 ______
  r o   

Let the FET of Fig. 4.22 have Vt0 5 1.0 V, k 5 0.5 mA/V2, � 5 1y(40 V), u2
pu 5 

0.6 V, and 	 5 0.445 V1y2. If VDD 5 9.0 V, specify suitable resistances to bias the 

FET at ID 5 1 mA according to the 1y3-1y3-1y3 Rule (to simplify dc calculations, 

assume � 5 0). Hence, calculate the small-signal parameters. 

FIGURE 4.22 Circuit of Example 4.8

RS
R2

RD

VDD

R1

Solution
We have VS 5 (1y3)9 5 3 V, so RD 5 RS 53y1 5 3 kV. Clearly, VSB 5 3 V, so 

Eqs. (4.33) and (4.37) give 

 V t  5 1.0 1 0.445 [  √ 
_______

 3 1 0.6   2  √ 
___

 0.6   ]  5 1.5 V  � 5   
0.445

 
_________

 
2 √ 

_______

 3 1 0.6  
   5 0.117

Also, VOV 5 (2IDyk)1y2 5 (2 3 1y0.5)1y2 5 2 V, so VG 5 VS 1 Vt 1 VOV 5 3 1 1.5 1 

2 5 6.5 V. We need a resistance pair such that R1yR2 5 2.5y6.5 51y2.6. Use R1 5 

1.0 MV and R2 5 2.6 MV. Finally, the FET’s small-signal parameters are 

 gm 5 (2 3 0.5 3 1)1y2 5 1.0 mA/V

 gmb 5 0.117 3 1 5 0.117 mA/V

 ro 5 40y1 5 40 kV 

EXAMPLE 4.8 
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362 Chapter 4 Building Blocks for Analog Integrated Circuits

 Since id enters the drain and exits the source, we have, by Ohm’s law, vs 5 RSid 

and vd 5 2RDid. Substituting in the above expression and collecting we get the 

circuit’s transconductance

  G m  5   
 i d  __

  v g    5   
 g m 
  ___________________________

   
1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 

   (4.38)

 This is similar to the expression tabulated in Fig. 3.50, except for the denomi-

nator term increase from gmRS to (gm 1 gmb)RS. By Eq. (4.36) this represents a 

percentage increase of 100�. 

RD

id

Rd

Rs

Rg

RS

vs

vd

1
2

vg

FIGURE 4.23 Summary of small-signal gains and terminal resistances for a MOSFET.

 G m  5   
 i d  __  v g    5   

 g m   ______________________   
1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 

  

  
 v d  __  v g    5   

− g m  R D   ______________________   
1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 

  

  
 v s  __  v g    5   

 g m  R S   ______________________   
1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 

  

 R 
g
  5 `

 R s  5  (   1 ______  g m  1  g mb 
  // r o  )  1   

 R D  ___________  
1 1 ( g m  1  g mb ) r o 

  

 R d  5  r o  1  [ 1 1 ( g m  1  g mb ) r o  ]  R S 

FIGURE 4.24 (a) Small-signal equivalent of the generalized ac circuit of Fig. 4.22. (b) The circuit of (a) after 

suitable transformation. 
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id

vd
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vgsvg rogmvgs gmbvs

vs
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1

2

1
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  4.3 MOSFET Characteristics and Models Revisited 363

● The Voltage Gains vsyvg and vdyvg. We also have vs 5 RSid 5 RSGmvg and vd 5 

2RDid 5 2RDGmvg, so the small-signal voltage gains from vg to vs and from vg to 

vd are, respectively

   
 v d  __

  v g    5   
2 g m  R D 

  ___________________________
   

1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 
   (4.39a)

   
 v s  __

  v g    5   
 g m  R S   ___________________________

   
1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 

   (4.39b) 

 Note again the denominator term increase from gmRS to (gm 1 gmb)RS. 
● The Resistance Rs Seen Looking into the Source. To fi nd this resistance we let 

vg → 0 and we subject the source terminal to a test voltage vs. But, with vg 5 0 

we get vgs 5 vg 2 vs 5 0 2 vs 5 2vs, so now we can reverse and relabel also the 

gmvgs source, as in Fig. 4.25a. By KCL we have 

  i s  5  g m  v s  1  g mb  v s  1   
 v s  2  v d  ______

  r o    5 ( g m  1  g mb ) v s  1   
 v s  2  R D  i s  ________

  r o   

 Collecting and taking the ratio Rs 5 vsyis gives, after some algebra, 

  R s  5  (   1
 

________
  g m  1  g mb 
  // r o  )  1   

 R D 
 ______________

  
1 1 ( g m  1  g mb ) r o 

   (4.40a)

 Typically 1y(gm 1 gmb) ! ro, so the above expression simplifi es to

  R s  >   1
 ________  g m  1  g mb 

   1   
 R D 
 ______________

  
1 1 ( g m  1  g mb ) r o 

   (4.40b)

 The fi rst term is similar to that of discrete designs, except for the change from gm 

to gm 1 gmb. The second term represents the effect of the external drain resistance 

RD refl ected to the source. This term is usually ignored in discrete designs, but 

not necessarily in monolithic designs, where the drain may be terminated on a 

current source and therefore RD may be quite large. 

(a)

vgs

is

rogmvs gmbvs

RD1

2

isvd

vs 1
2

(b)

id vd
1
2

vgs

id

rogmvs gmbvs

1

2

vs

RS

FIGURE 4.25 Test circuits to fi nd (a) the small-signal resistance Rs seen looking into the source and (b) the 

small-signal resistance Rd seen looking into the drain.
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364 Chapter 4 Building Blocks for Analog Integrated Circuits

● The Resistance Rd Seen Looking into the Drain. To fi nd this resistance we let 

vg → 0 and we subject the drain to a test voltage vd. But, with vg 5 0 we again 

get vgs 5 2vs, so we again reverse and relabel both dependent sources as in 

Fig. 4.25b. By KCL,

  i d  1  g m  v s  1  g mb  v s  5   
 v d  2  v s 

 ______
  r o   

 Substituting vs 5 RSid, collecting, and taking the ratio Rd 5 vdyid, we get 

  R d  5  r o  1 [1 1 ( g m  1  g mb  )r o ] R S  (4.41)

 The fi rst component is just the FET’s internal resistance ro, while the second com-

ponent represents the effect of the external source resistance RS refl ected to the 

drain. It is interesting to contrast the effects of the MOSFET upon its external 

resistances: while RD refl ected to the source gets divided by the amount 1 1 (gm 1 

gmb)ro, RS refl ected to the drain gets multiplied by the same amount. We shall have 

more to say about these symmetric actions when studying cascode confi gurations.

As mentioned, a monolithic MOSFET amplifi er is likely to be biased or to 

be loaded by another FET operating as a current source or sink, so it is instructive 

to reexamine the basic FET confi gurations from the IC design viewpoint. We fi rst 

investigate the limiting case of ideal current sources/sinks, then we adapt our results 

to the case of non-ideal sources/sinks, and in the presence of an output load. 

The CS Confi guration with an Idealized Active Load
Recall that the common-source (CS) confi guration (with or without source degenera-

tion) is best suited to voltage amplifi cation. The monolithic rendition of Fig. 4.26 uses 

the current source ILOAD as an active load, and the voltage source VBIAS to bias the FET. 

We assume that VBIAS has been adjusted so as to ensure that the drain is biased at a volt-

age well within the linear region of operation. The amplifi er’s characteristics are readily 

obtained by adapting the expressions of Fig. 4.23 in the limit RD → `. The results are 

tabulated in Fig. 4.26 both for the CS-SD case (RS Þ 0), and the plain CS case (RS 5 0).

FIGURE 4.26 Voltage amplifi er with a current-source load and summary of its 

small-signal characteristics.

Ro

ILOAD

VDD

vo

VBIAS

Ri

RS

1
2

vi

1

2

CS-SD CS (RS 5 0)

 R i  5 `  R i  5 ` 

 a 
intrinsic

  5 2 g m  r o  a 
intrinsic

  5 2 g m  r o 

 R o  5  r o  1  [ 1 1 ( g m  1  g mb ) r o  ]  R S  R o  5  r o 
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  4.3 MOSFET Characteristics and Models Revisited 365

The voltage gain achieved in the limit RD → ` is voyvi 5 2gmro. Aptly called 

the unloaded or also the open-circuit voltage gain, this is the maximum voltage gain 

attainable with the CS confi guration and for this reason it is also called the intrinsic 
gain aintrinsic. It is interesting that this gain is unaffected by the presence of RS. This 

is so because with an ideal current-source load the drain is an ac open circuit giving 

id 5 0. So, is 5 0 and vs 5 RSis 5 0, indicating that neither RS nor gmb intervene in the 

expression for the gain in this case. (However, they do intervene in the expression for 

Ro in the CS-SD case.)

In actual application a CS amplifi er is likely to drive some fi nite load resistance, 

and the ILOAD source is likely to exhibit some fi nite parallel resistance. Lumping these 

resistances together and denoting their combination as RD, we adapt Eq. (4.39) to fi nd 

the loaded gain as

   
 v o  __

  v i    5   
2 g m  R D 

  ___________________________
   

1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 
   (4.42)

Suppose the FET of Fig. 4.26 has gm 5 1 mA/V2, ro 5 50 kV, and � 5 0.15. Find 

Ro and voyvi if: 

 (a)  RS 5 0 and RD 5 `. 

 (b)  RS 5 0 and RD 5 100 kV. 

 (c)  RS 5 2.0 kV and RD 5 `. 

  (d)  RS 5 2.0 kV and RD 5 100 kV. Comment on your results at each step.

Solution
 (a)  With RS 5 0 and RD 5 ` the FET amplifi es by its intrinsic gain and we have

 Ro 5 ro 5 50 kV  aintrinsic 5 2gmro 5 21 3 50 5 250 V/V

 (b)  With RS 5 0 we still have Ro 5 50 kV. With RD 5 100 kV, the loaded gain is, 

by Eq. (4.42),

   
 v o  __  v i 

   5   
21 3 100

 
__________

 
1 1 100y50

   5 233.3 V/V

 (c)  With source degeneration we expect Ro to increase. However, so long as 

RD 5 `, gain is unaffected by RS. 

 Ro 5 ro 1 [1 1 (gm 1 gmb)ro]RS 5 50 1 [1 1 (1 1 0.15 3 1)50]2 5 167 kV

   
 v o  __  v i 

   5 250 V/V

 (d)  The resistance seen by RD is still 167 kV. However, by Eq. (4.42), gain drops to 

   
 v o  __  v i 

   5   
21 3 100

  
_____________________________

   
1 1 1 3 1.15 3 2 1 (100 1 2)y50

   5 18.7 V/V

EXAMPLE 4.9 

fra28191_ch04_332-471.indd   365fra28191_ch04_332-471.indd   365 13/12/13   11:12 AM13/12/13   11:12 AM



366 Chapter 4 Building Blocks for Analog Integrated Circuits

Combining familiar expressions for gm and ro we can put the intrinsic gain in the 

alternative form

  a 
intrinsic

  5 2  
1
 

__
 �   √ 

___

   2k ___ 
 I D 

     (4.43)

Unlike the BJT’s intrinsic gain of Eq. (4.17), which is bias-independent, that of the 

FET is inversely proportional to  √ 
__

  I D   , indicating that lowering ID increases aintrinsic. 

This is certainly desirable in low-power IC design. However, two observations are in 

order. First, Eq. (4.43) is a result of the quadratic characteristic of the MOSFET. At 

suffi ciently low operating currents the FET enters the sub-threshold region where its 

characteristic changes from quadratic to exponential. Consequently, at low currents 

the intrinsic gain of the MOSFET becomes bias-independent, just like in the case of 

the BJT. Second, low operating currents reduce a circuit’s ability to drive capacitive 

loads, resulting in slower operation and thus reduced frequency bandwidth (more on 

this in Chapter 6). 

Writing gmro 5 (2IDyVOV)y(�ID) 5 2y(�VOV) we get yet another insightful form 

for the intrinsic gain

  a 
intrinsic

  5 2   
2L _____

 
�9 V OV    (4.44)

where VOV is the overdrive voltage, L the channel length, and �9 is the process param-

eter characterizing channel-length modulation, as per Eq. (4.31). This form indicates 

that the longer the channel for a given VOV, the higher the intrinsic gain. This fl ex-

ibility is quite convenient for the MOS IC designer!

 (a) If a MOSFET gives aintrinsic 5 250 V/V at ID 5 1 mA, fi nd aintrinsic at ID 5 

100 �A. What value of ID is needed for aintrinsic 5 2100 V/V?

 (b) If it is found that this FET enters the sub-threshold region in the vicinity of 

ID 5 10 �A, estimate its maximum intrinsic gain.

Solution
 (a)  Lowering ID by a factor of 10 will change aintrinsic from 250 V/V to 250 √ 

___

 10   5 

2158 V/V. In order to double aintrinsic from 250 V/V to 2100 V/V we must 

lower ID by a factor of four, so ID 5 1y4 5 250 �A. 

 (b) For ID # 10 �A gain will settle at aintrinsic(max) 5 250 √ 
________

 1000y10   5 2500 V/V.

EXAMPLE 4.10 

Assuming a process with k9 5 75 �A/V2 and �9 5 0.1 �m/V, specify W and L so 

that at ID 5 100 �A and VDS 5 2 V a MOSFET provides aintrinsic 5 250 V/V with 

VOV 5 0.5 V. 

EXAMPLE 4.11 
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  4.3 MOSFET Characteristics and Models Revisited 367

The CD Confi guration with an Idealized Active Load
Recall that the common-drain (CD) confi guration is best suited to voltage buffering. 

In monolithic realizations a FET buffer is usually biased via a current sink, so let us 

investigate the voltage transfer curve (VTC) of such a realization. Figure 4.27 shows 

a PSpice circuit to serve this purpose, along with its voltage transfer curve (VTC). 

The latter is shown both for the already familiar case of body and source tied together 

(	 5 0), and the henceforth more common case of the body tied to the most negative 

voltage (MNV) in the circuit, so that (	 Þ 0). We observe that both curves are shifted 

downward by vGS, namely, vO 5 vI 2 vGS 5 vI 2 (Vt 1 VOV). In the case 	 5 0 we have 

Vt 5 Vt0 5 constant, but in the case 	 Þ 0, the body effect makes Vt itself a function 

of vO and, hence, of vI. We also note that the pn junction formed by the body and 

source clamps vO a diode drop below VSS (or at about 25.6 V in the present example). 

Also, vO saturates at VDD (55 V in the present example) for vI high enough to drive 

the FET into the ohmic region. 

We now wish to fi nd the unloaded voltage gain and output resistance, as depicted 

in Fig. 4.28. We do this by adapting the expressions tabulated in Fig. 4.23 in the 

FIGURE 4.27 (a) PSpice circuit of a monolithic MOS buffer, and (b) its VTC. The 

MOSFET parameters are k9 5 100 �A/V2, W 5 10 �m, L 5 1 �m, Vt0 5 0.5 V, 

	 5 0.7 V1y2, u2
pu 5 0.6 V, and � 5 0.05 V21.

(a)

27

27
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V
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7

24 0

Input voltage  vI (V)

4 7

� 5 0

� 5 0.75 V
1/2

(b)

1
2

VDD (5 V)

VSS (25 V)

vovI
IBIAS

250 mA

M

0

I

O

Solution
By Eqs. (4.44) and (4.31) we have 

L 5 2�9 3 VOV 3 aintrinsicy2 5 20.1 3 0.5 3 (250)y2 5 2.5 �m

100 5   
1
 

__
 

2
   75   W ___ 

2.5
   0. 5 2  ( 1 1   

0.1
 

___
 

2.5
   3 2 ) .

Solving we get W 5 24.7 �m. 
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368 Chapter 4 Building Blocks for Analog Integrated Circuits

limits RD → 0 and RS → `. With a bit of algebra, we can put these expressions in the 

insightful forms 

  a oc  5  lim   
 R S →`

   
 v o  __  v i 

   5   
1
 

_______________
  

1 1 � 1 1y( g m  r o )
      R o  5  (   1

 
________

  g m  1  g mb 
   ) // r o  (4.45)

with � as given in Eq. (4.37). In view of the fact that (gm 1 gmb)ro . gmro @ 1, we 

can simplify as 

  a oc  >   1
 _____ 

1 1 �
     R o  >   1

 ________  g m  1  g mb 
   (4.46)

Clearly, the effect of gmb is to lower both aoc and Ro by about 1 1 � compared to the 

case 	 5 0. For instance, a voltage buffer implemented with the FET of Example 4.9 

would give aoc > 1y(1 1 0.15) 5 0.87 V/V and Ro > 1y(1 1 0.15) 5 0.87 kV.

In actual application the buffer is likely to drive some fi nite load resistance, and 

the IBIAS current sink is likely to exhibit some fi nite parallel resistance. Lumping these 

two resistances together as a net resistance RS, we observe that RS appears in parallel 
with ro, so we adapt Eq. (4.45) to fi nd the loaded gain as 

   
 v o  __  v i 

   5   
1
 

___________________
  

1 1 � 1 1y[ g m ( R S // r o )]
   (4.47)

We can gain additional insight by manipulating this expression into the following 

voltage-divider form 

  v o  5   
(1y g mb )// R S // r o 

  ____________________
  

1y g m  1  [ (1y g mb )// R S // r o  ] 
    v i  (4.48)

which allows us to visualize the voltage buffer more intuitively as in Fig. 4.29. Note 

the similarity to the bipolar counterpart of Fig. 4.16, aside from the 1ygmb resistance, 

which is absent in the bipolar version.

FIGURE 4.28 Voltage buffer with current-sink bias, and 

summary of its small-signal characteristics.
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  4.3 MOSFET Characteristics and Models Revisited 369

FIGURE 4.29 A FET voltage buffer acts as a unity-gain buffer with output resistance 1/gm, 

in turn forming a voltage divider with the rest of the resistances associated with the source 

terminal, or (1ygmb)//ro//RS. 

RS

vi

vo

1@gmb

vi vo

1@gm

1 V/V

ro RS

The Active-Loaded CG Confi guration as a Voltage Amplifi er
The inherently high output resistance of the common-gate (CG) confi guration makes 

it suited not only to current buffering, as we already know, but also to high-gain 
voltage amplifi cation. To investigate this alternative aspect, refer to the monolithic 

 (a)  Let the FET of Fig. 4.28 have Vt0 5 0.5 V, k 5 2 mA/V2, � 5 0.025 V1, 

u2
pu 5 0.6 V, and 	 5 0.4 V1y2. (a) If VDD 5 2VSS 5 5.0 V and IBIAS 5 1 mA, 

fi nd the output voltage VO corresponding to the input voltage VI 5 0. 

 (b) Estimate aoc and Ro. 

 (c) Find the gain if the circuit drives a 10-kV load. 

Solution
 (a)  To sustain ID 5 1 mA the FET needs  V OV  5  √ 

_______

 2 3 1y2   5 1 V. As a fi rst estimate, let 

VO(0) 5 2(Vt0 1 VOV) 5 2(0.5 1 1) 5 21.5 V, so VSB(0) 5 21.5 2 (5) 5 3.5 V. 

Then,  V t(1)
  5 0.5 1 0.4 (  √ 

________

 3.5 1 0.6   2  √ 
___

 0.6   ) 5 1.0 V, by Eq. (4.33). So a better 

estimate is VO(1) 5 2(Vt(1) 1 VOV) 5 2(1 1 1) 5 22 V. This corresponds to 

VSB(1) 5 3 V, so we iterate to fi nd Vt(2) 5 0.95 V and get yet a better estimate as 

VO(2) 5 21.95 V. One more iteration with VSB(2) 5 3.05 V yields a negligible 

change, so we conclude that with VI 5 0 the circuit gives 

 VO > 21.95 V

 (b)  We have gm 5 √ 
_________

 2 3 2 3 1   5 2 mA/V and ro 5 1y(�ID) 5 1y(0.025 3 1) 5 

40 kV. Also, Eq. (4.37) gives � 5 0.4y ( 2 √ 
_________

 3.05 1 0.6   )  5 0.105. Conse-

quently, use Eq. (4.46) to get

  a oc  >   1
 _________ 

1 1 0.105
   5 0.905 V/V   R o  >   1

 ___________  
2(1 1 0.105)

   5 0.452 kV

  (Using the exact expressions of Eq. (4.45) we fi nd aoc 5 0.895 V/V and 

Ro 5 0.447 kV, hardly worth the extra computational effort.)

 (c)  We have 1ygm 5 1y2 5 0.5 kV and 1ygmb 5 1y(0.105 3 2) 5 4.76 kV. Using 

Eq. (4.48) we get

   
 v o  __  v i 

   5   
4.76//10//40

  
________________

  
0.5 1 4.76//10//40

   5 0.835 V/V

EXAMPLE 4.12 
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370 Chapter 4 Building Blocks for Analog Integrated Circuits

rendition of Fig. 4.30, where the IBIAS current sink provides source bias, and the ILOAD 

current source acts as an active load. Also shown are the net resistance RD external 

to the drain, combining the parallel resistance of the ILOAD source as well as that of a 

possible output load, and the net resistance RS external to the source, combining the 

parallel resistances of the isig source and the IBIAS sink. 

We wish to fi nd the unloaded voltage gain from vi to vo, that is, the gain voyvi in 

the limit RD → `, for this reason also called the open-circuit voltage gain. To this 

end, refer to the ac equivalent of Fig. 4.31. Since vbs 5 vgs 5 2vi, we invert the direc-

tion of the dependent sources, and since they are in parallel, we lump them together 

FIGURE 4.30 The CG confi guration as a high-gain voltage 

amplifi er, and summary of its ac characteristrics.
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FIGURE 4.31 Ac equivalent to fi nd the open-circuit voltage gain of the CG 

confi guration. 
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  4.4 Darlington, Cascode, and Cascade Confi gurations  371

as a single dependent source of value (gm 1 gmb)vi, as shown. By KVL and Ohm’s 

Law, vo 5 vi 1 ro(gm 1 gmb)vi, so

  a oc  5  lim   
 R D →`

   
 v o  __  v i 

   5 1 1 ( g m  1  g mb ) r o  (4.49)

To fi nd the resistance Ri seen looking into the source and the resistance Ro seen 

looking into the drain, we simply recycle the results tabulated in Fig. 4.23 and write

  R i  >   1
 ________  g m  1  g mb 

   1   
 R D 

 ___
  a oc      R o  5  r o  1  a oc  R S  (4.50)

As already seen, the drain resistance RD refl ected to the source gets divided by aoc, 

whereas the source resistance RS refl ected to the drain gets multiplied by aoc. These 

symmetric resistance-transformation properties are worth remembering, as they will 

appear frequently as we move along.

4.4 DARLINGTON, CASCODE, AND CASCADE CONFIGURATIONS 

Up to now we have focused on single-transistor confi gurations, namely, the CE/CS 

voltage amplifi er, the CC/CD voltage buffer, and the CB/CG current buffer. Each 

confi guration implements its intended function but only as an approximation to 

the ideal. For instance, to avoid loading both at its input and output ports, a voltage 

amplifi er/buffer should have Ri → ̀  and Ro → 0, while a current amplifi er/buffer should 

have Ri → 0 and Ro → `. The CE amplifi er, while capable of relatively high gain, has 

Ri 5 r�, which is often not high enough. On the other hand, the CC confi guration is 

renowned for its high input resistance, but at the price of a voltage gain a bit less than 

unity. It makes sense to combine the two confi gurations so that as a team they exploit 

the advantages of one to reduce the shortcomings of the other. The resulting CC-CE 

pair, along with its CC-CC sibling, belongs to a class of two-transistor circuits broadly 

referred to as the Darlington confi guration and characterized by high input resistance. 

On another subject, the design of high-gain amplifi ers such as operational ampli-

fi ers and voltage comparators requires that high gains be achieved with as few amplifi er 

stages as possible. The CE/CS confi gurations offer ainstrinsic 5 2gmro, which may not 

be suffi ciently high for this purpose, especially in the CS case. On the other hand, the 

CB/CG current buffers are renowned for providing high output resistance, so if we com-

bine a CE/CS amplifi er with a current buffer we can raise the unloaded voltage gain way 

above the intrinsic gain of a single transistor. The resulting CE-CB and CS-CG pairs are 

known as the cascode confi guration, a term coined in the days of vacuum tubes. 

On yet another note, the advent of monolithic circuits with matched devices has 

ushered in other transistor pairings, such as the CC-CB and CD-CG confi gurations. 

Also known as emitter-coupled (EC) and source-coupled (SC) pairs, or collectively 

as differential pairs, they are used as the input stage of popular ICs such as the op-

erational amplifi er and the voltage comparator. These pairs play such an important 

role that they merit detailed attention separately. In the present section we focus on 

Darlington-type and cascode-type transistor pairs. 
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372 Chapter 4 Building Blocks for Analog Integrated Circuits

The Darlington Confi guration 
Named after Sidney Darlington who patented it in1952, this confi guration is based on 

the idea of feeding the emitter of one BJT to the base of another to achieve an overall 

current gain approaching the product of the individual current gains. Figure 4.32a 

shows the npn realization of the Darlington concept, whereas Fig. 4.32b shows its 

complementary version using pnp transistors. The function of the current source I is 

to establish the operating point of Q1 and also to help remove the base charge of Q2 

during turnoff (more on this in Chapter 6). This source is usually implemented with 

a plain resistor, or it may even be absent. 

When it is absent, Q1 is biased by Q2’s base current. This current may be too low 

for Q1 to provide a reasonably high beta, hence the need to bias Q1 more convincingly. 

We shall now demonstrate that a Darlington pair can be regarded as a single composite 
transistor. Though the discussion will focus on the npn pair, the results are readily 

adapted to the pnp pair, provided we reverse all voltage polarities and current directions.

In response to the applied current IB, the confi guration of Fig. 4.33a develops the 

composite base-emitter voltage drop

  V BE  5  V BE1
  1  V BE2

  (4.51)

where we are using subscripts 1 and 2 to denote parameters pertaining to Q1 and Q2, 

and no numerical subscripts for the composite transistor. To signify the need for two 

B-E voltage drops to turn it on, the composite device is sometimes drawn with two 

emitter arrows, as shown in Fig. 4.32. Assuming both transistors are operating in the 

forward-active region, the collector current of the composite device in Fig. 4.33a is

  I C  5  I C1
  1  I C2

  5  � 
1
  I B  1  � 

2
 ( I E1

  2 I) 5  � 
1
  I B  1  � 

2
 [( � 

1
  1 1) I B  2 I] 

 5 ( � 
1
  1  � 

1
  � 

2
  1  � 

2
 ) I B  2  � 

2
 I

If we rewrite as 

  I C  5 � I B  2  � 
2
 I

FIGURE 4.32 The Darlington confi guration: (a) npn and (b) pnp.
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it is apparent that

 � 5  � 
1
  1  � 

1
  � 

2
  1  � 

2
  >  � 

1
  � 

2
  (4.52)

that is, the current gain of the composite device is approximately the product of 

the individual gains. We can look at the Darlington confi guration from two alter-

native viewpoints (assume I 5 0 for simplicity). If we focus on Q2, we can view 

Q1 as providing a means to lower the required input current by a factor of �1. For 

instance, to sustain IC2 5 1 mA with �1 5 �2 5 100, we need IB2 > 10 �A, but 

only IB1 > 0.1 �A. Alternatively, if we focus on Q1, we can view Q2 as providing 

a means to boost the output current capability by a factor of �2. For instance, with 

IE1 5 10 mA and �2 5 50, the Darlington confi guration yields IE2 > 5 A. In the for-

mer capacity, the Darlington confi guration is often used in the design of low input 

bias current amplifi ers. In the latter capacity, it is used in the design of the output 

stage of power amplifi ers. 

Turning next to the ac equivalent of Fig. 4.33b, we note that Q1 acts as an emitter 

follower with r�2 as its emitter load, so the resistance seen looking into the base of 

the composite device is

  R b  5  r �1
  1 ( � 

1
  1 1) r �2

  (4.53)

We likewise observe that the base of Q2 is terminated on the resistance re1 seen look-

ing into Q1’s emitter, so the resistance seen looking into the emitter of the composite 

device is, by inspection, 

  R e  5  r e2
  1   

 r e1
 
 

______
 

 � 
2
  1 1

   (4.54)

FIGURE 4.33 Circuits to investigate the (a) dc and (b) ac characteristics of 

the npn Darlington confi guration.
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374 Chapter 4 Building Blocks for Analog Integrated Circuits

Alternatively, this result could have been obtained as Re 5 Rby(� 1 1), with Rb and 

� given by Eqs. (4.53) and (4.52). The transconductance of the composite device is 

found as Gm 5 �yRe > 1yRe. The result is

  G m  5   
 i c  ___

  v be    5   
 g m2

 
 

__________
 

1 1   
 g m2

 y g m1
 
 

_______
 

 � 
2
  1 1

  

   (4.55)

Finally, we seek an expression for the resistance Rc seen looking into the composite 

collector. Due to the feedback path established by ro1 between the common collector 

node and Q2’s base node, we cannot use plain inspection. Rather, we need to replace 

the two transistors with their respective small-signal models, and then apply the test 

method to the common collector terminal. The result (see Problem 4.23) is

  R c  >  r o2
 // (  r o1

   
1 1  � 

2
  g m1

 y g m2
 
  ____________ 

1 1  � 
2
 
   )  (4.56)

To get a better feel for the various parameters, it is instructive to consider the special 

case I 5 0, �1 5 �2, and VA1 5 VA2, for then the above expressions simplify as

 � 5  �  1  
2    R b  5 2 r �1

    G m  5   
 g m2

 
 

___
 

2
     R e  5 2 r e2

    R c  5   
2
 

__
 

3
   r o2

  (4.57)

Recall that pnp BJTs fabricated in the standard planar process exhibit poorer charac-

teristics than their npn counterparts, so pnp BJTs should be avoided whenever possible. 

Shown in Fig. 4.34a is a popular alternative to the complementary pair of Fig. 4.32b. 

Named for G. C. Sziklai who patented it in the 1950s, this confi guration acts like a com-

posite pnp BJT, except that it uses an npn device for Q2, which usually provides a much 

higher current gain than a pnp type. Also referred to as quasi-complementary Darlington 

confi guration, it enjoys the additional advantage of requiring only a single junction 

Assuming a Darlington confi guration with �1 5 �2 5 100 and VA1 5 VA2 5 100 V, 

fi nd its small-signal parameters if IC2 5 1 mA and I 5 90 �A. 

Solution
We have IC1 > IE1 5 IB2 1 I 5 IC2y�2 1 I > 1000y100 1 90 5 100 �A. Conse-

quently, gm2 5 1y(26 V), r�2 5 2.6 kV, ro2 5 100 kV, gm1 5 1y(260 V), r�1 5 

26 kV, and ro1 5 1 MV. Using Eqs. (4.52) through (4.56), 

 � > 100 3 100 5 10,000   G m  5   
1y26
 

________________
  

1 1 (260y26)y101
   5   

1
 

______
 

28.6 V
  

  R b  > 26 1 101 3 2.6 > 290 kV   R e  > 26 1   
260
 

_______
 

100 1 1
   5 28.3 V

  R c  > 100// ( 1000   
1 1 100 3 26y260

  ________________ 
101

   )  5 100//109 5 52 kV

EXAMPLE 4.13
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  4.4 Darlington, Cascode, and Cascade Confi gurations  375

voltage drop between its composite emitter and base, or VEB 5 VEB1. The small-signal 

characteristics of the Sziklai pair are investigated further in Problem 4.24. 

BiCMOS technology exploits the advantages of both BJTs and MOSFETs to 

further improve circuit performance. The Darlington rendition of Fig. 4.34b uses a 

MOSFET to provide Ri 5 ` and a BJT to provide a higher current-drive capability as 

well as a higher transconductance. 

The CC-CE and CC-CC Confi gurations 
IC design often utilizes slight variants of the Darlington confi guration to meet special 

needs. Two examples are shown in Fig. 4.35. The CC-CE version of Fig. 4.35a avoids 

the reduction in ro due to ro1’s feedback action by separating the collectors, as shown. 

Even more important, Q1 provides a low-impedance drive to Q2 to alleviate the impact 

of the Miller effect and thus maximize the frequency bandwidth, a subject we’ll address 

in great detail in Chapter 6 when studying frequency/transient responses.

FIGURE 4.34 Alternative Darlington realizations: (a) quasi-complementary 

and (b) BiMOS. 
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FIGURE 4.35 The (a) CC-CE and (b) CC-CC confi gurations.
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376 Chapter 4 Building Blocks for Analog Integrated Circuits

The Bipolar Cascode Confi guration 
This confi guration is based on the artifi ce of feeding a CE voltage amplifi er to a CB 

current buffer to raise the output resistance and, in so doing, to signifi cantly increase 
the unloaded or open-circuit voltage gain aoc compared to the intrinsic gain of the CE 

stage. Also referred to as CE-CB amplifi er, the cascode confi guration offers another 

advantage, namely, a much wider gain-bandwidth product than the conventional CE 

amplifi er—a topic that will be investigated in Chapter 6 (in the present section we 

limit ourselves to the low-frequency gain and the input/output resistances). 

The circuit of Fig. 4.36a uses the current source ILOAD as an active load, and the 

voltage sources VBE1 and VB2 to bias the BJTs. We assume that VBE1 has been adjusted 

so as to ensure that Q2’s collector is biased well within the linear region of operation, 

and that VB2 is high enough to prevent Q1 from saturating (VB2 > 1 V will do in this 

example). We now wish to fi nd the small-signal characteristics of this circuit. To this 

end, refer to its ac equivalent of Fig. 4.36b where we have, by inspection, 

  R i  5   r �  
1
  (4.58)

To fi nd Ro we observe that Q2 is subject to a good deal of emitter degeneration, with 

Q1’s collector resistance ro1 acting as Q2’s degeneration resistance. We thus write 

  R o  5  r o2
 [1 1  g m2

 ( r �2
 // r o1

 )]  (4.59a)

FIGURE 4.36 (a) The CE-CB, or bipolar cascode confi guration, and (b) its ac equivalent.
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For r�2 ! ro1 we can approximate gm2(r�2//ro1) > gm2r�2 5 �02, so the above expression 

simplifi es as 

  R o  > ( � 
02

  1 1) r o2
  (4.59b)

indicating that cascoding raises the output resistance by about �02 1 1. To fi nd the 

voltage gain, recall that in the absence of any external ac load the current gm2v�2 

circulates entirely in the resistance ro2. Consequently, Q1 acts as a CE amplifi er with 

r�2 as its collector resistance, providing the voltage gain 

  a 
1
  5   

 v c1
 
 

___
  v i    5 2 g m1

 ( r �2
 // r o1

 ) 5 2 g m    
 r �  r o  ______ 

 r �  1  r o 
   5 2 � 

0
   

 r o  ______ 
 r �  1  r o 

  

where the numerical subscripts have been dropped to refl ect the fact that matched 

and equally-biased BJTs exhibit identical small-signal parameters. We also know 

from Eq. (4.26) that the unloaded voltage gain of the CB stage Q2 is

  a 
2
  5   

 v o  ___
  v c1
    5 1 1  g m2

  r o2
 

Consequently, the overall unloaded voltage gain is aoc 5 voyvi 5 (voyvc1) 3 (vc1yvi ) 5 

a2 3 a1 5 a1 3 a2, or 

  a oc  5 2 � 
0
   

 r o  ______ 
 r �  1  r o 

  (1 1  g m  r o )  (4.60a)

where the numerical subscripts have again been omitted. For r� ! ro and gmro @ 1 

we can approximate 

 aoc > 2�0gmro (4.60b)

Since 2gmro represents a BJT’s intrinsic gain, it is apparent that the artifi ce of cas-

coding raises this gain by almost �0! This is not surprising once we realize that Q1’s 

collector current fl ows through r�2 to become Q2’s base current. Hence, the amplifi -

cation factor �0. 

We observe that Ro of Eq. (4.59b) is comparable to r�, which has been de-

liberately omitted for the sake of simplicity. A more accurate expression is thus 

Ro > (�02ro2)//r�. Using Eq. (4.8), we write 

  R o  >   m ______ m 1 1
   � 

0
  r o    a oc  > 2 � 

0
  g m  R o  5 2  

m ______
 m 1 1
   � 

0
  g m  r o  (4.61)

Note that in order to fully realize the high-gain potential of the bipolar cascode we 

must avoid loading its output appreciably. We could buffer the cascode’s output with 

a high input-resistance stage such as a Darlington-type voltage follower, or, in the 

case of BiMOS technology, with a MOSFET follower. 
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378 Chapter 4 Building Blocks for Analog Integrated Circuits

 (a)  Assuming a cascode confi guration with ILAD 5 1 mA, �1 5 �2 5 100, 

VA1 5 VA2 5 100 V, and m 5 5, fi nd quick estimates for Ri, Ro, and voyvi. 

 (b)  Repeat if the circuit drives a 1-MV external load, and comment.

Solution
 (a)  Applying Eqs. (4.58) and (4.61) we get 

  R i  5 2.6 kV   R o  >   5
 _____ 

5 1 1
  100 3 1 0 5  5 8.33 MV 

  a oc  5 2 g m  R o  5 2   
8.33 3 1 0 6 

 
_________

 
26

   > 2320 3 1 0 3  V/V 

  This is quite a gain!

 (b)  With an external load RL 5 1 MV the gain drops to 

   
 v o  __  v i 

   5  a oc    
 R L  _______ 

 R o  1  R L 
   > 2 320 3 1 0 3   1 ________ 

8.33 1 1
   5 2 34.3 3 1 0 3  V/V 

  Note almost an order of magnitude drop due to heavy output loading, even 

though a 1-MV load might seem large by common standards. Clearly, in 

order to fully realize the high-gain capabilities of the cascode, we must en-

sure that output loading is negligible. 

To gain deeper insight it is instructive to follow the signal as it progresses from the 

input to the output node. In so doing, we will also get a chance to refi ne the quick 

estimate provided by Eq. (4.61). 

 (a)  With reference to the cascode of Example 4.14a, fi nd the individual gains a1 and 

a2 as well as the gain aoc. Verify with PSpice and compare with Example 4.14a. 

 (b)  Assuming a maximum output swing of uvo(max)u 5 2.5 V, fi nd the corresponding 

input swing uvi(max)u. Do both BJTs meet the small-signal constraint uvbeu # 5 mV? 

Solution
 (a) For the CE stage Q1 we have a1 5 2gm1RC1, where RC1 is the total collector 

resistance of Q1. By inspection, RC1 > r�1//ro1//Re2, where Re2 is the resis-

tance seen looking into the emitter of Q2. Adapting the expression tabulated 

in Fig. 4.19 we get

  R e2
  >  r e2

    
 r o2

  1  r �2
 
  ________________  

 r o2
  1  r �2

 y( � 
02

  1 1)
   5   

100
 

____
 

101
   26   0.1 1 50 ____________  

0.1 1 50y101
   5 2.17 kV

  so

  a 
1
  5 2 g m1

  R C1
  5 2   

50,000//100//2.17
  

_______________
 

0.026
   5 2 81.7 V/V

  in excellent agreement with PSpice’s prediction a1 5 281.6 V/V. A quick 

estimate would have given a1 > 2�01 5 2100 V/V and Re2 5 r�2 5 2.6 kV. 

EXAMPLE 4.14 

EXAMPLE 4.15 
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The MOS Cascode Confi guration 
The cascode concept, originally developed for vacuum tubes and subsequently 

adapted to BJTs, is widely used in MOS technology as well. Here, we feed a CS 

amplifi er to a CG current buffer to raise the output resistance and, in so doing, we 

raise also the unloaded voltage gain. This is especially desirable in the case of FETs, 

which are notorious for their lower gms compared to BJTs. Also referred to as the 

CS-CG amplifi er, the cascode confi guration is also an inherently faster circuit than an 

ordinary CS amplifi er (this subject will be investigated in Chapter 6; in this section 

we limit ourselves to the low-frequency gain and the input/output resistances). 

The circuit of Fig. 4.37a uses the current source ILOAD as active load, and the volt-

age sources VGS1 and VG2 to bias the FETs. We assume that VGS1 has been adjusted so 

FIGURE 4.37 (a) The CS-CG, or MOSFET cascode confi guration, and (b) its small-

signal equivalent circuit.
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Both estimates are higher than the actual values because they ignore the 

presence of ro2 and r�2. The gain of the CB stage Q2 is

  a 
2
  5 1 1  g m2

  r o2
  5 1 1   

100
 

_____
 

0.026
   5 3846 V/V

  so aoc 5 281.7 3 3846 5 2314 3 103 V/V, in excellent agreement with 

PSpice’s aoc 5 2313 3 103 V/V. 

 (b)  We have uvi(max)u 5 uvo(max)uyuaocu 5 2.5y(314,000) > 8 �V. Moreover, uvbe2u 5 

uvo(max)uya2 5 2.5y3846 5 0.65 mV, indicating that both BJTs amply meet the 

small-signal constraint. 
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380 Chapter 4 Building Blocks for Analog Integrated Circuits

as to ensure that M2’s drain is biased well within the linear region of operation, and 

that VG2 is high enough to bias M1 at or above its edge of saturation. We now wish to 

fi nd the small-signal characteristics of the overall circuit. To this end, refer to the ac 

equivalent of Fig. 4.37b. By inspection, the input resistance is

  R i  5 `  (4.62)

To fi nd the output resistance, let vi → 0, thereby deactivating the gm1vgs1 source and 

leaving only ro1 in place. This resistance causes a great deal of source degeneration 

for M2, so we adapt Eq. (4.41) to write

  R o  5  r o2
  1 [1 1 ( g m2

  1  g mb2
 ) r o2

  ]r o1
  > ( g m2

  1  g mb2
 ) r o1

  r o2
  (4.63)

indicating that cascoding two FETs raises the output resistance dramatically. We expect 

the unloaded gain to increase accordingly. Referring again to Fig. 4.37b, we observe 

that in the absence of any external ac load, M2’s drain is an ac open circuit, so the entire 

ac equivalent of M2 forms a self-contained subcircuit. The source gm1vgs1 sinks current 

out of ro1 to give, by Ohm’s law, vd1 5 2gm1viro1, so the gain of the CS stage M1 is

  a 
1
  5   

 v d1
 
 

___
  v i    5 2 g m1

  r o1
 

As we know, this is M1’s intrinsic gain. By Eq. (4.49) the unloaded voltage gain of 

the CG stage M2 is

  a 
2
  5 1 1 ( g m2

  1  g mb2
 ) r o2

 

Consequently, the overall voltage gain is aoc 5 voyvi 5 (voyvd1) 3 (vd1yvi ) 5 a2 3 a1 5 

a1 3 a2, or 

  a oc  5 2 g m1
  r o1

 [1 1 ( g m2
  1  g mb2

 ) r o2
 ] > 2 g m1

  r o1
 ( g m2

  1  g mb2
 ) r o2

  (4.64)

It is apparent that the artifi ce of cascoding increases M1’s intrinsic gain 2gm1ro1 by a 

factor of about (gm2 1 gmb2)ro2, which is the gain contribution by M2. This feature is 

widely exploited to make up for the low gms of FETs! For instance, cascoding FETs 

with uaintrinsicu as low as 10 V/V will yield uaocu > 102 V/V. 

In order to fully realize the high-gain potential of the FET cascode we must 

avoid loading its output appreciably. This constraint is easily met in MOS technol-

ogy, as the output of the cascode is likely to drive the gate of another FET, which 

presents an infi nite input resistance, at least at low frequencies. This is a defi nite 

advantage compared to BJT cascodes: somehow, the high input-resistance of a FET 

makes up for the FET’s notoriously low gm!

The Telescopic Cascode Confi guration 
We have just seen that cascoding raises both the output resistance and the unloaded 

gain of the CS stage by the intrinsic gain of the CG stage. If desired, we can raise 

aoc and Ro further by adding another level of cascoding, in the manner exemplifi ed in 

Fig. 4.38 for the case of double cascoding. The stacking of transistors is reminiscent 
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  4.4 Darlington, Cascode, and Cascade Confi gurations  381

of a telescope extension, so this arrangement is aptly referred to as telescopic cas-
code. For instance, a three-transistor cascode using FETs with intrinsic gains as low 

as 10 V/V each will yield uaocu > 103 V/V! This is a defi nite advantage of MOSFETs 

compared to BJTs, as a bipolar cascode, after one level of cascoding, already ap-

proaches its maximum possible gain of about �0ainstrinsic. 

The advantages of telescopic cascoding come at a price: a reduction in the out-

put voltage swing (OVS). Assuming M1 and M2 are biased at the edge of saturation 

(EOS), the output must swing above 

 vO(min) 5 VOV1 1 VOV2 1 VOV3 (4.65)

where VOV1 through VOV3 are the overdrive voltages of the stacked FETs. This limit 

may be unacceptably high in low power-supply systems. Fortunately, this drawback 

can be avoided by using the folded cascode technique discussed next. 

The Folded Cascode Confi guration
A notorious drawback of the cascode confi gurations of Figs. 4.36 and 4.37 is limited 

voltage headroom at the output. With proper choice of the bias voltages VB2 and VG2, 

the best we can achieve is vO(min) 5 2VCE(EOS) in the bipolar case, and vO(min) 5 2VDS(EOS) 5 

2VOV in the MOS case. In both cases vO(min) . 0 V. Yet, many applications call for 

vO’s ability to swing both above and below 0 V. We can meet this requirement by 

using a complementary transistor as the CB/CG stage, in the manner of Fig. 4.39. 

Aptly called folded cascode, this arrangement requires an additional current source 

IBIAS (typically IBIAS 5 2ILOAD) to bias the transistor pair, but this is a price well worth 

paying for expanded output headroom. In both cases vO(min) is now established by the 

FIGURE 4.38 The telescopic cascode 

confi guration (double cascode shown).
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382 Chapter 4 Building Blocks for Analog Integrated Circuits

negative supply, along with the minimum permissible voltage drop V(ILOAD)min across 

the ILOAD current sink. We thus have for the BJT and CMOS circuits, respectively, 

 vO(min) 5 VEE 1 V(ILOAD)min  vO(min) 5 VSS 1 V(ILOAD)min (4.66a)

The upper bound on the output swing is established by the bias voltage VBp and VGp, 

along with the minimum permissible voltage VBIAS(min) across the IBIAS source. Select-

ing VBp and VGp so that this source is operated right at its minimum voltage drop, we 

have for the BJT and CMOS circuits, respectively, 

 vO(max) 5 VCC 2 V(IBIAS)min 2 VECp(sat)  vO(max) 5 VDD 2 V(IBIAS)min 2 VOVp (4.66b)

For instance, assuming 65-V power supplies, along with V(IBIAS)min 5 V(ILOAD)min 5 

VECp(sat) 5 0.2 V in the BJT case, and V(IBIAS)min 5 V(ILOAD)min 5 VOVp 5 0.5 V in the 

MOS case, the output voltage swings are

 24.8 V # vO(BJT) # 4.6 V   24.5 V # vO(MOS) # 4.0 V 

These compare quite favorably with the swings of the conventional cascodes of 

Figs. 4.36 and 4.37, which, for the same parameter values, are 0.4 V # vO(BJT) # 4.8 V 

and 1.0 V # vO(MOS) # 4.5 V. 

Cascoded Current Sources/Sinks
In Sections 4.2 and 4.3 we have made extensive use of current sources/sinks to pro-

vide dc bias (IBIAS) as well as active loading (ILOAD). Current sources/sinks are them-

selves implemented with transistors. A good starting point is the collector or drain 

terminal, owing to the relative fl atness of the active-region iC-vCE and iD-vDS charac-

teristics, whose slope is 1yro. There are many situations in which the curves are not 

FIGURE 4.39 Folded cascode: (a) bipolar, and (b) CMOS. 
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  4.4 Darlington, Cascode, and Cascade Confi gurations  383

fl at enough, so we must devise ways to raise the effective value of ro. Already familiar 

examples are emitter and source degeneration, where we use a suitable resistance 

RE or RS in series with the emitter or source to provide a biasing function as well as 

raise the effective resistance seen looking into the collector or drain. However, it has 

already been pointed out that physical resistances are undesirable in monolithic cir-

cuits. Another serious drawback is that if a high degree of degeneration is needed, the 

degeneration resistance would have to be large, and its voltage drop could drastically 

reduce the available voltage headroom at the output of the source/sink. 

An ingenious artifi ce is to replace the emitter/source degeneration resistance 

with a second transistor Q2yM2, and to let its resistance ro2 play the role of the degen-

eration resistance for the transistor Q1yM1. The result is the two-transistor circuits of 

Fig. 4.40a and b. These are the already familiar cascode circuits, except that we are 

now taking an alternative viewpoint: while in Figs. 4.36 and 4.37 we focused on the 

bottom transistor and added the top transistor to raise the bottom transistor’s intrinsic 

gain, in Fig. 4.40 we focus on the top transistor and add the bottom transistor to raise 

the top transistor’s output resistance. 

Regardless of the viewpoint, the formulas developed earlier still stand, so we 

adapt them to the present case to write

  R o(BJT)
  5   r o  1 [1 1  g m1

 ( r �1
 // r o2

 )]  (4.67)

and 

  R o(MOS)
  5   r o  1  1 [1 1 ( g m1

  1  g mb1
 ) r o1

 ] r o2
  (4.68)

As we know, for ro2 @ r�1 Eq. (4.67) simplifi es as Ro > (1 1 �01)ro1. Similarly, for 

(gm1 1 gmb1)ro1 @ 1 Eq. (4.68) simplifi es as Ro > (1 1 �)gm1ro1ro2. 

FIGURE 4.40 Using the (a) bipolar cascode and (b) MOS 

cascode to achieve high output resistance. 
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384 Chapter 4 Building Blocks for Analog Integrated Circuits

Cascaded Stages 
When its gain specifi cations cannot be met with a single transistor, a circuit is imple-

mented as a cascade of two or more individual stages. Already familiar examples 

are Darlington amplifi ers, which use two stages to raise the input resistance as well 

as the current gain, and cascode amplifi ers, which use CE-CB or CS-CG pairs to 

raise the output resistance as well as the unloaded voltage gain. (Incidentally, the 

word cascode, which denotes a particular example of a cascade, has not made it into 

mainstream dictionaries. So, chances are that a spell-checker will annoyingly change 

typed instances of cascode to cascade.)

When analyzing a cascade of two or more individual stages, an engineer often 

needs to come up with a quick estimate for the overall signal-to-load gain, with in-

terstage loading automatically taken into account. To accomplish this, we label each 

 (a)  Let the FETs of Fig. 4.40b have Vt0 5 0.5 V, k 5 1.25 mA/V2, � 5 0.08 V21, 

u2
pu 5 0.6 V, and 	 5 0.45 V1y2. Find the values of VG1 and VGS2 that will bias 

M2 at the edge of saturation with ID 5 100 �A. 

 (b)  Find Ro as well as vO(min) for which M1 is still saturated. What is the percentage 

change in IO for each 1-V change in vO above vO(min)? 

Solution
 (a)  We have 

  V OV1
  5  V OV2

  5  √ 
_____

 2 I D yk   5  √ 
___________

  2 3 0.1y1.25   5 0.4 V

  so VGS2 5 Vt0 1 VOV2 5 0.5 1 0.4 5 0.9 V. We also have 

  V t1  5  V t0  1 	 (  √ 
__________

  V SB1
  1  u 2 
 p  u    2  √ 

_____

  u 2 
 p  u    )  

 5 0.5 1 0.45 (  √ 
________

 0.4 1 0.6   2  √ 
___

 0.6   )  5 0.6 V

  so VG1 5 VGS1 1 VDS2 5 VOV1 1 Vt1 1 VOV2 5 0.4 1 0.6 1 0.4 5 1.4 V. 

 (b)  We have 

  g m1
  5  k 

1
  V OV1

  5 1.25 3 0.4 5 0.5 mA/V

  r o1
  5  r o2

  5   
1
 

___
 � I D    5   1 _________ 

0.08 3 0.1
   5 125 kV 

 � 5   
	
 _____________

  
2 √ 

__________

  V SB1
  1 2 u  
 p  u   

   5   
0.45
 

__________
 

2 √ 
________

 0.4 1 0.6  
   5 0.225

  R o  5  r o  1  [ 1 1 (1 1 �) g m1
  r o  ]  r o  5 125 1 [1 1 1.225 3 0.5 3 125]125 

 5 9.82 MV

  Also, vO(min) 5 VOV2 1 VOV1 5 0.8 V. For a 1-V change in vO within the linear 

region of operation we get DIO 5 DvOyRo 5 (1 V)y(9.82 MV) 5 102 nA, 

representing a change of only (102 3 1029)y(100 3 1026) > 0.1%.

EXAMPLE 4.16 
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  4.4 Darlington, Cascode, and Cascade Confi gurations  385

interstage node separately, and we fi nd the loaded gain from one node to the next 

using the familiar rules of thumb: 

The loaded gain of a CE/CS voltage amplifi er stage is the (negative of the) ratio 

of the total resistance associated with the collector/drain to the total resistance 

associated with emitter/source.

A voltage follower acts as a unity-gain buffer with output resistance 1ygm, in 

turn forming a voltage divider with the rest of the resistances associated with the 

emitter/source.

Then, we fi nd the gain of the entire cascade as the product of the individual 

gains. Study the following example carefully, as we will have plenty of occasions to 

retrace this procedure as we move along. 

Shown in Fig. 4.41 is the ac equivalent of a three-stage amplifi er consisting of 

CE stage Q1, followed by CE-ED stage Q2, followed in turn by CC stage Q3. As-

suming for simplicity that all three BJTs have gm 5 1y(25 V), r� 5 5 kV, and 

ro 5 50 kV, estimate the overall gain voyvi. 

FIGURE 4.41 Circuit of Example 4.17.
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10 kV

vi
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Solution
Even though the node voltages of interest to us are vi and vo, we label also the 

intermediate nodes v1, v2, and v3, as they will appear in our intermediate calcula-

tions. We make the following considerations: 

● In progressing from node vi to node v1 the signal encounters a voltage divider 

formed by Rs and the resistance R1 presented by node v1. By inspection, R1 5 

r�1, so

   
 v 

1
 
 __  v i 
   5   

 R 
1
 
 

_______
 

 R s  1  R 
1
 
   5   

 r �1
 
 

_______
 

 R s  1   r �  
1
 
   5   

5
 

_____
 

1 1 5
   5 0.833 V/V

EXAMPLE 4.17 
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386 Chapter 4 Building Blocks for Analog Integrated Circuits

● In progressing from node v1 to node v2 the signal undergoes amplifi cation by 

the CE stage Q1, whose total emitter resistance is re1 (5�01ygm1 > 1ygm1), and 

whose total collector resistance R2 consists of three components: RC1, ro1, and 

the ac resistance Rb2 seen looking into Q2’s base. By inspection, Rb2 5 r�2 1 

(�2 1 1)RE2 5 5 1 [(5y0.025) 1 1] 3 0.2 5 45.2 kV, so we write

   
 v 

2
 
 __  v 

1
    5 2   

 R C1
 // r o1

 // R b2
 
 

__________
  r e1

    > 2   
10//50//45.2

 
__________

 
0.025

   5 2281 V/V

● In progressing from v2 to v3 the signal undergoes amplifi cation by the 

CE-ED stage Q2. The total emitter resistance is �02ygm2 1 RE2 > 25 1 200 5 

225 V. The total collector resistance R3 consists of three components: RC2, 

the ac resistance Rc2 seen looking into Q2’s collector, and the ac resistance 

Rb3 seen looking into Q3’s base. By inspection, Rc2 5 ro2[1 1 gm2(r�2//RE2)] 5 

50[1 1 (5//0.2)y0.025] 5 435 kV, and Rb3 5 r�3 1 (�3 1 1)RE3 5 5 1 201 3 10 5 

2.015 MV. Consequently, 

   
 v 

3
 
 

__
  v 

2
    5 2   

 R C2
 // R c2

 // R b3
 
 

__________
 

 r e2
  1  R E2

 
   > 2  

10//435//2015
  

____________
  

0.025 1 0.200
   5 243.2 V/V

● In progressing from v3 to vo the signal is buffered by the CC stage Q3, acting 

as a unity-gain amplifi er with output resistance 1ygm3 5 25 V. This resistance 

forms a voltage divider with the combination RL//ro3 5 10//50 5 8.33 kV, so 

   
 v o  __  v 

3
    5 1 3   

 R L // r o3
 
 ___________  

 r e3
  1 ( R L // r o3

 )
   >   8.33

 ___________  
0.025 1 8.33

   5 0.997 V/V

 We fi nally have 

   
 v o  __  v i 

   5   
 v 

1
 
 

__
  v i    3   

 v 
2
 
 __  v 

1
    3   

 v 
3
 
 __  v 

2
    3   

 v o  __  v 
3
    5 0.833 3 (2281) 3 (243.2) 3 0.997 

 5 10.1 3 1 0 3  V/V

4.5 DIFFERENTIAL PAIRS

We now turn our attention to another important transistor pair, namely, the differ-
ential pair. Already introduced informally in Section 4.1, this is probably the most 

widely used subcircuit in analog ICs. Even though the concept was initially devel-

oped for vacuum tubes and subsequently adapted to discrete BJTs, it was the advent 

of monolithic circuits that made it possible to realize its full potential. This is because 

performance is critically dependent upon matching between the two transistors, and 

the monolithic process offers matched devices also capable of tracking each other 

with temperature and time. Compared to single-transistor amplifi ers, differential am-

plifi ers are much more immune to a type of interference noise known as common-

mode noise, and lend themselves to dc coupling, thus avoiding the bulky capacitors 

of discrete designs. In fact, the differential amplifi er functions over a frequency range 
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  4.5 Differential Pairs 387

extending all the way down to dc. All this comes at the price of increased circuit com-

plexity, but it is not a problem in monolithic circuits, where additional transistors are 

easily available at insignifi cant extra cost. 

The monolithic differential pair was fi rst realized in bipolar form, taking on the 

name of emitter-coupled (EC) pair. Once MOS technology became commercially 

viable, the concept was adapted to MOSFETs as the source-coupled (SC) pair. Let 

us investigate both implementations in proper detail. 

The Emitter-Coupled Pair
The simplest form of the emitter-coupled (EC) pair is shown in Fig. 4.42. Emitter bias 

for the pair is provided by a current source, here modeled by the Norton equivalent 

consisting of IEE and REE. (In a well-designed circuit, REE is large and is often ignored, 

especially in the course of dc analysis.) Since one side is the exact mirror image of the 

other, the circuit is also said to be balanced, and this symmetry is exploited to facilitate 

circuit analysis, as we shall see. To develop a basic feel for the circuit, let us investigate 

its large-signal behavior (to keep things simple, in this section we assume VA 5 `).

Applying KVL around the input loop gives 

 vI1 2 vBE1 1 vBE2 2 vI2 5 0

that is, vBE1 2 vBE2 5 vI1 2 vI2. Assuming forward-active operation for the BJTs, 

we use the familiar exponential relationships and write iC1 5 Is1exp(vBE1yVT) and 

iC2 5 Is2exp(vBE2yVT). Consequently, 

   
 i C1

 
 ___ 

 i C2
 
   5   

 I s1 
 

__
 

 I s2
 
   exp  (   

 v BE1
  2  v BE2

 
 _________ 

 V T 
   )  5   

 I s1 
 

__
 

 I s2
 
   exp  (   

 v I1  2  v I2  _______ 
 V T 

   ) 

FIGURE 4.42 The emitter-coupled (EC) pair. 
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388 Chapter 4 Building Blocks for Analog Integrated Circuits

Matched transistors have Is1 5 Is2, so the above relation simplifi es as 

   
 i C1

 
 ___ 

 i C2
 
   5 exp  (   

 v ID 
 ___ 

 V T 
   )  (4.69)

where 

 vID 5 vI1 2 vI2 (4.70)

is the difference between the input voltages. By KCL, the emitter currents are such 

that iE1 1 iE2 5 IEE, where we are ignoring REE, which in a well-designed circuit is 

very large. This allows us to write 

 iC1 1 iC2 5 �F   IEE  (4.71)

Combining Eqs. (4.69) and (4.71) we readily get

  i C1
  5   

 � F   I EE 
 _______________

  
1 1 exp(2 v iD y V T )

     i C2
  5   

 � F  I EE 
 _____________

  
1 1 exp( v iD y V T )

   (4.72)

We also have, by KVL and Ohm’s law, 

 vO1 5 VCC 2 RCiC1  vO2 5 VCC 2 RCiC2

Substituting the expressions of Eq. (4.72) and simplifying we obtain an expression 

for the voltage difference at the output, 

  v OD  5  v O1
  2  v O2

  5  � F  I EE  R C  tanh  ( 2  
 v ID 

 ____
 

2 V T 
   )  (4.73)

We can readily plot Eqs. (4.72) and (4.73) using PSpice. In the circuit of 

Fig. 4.43 we have set vI2 5 0, so vID 5 vI1 in this case. After directing PSpice to sweep 

FIGURE 4.43 PSpice circuit to plot the transfer curves 

of an EC pair using BJTs with �F 5 100 and Is 5 2 fA.
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  4.5 Differential Pairs 389

vID from 24VT (> 2100 mV) to 4VT (> 1100 mV), we obtain the traces of Fig. 4.44. 

We make the following observations: 

● For vID 5 0, IEE splits equally between Q1 and Q2, giving iC1 5 iC2 5 �FIEEy2 > 
0.5 mA. With equal currents, RC1 and RC2 drop equal voltages, giving vO1 5 vO2 5 

12 2 10 3 0.5 5 7 V. Consequently, vOD 5 vO1 2 vO2 5 0, and we say that with 

vID 5 0 the EC pair is in dc balance.
● Raising vID above 0 V makes Q1 more conductive at the expense of Q2 becoming 

less conductive (iC1 increases while iC2 decreases). This current imbalance causes 

vO1 to drop while vO2 rises, causing a two-fold decrease in vOD.
● As vID reaches about 4VT (> 100 �V), we can say that virtually all of IEE comes 

from Q1 while Q2 is essentially off. Consequently, vO1 > 12 2 10 3 1 5 2 V, 

vO2 > 12 V, and vOD > 2 2 12 5 210 V. Increasing vID further will simply cause 

vOD to saturate at 210 V.
● Lowering vID below 0 V makes Q2 more conductive and Q1 less conductive. The 

roles of Q1 and Q2 are now interchanged, and the curves are therefore symmetric 

with respect to the origin. Lowering vID below about 2100 mV causes vOD to 

saturate at 110 V. 

We are particularly interested in the voltage transfer curve (VTC) of Fig. 4.44b. 

Since BJTs are nonlinear devices, it is not surprising that this curve is also nonlin-

ear. However, if we restrict operation in the vicinity of the origin, the VTC can be 

approximated with its tangent there, so we can write 

 vod 5 avid (4.74)

where vod and vid are small variations of vOD and vID about 0 V, and a is the slope of the 

VTC at the origin, as indicated in the fi gure. Differentiating Eq. (4.73) and calculat-

ing the derivative at the origin gives 

 a 5 2  
 � F  I EE  R C 

 _______
 

2 V T 
   5 2 g m  R C  (4.75)
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FIGURE 4.44 Plots of (a) the collector currents iC1 and iC2, and (b) plot of the difference vOD between the 

collector voltages of the PSpice circuit of Fig. 4.43 
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390 Chapter 4 Building Blocks for Analog Integrated Circuits

where

  g m  5   
 � F  I EE 

 _____
 

2 V T 
   >   

 I EE 
 ____ 

2 V T 
   (4.76)

is the transconductance of the BJTs at dc balance, where IC1 5 IC2 > 0.5IEE. The slope 

of the VTC represents the small-signal voltage gain a. With the component values 

of Fig. 4.43, a > 2(1y0.052) 3 10 5 2192 V/V. Note that unlike the circuits of 

Chapter 2, the EC pair achieves this gain without requiring any capacitors, and it 

does so all the way down to arbitrarily low signal frequencies, including dc! 

Since the EC pair responds to the difference between its input voltages, it is also 

called a differential amplifi er. Though the pair of Fig. 4.42 is based on npn BJTs, a 

differential amplifi er can also be implemented using pnp devices, provided voltage 

and current polarities are suitably reversed (see Problem 4.40). As we move along, 

we will work with both npn and pnp pairs. 

The Source-Coupled Pair 
Figure 4.45 shows the MOS counterpart of the bipolar differential amplifi er of 

Fig. 4.42. Its analysis proceeds pretty much as in the BJT case, except that the ex-

ponential characteristics of BJTs are now replaced by the quadratic characteristics 

of MOSFETs. (To keep things simple, in this section we assume � 5 0 and 	 5 0.) 

Applying KVL around the input loop gives 

 vI1 2 vGS1 1 vGS2 2 vI2 5 0

FIGURE 4.45 The source-coupled (SC) pair. 

1

1

2

2

RSSISS

VSS

VSS

RD

VDD

RD

vI1 1
2

vI2

vO1

M1 M2

vO2vOD

iD1 iD2

fra28191_ch04_332-471.indd   390fra28191_ch04_332-471.indd   390 13/12/13   11:12 AM13/12/13   11:12 AM



  4.5 Differential Pairs 391

that is, vGS1 2 vGS2 5 vI1 2 vI2. Assuming saturated FETs, we use the familiar qua-

dratic relationships to write 

  v GS1
  5  V t1  1  √ 

______

 2 i D1
 y k 

1
      v GS2

  5  V t2  1  √ 
______

 2 i D2
 y k 

2
   

Matched FETs have Vt1 5 Vt2 5 Vt and k1 5 k2 5 k, so the above relationships yield 

  v ID  5  v I1  2  v I2  5  v GS1
  2  v GS2

  5   
 √ 

___
  i D1
    2  √ 

___
  i D2
   
 

__________
 

 √ 
____

 ky2  
   (4.77)

By KCL, the transistor currents satisfy the condition 

 iD1 1 iD2 5 ISS  (4.78) 

where we are ignoring RSS, which in a well-designed circuit is very large. We have 

two equations in the two unknowns iD1 and iD2. Letting iD2 5 ISS 2 iD1 in Eq. (4.77), 

squaring both sides, and rearranging, we get

  √ 
__________

  i D1
 ( I SS  2  i D1

 )   5   
1
 

__
 

2
   (  I SS  2   

k __
 

2
   v  ID  2

   ) 

Squaring once again and rearranging, 

  i  D1  
2
   2  I SS  i D1

  1   
1
 

__
 

4
    (  I SS  2   

k __
 

2
   v  ID  2

   )  
2

  5 0

Solving this quadratic equation and retaining only the physically acceptable solution 

we get 

  i D1
  5   

 I SS  ___
 

2
   [ 1 1   

 v ID 
 ______
 

 √ 
____

  I SS yk  
    √ 

_________

 1 2   
 v  ID  2

  
 

_____
 

4 I SS yk
     ]  (4.79a)

Using again iD2 5 ISS 2 iD1, we likewise fi nd

  i D2
  5   

 I SS  ___
 

2
   [ 1 2   

 v ID 
 ______
 

 √ 
____

  I SS yk  
    √ 

_________

 1 2   
 v  ID  2

  
 

_____
 

4 I SS yk
     ]  (4.79b)

We also have, by KVL and Ohm’s law, 

 vO1 5 VDD 2 RDiD1  vO2 5 VDD 2 RDiD2

Using the expressions of Eq. (4.79) we get, after suitable simplifi cations, an expres-

sion for the voltage difference at the output, 

  v OD  5  v O1
  2  v O2

  5 2 R D   √ 
___

 k I SS     v ID  √ 
_________

 1 2   
 v  ID  2

  
 

_____
 

4 I SS yk
     (4.80)

We can readily plot Eqs. (4.79) and (4.80) using PSpice. In the circuit of Fig. 4.46 

we have set vI2 5 0, so vID 5 vI1 in this case. After directing PSpice to sweep vID from 
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392 Chapter 4 Building Blocks for Analog Integrated Circuits

22 V to 12 V, we obtain the traces of Fig. 4.47, in connection with which we make 

the following observations: 

● For vID 5 0, ISS splits equally between M1 and M2, giving iD1 5 iD2 5 ISSy2 5 

0.5  mA. With equal currents, RD1 and RD2 drop equal voltages, giving vO1 5 

vO2 5 12 2 10 3 0.5 5 7 V. Consequently, we have vOD 5 vO1 2 vO2 5 0, and we 

say that the SC pair is in dc balance. The overdrive voltage VOV required of each 

FET to sustain ISSy2 is such that  I SS y2 5 (ky2) V   OV  2
  , or 

  V OV  5  √ 
___

   
 I SS  ___ 
k
     (4.81)

 In our example, VOV 5  √ 
____

 1y1   5 1 V.

FIGURE 4.46 PSpice circuit to plot the 

transfer curves of an SC pair using FETs 

with k 5 1.0 mA/V2 and Vt 5 1.0 V.
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FIGURE 4.47 Plots of (a) the drain currents iD1 and iD2, and (b) plot of the difference vOD in the drain voltages for 

the PSpice circuit of Fig. 4.46. 
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  4.5 Differential Pairs 393

● Raising vID above 0 V makes M1 more conductive at the expense of M2 becoming 

less conductive (iD1 increases while iD2 decreases). This imbalance causes vO1 to 

drop while vO2 rises, causing a two-fold decrease in vOD. 
● As we raise vID further, we reach a point at which all of ISS will come from 

M1 and none from M2. For this to occur, M1’s overdrive must be  √ 
__

 2   times as large 

as in Eq. (4.81), owing to the quadratic dependence of current on overdrive. 

At this point we have vGS2 5 Vt and vGS1 5 Vt 1  √ 
__

 2   V OV , that is, vID 5  √ 
__

 2   V OV , 
with VOV as given in Eq. (4.81). Beyond this point, the voltages saturate at vO1 > 
12 2 10 3 1 5 2 V, vO2 > 12 V, and vOD > 2 2 12 5 210 V. 

● Lowering vID below 0 V makes M2 more conductive and M1 less conductive. The 

roles of M1 and M2 are now interchanged, thereby yielding curves that are symmetric 

about the origin. Saturation now occurs for vID # 2 √ 
__

 2   V OV , where vOD 5 110 V. 

We are especially interested in the voltage transfer curve (VTC) of Fig. 4.47b. 

Since FETs are nonlinear devices, it is not surprising that this curve is also nonlinear. 

However, if we restrict operation in the vicinity of the origin, the VTC can be ap-

proximated with its tangent there, so we can write 

 vod 5 avid (4.82)

where vod and vid represent small variations of vOD and vID about 0 V, and a is the slope 

of the VTC at the origin, as indicated in the fi gure. Differentiating Eq. (4.80) and 

calculating it at the origin gives 

 a 5 2 R D  √ 
___

 k I SS    5 2 g m  R D  (4.83)

where 

  g m  5  √ 
___

 k I SS    (4.84a)

is the transconductance of the FETs at dc balance, where ID1 5 ID2 5 0.5ISS. The slope 

of the VTC represents the small-signal voltage gain a. With the component values of 

Fig. 4.46 we have a > 210 3  √ 
____

 1y1   5 210 V/V. Unlike the circuits of Chapter 3, the 

SC pair achieves this gain without requiring any capacitors and it functions all the 

way down to arbitrarily low signal frequencies, including dc! 

Since the SC pair responds to the difference between its input voltages, it is also 

called a differential amplifi er. Though the pair of Fig. 4.45 is based on n-channel 

FETs, a differential amplifi er can also be implemented using p-channel devices, pro-

vided voltage and current polarities are suitably reversed (see Problem 4.48). As we 

move along, we will work with both types of pairs. 

Rewriting Eq. (4.84a) as 

  g m  5   
 I SS  ___

 
 V OV    (4.84b)

allows for the direct comparison with the BJT expression of Eq. (4.76): if an SC 

pair and an EC pair are biased equally, the ratio of the transconductances is 

gm(SC)ygm(EC) 5 2VTyVOV. Typically, gm(SC)ygm(EC) ! 1 because usually VOV @ 2VT. 
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394 Chapter 4 Building Blocks for Analog Integrated Circuits

Intuitive Ac Analysis of Differential Pairs
Even though VTC analysis has already provided us with expressions for the small-

signal gains, in daily practice one needs to come up with quick ac parameter estimates 

by performing ac analysis directly on the circuit itself. The ability to investigate a circuit 

from different perspectives is highly desirable because it reinforces our understanding, 

not to mention that we can use one method to fi nd results and another to check them.

Let us turn fi rst to the EC pair of Fig. 4.48a, representing the ac equivalent of 

the circuit of Fig. 4.42. In small-signal operation the BJTs of Fig. 4.42 draw identical 

dc currents, 

  I C1
  5  I C2

  5  I C  5   
 � F  I EE 

 _____
 

2
   >   

 I EE 
 ___ 

2
   (4.85)

so their transconductances are also identical, 

  g m1
  5  g m2

  5  g m  5   
 I C 

 ___
 

 V T 
   >   

 I EE 
 ____ 

2 V T 
   (4.86)

Focusing on the lower part of the circuit, we can regard Q1 as a unity-gain emitter fol-

lower with output resistance Re1 in turn loaded by the resistance Re2 provided by Q2. Since 

Re1 5 Re2 at dc balance, the voltage divider rule indicates that the ac voltage at the shared 

emitter terminal is viy2, as shown. The ac current into Q1’s collector is thus ic 5 gm1vbe1 5 

gm1(vb1 2 ve1) 5 gm1(vi 2 viy2) 5 gmviy2. This current emerges out of Q1’s emitter as 

ie (5 icy�0), it fl ows into Q2’s emitter, and emerges once again out of Q2’s collector as �0ie, 

that is, it emerges again as ic (the fact that vbe1 5 viy2 and vbe2 5 2viy2 confi rms equal 

magnitudes but opposite polarities for the two ic currents). By KVL and Ohm’s Law we 

have vo 5 vo1 2 vo2 5 2RCic 2 (RCic) 5 22RCic 5 22RCgmviy2 5 2gmRCvi, so 

 a 5   
 v o  __

  v i    5 2 g m  R C  (4.87)

FIGURE 4.48 Small-signal equivalents of (a) the EC pair, and (b) the SC pair. 
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  4.5 Differential Pairs 395

where a is the already familiar differential gain of the EC pair. Expressing it in the 

alternative form

 a 5 2   
 R C  I EE y2

 
_______

 
 V T 

   (4.88)

allows us to estimate the gain of the EC pair by taking the ratio of the voltage RC 3 

(IEEy2) dropped at dc balance by the collector resistors to the thermal voltage VT. Recall 

from Chapter 2 that the small-signal approximation holds so long as uvbeu ! 2VT. Con-

sidering that presently we have vbe1 5 2vbe2 5 viy2, the small-signal condition is now 

 uviu ! 4VT (4.89)

Thus, for the small-signal approximation to hold with an error of no more than about 

10%, we approximately need uviu # 10 mV. 

Turning next to the SC pair of Fig. 4.48b, representing the ac equivalent of 

the circuit of Fig. 4.45, we note its formal similarity to its bipolar counterpart of 

Fig. 4.48a, and conclude that we can recycle a good deal of previous derivations. 

Thus, at dc balance the FETs draw identical dc currents,

  I D1
  5  I D2

  5  I D  5   
 I SS  ___

 
2
   (4.90)

so their transconductances are also identical,

  g m1
  5  g m2

  5  g m  5  √ 
___

 k I SS    (4.91)

We can view M1 as a unity-gain source follower with output resistance Rs1, in turn 

loaded by the resistance Rs2 provided by M2’s source. Since Rs1 5 Rs2 at dc balance, 

the voltage divider rule indicates that the ac voltage at the shared source terminal is 

viy2, as shown. The ac current into M1’s drain is thus id 5 gm1vgs1 5 gm1(vg1 2 vs1) 5 

gmviy2. This current exits M1’s source, enters M2’s source, and fi nally exits M2’s drain 

(this is confi rmed by the fact that with vgs1 5 viy2 and vgs2 5 2viy2 the two id currents 

have equal magnitudes but opposite polarities). Finally, vo 5 vo1 2 vo2 5 2RDid 2 

(RDid) 5 22RDgmviy2 5 RDgmvi, so

 a 5   
 v o  __

  v i    5 2 g m  R D  (4.92)

This is the already familiar differential gain of the SC pair. Expressing it in the 

alternative form

 a 5 2   
 R D  I SS y2

 
_______

 
0.5 V OV    (4.93)

allows us to estimate the gain achievable with this circuit as the ratio of the voltage 

RD 3 (ISSy2) dropped by the drain resistors at dc balance to half the overdrive voltage. 

Recall from Chapter 3 that the small-signal approximation holds provided we keep 
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396 Chapter 4 Building Blocks for Analog Integrated Circuits

uvgsu ! 2VOV. Considering that presently we have vgs1 5 2vgs2 5 viy2, the small-signal 

condition is now 

 uviu ! 4VOV (4.94)

Looking at Fig. 4.47b, where VOV 5 1 V, we see that a reasonable choice is to restrict 

the input within the range uviu # 0.5VOV (or 0.5 V in our example). 

4.6 COMMON-MODE REJECTION RATIO 
IN DIFFERENTIAL PAIRS

As implied by its name, a differential amplifi er responds only to the difference 

vid 5 vi1 2 vi2, regardless of the individual values of vi1 and vi2. For instance, when 

subjected to any one of the following input pairs

 (vi1, vi2) 5 (0.005 V, 0.000 V), (1.005 V, 1.000 V), (22.000 V, 22.005 V)

a differential amplifi er with a gain of, say, 2100 V/V will respond only to their 

difference (vid 5 5 mV in each of the three cases) to give vo 5 2100 3 5 5 2500 mV, 

even though the individual inputs are in the vicinity of 0 V in the fi rst case, 1 V in 

the second case, and 22 V in the third case. For a more systematic analysis, it is 

convenient to defi ne the differential-mode input as

  v id  5  v i1  2  v i2  (4.95a)

and the average, or common-mode input as

  v ic  5   
 v i1  1  v i2 

 
_______

 
2
   (4.95b)

Turning these equations around allows us to express the original signals in the 

insightful forms

  v i1  5  v ic  1   
 v id  __

 
2
      v i2  5  v ic  2   

 v id  __
 

2
   (4.96)

The process is illustrated pictorially in Fig. 4.49. Based in this decomposition, we can 

now state succinctly that a true differential amplifi er responds only to vid, regardless 

of vic. 

In practice, because of unavoidable imbalances in the two circuit halves that are 

processing vi1 and vi2, a real-life amplifi er will be somewhat sensitive also to vic. The 

small-signal output takes on the more general form 

  v o  5  a dm  v id  1  a cm  v ic  (4.97)
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  4.6 Common-Mode Rejection Ratio in Differential Pairs  397

where adm and acm are the differential-mode and common-mode gains. Ideally, acm 

should be zero, but in practice it will differ from zero, though presumably by very 

little. To tell how close a practical differential amplifi er is to ideal, we use a fi gure of 

merit known as the common-mode rejection ratio (CMRR),

 CMRR 5  u    a dm 
 ___
  a cm    u  (4.98)

In a high-quality differential amplifi er this ratio can be rather high, such as 105, so 

CMRR is usually expressed in decibels (20 log 105 5 100 dB). 

Being referenced to ground, both vi1 and vi2 in Fig. 4.49 are said to be single-ended 
signals. As a signal propagates down a wire or a printed-circuit trace, it tends to pick 

up all sorts of interference noise from nearby circuits via capacitive and inductive cou-

pling, as well as via the imperfect common ground wire or trace. Consequently, by the 

time it reaches its destination, the signal may have experienced signifi cant corruption, 

making recovery of the useful information a formidable task. A clever trick is to work 

with double-ended signals, where the useful signal is now the voltage difference vid be-

tween a pair of dedicated wires, rather than between a single wire and ground. If these 

dedicated wires are run in parallel and close to each other, interference with respect 

to ground will affect them equally, thus appearing as a common-mode component vic. 

Then, processing a double-ended signal with a high-CMRR difference amplifi er will 

magnify vid while rejecting vic, thus assuring a high degree of signal integrity.

CMRR and Input Resistances of the EC Pair
We wish to fi nd the CMRR of the EC pair of Fig. 4.42. With reference to Fig. 4.49b and 

Eq. (4.97), we proceed in two steps. First, we let vic 5 0 and fi nd adm 5 voyvid. Then, we 

let vid 5 0 and fi nd acm 5 voyvic. Finally, we plug our results into Eq. (4.98).

With vic 5 0, the circuit of Fig. 4.42 reduces to the ac equivalent of Fig. 4.50a. 

Looking at the lower portion of the circuit, we can regard Q1 and Q2 as emitter 

followers with Q1 trying to pull the common emitter voltage ve up, and Q2 trying to 

pull ve down by the same amount. Consequently, ve will remain at ac ground. Also, 

vod splits symmetrically between the two halves of the circuit, with vody2 appearing 

FIGURE 4.49 Expressing (a) the input signals vi1 and vi2 of a differential amplifi er 

in terms of (b) their common-mode and differential-mode components vic and vid. 
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398 Chapter 4 Building Blocks for Analog Integrated Circuits

at Q1’s collector, and 2vody2 at Q2’s collector. We can thus focus on just one of the 

two halves, say, the left half, as shown in Fig. 4.50b. (Note that because the common 

emitter node is at ac ground, REE plays no role in this case). This is the familiar CE 

confi guration, for which vody2 5 2gm(RC//ro)(vidy2), so

  a dm  5   
 v od  ___

  v id    5 2 g m ( R C // r o ) (4.99)

This is an already familiar result, but the ability to confi rm it via the half-circuit 

analysis technique offers further insight into balanced operation. 

Next, we let vid 5 0, reducing the circuit of Fig. 4.42 to that of Fig. 4.51a, 

where the reason for splitting REE into a pair of 2REE  s in parallel will be obvious 

in a moment. Since the two identical halves are driven by the same voltage vic, the 

collector voltages will be identical, so we label them with the same symbol voc. 

Moreover, no current will fl ow through the wire connecting the two emitters, so we 

can remove this wire altogether without altering circuit operation, and focus on just 

one half of the circuit, say, the left half, as shown in Fig. 4.51b. This is the familiar 

CE-ED confi guration for which we readily fi nd

  a cm  5   
 v oc  ___

  v ic    5 2   
 g m  R C 
 __________
 

1 1 2 g m  R EE    (4.100)

(In this case ro has been ignored altogether as emitter degeneration raises its effective 

value dramatically.) 

Depending on the intended use of the differential pair outputs, we have two 

possibilities:

● The output is taken single-endedly from either one of the two collectors. In 

this case the CMRR is the ratio of one-half the gain of Eq. (4.99) to that of 

Eq. (4.100). If we ignore ro, this ratio simplifi es as

FIGURE 4.50 (a) Ac circuit to fi nd the differential-mode parameters of the EC pair, 

and (b) differential-mode half circuit. 
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  4.6 Common-Mode Rejection Ratio in Differential Pairs  399

 CMRR >   1 __ 
2
   1  g m  R EE  >  g m  R EE  (4.101)

● The output is taken differentially, that is, between the two collectors. Since their 

voltage difference is zero regardless of vic, then acm 5 (vo1 2 vo2)yvic 5 0 in this 

case, so Eq. (4.98) gives 

 CMRR 5 `  (4.102)

This last result predicates two perfectly balanced circuit halves. In practice, unavoid-

able mismatches between the two halves will result in a non-infi nite CMRR, as we 

shall see shortly. 

An EC pair is fully characterized once we know also its differential-mode and 

common-mode input resistances Rid and Ric. With reference to Fig. 4.50b, we have, 

by inspection, Ridy2 5 r�,, so the overall resistance between the inputs of the EC pair 

is the sum of the two halves, or

  R id  5 2 r �  (4.103)

On the other hand, the resistance between either input and ground is, from Fig. 4.51b,

  R ic  5  r �  1 2(  � 
0
  1 1)   R EE  (4.104)

This may be truly large, in which case it may be advisable to take r� into account.

FIGURE 4.51 (a) Ac circuit to fi nd the common-mode parameters of the EC 

pair, and (b) common-mode half circuit. 
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400 Chapter 4 Building Blocks for Analog Integrated Circuits

CMRR of the SC Pair
The half-circuit analysis technique applied to bipolar pairs holds for MOS pairs just 

as well. These circuits are shown in Fig. 4.52, and their similarity to their bipolar 

counterparts indicates that we can reuse a good deal of already familiar insight and 

equations. Thus, the half circuit of Fig. 4.52a gives

  a dm  5   
 v od  ___

  v id    5 2 g m ( R D // r o ) (4.105)

Likewise, the half circuit of Fig. 4.52b gives, by Eq. (4.39a), 

  a cm  5   
 v oc  ___

  v ic    5 2   
 g m  R D 
  ______________________________   

1 1 2( g m  1  g mb ) R SS  1 ( R D  1 2 R SS )y r o 
   (4.106)

 (a)  In the bipolar pair of Fig. 4.42 let VCC 5 2VEE 5 5 V, IEE 5 0.2 mA, 
RC 5 30 kV, and REE 5 500 kV. If �0 5 200, VA 5 75 V, and r� 5 1000ro, 

fi nd adm, acm , CMRR (in dB), Rid, and Ric. 

 (b)  Suppose the inputs are tied together and driven by a common-mode voltage 

vIC. Assuming VBE(on) 5 0.6 V and VCE(EOS) 5 0.2 V, fi nd the maximum value of 

vIC for which the BJTs are still operating in the forward-active region.

Solution
 (a)  We have IC > IEEy2 5 0.2y2 5 0.1 mA, gm 5 0.1y26 5 1y(260 V), r� 5 

200 3 260 5 52 kV, ro 5 75y0.1 5 750 kV, and r� 5 750 MV. Then, 

adm 5 2(30//750)y0.260 5 2111 V/V, acm 5 2(30y0.26)y(1 1 2 3 500y0.26) 5 

20.03 V/V, single-ended CMRR 5 500y0.260 5 1923 5 65.7 dB, differ-

ential CMRR 5 `, Rid 5 2 3 52 5 104 kV, and Ric > (0.52 1 2 3 201 3 

0.5)//750 5 201//750 5 159 MV (r� has negligible impact). 

 (b)  At dc balance we have VC 5 5 2 30 3 0.1 5 2 V. To bring the BJTs to the 

edge of saturation we need to raise their common emitter voltage to VE 5 

VC 2 VCE(EOS) 5 2 2 0.2 5 1.8 V. Consequently, vIC(max) 5 VE 1 VBE(on) 5 

1.8 1 0.6 V 5 2.4 V.

EXAMPLE 4.18

FIGURE 4.52 Half circuits to fi nd the (a) differential-

mode gain and (b) common-mode gain of an SC pair. 
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  4.6 Common-Mode Rejection Ratio in Differential Pairs  401

where gmb is the body transconductance. For single-ended utilization, the CMRR is 

the ratio of one-half the gain of Eq. (4.105) to that of Eq. (4.106). If ro is suffi ciently 

large, we can approximate

 CMRR >   1 __ 
2
   1 (  g m  1  g mb ) R SS  > ( g m  1  g mb   )R SS  (4.107)

For differential output utilization we have 

 CMRR 5 `  (4.108)

An advantage of FETs compared to BJTs is that 

 Rid 5 Ric 5 `, (4.109)

 (a)  In the MOS pair of Fig. 4.45 let VDD 5 2VEE 5 2.5 V, ISS 5 0.2 mA, 
RD 5 10 kV, and RSS 5 1 MV. If the FETs have k 5 1.25 mA/V2, Vt 5 0.4 V, 

� 5 0.2, and � 5 1y(10 V), fi nd adm, acm, and CMRR. 

 (b)  If the inputs are tied together and driven by a common-mode voltage vIC, what 

is the maximum value of vIC for which the FETs will still operate in saturation? 

Solution
 (a)  We have ID > ISSy2 5 0.2y2 5 0.1 mA, gm 5 (2kID)1y2 5 (2 3 1.25 3 0.1)1y2 5 

0.5 mA/V, ro 5 1y(�ID) 5 10y0.1 5 100 kV; adm 5 20.5 3 (10//100) 5 24.55 V/V, 

acm 5 20.5 3 10y[1 1 2(1.2 3 0.5 3 1000) 1 (10 1 2000)y100] 5 

24.1 3 1023 V/V; single-ended CMRR 5 0.5 3 1.2 3 1000 5 600 5 55.6 dB, 

differential CMRR 5 `.

 (b)  At dc balance we have VD 5 2.5 2 10 3 0.1 5 1.5 V. To bring the FETs to 

the edge of saturation we need to raise vIC till VDS 5 VOV, or VS 5 VD 2 VOV. 

The corresponding input, denoted as vIC(max), is such that vIC(max) 5 VS 1 

(Vt 1 VOV) 5 VD 2 VOV 1 Vt 1 VOV 5 VD 1 Vt 5 1.5 V 1 0.4 5 1.9 V. 

EXAMPLE 4.19

Effect of Mismatches on the CMRR
With perfectly matched halves, the collector resistors drop identical voltages 

in Fig. 4.53a, so the collector signals cancel each other out exactly to give acm 5 

(vo1 2 vo2)yvic 5 0yvic 5 0, and therefore CMRR 5 `, by Eq. (4.98). (Similar 

considerations hold in the MOS circuit of Fig. 4.53b, so the following analysis 

applies both to the EC and SC pairs.) In practice, the two halves of a differential pair 

are likely to be mismatched, even if only slightly, so it is of interest to investigate 

the impact on the CMRR. The two main factors to be considered are (a) mismatched 
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402 Chapter 4 Building Blocks for Analog Integrated Circuits

collector resistances RC1 and RC2, and (b) mismatched BJT transconductances gm1 and 

gm2. We assume that these mismatches are small enough that we can still approximate

  a dm  5   
 v od  ___

  v id    > 2 g m    R C  (4.110)

with gm and RC representing the average values of the transconductances and 

resistances, 

  g m  5   
 g m1

  1  g m2
 
 

________
 

2
      R C  5   

 R C1
  1  R C2

 
 

_________
 

2
  

Moreover, with suffi ciently small mismatches in Fig. 4.53a, we can still approximate

  a cm  5   
 v o1

  2  v o2
 
 

_______
  v ic    > 2   

 g m1
  R C1

  2  g m2
  R C2

 
  

_____________
  

1 1 2 g m  R EE    (4.111)

If we introduce the differences 

 D g m  5  g m1
  2  g m2

    D R C  5  R C1
  2  R C2

 

then it is readily seen that the individual transconductances and resistances can be 

expressed as

  g m1
  5  g m  1   

D g m 
 ____
 

2
      g m2

  5  g m  2   
D g m 

 ____ 
2
  

  R C1
  5  R C  1   

D R C 
 ____
 

2
      R C2

  5  R C  2   
D R C 

 ____ 
2
  

Substituting into Eq. (4.111) gives

 a cm  > 2   
 (  g m  1   

D g m 
 ____
 

2
   )  (  R C  1   

D R C 
 ____
 

2
   )  2  (  g m  2   

D g m 
 ____
 

2
   )  (  R C  2   

D R C 
 ____
 

2
   ) 
    

_________________________________________
   

1 1 2 g m  R EE    

FIGURE 4.53 Ac circuits to investigate the effect of R and gm mismatches 

upon the CMRR. 
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  4.6 Common-Mode Rejection Ratio in Differential Pairs  403

Expanding and ignoring higher-order terms (D-term products or squares), we get, 

after simplifying,

  a cm  > 2   
 g m D R C  1 D g m  R C 

  ______________  
1 1 2 g m  R EE 

   (4.112)

Finally, substituting Eqs. (4.112) and (4.110) into Eq. (4.98) gives 

 CMRR >   
1 1 2 g m  R EE 

  ________________  
D R C y R C  1 D g m y g m 

   (4.113)

The above equations refer to the worst-case scenario in which the mismatches con-

spire to reinforce each other. However, the two causes of mismatch are usually uncor-

related, so a more realistic estimate for the CMRR of the EC pair is found as1

 CMR R 
(BJT)

  >   
1 1 2 g m  R EE 

  _____________________  
 √ 
____________________

  (D R C y R C  ) 2  1 (D g m y g m  ) 2   
   (4.114a)

We can readily adapt this expression to the SC pair of Fig. 4.53b by writing 

 CMR R 
(MOS)

  >   
1 1 2( g m  1  g mb ) R SS   _____________________  

 √ 
____________________

  (D R D y R D  ) 2  1 (D g m y g m  ) 2   
   (4.114b)

It is apparent that for given amounts of mismatch, the CMRR is approximately 

proportional to the equivalent resistance REE or RSS presented by the biasing current 

sink. To ensure high CMRR values, this source is typically a high output-resistance 

source, such as a cascode source or other source types to be investigated in Section 4.8. 

 (a)  Suppose the gm’s in an SC pair are in the range of 100 6 10 �A/V, and the 

drain resistances have tolerances of 65%. If � 5 0.15 and RSS 5 500 kV, esti-

mate the worst-case scenario CMRR. What if the tolerances are uncorrelated?

 (b)  Find the value of RSS needed to ensure CMRR $ 60 dB.

Solution
 (a)  By inspection, DRDyRD 5 0.1. We also have gm 1 gmb 5 (1 1 �)gm 5 

115 �A/V, Dgm 5 20 �A/V, and Dgmygm 5 20y100 5 0.2. In the worst-case 

scenario,

 CMRR >   
1 1 2(115)1 0 26  3 500 3 1 0 3 

   ________________________  
0.1 1 0.2

   5   
116

 
____

 
0.3

   5 387 5 51.7 dB

EXAMPLE 4.20
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404 Chapter 4 Building Blocks for Analog Integrated Circuits

4.7 INPUT OFFSET VOLTAGE/CURRENT 
IN DIFFERENTIAL PAIRS

If we ground both inputs of a differential pair, as depicted in Fig. 4.54 for a bipolar 

pair, we expect VO 5 0. However, because of fabrication process variations, the 

two halves of the circuit are likely to be somewhat mismatched, resulting in an 

output error EO Þ 0. We can visualize the effect of mismatches as a shift in the 

VTC of Fig. 4.44b either to the right or to the left, depending on the direction of the 

mismatch. If we want to drive the output to zero we need to apply a corrective input 

voltage that will offset the VTC in the opposite direction until it goes through the 

origin. This corrective voltage is the input offset voltage VOS depicted in Fig. 4.54b. 

By inspection, we fi nd VOS by refl ecting the negative of EO to the input, or

  V OS  5   
 E O 
 _____
 2 a dm    (4.115)

where adm is the differential-mode gain of the pair under consideration. 

  If the mismatches are uncorrelated, then use Eq. (4.114b) and write 

 CMRR >   116
 ___________ 

 √ 
__________

 0. 1 2  1 0. 2 2   
   5   

116
 

_____
 

0.224
   5 519 5 54.3 dB

 (b)  To raise CMRR to 60 dB, or 1,000, we need to increase RSS in proportion, that 

is, RSS 5 (500 kV) 3 (1000y519) 5 964 kV. 

FIGURE 4.54 (a) A practical EC pair with grounded inputs generally gives 

an output error EO Þ 0. (b) VOS is defi ned as the input voltage required to 

null EO. 
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  4.7 Input Offset Voltage/Current in Differential Pairs  405

Input Offset Voltage of the EC Pair
Two main factors contribute to the VOS of an EC pair: (a) mismatched collector 

resistances RC1 and RC2, and (b) mismatched saturation currents Is1 and Is2 of the BJTs. 

By Eq. (2.11), mismatches between Is1 and Is2 stem, in turn, from mismatches between 

the emitter areas AE1 and AE2 and between the base widths WB1 and WB2, as well as 

differences in the base-region doping densities and in the individual temperatures of 

the two devices. Moreover, because of the Early effect, WB1 and WB2 depend on the 

voltages VCE1 and VCE2, so even two BJTs fabricated perfectly identical will exhibit 

saturation-current mismatches if operated at different VCE values. 

● To investigate the effect of mismatched RC1 and RC2, assume the BJTs are per-

fectly matched so that in the circuit of Fig. 4.54a we have IC1 5 IC2 > IEEy2. The 

contribution to EO is

  E O1
  5  V CC  2  R C1

  I C1
  2 ( V CC  2  R C2

   I C2
 ) 5 2D R C   

 I EE 
 ___ 

2
  

 where DRC 5 RC1 2 RC2. Dividing by 2adm > gmRC, with RC representing the mean 

value of the two resistances, or RC 5 (RC1 1 RC2)y2, and gm 5 (IEEy2)yVT  , we get

  V OS1
  > 2 V T     

D R C 
 ____ 

 R C 
   (4.116)

● To investigate the effect of mismatched Is1 and Is2, assume the resistances are 

now perfectly matched. Since the BJTs of Fig. 4.54a experience the same drive 

VBE, the current IEE must split between Q1 and Q2 in proportion to Is1 and Is2, 

  I C1
  >   

 I EE 
 ___ 

2
    ( 1 1   

D I s  ___
 

2 I s 
   )     I C2

  >   
 I EE 

 ___ 
2
    ( 1 2   

D I s  ___
 

2 I s 
   ) 

 where DIs 5 Is1 2 Is2 and Is 5 (Is1 1 Is2)y2, as usual. The contribution to EO is now

  E O2
  5  V CC  2  R C  I C1

  2 ( V CC  2  R C  I C2
 ) 5 2 R C    

 I EE 
 ___ 

2
     

D I s  ___ 
 I s 

  

Again dividing by 2adm we get 

  V OS2
  > 2 V T      

D I s  ___ 
 I s 

   (4.117)

Note that the negative signs in Eqs. (4.116) and (4.117) are not relevant because 

a mismatch can occur in either direction, depending on the random variation of the 

fabrication process. It is thus customary to drop the sign and to express VOS always as 

a positive number. In general the two causes of offset voltage are uncorrelated, so the 

total offset voltage is usually estimated as1 

  V OS  >  V T    √ 
______________

     (   D R C 
 ____ 

 R C 
   )  

2

  1   (   D I s  ___
 

 I s 
   )  

2

    (4.118)
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406 Chapter 4 Building Blocks for Analog Integrated Circuits

Input Bias Current and Offset Current of the EC Pair
When an EC pair is driven by sources having nonzero series resistances it is of 

interest to know the currents into the bases of the BJTs because these currents 

fl ow through the source resistances, causing voltage drops that may upset the dc 

balance of the pair appreciably. With perfectly matched devices, the base currents are 

IB1 5 IB2 5 IB, where

  I B  5   
 I EE 
 _________
 

2( � F  1 1)
   (4.119)

However, any mismatches in the �Fs of the two BJTs will cause mismatches in the 

base currents. If we defi ne the input bias current IB and the input offset current IOS of 

an EC pair as

  I B  5   
 I B1

  1  I B2
 
 

_______
 

2
      I OS  5  I B1

  2  I B2
  (4.120)

then a beta mismatch D�F will result in IOS Þ 0. The two are related as 

  I OS  > 2 I B     
D � F 

 ____ 
 � F 

   (4.121)

where �F 5 (�F1 1 �F2)y2, as usual. For instance, with a 10% beta mismatch, IOS is 

10% of IB. 

Input Offset Voltage of the SC Pair
Three main factors contribute to VOS in the case of an SC pair: (a) mismatched drain 

resistances RD1 and RD2, (b) mismatched device transconductance parameters k1 and k2, 

and (c) mismatched threshold voltages Vt1 and Vt2. By Eqs. (3.13) and (3.14), mismatches 

between k1 and k2 stem, in turn, from mismatches between the ratios W1yL1 and W2yL2 as 

well as variations in the oxide thickness tox and temperature gradients from one device 

to the other. By Eqs. (3.7) through (3.9), mismatches between Vt1 and Vt2 are the result 

of differences in the implant densities, oxide thickness, and temperature of the two 

devices. Finally, because of the channel-length modulation effect, L1 and L2 depend on 

Suppose the EC pair of Example 4.18 is implemented with resistances affl icted by 

65% tolerances and with BJTs whose saturation currents are affl icted by 610% 

tolerances. Estimate VOS and EO. 

Solution
We have DRCyRC 5 0.1 and DIsyIs 5 0.2. Applying Eq. (4.118) gives 

 V OS  > (26 mV) √ 
____________

      ( 0.1 )  2  1   ( 0.2 )  2    5 5.8 mV

Note that VOS may be positive or negative, depending on the direction of the 

mismatch. EO 5 uadmuVOS 5 111 3 5.8 5 644 mV.

EXAMPLE 4.21
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  4.7 Input Offset Voltage/Current in Differential Pairs  407

the voltages VDS1 and VDS2, so even two FETs fabricated perfectly identical will exhibit 

transconductance-parameter mismatches if operated at different VDS values. 

● To investigate the effect of mismatched RD1 and RD2, proceed as in the bipolar 

case and write 

  E O1
  > 2D R D    

 I SS  ___ 
2
  

 where DRD 5 RD1 2 RD2. Dividing by 2adm > gmRD, with RD representing 

the mean value of the two resistances, or RD 5 (RD1 1 RD2)y2, and with gm 5 

2(ISSy2)yVOV 5 ISSyVOV, we get 

  V OS1
  > 2   

 V OV 
 ___
 

2
      

D R D 
 ____
 

 R D    (4.122)

 where VOV is the dc-balance overdrive voltage of Eq. (4.81).
● To investigate the effect of mismatched k1 and k2 assume the resistances as now 

perfectly matched and the FETs have identical threshold voltages. Since the 

FETs of Fig. 4.55a are subject to the same overdrive voltage VOV, the current ISS 

must split between M1 and M2 in proportion to k1 and k2, 

  I D1
  5   

 I SS  ___
 

2
    ( 1 1   

Dk ___
 

2k   )     I D2
  5   

 I SS  ___
 

2
    ( 1 2   

Dk ___
 

2k   ) 
 where Dk 5 k1 2 k2 and k 5 (k1 1 k2)y2. Consequently,

  E O2
  5  V DD  2  R D    I D1

  2 ( V DD  2  R D   I D2
 ) 5 2 R D     

 I SS  ___ 
2
     Dk ___ 

k
  

FIGURE 4.55 (a) A practical SC pair with grounded inputs generally gives an output 

error EO Þ 0. (b) VOS is defi ned as the input voltage required to null EO. 
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408 Chapter 4 Building Blocks for Analog Integrated Circuits

 Again dividing by 2adm > gmRD, we get

  V OS2
  > 2   

 V OV 
 ___
 

2
     

Dk ___
 k   (4.123)

● To investigate the effect of mismatched Vt1 and Vt2, assume all other parameters 

are matched. Then, to achieve the dc balance of Fig. 4.55b, we must ensure that 

the FETs experience identical overdrive voltages. This occurs for 

  V OS3
  5 D V t  5  V t1  2  V t2  (4.124)

 Note the similarity of the MOS Eqs. (4.122) and (4.123) to the BJT Eqs. (4.116) 

and (4.117), except that we now have VOVy2 in place of VT  . Since VT 5 26 mV 

whereas VOVy2 is typically at least an order of magnitude higher, it is apparent 

that SC pairs tend to exhibit larger offsets than BJT pairs. 

As in the bipolar case, the signs of the various offset components are not relevant. 

Moreover, the three causes of offset voltage are not correlated, so the total offset 

voltage is usually estimated as1

  V OS  >   
 V OV 

 ___ 
2
    √ 

________________________

      (   D R D 
 ____ 

 R D 
   )  

2

  1   (   Dk ___
 k   )  

2

  1   (   D V t  ______
 

0.5 V OV    )  
2

    (4.125)

Finally, since the gate current of a MOSFET is zero at dc, the input bias current 

and input offset current are non-issues in SC pairs. When the input terminals are made 

externally accessible, they are equipped with internal diode clamps to prevent electric 

discharge that might damage the dielectric of the FETs. In normal operation these 

diodes are reverse biased, so the gate-terminal currents are those of reverse-biased pn 

junctions. At room temperature these currents are very small (in the nA or even pA 

range), but as we know, they double for about every 108C of temperature increase.

Suppose an SC pair is affl icted by an RD mismatch of 61%, a k mismatch of 63%, 

and a Vt mismatch of 65 mV. If VOV 5 0.5 V, estimate the worst-case value as well 

as the likely value of VOS. Which is the major contributor to VOS? 

Solution
Summing the various terms directly gives the worst-case scenario estimate, 

 V OS  >   500 mV
 _______ 

2
    (    2

 
____

 
100

   1   
6
 

____
 

100
   1   

10
 

____
 

250
   )  5 5 1 15 1 10 5 30 mV

Using Eq. (4.125), we fi nd the likely estimate 

 V OS  >  √ 
_____________

   5 2  1 1 5 2  1 1 0 2    5 18.7 mV

In this example the main culprit is the k mismatch. 

EXAMPLE 4.22
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  4.8 Current Mirrors  409

Input Offset Voltage Drift 
Like virtually all device and circuit parameters, VOS drifts with temperature, and 

in low-level signal processing, such as in instrumentation and measurement, it is 

necessary to know both VOS and its thermal drift. 

In the case of EC pairs, Eq. (4.118) indicates that VOS is proportional to the 

thermal voltage VT, which in turn is proportional to temperature T. Consequently, 

   
d V OS  ____

 dT   5   
 V OS  ___

 T   (4.126)

At room temperature (T 5 300 K), VOS drifts by 1 3 1023y300 5 3.3 �V/8C for every 

mV of offset. So, for an EC pair with VOS 5 1.5 mV, VOS drifts by 5 �V/8C. 

The offset drift of SC pairs is more complex1, 3 than in the bipolar case. Suffi ce 

it to say here that CMOS IC designers continuously strive to reduce both VOS and its 

drift using clever compensation techniques such as autozero techniques and fl oating-

gate programming.

4.8 CURRENT MIRRORS 

Along with differential pairs, current mirrors are the workhorses of analog ICs. A 

common current mirror application is the generation of stable and predictable dc 

currents to bias other circuits. When used in this capacity, a current mirror is also 

referred to as a current reference. Mirrors are also used to steer current signals. As 

such they fi nd application as active loads in a variety of analog signal processing ICs 

such as operational amplifi ers (op amps), current-feedback amplifi ers (CFAs), and 

operational transconductance amplifi ers (OTAs). Current mirroring is made possible 

by the high degree of matching and thermal tracking of transistors fabricated in close 

proximity of each other on the same chip.

The function of a current mirror is to accept a current iI at a low (ideally zero) 

input-resistance terminal, and deliver a current iO (5iI) at a high (ideally infi nite) 

output-resistance terminal. The current mirror is similar to the current buffer, except 

that both currents fl ow into (or out of) the circuit. For this reason, a current mirror is 

also said to provide current reversal. We have already been exposed to current mir-

rors in the introductory chapters on BJTs and MOSFETs, as well as in Section 4.1. 

We now wish to examine them in systematic detail. 

Basic Bipolar Current Mirrors
Shown in Fig. 4.56a is the basic bipolar current mirror. As the input source iI is turned 

on, the diode-connected transistor Q1 develops a voltage drop vBE related to iI by the 

well-known logarithmic law. But Q2 is subjected to the same drive vBE as Q1, so Q2 

will just mirror the current of Q1. We wish to fi nd a precise relationship between iO 

and iI, as well as the small-signal input and output resistances Ri and Ro. We also wish 

to display the i-v characteristic of the output port. 
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410 Chapter 4 Building Blocks for Analog Integrated Circuits

For a detailed analysis refer to Fig. 4.57a and assume VA 5 ` for simplicity. 

Since the BJTs are matched and experience the same vBE drop, they must draw iden-

tical currents, here denoted as iC. Also, together they draw a total base current of 

2iCy�F. Consequently, KCL gives iI 5 iC 1 2iCy�F 5 iC(1 1 2y�F). Substituting 

iC 5 iO and solving for iO gives

  i O  5   
 i I  ________
 

1 1 2y � F 
    >  i I    ( 1 2   

2
 

___
 

 � F    )  (4.127)

Because of the fi nite current gain �F, iO does not mirror iI exactly, but is affl icted by a 

small systematic error � 5 22y�F. For instance, with �F 5 100, we have � 5 22%. 

FIGURE 4.56 (a) Basic BJT current mirror, and (b) output-port i-v characteristic. 
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FIGURE 4.57 (a) Currents in (a) the basic BJT current mirror, and (b) basic 

mirror with beta helper.
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  4.8 Current Mirrors  411

Note that Eq. (4.127) holds in dc as well as in ac form, so we have made no small-

signal approximations. 

The above equation holds only as long as vCE2 5 vCE1, a condition that we 

shall refer to as dc balance for the two BJTs. In the present case, this occurs for 

vO 5 vI 5 vBE. If vO is raised above this value, iO will increase due to the Early effect. 

To account for this, we need to modify Eq. (4.127) as 

  i O  >  i I   ( 1 2   
2
 

___
 

 � F    )  3  ( 1 1   
 v O  2  v BE 

 _______
 

 V A    )  (4.128)

The iO-vO characteristic is shown in Fig. 4.56b, along with the value of iO at dc 

balance and the corresponding value of vO. Note that Eq. (4.128) holds so long as 

vO $ vO(min), where

 vO(min) 5 VCE(EOS) (> 0.2 V) (4.129)

If vO drops below this limit, Q2 will enter the saturation region, where we witness a 

rapid decrease in iO. By inspection we also have Ri 5 ro1// re1//r�2 > re1 > 1ygm1, and 

Ro 5 ro2. Dropping subscripts 1 and 2 as the BJTs are assumed matched and are also 

biased identically, we thus have 

  R i  >   1 ___  g m      Ro 5 ro  (4.130)

As we know, the iO-vO curve has a slope of 1yro, and its extrapolation intercepts the 

horizontal axis at vO 5 2VA, where VA is the Early voltage.

The above analysis stipulates perfect matching between Q1 and Q2. At times the 

transistors are deliberately fabricated with unequal emitter areas in order to provide 

current amplifi cation or attenuation, depending on the case. For instance, if Q2’s 

emitter area is made twice as large as Q1’s, then Q2 will draw twice as much current 

as Q1, giving iO > 2iI. Denoting the saturation currents of the two BJTs as Is1 and Is2, 

respectively, we can readily generalize Eq. (4.128) as

  i O  >  i I   (    I s2
 
 __ 

 I s1
 
   )  3  ( 1 2   

1 1  I s2
 y I s1

 
 

_________
 

 � F    )  3  ( 1 1   
 v O  2  v BE 

 _______
 

 V A    )  (4.131)

In order to reduce the error stemming from the fact that �F is not infi nite, a 

third transistor Q3 is often added as in Fig. 4.57b. Aptly referred to as beta helper, 

Q3 reduces the current component being subtracted from iI by a factor of �F 1 1, in 

effect changing the dc balance value of Eq. (4.127) to

  i O  >  i I   ( 1 2   
2
 

___
 

 �  F  2
  
   )  (4.132)

Note that with this modifi cation vI is raised to 2vBE, so the dc balance condition is 

now vO 5 2vBE. The ac resistance seen by the input source also doubles to Ri > 2ygm 

(see Problem 4.71). Beta helpers fi nd application especially in multiple-output 

current mirrors.
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412 Chapter 4 Building Blocks for Analog Integrated Circuits

The above discussion has focused on current mirrors using npn-type BJTs, 

whose collectors sink current. If the application calls for the current mirror to source 

current, then the circuit is implemented with pnp-type BJTs, as already discussed in 

Chapter 2. Since IC pnp BJTs exhibit notoriously low betas, pnp mirrors often use 

beta helpers to reduce their inherently higher systematic error. 

Basic MOSFET Current Mirror 
The MOS counterpart of the BJT mirror is shown in Fig. 4.58a. Thanks to the fact that 

gate currents are zero, a MOSFET current mirror does not suffer from the systematic 

error due to �F. As the input source iI is turned on, the diode-connected transistor M1 

responds with the voltage drop vGS 5 Vt 1 vOV, where vOV is the overdrive voltage 

necessary to sustain iI. The incoming current and vGS are related as 

  i I  5   
 k 

1
 
 

__
 

2
    ( v GS  2  V t  ) 

2   (1 1 � v GS )

But, M2 is subjected to the same drive vGS as M1, so M2 will draw the current 

  i O  5   
 k 

2
 
 

__
 

2
     (v GS  2  V t  ) 

2   (1 1 � v O )

As we know, the device trasconductance parameter of a MOSFET is k 5  k9 (WyL), 

where W and L are the channel width and length of the particular FET, and  k9  is the 

process transconductance parameter, common to all same-type FETs on the chip. 

Taking the ratio iOyiI and simplifying, we get, under the assumption �vGS ! 1, 

  i O  >  i I     
 W 

2
 y L 

2
 
 ______ 

 W 
1
 y L 

1
 
   3  [ 1 1 �( v O  2  v GS ) ]  (4.133)

FIGURE 4.58 (a) Basic MOSFET current mirror, and (b) output-port i-v characteristic. 
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  4.8 Current Mirrors  413

The iO-vO characteristic is shown in Fig. 4.58b, along with the value of iO at dc bal-

ance, a condition now expressed as vO 5 vI 5 vGS. Note that Eq. (4.133) holds so long 

as vO $ vO(min), where 

 vO(min) 5 vOV (4.134)

If vO drops below this limit, M2 will enter the triode region where iO eventually drops 

to zero. By inspection we also have Ri 5 ro1//(1ygm1) > 1ygm1 and Ro 5 ro2 5 1y(�iO). 

Dropping subscripts 1 and 2 as the FETs are assumed matched and are also biased 

identically, we thus have

  R i  >   1 ___  g m      Ro 5 ro  (4.135)

As we know, the slope of the i-v curve in Fig. 4.58b is 1yro. Moreover, its extrapola-

tion intercepts the horizontal axis at vO 5 21y�. If the WyL ratios of the two FETs 

are equal, then iO 5 iI at dc balance. 

Cascode Current Mirrors
According to Eqs. (4.130) and (4.135), the output resistance of basic current mirrors 

is ro. There are many situations requiring a much higher output resistance, and the 

cascoding techniques of Section 4.4 provide a popular way to raise output resistance 

signifi cantly. 

Figure 4.59a shows a bipolar cascode mirror. The matched BJT pair Q3-Q4 pro-

vides the mirror action proper, whereas the CB BJT Q2 raises the output resistance way 

above ro. The function of diode-connected Q1 is to bias Q2’s base a vBE drop above Q4’s 

FIGURE 4.59 Cascode current mirrors: (a) bipolar and (b) MOS.
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414 Chapter 4 Building Blocks for Analog Integrated Circuits

base to give vCE4 5 vCE3 5 vBE. Compared to the basic mirror, the input parameters are 

doubled to vI 5 2vBE and Ri > 2ygm. Also, the lower limit of the linear range of operation 

is now raised by one vBE drop to vO(min) 5 vCE4 1 VCE2(EOS) 5 vBE 1 VCE2(EOS). It is left as an 

exercise for the student (see Problem 4.72) to prove that Ri > 2ygm, Ro > (�0y2)ro and 

  i O  >  i I     ( 1 2   
4
 

___
 

 � F    )  3  ( 1 1   
 v O  2 2 v BE 

 ________
 

( � 
0
 y2) V A 

     )  (4.136)

We can visualize the effect of cascoding as shifting the extrapolated intercept of the 

iO-vO curve with the horizontal axis from 2VA to about 2(�0y2)VA, thus making the 

iO-vO curve much fl atter. 

When the output resistance of a collector terminal is raised signifi cantly above 

ro as in the present case, the base-collector resistance r� may no longer be negligible. 

As we know, r� models the effect of base-width modulation by vCE upon the recom-

bination current in the base, and is expressed as r� 5 m�0ro, where 1ym (m $ 1) rep-

resents the fraction of the total base current due to recombination. A more accurate 

expression for the output resistance is thus

  R o(BJT)
  >  (    � 

0
 
 __ 

2
   r o  )   // r �  5   

m _______
 

1 1 2m    � 
0
  r o  (4.137)

In the worst-case scenario of the base current being predominantly of the recombi-

nation type (m → 1), we get Ro → (�0y3)ro. In a practical cascode mirror Ro will lie 

somewhere between 1y3 and 1y2 of �0ro. 

Turning next to the MOS cascode mirror of Fig. 4.59b we observe that it uti-

lizes the matched pair M3-M4 to provide the mirror action proper, the CG FET M2 to 

raise the output resistance, and the diode-connected FET M1 to bias M2’s gate a diode 

drop above M4’s gate to give vDS4 5 vDS3 5 Vt 1 vOV. Adapting Eq. (4.63) we now have 

Ro 5 ro2[1 1 (gm2 1 gmb2)ro4] 1 ro4 or, dropping the subscripts, 

  R o(MOS)
  5  r o [2 1 ( g m  1  g mb ) r o ]  (4.138)

As expected, the artifi ce of cascoding raises the output resistance by a factor of 

[2 1 (gm 1 gmb)ro] or, equivalently, it shifts the vO-axis intercept of the iO-vO curve 

from 21y� to (21y�) 3 [2 1 (gm 1 gmb)ro]. 

For the circuit to function properly, both M2 and M4 must operate with vDS $ vOV. 

Since vDS4 5 Vt 1 vOV, it turns out that M4 actually exceeds the minimum required by 

an amount equal to Vt. Imposing vDS2 $ vOV we fi nd that the linear output range is now 

vO $ vO(min), where vO(min) 5 vDS4 1 vOV, or

 vO(min) 5 Vt 1 2vOV  (4.139)

Compared to Eq. (4.134) for the basic mirror of Fig. 4.58a, the limit of Eq. (4.139) 

may prove too high in low-voltage applications where even fractions of a volt matter. 
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  4.8 Current Mirrors  415

While we can make the 2vOV term as small as needed by fabricating the FETs with 

suitably large WyL ratios, the Vt term poses the ultimate limit on vO(min).

Wide-Swing MOS Cascode Mirrors
Wide-swing cascode mirrors eliminate the Vt term from Eq. (4.139) by downshifting 

M2’s bias from vG2 5 2Vt 1 2vOV of Fig. 4.59b to vG2 5 1Vt 1 2vOV in order to bring 

M4 right to the edge of saturation, where vDS4 5 vOV. This results in

 vO(min) 5 2vOV (4.140)

In the modifi ed cascode mirror of Fig. 4.60a this downshift is provided by the source 

follower M5. (M5 is biased by M6, in turn mirroring M3.) To yield vS5 5 Vt 1 2vOV, 

M5 requires vG5 5 vS5 1 vGS5 5 (Vt 1 2vOV) 1 (Vt 1 vOV) 5 2Vt 1 3vOV. Compared to 

Fig. 4.59b, where vI 5 2Vt 1 2vOV, we now need vI 5 2Vt 1 3vOV, or 1vOV higher. We 

achieve this by fabricating M1 with a WyL ratio that is 1y4 that of all other FETs so 

that, by virtue of the relation  v OV  5  √ 
______

 (2yk) i D   , M1 will require an overdrive voltage of 

2vOV to sustain the same current iD that all other FETs are sustaining with only 1vOV. 

A drawback of the circuit of Fig. 4.60a is that it requires an additional branch 

(M5-M6) to provide level shifting. The two branches are cleverly combined into 

one in the circuit of Fig. 4.60b, called the Sooch cascode current mirror for its 

FIGURE 4.60 Wide-swing cascode mirrors. (a) Using source follower M5 to downshift 

M2’s bias by Vt (note that the WyL ratio of M1 is ¼ that of all other FETs). (b) The Sooch 

cascode current mirror.
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416 Chapter 4 Building Blocks for Analog Integrated Circuits

inventor N. S. Sooch. Though the details of its analysis are left as an exercise for the 

student (see Problem 4.73), suffi ce it to list here its principal features, which are:

● The M6-M3 pair synthesizes the voltage vG4 5 Vt 1 vOV needed to bias M4. 
● The M1-M5 pair synthesizes the voltage drop vDS5 5 vOV needed to bias M2 at 

vG2 5 Vt 1 2vOV, that is, 1vOV higher than vG4. As discussed in Problem 4.73, we 

achieve this by fabricating M5 with a WyL ratio that is 1y3 that of the other FETs. 
● M6 is designed to drop vDS6 5 Vt and thus force M3 to operate at vDS3 5 vOV 5 vDS4. 

This eliminates any channel-length modulation differences between M3 and M4 

and thus results in perfectly matched currents (so long as the WyL ratios of M3 

and M4 are matched). 

In the above analyses we have neglected the body effect for simplicity. In 

practice, all FETs with source voltages different from the body voltage will exhibit 

slightly higher values of Vt. The IC designer can compensate for threshold shifts by 

suitably adjusting the WyL ratios when needed. 

Wilson Current Mirror
The Wilson current mirror, shown in Fig. 4.61a, was developed to improve the 

characteristics of the basic bipolar current mirror. As the input source is turned on, iI 

will initially fl ow into Q3’s base, turning on Q3 as well as the diode-connected transistor 

Q2. The current through Q2 is then mirrored by Q1 back to the input node, thus closing a 

negative-feedback loop. While in the basic mirror of Fig. 4.56a both base currents are 

subtracted from the input side of the circuit, in the Wilson confi guration iB3 is subtracted 

from the input side and iB1 is subtracted from the output side. As we shall see shortly, 

FIGURE 4.61 (a) Wilson current mirror, and (b) its various current components.
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  4.8 Current Mirrors  417

this form of cancellation reduces the output current error to a level comparable to that 

of the beta helper, provided the BJTs have matched betas. Moreover, the presence of 

negative feedback raises the output resistance dramatically.

To fi nd a relationship between iO and iI, refer to Fig. 4.61b. Assuming VA 5 ` for 

simplicity and starting out at the bottom, we observe that Q1 and Q2 are subject to the 

same drive vBE, so they draw identical currents, here denoted as iC. Moving upward, 

we repeatedly apply KCL as well as the forward-region current relationships of BJTs 

to end up with the relationships

  i I  5  i C     [ 1 1  ( 1 1   
2
 

___
 

 � F    )      1
 

______
 

 � F  1 1
   ]     i O  5  � F      i C      ( 1 1   

2
 

___
 

 � F    )     1
 

______
 

 � F  1 1
  

Eliminating iC we fi nd, after minor algebra, 

  i O  5  i I      
1 ______________  

1 1   
2
 

__________
 

 � F   ( � F  1 2)
  
    >  i I      

1 _______ 
1 1   

2
 

___
 

 �  F  2
  
  
    >  i I      ( 1 2   

2
 

___
 

 �  F  2
  
   )  (4.141)

For instance, with �F 5 100 the error is � 5 20.02%, which is truly negligible. We 

observe that the voltage at the input node is now 2vBE and that the circuit will work 

properly so long as vO $ vO(min), where 

 vO(min) 5 vBE 1 VCE3(EOS) (> 0.9 V)  (4.142)

To fi nd the output resistance Ro we replace the circuit with its small-signal 

equivalent and use the test-voltage method of Fig. 4.62a. Here, r�1 and ro2 have been 

lumped together with re2, the dynamic resistance of diode-connected transistor Q2. 

Moreover, since Q1 mirrors the current of Q2, we model it with a unity-gain con-

trolled source 1i2. Since ro2 @ r�1 @ re2, we approximate r�1//re2//ro2 > re2 5 �02ygm2 > 
1ygm, as shown in Fig. 4.62b. In fact, it turns out that we can also ignore ro1 in the 

course of our calculations. To see why, we apply KCL at the upper-left node, along 

with KVL and Ohm’s law and get 

  i b3
  1 1 i 

2
  1   

 r e2
  i 
2
  1  r �3

  i b3
 
 

__________
  r o1

    5 0 ⇒  i b3
  ( 1 1   
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FIGURE 4.62 (a) Small-signal model of the Wilson current mirror, and (b) its simplifi ed version.
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418 Chapter 4 Building Blocks for Analog Integrated Circuits

Given that re2 ! r�3 ! ro1, we can ignore ro1 and write ib3 1 i2 > 0, or ib3 5 2i2. This 

means that the ac current ib3 is actually fl owing out of Q3’s base, and that ib3 coincides 

with the current 1i2 drawn by the dependent source modeling Q1. The ac equivalent 

of Fig. 4.62a simplifi es as in Fig. 4.62b, where we have exploited the fact that 

i 5 1i2 1 i2, or i2 5 iy2. Applying Kirchoff’s laws and Ohm’s law gives 

 i 1  � 
0 
   i __ 
2
   5   

v 2 (1y g m )iy2
  

____________
  r o    ⇒ i  ( 1 1   

 � 
0
 
 

__
 

2
   1   

1
 

_____
 

2 g m  r o 
   )  5   

v __
  r o    

But, 1y(2gmro) ! 1, so we fi nally get

  R o  5   
v __
 i   >  ( 1 1   

 � 
0
 
 

__
 

2
   )  r o  >   

 � 
0
 
 __ 

2
    r o   (4.143a)

It is left as an exercise for the student (see Problem 4.71) to prove that Ri > 2ygm 

in Fig. 4.61a. Compared to the basic-mirror characteristic of Fig. 4.56b, the Wilson 

mirror yields a much fl atter curve, but only down to vO 5 vBE 1 VCE3(EOS). Alterna-

tively, we can say that the intercept of the Wilson’s i-v curve with the horizontal 

axis is shifted from 2VA to 2(�0y2)VA. This great improvement is the result of the 

negative-feedback action provided by Q1, a subject we shall return to in Chapter 7. 

As in the cascode realization, the output resistance is raised signifi cantly above ro, so 

r� may no longer be negligible. As in the cascode case, a better estimate for Ro is then

  R o  >  (    � 
0
 
 __ 

2
   r o  )  // r �  5   

m _______
 

1 1 2m     � 
0
  r o   (4.143b)

Finally, it must be said that the calculation of the various currents in Fig. 4.62b 

postulates identical currents for Q1 and Q2, when in fact the two BJTs are operating 

at different values of vCE, namely, vCE2 5 vBE and vCE1 5 2vBE. Consequently, iC1 > 
iC2(1 1 vBEyVA). This difference results in a systematic error for iO. To account for 

this error, typically around 1%, we need to refi ne the initial value of Eq. (4.141) as 

  i O  >  i I    ( 1 2   
2
 

___
 

 �  F  2
  
   )  3  ( 1 2   

 v BE 
 ___
 

 V A    )  >  i I    ( 1 2   
2
 

___
 

 �  F  2
  
   2   

 v BE 
 ___
 

 V A    )  (4.144)

where the higher-order term has been ignored in the calculation of the product. 

When undesirable, this additional systematic error can be eliminated by fabricat-

ing a diode-connected BJT Q4 in series with the collector terminal of Q1. Then, the 

vBE drop across this dummy diode will equalize the vCEs of Q1 and Q2 and therefore 

ensure iC1 5 iC2. 

 (a) If iI 5 1.0 mA in the basic current mirror of Fig. 4.56a, what is the initial 

value of iO? By how much does iO change if vO is raised by 10 V? Assume 

matched BJTs with �0 5 100 and VA 5 80 V. 

 (b)  Repeat, but for the Wilson mirror of Fig. 4.61a. Compare and comment.

EXAMPLE 4.23
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Widlar Current Source/Sink
In low-current dc biasing the need often arises for a current mirror capable of giv-

ing IO ! II. Though this can, in principle, be achieved by fabricating Q2 in the basic 

mirror of Fig. 4.56a with a much smaller emitter area than Q1, a more viable alterna-

tive is to place a resistance R in series with Q2’s emitter terminal to suitably reduce 

its VBE drop and hence lower the output current IO. The result is the modifi ed circuit 

of Fig. 4.63a, known as the Widlar current source for its inventor B. Widlar. (More 

properly, the circuit shown ought to be called Widlar current sink as it utilizes npn 

BJTs, with the designation Widlar current source reserved for its pnp version.) A side 

benefi t of this circuit is that R introduces emitter degeneration and therefore raises 

the output resistance to Ro > ro2[1 1 gm2(r�2 //R)].

To investigate circuit behavior, neglect base currents and apply Ohm’s law and 

KVL to write RIO 5 VBE1 2 VBE2 5 VT ln(IIyIs) 2 VT ln(IOyIs), or 

 R I O  5  V T  ln    
 I I  __ 
 I O 

   (4.145)

Solution
 (a)  By Eq. (4.127), iO 5 1.0(1 2 2y100) 5 0.98 mA. Also, Ro 5 ro 5 80y0.98 5 

81.6 kV. Consequently, DiO 5 DvOyRo 5 10y81.6 5 0.1225 mA, indicating 

that iO will increase to 0.98 1 0.1225 5 1.1025 mA.

 (b)  By Eq. (4.144), iO 5 1.0(1 2 2y1002 2 0.7y80) 5 0.9910 mA. Moreover, 

Ro 5 (�0y2)ro 5 (100y2)80.7 5 4.04 MV, so DiO 5 DvOyRo 5 10y4.04 5 

2.5 �A, indicating that iO will increase to 0.9910 1 0.0025 5 0.9935 mA. 

The Wilson source is superior both in terms of the initial error and the current 

variation with voltage. 

FIGURE 4.63 (a) Widlar current sink. (b) An alternative implementation 

of the same concept.
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420 Chapter 4 Building Blocks for Analog Integrated Circuits

Shown in Fig. 4.63b is an alternative circuit realization of the same concept, ex-

cept that it achieves the same result using a much smaller value of R since the current 

through R is now II (@ IO). (As we know, smaller resistors are preferable as they take 

up less chip area.) We still have VR 5 VBE1 2 VBE2. However, we now have VR 5 RII, 

so Eq. (4.145) becomes 

 R I I  5  V T  ln    
 I I  __ 
 I O 

   (4.146)

This expression can be used either to fi nd R for a given set of values of II and IO, 

or to fi nd IO for a given set of values of II and R (see Problem 4.77). Rewriting 

Eq. (4.146) as 

  I O  5  I I   e 2R I I   y V T  

where VT is the familiar thermal voltage (VT 5 26 mV at room temperature). Two 

issues arise in connection with the Widlar circuit: fi nd R to achieve a specifi ed IOyII 

ratio; or, given R, fi nd IOyII. 

 (a)  Find R so that the Widlar circuit of Fig. 4.63a gives IO 5 30 �A for II 5 

0.5 mA. Assuming �0 5 100 and VA 5 60 V, fi nd the source’s output resis-

tance as seen by the load. 

 (b)  Find IO if II 5 1.0 mA and R 5 5 kV.

Solution
 (a)  By Eq. (4.145), 

 R 5   
 V T  ___

 
 I O    ln     

 I I  __
 

 I O    5   
26 3 1 0 23 

 
_________

 
30 3 1 0 26 

   ln     
0.5 3 1 0 23 

 
_________

 
30 3 1 0 26 

   5 2.44 kV

  We have gm 5 1y(0.87 kV), r� 5 87 kV, and ro 5 2 MV. Due to the 

degeneration introduced by R, we get

  R o  5  r o2
 [1 1  g m2

 ( r �2
 //R)] 5 2[1 1 (87//2.44)y0.87] 5 7.5 MV

 (b)  Using again Eq. (4.145) we get 

  I O  5   
 V T  ___

 R   ln    
 I I  __ 
 I O 

   5   
26 3 1 0 23 

 
_________

 
5 3 1 0 3 

   ln    1 0 23  ____ 
 I O 

   5 5.2 3 1 0 26  ln    1 0 23  ____ 
 I O 

  

This transcendental equation is solved via iterations. We expect IO ! II, so start 

out with an educated guess, say, IO(0) 5 10 �A, and plug it in the right-hand side 

to obtain the new estimate IO(1) 5 24 �A. Iterate by plugging this new estimate in 

the right-hand side and get IO(2) 5 19.4 �A. After a few more iterations the result 

settles at IO 5 20.3 �A. 

EXAMPLE 4.24
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  4.9 Differential Pairs with Active Loads  421

we observe that for small values of II the exponential term tends to unity, indicat-

ing that IO increases approximately in proportion to II. On the other hand, for large 

values of II, the exponential term dominates, causing IO to decrease with II. It is 

apparent that IO must peak at some intermediate value of II (see Problem 4.78), 

this being the reason why the circuit of Fig. 4.63b is also called a peaking current 
source (strictly speaking, the designation peaking current sink would be more 

appropriate for the present case of npn BJTs, and peaking current source for the 

case of pnp BJTs). 

4.9 DIFFERENTIAL PAIRS WITH ACTIVE LOADS 

The most common application of the differential pair is as input stage to operational 

amplifi ers and voltage comparators, where the two most critical requirements are 

(a) a high differential gain adm and (b) a high common-mode rejection ratio (CMRR). 

The circuits of Fig. 4.64 maximize both parameters by taking advantage of current 

mirrors. 

Let us address the common-mode rejection ratio (CMRR) fi rst. Previous anal-

ysis has shown that to ensure a high CMRR, the biasing circuitry must present a high 

resistance to the differential pair (high REE for EC pairs, high RSS for SC pairs). In 

both circuits of Fig. 4.64 this constraint is met by using a current mirror that accepts 

FIGURE 4.64 Differential pairs with active loads and current-source biasing: (a) BJT, and (b) CMOS. 
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422 Chapter 4 Building Blocks for Analog Integrated Circuits

the reference current established by R and mirrors it to the differential pair at a high 
output resistance (in this case the resistance ro6 of the mirror transistor). If desired, 

we can raise this resistance further by using a Wilson current mirror or a cascode cur-

rent mirror. When used to provide a biasing function as in the present case, a current 

mirror is called a current reference. 

Next, let us address the differential-mode gain adm. Equations (4.88) and (4.93) 

provide estimates for the gains achievable with resistive-loaded differential pairs, 

namely,

  a dm(BJT)
  > 2    

 R C ( I EE y2)
 

________
 

 V T 
      a dm(FET)

  > 2    
 R D ( I SS y2)

 
________

 
0.5 V OV   

In both cases gain is proportional to the dc voltage dropped across the load resistance 

RCyRD. If a higher gain is desired for given biasing conditions, RCyRD will have to be 

increased. This, however, risks driving the transistors in saturation. We resolve this 

impasse by replacing resistive loads with active loads, as already mentioned in Sec-

tion 4.1. In Fig. 4.64, Q4yM4 acts as the load to Q2yM2, so the role of RCyRD in the 

above gain expressions is now played by the usually much larger output resistance 

ro4 of Q4yM4. 

For proper operation, the load Q4yM4 must be biased at the same current as 

Q2yM2. The circuit of Fig. 4.64a uses Q1 to mimic the dc current �FIEEy2 (> IEEy2 

drawn by its matched companion Q2. This current is then fed to Q3, which in turn 

forces its matched companion Q4 to mirror it back to Q2. So, at dc balance, all four 

BJTs draw identical currents, namely, IEEy2! Similar considerations hold for the 

CMOS counterpart of Fig. 4.64b, where at dc balance all four FETs draw identical 

currents of ISSy2. 

An additional advantage of active loads is signal conversion from double-
ended form (vI1 2 vI2) to single-ended form (vO). This is an indispensable feature 

in popular ICs such as operational amplifi ers and voltage comparators. Finally, 

it must be pointed out that the signal-processing circuit portions of Fig. 4.64 use 

no resistors, a defi nite advantage as integrated resistors tend to take up precious 

chip area. 

Voltage Transfer Curves 
The voltage transfer curve (VTC) of an active-loaded differential pair can readily be 

plotted via PSpice. Let us fi rst investigate the BJT circuit of Fig. 4.65a, where we 

observe the following: 

● With vID 5 0, IEE divides equally between the matched BJTs Q1-Q2, so IC1 5 IC2 5 

�FIEEy2 > IEEy2. By KCL, IC3 5 IC1, and by mirror action, IC4 5 IC3, so all BJTs 

are biased at IEEy2. Taking the Early effect into consideration, we observe that for 

the BJTs to carry identical currents, the dc balance conditions VCE2 5 VCE1 and 

VEC4 5 VEC3 must hold. These conditions are met simultaneously when

 VO 5 VCC 2 VEBp (4.147)
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  4.9 Differential Pairs with Active Loads  423

 where VEBp is the emitter-base voltage drop of the pnp BJTs. In the example given, 

VO > 10 2 0.7 5 9.3 V. However, a closer examination of the VTC of Fig. 4.65b 

reveals that the actual value of VO is lower than the above estimate. This is due 

to the beta error of the current-mirror load, which gives IC4 , IEEy2 at the value 

of VO of Eq. (4.147). Consequently, Q2 will pull down VO until IC4 5 IC2 exactly. 

From the plot, this occurs at VO > 8.0 V (more on this in Example 4.27).
● Raising vID above 0 V makes Q1 more conductive at the expense of Q2 becom-

ing less conductive. By mirror action, Q4 also becomes more conductive, so 

the pull-up action by Q4 will prevail over the pull-down action by Q2. We thus 

witness a rise in vO until Q4 reaches the edge of saturation (EOS). Beyond this 

point Q4 saturates, in turn causing the VTC to saturate at vO 5 VCC 2 VEC4(sat) > 
10 2 0.1 5 9.9 V.

● Lowering vID below 0 V makes Q1 less conductive and Q2 more conductive, caus-

ing the pull-down action by Q2 to prevail over the pull-up action by Q4. We now 

witness a drop in vO, until Q2 reaches the EOS. Below this point, the VTC satu-

rates at vO 5 VE2 1 VCE2(sat) > 20.7 1 0.1 5 20.6 V.

Next, let us turn to the CMOS circuit of Fig. 4.66a, where we observe the 

following:

● With vID 5 0, ISS divides equally between the matched FETs M1-M2, giving ID1 5 

ID2 5 ISSy2. By KCL, ID3 5 ID1, and by mirror action, ID4 5 ID3, so all FETs are 

biased at ISSy2. Taking channel modulation into consideration, we observe that 

FIGURE 4.65 (a) PSpice circuit of an active-loaded EC pair with Isn 5 2Isp 5 2 fA,  � 
Fn

  5 4 � 
Fp

  5 200,  

V 
An

  5 2 V 
Ap

  5 100 V, and (b) its VTC. 
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424 Chapter 4 Building Blocks for Analog Integrated Circuits

for the FETs to carry identical currents, the dc balance conditions VDS2 5 VDS1 

and VSD4 5 VSD3 must hold. These conditions are met simultaneously for 

 VO 5 VDD 2 VSGp  (4.148)

 where VSGp is the source-gate voltage drop of the pMOSFETs. In the example 

given, VOV 5 1.0 V, so VSGp 5 uVt pu 1 VOV 5 1 1 1 5 2 V and VO 5 10 2 2 5 8 V, 

in agreement with Fig. 4.66b.
● Raising vID above 0 V makes M1 more conductive at the expense of M2 becoming 

less conductive. By mirror action, M4 also becomes more conductive, indicating 

that the pull-up action by M4 will prevail over the pull-down action by M2. We 

thus witness a rise in vO until M4 leaves the saturation region to enter the triode 

region. Beyond this point M4 ceases to provide the mirror function and the VTC 

saturates, as shown. 
● Lowering vID below 0 V makes M1 less conductive and M2 more conductive, 

causing the pull-down action by M2 to prevail over the pull-up action by M4. We 

now witness a drop in vO until M2 leaves the saturation region to enter the triode 

region. Below this point the VTC saturates, as shown.

The Differential-Mode Gain 
An instructive method for fi nding the differential-mode gain of an active-loaded dif-

ferential pair is via its Norton equivalent, consisting of a dependent source io(sc) and 

a parallel resistance Ro. 

To fi nd the short-circuit output current io(sc), refer to the ac equivalents of 

Fig. 4.67, whose similarity indicates that their analysis can be carried out in paral-

lel. We observe that since the collectors of Q1 and Q2 are terminated differently, the 

shared emitter terminal is not, strictly speaking, at ac ground, as shown. The EC pair 

FIGURE 4.66 (a) PSpice circuit of an active-loaded S pair with kn 5 kp 5 100 �A/V2, 

Vt0n 5 2Vt0p 5 1.0 V, �n 5 �p 5 0.02 V21, and (b) its VTC.
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  4.9 Differential Pairs with Active Loads  425

will be slightly imbalanced because of the Early effect and so will be the SC pair 

due to the channel-length modulation effect. Yet, to expedite our estimations, let us 

continue to assume ac grounds, as shown. For both pairs we can thus approximate 

  i 
2
  5  i 

1
  >  g mn   

 v id  __ 
2
  

where gmn is the transconductance of the transistors in the differential pair. By KCL 

we have i3 5 i1, and by current-mirror action we have i4 5 i3. Consequently, we also 

have i4 5 i1, so io(sc) 5 i4 1 i2 5 2i1, that is,

 io(sc) > gmnvid  (4.149)

In the bipolar case all four BJTs have identical gms, so we can drop the subscript n 

and write in this case io(sc) 5 gmvid, gm 5 0.5IEEyVT. However, in the MOS case we 

need to keep the distinction as gmn  ( 5  √ 
____

   k n  I SS    )  and gmp  ( 5  √ 
____

   k p  I SS    )  may differ because 

kn and kp are not necessarily identical. 

Next, let us turn to the task of fi nding the small-signal output resistance Ro. To 

this end, set the input sources to zero, apply a test voltage v, fi nd the current i out of 

the test source, and let Ro 5 voyio. With reference to Fig. 4.68 we observe that in both 

circuits the test current i consists of three components:

● The component i4 into Q4’s collector or into M4’s drain. By Ohm’s law this 

component is simply

  i 
4
  5   

v ___  r o4
   

● The component i2 into Q2’s collector or into M2’s drain. Due to the presence of the 

degeneration resistance Re1 5 re1 5 �01ygm1 > 1ygm1, the resistance seen looking 

into Q2’s collector is ro2(1 1 gm2Re1) 5 ro2(1 1 gm2ygm1) 5 2ro2. Likewise, because 

FIGURE 4.67 Half-circuits to fi nd the short-circuit output current io: (a) BJT, and (b) CMOS. 
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426 Chapter 4 Building Blocks for Analog Integrated Circuits

of the degeneration resistance Rs1 > 1y(gm1 1 gmb1), the resistance seen looking 

into M2’s drain is approximately ro2[1 1 (gm2 1 gmb2)y(gm1 1 gmb1)] 5 2ro2. Thus 

  i 
2
  5   

v ____
 

2 r o2
 
  

● By KCL, the component i2 must leave Q2’s emitter or M2’s source, fl ow through 

Q1 or M1 and into Q3 or M3, from where it is fi nally mirrored by Q4 or M4, as 

shown. 

We now apply KCL to write

  i o  5 i4 1 i2 1 i2 5   
v ___  r o4

    1   
v ____
 

2 r o2
 
   1   

v ____
 

2 r o2
 
   5   

v ___
  r o4
    1   

v ___
  r o2
    5   

v ______
 

 r o4
 // r o2

 
  

Letting Ro 5 voyio we fi nally get

  R o  5  r op // r on  (4.150)

where, as usual, we use subscripts n and p to denote the collector/drain resistances of 

the transistors in the differential pair and in the current mirror, respectively.

As we know, the differential input resistance of the bipolar circuit is Rid 5 2r�, 

whereas that of its CMOS counterpart is Rid 5 `. We visualize our fi ndings via the 

Norton equivalents depicted in Fig. 4.69. Finally, we use Ohm’s law to obtain vod 5 

Roio(sc), or vod 5 Rogmvid in the bipolar case, and vod 5 Rogmnvid in the CMNOS case. 

The unloaded voltage gain is adm 5 vod yvid, so

  a dm(BJT)
  5  g m ( r op // r on )     a dm(MOS)

  5  g mn ( r op // r on )  (4.151)

FIGURE 4.68 Test circuits to fi nd the output resistance Ro of the (a) BJT and (b) CMOS 

differential amplifi er.
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  4.9 Differential Pairs with Active Loads  427

In Problem 4.84 it is shown that adm(MOS) can be put in the insightful form 

  a dm(MOS)
  5 2    

2
 

___________
  

 V OVn ( � n  1  � p )
   (4.152a)

where VOVn is the overdrive voltage of the FETs of the differential pair, and  � n  and  

� p  are the channel-length modulation parameters of the nFETs and the pFETs, re-

spectively. If all FETs are fabricated with the same channel length L, then Eq. (4.31) 

provides yet another insightful form for the differential gain

  a dm(MOS)
  5 2   

2L ____________
  

 V OVn (�9n 1 �9p)
    (4.152b)

where �9n and �9p are the process parameters characterizing channel-length modula-

tion in the two FET types. It is apparent that the longer the channel for a given VOVn, 

the higher the gain. 

FIGURE 4.69 Norton equivalents of the active-loaded differential amplifi er: (a) BJT, 

and (b) CMOS.

(a) (b)

gmvid  rop@@ron2r�

vodvi1

vi2

vid
1

2

rop@@rongmnvid  vid

vodvi1

vi2

1

2

  (a)  Estimate the element values of the Norton equivalent of the bipolar circuit of 

Fig. 4.65a, as well as its voltage gain adm. 

 (b)  Repeat, but for the CMOS circuit of Fig. 4.66a. Compare with part (a) and 

comment.

Solution
 (a)  We have gm 5 0.5IEEyVT 5 0.5y26 5 1y(52 V), rop 5 50y0.5 5 100 kV, 

ron 5 100y0.5 5 200 kV, rop//ron 5 100//200 5 67 kV, 2r� 5 2 3 200 3 52 5 

20.8 kV, and adm 5 67y0.052 5 1282 V/V. 

 (b)  We have  g mn  5  √ 
____

  k I SS    5  √ 
_________

 100 3 100   5 100 �A/V, rop 5 ron 5 1y(0.02 3 

50 3 1026) 5 1 MV, rop//ron 5 0.5 MV, and adm 5 100 3 0.5 5 50 V/V, a 

much lower gain than in the bipolar case due to lower gmn.

EXAMPLE 4.25
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428 Chapter 4 Building Blocks for Analog Integrated Circuits

The Common-Mode Rejection Ratio (CMRR)
As we know, a differential amplifi er should ideally respond only to the differential-
mode component vid 5 vi1 2 vi2, regardless of the common-mode component vic 5 

(vi1 1 vi  2)y2. But a real-life active-loaded amplifi er is somewhat sensistive also to vic, 

so its overall output vo takes on the more general form 

 vo 5 v od 1 voc 5 admvid 1 acmvic

where vod and voc are the differential-mode and common-mode output components, 

and adm and acm are the corresponding gains. As we know, a fi gure of merit is the 

common-mode rejection ratio (CMRR), 

 CMRR 5  u    a dm 
 ___  a cm    u   (4.153)

which should be as large as possible (ideally, acm should be zero, so CMRR 5 `). 

We already know adm from Eq. (4.151), so we only need to fi nd acm, a task that we 

shall carry out with the help of the equivalent circuits of Fig. 4.70. In accordance 

with Section 4.6, the differential pairs Q1-Q2 and M1-M2 have been split into two 

common-mode halves. Moreover, the diode-connected transistors Q3 and M3 have 

been replaced by an equivalent resistance r3, and the mirror transistors Q4 and M4 

have been replaced by their small-signal equivalents (note that r�4 has been included 

in r3). The obvious similarity between the two circuits suggests that we can analyze 

them simultaneously. (As usual, the following analysis assumes matched differential 

pairs as well as matched active-load pairs.) 

In Fig. 4.70a we have, by inspection, 

  i 
1(BJT)

  5  i 
2(BJT)

  5   
 g m 
 __________
 

1 1  g m 2 R EE       v ic   (4.154a)

FIGURE 4.70 (a) BJT and (b) CMOS ac equivalents to fi nd the common-mode gain acm 5 vocyvic. 
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  4.9 Differential Pairs with Active Loads  429

Likewise, in Fig. 4.70b we have 

  i 
1(MOS)

  5  i 
2(MOS)

  5   
 g mn  _________________

  
1 1 ( g mn  1  g mbn )2 R SS 

     v ic   (4.154b)

Also in Fig. 4.70a we have, by inspection, 

  r 
3(BJT)

  5   
1
 

___
  g m3
   // r o3

 // r �3
 // r �4

   (4.155a)

and in Fig. 4.70b we have 

  r 
3(MOS)

  5   
1
 

___
  g m3
   // r o3

   (4.155b)

The voltage drop v3 5 r3i1 causes Q4 and M4 to source the current gm4v3 to the output 

node, where KCL gives, for both circuits,

  g m4
  v 

3
  5   

 v oc  ___
  r o4
    1  i 

2
  

that is, voc 5 gm4ro4r3i1 2 ro4i2. Exploiting the fact that i2 5 i1 and gm4 5 gm3 we get, 

for both circuits,

  v oc  5 ( g m3  
  r 

3
  2 1) r o4

  i 
1
  (4.156)

Note that r3 is slightly less than 1ygm3, so the product gm3r3 will be slightly less than 
unity. Clearly, there is a slight imbalance between the current sourced by Q4yM4 and 

that sunk by Q2yM2, giving voc Þ 0. It is precisely this inherent imbalance that makes 

acm Þ 0 and therefore CMRR , `. Indeed, substituting Eq. (4.154) into Eq. (4.156) 

and letting acm 5 vocyvic gives (see Problem 4.85)

  a cm(BJT)
  5   

2 g m  r op 
  _____________________

  
(1 1 0.5 � 

0p )(1 1 2 g m  R EE )   (4.157a)

  a cm(MOS)
  5   

2 g mn  r op 
  ____________________________

   
(1 1  g mp  r op )[1 1 2( g mn  1  g mbn ) R SS ]

   (4.157b)

where, as usual, the numerical subscripts have been replaced by subscripts p and n 

when needed. So long as the various gm 3 r products are much greater than unity, the 

above expressions simplify as

  a cm(BJT)
  >   

2 r op 
 ______ 

 � 
0p  R EE      a cm(MOS)

  5   
21
 

_____________
  

2(1 1  � n ) g mp  R SS 
   (4.157c)
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430 Chapter 4 Building Blocks for Analog Integrated Circuits

It is instructive to develop direct expressions for the CMRRs. Substituting 

Eqs. (4.151) and (4.157) into Eq. (4.153) we get (see Problem 4.85) the BJT expression 

 CMR R 
BJT

  5   
1 1 0.5 � 

0p 
 _________
 

1 1  r op y r on 
    (1 1 2 g m  R EE ) →   

 � 
0p  g m  R EE 

 _________ 
1 1  r op y r on 

   (4.158a)

which shows an active-load improvement on the order of (1 1 0.5�0p)y(1 1 ropyron) 

compared to the passive-load case. Likewise, for the MOSFET case we get 

CMR R 
MOS

  >   
1 1  g mp  r op 

 _________ 
1 1  r op y r on 

    [1 1 2( g mn  1  g mbn ) R SS ] → 2 g mp ( r on // r op ) g mn (1 1  � n ) R SS 

  (4.158b)

indicating an improvement on the order of (1 1 gmprop)y(1 1 ropyron) compared to the 

passive-load case. 

Input Offset Voltage of Active-Loaded Differential Pairs
In an active-loaded differential pair the input offset voltage VOS is the result of 

mismatches in the transistors of the differential pair as well as in those of the current 

mirror. Turning fi rst to the BJT circuit of Fig. 4.64a, we adapt Eq. (4.118) and write

 (a) Assuming REE 5 100 kV, fi nd acm and CMRR for the active-loaded EC pair 

of Fig. 4.65a. 

 (b) Repeat, but for the CMOS circuit of Fig. 4.66a. Assume RSS 5 0.5 MV and 

gmbn 5 0.1gmn. 

Solution
 (a)  By Eq. (4.157a) we have

  a cm(BJT)
  5   

2100y0.052
  

______________________________
   

(1 1 0.5 3 50)(1 1 2 3 100y0.052)
   5 219.2 mV/V

  Example 4.25a gave adm 5 1282 V/V, so CMRRBJT 5 1282y(19.2 3 1023) 5 

66,681 (5 96.5 dB). 

 (b)  In this particular example we have gmn 5 gmp (5 0.1 mA/V). Using Eq. (4.157b), 

    a cm(MOS)
  5   

20.1 3 1000
   

_____________________________________
    

(1 1 0.1 3 1000) [ 1 1 2 3 0.1(1 1 0.1)500 ] 
   5 28.92 mV/V

  Example 4.25b gave adm 5 50 V/V, so CMRRMOS 5 50y(8.92 3 1023) 5 

5,605 (575 dB). 

EXAMPLE 4.26
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  V OS(BJT)
  >  V  T   √ 

______________

      (   D I sn  ____ 
 I sn 

   )  
2

  1   (   D I sp 
 ____
 

 I sp 
   )  

2

    (4.159)

If the two mismatches are of equal magnitude, the effect of the active-load mismatch 

is to make the offset typically  √ 
__

 2   times as large as that due to the EC pair alone. In the 

bipolar case we have an additional offset term due to the beta error of the pnp mirror. 

As we know, this error is

 D I C4
  5 2   

2
 

___
 

 � Fp 
    I C4

  > 2   
2
 

___
 

 � Fp 
    I C 

where �Fp is the average beta of the pnp BJTs. Dividing this term by 2gm (5 2ICyVT) 

gives 

  V OS(systematic)
  >   

D I C4
 
 ____ 2 g m    5  V T       

2 ___ 
 � Fp 

   (4.160)

This is the corrective voltage that we need to apply at the input in order to compensate for 

the beta error of the mirror, even if the npn and pnp pairs are perfectly matched. Unlike 

the offset terms resulting from random transistor mismatches, the term of Eq. (4.160) 

occurs always in the same direction and is therefore referred to as a systematic offset 

term. If necessary, it can be reduced by implementing the active load with a mirror 

equipped with a beta helper, or with a cascode-type or a Wilson-type mirror.

Using the data of Example 4.25a, discuss the effect of �Fp in the bipolar circuit 

of Fig. 4.65a. 

Solution
With vID 5 0 we have IC > 500 �A and VEBp > 0.7 V. If the pnp BJTs had infi nite 

betas, the circuit would yield VO > 10 2 0.7 5 9.3 V. However, because of non-

infi nite pnp betas, the mirror exhibits an error DIC4 > 2(2y50)500 5 220 �A. To 

achieve IC4 5 IC2, the output will change automatically by DVO 5 RoD IC4 5 67 3 

103 3 (220 3 1026) > 21.3 V and settle at VO > 9.3 2 1.3 5 8.0 V, in agreement 

with the VTC of Fig. 4.65b. If we wish to ensure ideal dc balance we must drive 

VO back to 9.3 V. This is achieved by applying a corrective input voltage VID 5 

2DVOyadm 5 1.3y1282 > 1 mV. Sure enough, this is the offset term predicted by 

Eq. (4.160), that is, VOS(systematic) 5 26(2y50) 5 1 mV!

EXAMPLE 4.27

Turning next to the CMOS circuit of Fig. 4.64b, we note the absence of any 

systematic offset because the gate currents are zero. The offset now stems from k 

and Vt mismatches in each transistor pair. It is left as an exercise for the student (see 

Problem 4.96) to show that

  V OS(MOS)
  >   

 V OVn  ____ 
2
    √ 

___________________________________

       (   D k n  ___ 
 k n 

   )  
2

  1   (   D k p 
 ___
 

 k p 
   )  

2

  1   (   D V tn  _______
 

0.5 V OVn 
   )  

2

  1   (   D V tp 
 _______
 

0.5 V OVn 
   )  

2

    (4.161)
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432 Chapter 4 Building Blocks for Analog Integrated Circuits

If the active-load mismatches have equal magnitudes as those of the differential pair, 

the effect of the active load is to make the offset typically  √ 
__

  2   times as large as that 

due to the differential pair alone.

Folded-Cascoded Differential Pairs
A notorious drawback in both circuits of Fig. 4.64 is limited voltage headroom at the 

output. The upper limit of the output voltage swing (OVS) is reached when Q4yM4 

is driven to the edge of saturation (EOS), so the bipolar circuit has vO(max) 5 VCC 2 

VEC4(EOS) and the MOS version has vO(max) 5 VDD 2 VOV4. The lower limit of the OVS 

is reached when Q2yM2 is driven to the EOS, so the bipolar circuit has vO(min) 5 vI2 2 

VBE2 1 VCE2(EOS) and the MOS circuit has vO(min) 5 vI2 2 VGS2 1 VOV2 5 vI2 2 (Vt 2 1 

VOV 2) 1 VOV 2 5 vI 2 2 Vt  2. 

It is the lower limit that poses problems because it depends on vI2. In fact, the 

higher vI2, the less voltage headroom is available at the output. 

The above drawback is ingeniously avoided via the folded-cascode arrangements 

of Fig. 4.71, where it is apparent that the lower limit is now reached when Q6yM6 is 

driven to the edge of saturation. In fact, the bipolar circuit has now vO(min) 5 VEE 1 

VCE6(EOS) and the MOS version has vO(min) 5 VSS 1 VOV6. In both cases vO(min) is indepen-

dent of vI2 and is fairly close to the negative supply (more in Problems 4.97 and 4.98).

4.10 BIPOLAR OUTPUT STAGES

The primary function of the output stage of a voltage-output circuit is to provide low 
output resistance in order to reduce output loading. In general-purpose ICs such as 

op amps, the output stage must be capable of supplying enough current (and thus 

FIGURE 4.71 (a) Bipolar and (b) CMOS folded-cascoded differential pairs. 
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  4.10 Bipolar Output Stages 433

power) to meet the needs of a variety of loads, and it should do so while consuming 

a minimum of standby power. Finally, these functions should be provided over a 

suitably wide frequency bandwidth, with a minimum of distortion, and with a 

wide output voltage swing—ideally, from rail to rail. Among the various output-

stage confi gurations available in bipolar technology, the ones that have gained most 

prominence are the so-called push-pull output stages. 

The Class B Push-Pull Output Stage 
A good candidate for the role of output stage is the common-collector (CC) 

confi guration because it accepts a small base current to deliver an emitter current 

� 1 1 times as large. Moreover, the driving source’s resistance, refl ected to the 

emitter, is � 1 1 times as small. The npn BJT only sources emitter current and 

the pnp BJT only sinks emitter current, so we need both device types in order to 

accommodate both polarities. The npn BJT will handle positive voltage alternations, 

when current is to be pushed into the load; the pnp BJT will handle negative voltage 

alternations, when current is to be pulled out of the load. Aptly called push-pull 
stage, the circuit is shown in its basic form in Fig. 4.72a. With reference to its voltage 

transfer curve (VTC) of Fig. 4.72b we observe the following:

● As long as vI falls within the range 2VEB2(on) , vI , VBE1(on), both BJTs are off, 

giving vO 5 0.
● As we raise vI above VBE1(on), Q1 goes on while Q2 continues to remain off. In 

forward-active operation, Q1 acts as an emitter follower with a voltage gain of 

slightly less than 1 V/V. 
● Raising vI above the positive supply voltage will eventually bring Q1 to the edge 

of saturation (EOS), thus estasblishing the upper limit of the output voltage 
swing (OVS) as vO(max) 5 VCC 2 VCE1(EOS). 

● As we lower vI below 2VEB2(on), the roles of Q1 and Q2 are interchanged, yielding a 

symmetric VTC with respect to the origin, and such that vO(min) 5 VEE 1 VEC2(EOS). 

FIGURE 4.72 (a) Class B push-pull circuit and (b) its VTC.
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434 Chapter 4 Building Blocks for Analog Integrated Circuits

We can gain additional insight by simulating the circuit via PSpice. As shown 

in Fig. 4.73, the circuit introduces considerable distortion due to the presence of the 

dead band 2VEB2(on) , vI , VBE1(on), over which neither BJT conducts. Called cross-
over distortion, it is generally intolerable, so the present circuit is relegated primarily 

to handling square-wave signals, where crossover distortion is not an issue. 

This circuit is said to be of the Class B type because each BJT conducts only 

during half a cycle (actually, because of the nonzero base-emitter voltage drops, the 

conduction angle is less than 1808 for each BJT).

The Class AB Push-Pull Output Stage 
If we could arrange for both BJTs to be already conductive for vO 5 0, as opposed to 

having to wait for vI to raise above VBE1(on) or to drop below 2VEB2(on), then crossover 

distortion would be eliminated altogether. This requires establishing between the two 

bases a voltage drop VBB 5 VBE1(on) 1 VEB2(on) > 2 3 0.7 5 1.4 V. To ensure predictable 

biasing for the BJTs, VBB must closely track the sum of their base-emitter voltage 

drops, so we need some form of mirror-like operation. In the classic arrangement of 

Fig. 4.74a the base bias VBB is provided by the pair of diode-connected BJTs Q3 and 

Q4 and the associated current generators I1 and I2. Referred to as a Class AB stage, 

the circuit yields the much-improved VTC of Fig. 4.74b. By inspection, we fi nd its 

small-signal output resistance as 

  R o  5  (   
 r d3

 
 

_______
 

 � 
01

  1 1
   1  r e1

  )  //  (   
 r d4

 
 _______ 

 � 
02

  1 1
   1  r e2

  )  (4.162) 

where rd3 and rd4 are the dynamic resistances of the diode-connected BJTs, and re1 

and re2 are the dynamic resistances seen looking into the emitters of the push-pull 

BJTs. Usually Ro is fairly small. 

Circuit behavior is best understood via the PSpice example of Fig. 4.75, which 

uses the Q5-Q6 and Q7-Q8 current mirrors, along with the reference source IREF, to bias 

FIGURE 4.73 (a) PSpice Class B push-pull circuit and (b) its input and output waveforms. 
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  4.10 Bipolar Output Stages 435

the diode-connected Q3-Q4 pair at IC3 5 IC4 5 IREF 5 0.1 mA. Referring also to the 

waveforms of Fig. 4.76, we make the following considerations:

● For vO 5 0 the current through RL is zero, so Q1 and Q2 must carry identical 

currents, or iC1 5 iC2. Assuming the Q1-Q3 and Q2-Q4 pairs are matched, Q1 

will mirror Q3 and Q2 will mirror Q4 to give iC1 5 iC2 5 0.1 mA. This is called 

FIGURE 4.74 (a) Class AB push-pull circuit and (b) its VTC.
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FIGURE 4.75 (a) PSpice circuit of a Class AB bipolar push-pull stage, and (b) its VTC.

VCC(5 V)

VEE(25 V)

Q6

Q8

Q5

Q3

Q4

Q7

Q1

Q2

iC1

iL

IREF

IC4

0.1 mA

1 kV
0

vO

RL
1
2

vI

25

25

O
u
tp

u
t 

v O
 (

V
)

5

0 5

0

Input vI (V)

(b)(a)

iC2

IC3

0

fra28191_ch04_332-471.indd   435fra28191_ch04_332-471.indd   435 13/12/13   11:12 AM13/12/13   11:12 AM



436 Chapter 4 Building Blocks for Analog Integrated Circuits

the quiescent current IQ of the Q1-Q2 pair. For the sake of effi ciency, in a well-

designed circuit IQ is kept at the minimum necessary to avoid distortion. It is 

apparent that vO 5 0 for vI 5 0. When iL 5 0, the circuit is said to be in standby. 
● As we increase vI, vO will also increase due to the emitter-follower action by Q1. 

So, the load current iL 5 vOyRL will also increase, in turn raising iC1. For instance, 

as iC1 doubles, vBE1 will increase by 18 mV, by the well-known rule of thumb. 

But, since vBE1 1 vEB2 5 VBB > constant, the 18-mV increase in vBE1 will cause 

an 18-mV decrease in vEB2, indicating that iC2 will halve. It is apparent from 

Fig. 4.76b that as vI is raised further, we eventually get iC2 → 0 and iC1 → iL.
● For vI suffi ciently large, diode Q3 will go off, causing Q5 to saturate. Consequently, 

the VTC itself will saturate. The upper limit of the OVS is reached when Q5 is 

brought to the EOS, so we now have

 vO(max) 5 VCC 2 VEC5(EOS) 2 VBE1(on)  (4.163a)

 For the circuit under consideration, vO(max) > 5 2 0.2 2 0.7 5 4.1 V. 
● As we lower vI below 0 V, the roles of Q1 and Q2 are interchanged, thus yielding 

a symmetric VTC. The lower limits of the OVS is 

 vO(min) 5 VEE 1 VCE7(EOS) 1 VEB2(on)   (4.163b)

Presently, vO(min) > 24.1 V.

For a better understanding of the interplay among the various currents, we apply 

KVL to write vBE1 1 vEB2 5 VBE3 1 VEB4. Using the well-known BJT equation we 

rewrite as 

  V T  ln   
 i C1

 
 ___ 

 I s1 
   1  V T  ln   

 i C2
 
 ___ 

 I s2
 
   5  V T  ln   

 I C3
 
 ___ 

 I s3
 
   1  V T  ln   

 I C4
 
 ___ 

 I s4
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  V T  ln  (    i C1
 
 ___ 

 I s1 
     
 i C2

 
 ___ 

 I s2
 
   )  5  V T  ln  (    I C3
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 I s3
 
     
 I C4

 
 ___ 

 I s4
 
   ) 

FIGURE 4.76 (a) Voltage and (b) current waveforms for the PSpice circuit of Fig. 4.75.
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  4.10 Bipolar Output Stages 437

For this equality to hold, the arguments of the logarithms must be identical, so we get

  i C1
  i C2

  5  (    I s1  I s2
 
 

____
 

 I s3
  I s4

 
   )    I C3

  I C4
  (4.164)

indicating that the product iC1iC2 remains constant. In the example of Fig. 4.75 we 

have iC1iC2 5 IC3IC4 5 (0.1 mA)2 5 1028 A2. This means that if one of the two currents 

increases because of iL by a given number of octaves or decades, the other current 

must decrease by the same number of octaves or decades. As we know, for iL 5 0 the 

circuit is in standby with iC1 5 iC2 and it draws the quiescent current 

  I Q  5  √ 
_________

    
 I s1

  I s2
 
 ____ 

 I s3
  I s4

 
     I C3

  I C4
    (4.165)

Since all its BJTs are assumed identical, the present circuit has IQ 5 0.1 mA. 

 (a)  For the circuit of Fig. 4.75a, fi nd vI for iC1 5 0.4 mA. What is the correspond-

ing value of vO?

 (b) Find vI for vO 5 20.25 V. What are the values of iC1 and iC2?

 (c) Estimate vO if vI 5 1.0 V. 

Solution
 (a)  Increasing iC1 from 0.1 mA to 0.4 mA (two octaves) will lower iC2 from 0.1 mA 

to 0.1y(2 3 2) 5 0.025 mA. By KCL, iL 5 iC1 2 iC2 5 0.4 2 0.025 5 

0.375 mA. By Ohm’s law, vO 5 RLiL 5 1 3 0.375 5 0.375 V. By the rule of 

thumb, a two-octave increase in iC1 requires an increase in vBE1 of 2 3 18 5 

36 mV. Thus, to raise vO from 0 V to 0.375 V, we must raise vI from 0 V to 

0.375 1 0.036 5 0.411 V.

 (b)  We now have iL 5 vOyRL 5 20.25y1 5 20.25 mA, that is, a 0.25-mA load 

current fl owing into Q2’s emitter. KCL now gives iC2 5 iL 1 iC1 5 0.25 3 

1023 1 1028yiC2, which we solve to get iC2 5 0.285 mA. Moreover, iC1 5 

1028y(0.285 3 1023) 5 0.035 mA. Raising iC2 from 0.1 mA to 0.285 mA 

requires that vEB2 be increased by (26 mV) ln(0.285y0.1) > 27 mV. Conse-

quently, vI 5 20.25 2 0.027 5 20.277 V. 

 (c) We anticipate vO to be slightly less than 1.0 V. Start out with the initial esti-

mate vO(0) > 1 V and then iterate. We have iL(0) > 1y1 5 1 mA and iC2 ! iC1, 

so iC1(0) > iL(0) > 1 mA. To increase iC1 from 0.1 mA to 1 mA (one decade), we 

must increase vBE1 by 60 mV, by the well-known rule of thumb. So, a better 

estimate is vO(1) 5 1.0 2 0.06 5 0.94 V. Then, iL(1) 5 0.94y1 5 0.94 mA and 

iC2(1) 5 1028y(0.94 3 1023) 5 0.016 mA. The reader can do one more itera-

tion to verify that the last results are adequate enough. 

EXAMPLE 4.28
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438 Chapter 4 Building Blocks for Analog Integrated Circuits

Overload Protection
Bipolar push-pull stages are notoriously vulnerable to overload conditions such 

as the inadvertent shorting of the output terminal to ground. When an overload 

condition arises, the stage upstream will step up the base drive of the overloaded 

BJT, causing the latter to draw suffi cient current to overheat and possibly destroy 

itself. We need watchdog circuitry to sense the current in each of the push-pull 

BJTs, and should this current try to exceed a prescribed safety limit, intervene 

in such a way as to prevent any further current increase. The output stage will no 

longer perform its intended function, but at least it will be saved from possible 

destruction.

Shown in Fig. 4.77 is the overload protection circuitry for Q1, but a similar con-

cept can be used to protect Q2. This circuitry consists of a small series resistance RSC 

to sense the emitter current of Q1, and a watchdog BJT Q5 designed to be off under 

normal operation, but to go on as soon as the load attempts to draw excessive current 

from Q1. Once on, Q5 will divert to the load any excess current from the I1 source, let-

ting into Q1’s base only the amount necessary to sustain Q1’s conduction at the safety 

limit. The current sensing resistance is chosen as

  R 
SC

  5   
 V BE5(on)

 
 

______
 

 I SC    (4.166)

where VBE5(on) is the voltage needed to turn on Q5 and ISC is the maximum allowed 

current for Q1.

FIGURE 4.77 Overload protection for Q1. 
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FIGURE 4.78 Circuit of Example 4.29 operating under (a) normal and (b) overload conditions. 
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In the circuit of Fig. 4.77 let �F1 5 �F5 5 250, VBE5(on) 5 0.7 V, I1 5 I2 5 300 �A, 

and VCC 5 15 V. Suppose the circuit is part of a negative-feedback system de-

signed to regulate the output at VO 5 10 V. 

 (a) Specify RSC for ISC 5 20 mA.

 (b) Show all relevant voltages and currents if a student tries the circuit in the lab 

with RL 5 2.0 kV.

 (c) Repeat if the student, because of a resistance color-code misreading, loads 

the circuit with RL 5 20 V instead of RL 5 2.0 kV.

 (d) What is likely to happen if Q1 does not have short-circuit protection? 

Comment on your fi ndings.

Solution
 (a) RSC 5 0.7y0.020 5 35 V.

 (b) With RL 5 2.0 kV we have IL 5 VOyRL 5 10y2.0 5 5 mA. As it fl ows through 

RSC, this current creates the voltage drop VBE5 5 RSCIL 5 0.035 3 5 5 0.175 V. 

This is insuffi cient to turn on Q5, so the latter will remain in a dormant state, like 

a good watchdog should do. To supply 5 mA, Q1 draws the base current IB1 5 

IE1y(�F1 1 1) 5 5y251 > 20 �A. This current comes from the I1 source, so the 

remaining 280 �A go to the diode Q3. The situation is illustrated in Fig. 4.78a.

 (c) Installing a voracious load such as RL 5 20 V will pull VO down toward ground. 

Sensing this drop in VO via the feedback network, the circuitry upstream will 

try adjusting vI in such a way as to boost the base drive of Q1 in order to raise 

VO. In fact, all of I1 will now be diverted toward Q1, thereby awakening Q5 and 

leading to the overload situation of Fig. 4.78b. Here, Q1’s current is limited 

EXAMPLE 4.29
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440 Chapter 4 Building Blocks for Analog Integrated Circuits

4.11 CMOS OUTPUT STAGES

As in the bipolar case, a CMOS output stage should provide low output impedance 

over a wide frequency bandwidth and with a wide OVS—ideally from rail to rail—

while consuming a minimum of standby power. As we are about to see, the design of 

CMOS output stages presents some marked differences compared to the bipolar case. 

The CD Push-Pull Output Stage 
In principle, the bipolar Class AB confi guration of Fig. 4.75 could be replicated in 

MOS form as shown in Fig. 4.79. Here, the common-drain (CD) M1-M2 pair forms 

the push-pull stage proper; the diode-connected M3-M4 pair biases the M1-M2 pair 

FIGURE 4.79 (a) PSpice circuit of the CD push-pull output stage, and (b) its VTC. (All FETs have Vt 5 0.75 V and 

� 5 0.02 V21; moreover, k1 5 k2 5 4 mA/V2, and k3 5 k4 5 k5 5 k6 5 k7 5 k8 5 1.6 mA/V2.)
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to about ISC 5 20 mA. To sustain this current, Q1 draws the base current 

IB1 5 ISCy(�F 1 1) 5 20y251 > 80 �A. The remaining current of 300 2 80 5 

220 �A is passed on by Q5 directly to the load. Allowing for about 1 �A of 

base current for Q5, we have IE5 5 220 1 1 5 221 �A, IL 5 20 1 0.221 5 

20.221 mA, and VO 5 20 3 20.221 3 1023 > 0.4 V. This is a far cry from the 

intended value VO 5 10 V, but at least Q1 is spared destruction. 

 (d)  Without protection, Q1 would try to draw IE1 5 (�F 1 1)I1 5 251 3 0.3 > 
75 mA, raising the output only to VO 5 0.020 3 75 5 1.5 V. The power dis-

sipated by Q1 would be P1 > VCE1 3 IC1 5 (15 2 1.5)75 . 1 W, high enough 

to cause the monolithic BJT Q1 most likely to blow out.
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for Class AB operation, and the current mirrors M5-M6 and M7-M8, along with 

the reference current IREF, provide the necessary current to bias the diode pair. By 

inspection, the output resistance is

  R o  5   
1
 

__________
 

( g m1
  1  g m2

 )
  // r o1

 // r o2
  (4.167)

which is usually low. Using KVL we readily fi nd the limits of the output voltage 

swing (OVS) as 

 vO(max) 5 VDD 2 VOV5 2 Vt 1 2 vOV1  (4.168a)

 vO(min) 5 VSS 1 VOV7 1 uVt 2u1 vOV2  (4.168b)

We immediately note a glaring difference compared to the bipolar case. While the 

voltage drops VEC5(EOS) 1 VBE1(on) and VCE7(EOS) 1 VEB2(on) of Eq. (4.163) are relatively 

constant (,0.9 V), their counterpart drops VOV5 1 Vt 1 1 vOV1 and VOV7 1 uVt 2u1 vOV2 

of Eq. (4.168) depend on iL via vOV1 and vOV2. Moreover, Vt 1 and Vt 2 are subject to the 

body effect, further reducing the OVS, at whose extremes Vt 1 and Vt 2 get maximized. 

In the CMOS example of Fig. 4.79 the edges of the OVS are within a couple of volts 

of either supply rail, whereas in the bipolar example of Fig. 4.75 they are approxi-

mately fi xed and within less than a volt. The limited OVS of the Class AB CD stage 

can be a serious drawback in low-voltage power supply systems, where better design 

alternatives are necessary.

The CMOS Inverter as Output Stage 
The OVS can be improved considerably if the FETs of the push-pull pair are 

operated in the common-source (CS) mode instead of the CD mode. This is the case 

of the already familiar CMOS inverter, shown again in Fig. 4.80. The ensuing VTC, 

obtained using the same transistor parameters and load resistance as in Fig. 4.79, 

FIGURE 4.80 (a) PSpice circuit of the CMOS inverter, and (b) its VTC. (Both FETs have 

k 5 4 mA/V2, Vt 5 0.75 V, and � 5 0.02 V21.) 
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442 Chapter 4 Building Blocks for Analog Integrated Circuits

clearly shows the circuit’s ability to swing its output fairly close to the power-supply 

rails. However, as an output stage, the inverter suffers from a number of drawbacks: 

its VTC is highly nonlinear, its output resistance Ro 5 ro1//ro2 is usually too high, 

and and its quiescent current can be intolerably large. (The circuit provides also 

polarity inversion, but this is not a serious issue as we can deliberately invert signal 

polarity somewhere else in the system.) For these reasons, the CMOS inverter is 

relegated to logic-type output circuits such as voltage comparators, where vO sits 

mostly at either logic level, undergoing only rapid transitions between one logic 

level and the other. 

The CS Push-Pull Output Stage with Feedback Amplifi ers 
The shortcomings of the CMOS-inverter output stage are cleverly avoided by 

separately predistorting the gate drives in such a way as to ensure a fairly linear VTC 

with a comparatively wide OVS. This task is accomplished by means of negative 

feedback, according to the principle depicted in Fig. 4.81a. We make the following 

considerations: 

● The circuit is made up of two complementary subcircuits, each consisting of a 

low-gain op amp and a CS FET connected for negative-feedback operation (note 

that since the CS confi guration provides signal inversion, the ouput is fed back 

to the op amp’s noninverting input, rather than to the more usual inverting input). 

In this mode of operation each op amp will provide the corresponding FET with 

whatever gate drive it takes to force vO to track vI   . Consequently, as long as at 

least one of the op amps can exercise its negative-feedback control, we expect a 

fairly linear VTC.
● The op amps, themselves made up of MOSFETs, are deliberately unbalanced for 

the purpose of setting the quiescent current of the push-pull pair at a specifi ed 

FIGURE 4.81 (a) CS push-pull output stage, and (b) ac equivalent to fi nd its output resistance Ro. 
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value, as we shall see in Example 4.30. This imbalance, created by fabricating 

the two halves of each amplifi er with differing WyL ratios, is modeled via the 

offset voltages VOS1 and VOS2. 
● Negative feedback, besides linearizing the VTC, reduces the output resistance Ro 

dramatically. To substantiate, set all independent sources to zero and apply a test 

source vo as in Fig. 4.81b. By KCL, 

  i o  5   
 v o  ___

  r o1
    1   

 v o  ___
  r o2
    1  g m1

 a v o  1  g m2
 a v o 

 Collecting, we get 

  R o  5   
 v o  __

 
 i o 

   5   
1
 

___________
 a( g m1

  1  g m2
 )
    // r o1

 // r o2
  (4.169)

 which shows a two-fold benefi cial effect of negative feedback upon the output 

resistance: (a) it brings the gms into the picture (1ygm ! ro), and (b) it multiplies 

them by the gain a to further lower Ro. 

Let the MOSFETs of Fig. 4.81a be matched devices with k 5 4 mA/V2, Vt 5 0.75 V, 

and � 5 0.02 V21. Moreover, let VDD 5 2VSS 5 5.0 V and a 5 10 V/V.

 (a)  Specify VOS1 and VOS2 for a standby current IQ 5 125 �A. 

 (b)  Find the value of Ro in standby. 

 (c) Find vO if vI 5 4.0 V and RL 5 1 kV. 

 (d) Use PSpice to display vO, iL, iD1, iD2, vG1 and vG2 versus vI for 25 V , vI , 15 V. 

Hence, comment on your fi ndings. 

Solution
 (a)  In standby (vO 5 vI 5 0) both FETs are saturated, so we impose 

 125 �A 5   
1
 __
 

2
    ( 4 mA/ V 2  )  V  OV  (SBY)  

2
  

  to obtain VOV(SBY) 5 0.25 V. The required gate voltage for M1 in standby 

is VG1(SBY) 5 VDD 2 Vt 2 VOV(SBY) 5 5 2 0.75 2 0.25 5 4 V. But, VG1(SBY) is 

generated by the upper op amp as VG1(SBY) 5 a(vP 2 vN), so imposing 4 5 

10[0 2 (2VOS1)] gives VOS1 5 0.4 V. With matched FETs we have, by sym-

metry, VOS2 5 VOS1 5 0.4 V. 

 (b) In standby we have gm1 5 gm2 5 2IQyVOV(SBY) 5 2 3 125 3 1026y0.25 5 

1y(1 kV) and ro1 5 ro2 5 1y(�ID) 5 1y(0.02 3 125 3 1026) 5 400 kV, so

  R o  5   
1
 

______________
  

10(1 0 23  1 1 0 23 )
    //(400 3 1 0 3 )//(400 3 1 0 3 ) > 50 V

  which is quite low.

EXAMPLE 4.30
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444 Chapter 4 Building Blocks for Analog Integrated Circuits

 (c) For vI 5 4.0 V we expect vO to approach 4 V, indicating that with a relatively 

small vSD1, M1 is likely to be in the triode region, where 

  i D1
  5 k   [  v OV1

  v SD1
  2   

1
 __
 

2
     v  SD1  

2
   ]  5 4  [ (5 2 0.75 2  v G1

  )(5 2  v O ) 2   
1
 __
 

2
    (5 2  v O  ) 2  ] 

  We also have, by inspection, 

 v G1
  5 a( v P  2  v N ) 5 a[ v O  2 ( v I  2  V OS1

 )] 5 10( v O  2 (4 2 0.4)] 5 10( v O  2 3.6)

  Moreover, we expect M2 to be in cutoff, so we can write 

  i D1
  5  i L  5   

 v O 
 ___
 

 R L 
   5   

 v O 
 __
 

1
  

  Eliminating vG1 and iD1 and solving gives the physically acceptable solu-

tion vO 5 3.88 V (fairly close to 4 V, as expected). Back substituting gives 

vG1 5 2.82 V. Since vSD1 , vOV1 (1.12 V , 1.43 V), the FET is indeed in the 

triode region. 

 (d) Using the PSpice circuit of Fig. 4.82a we obtain the VTC of Fig. 4.82b, 

which is fairly linear over a wide OVS. The plots of Fig. 4.83a confi rm that 

for vI 5 0 the op amps provide vG1 5 4 V and vG2 5 24 V in order to ensure 

the voltage overdrives of 0.25 V needed to bias both FETs at IQ 5 125 �A. 

As vI moves away from 0 V, one of the FETs goes off while the other takes on 

the task of feeding the load. Even more revealing are the plots of Fig. 4.83b, 

showing how the op amps predistort the gate drives vG1 and vG2 in order to 

ensure a fairly linear voltage transfer characteristic, especially toward the 

extremes of the OVS. The predistorting action by negative feedback will be 

investigated more systematically in Chapter 7. 

FIGURE 4.82 (a) PSpice circuit of the CS push-pull stage of Example 4.30, and (b) its VTC. (Both FETs have 

k 5 4 mA/V2, Vt 5 0.75 V, and � 5 0.02 V21; both op amps have a 5 10 V/V and VOS 5 0.4 V.)
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  Appendix 4A Editing SPICE Netlists 445

APPENDIX 4A

Editing SPICE Netlists 

The MOSFET models available in the Eval library of Version 9.2 of PSpice refer 

to devices with body and source tied together. However, if we want to investigate the 

body effect, we can readily untie the two terminals and connect the body to the MNV 

in the case of nMOSFETs or to the MPV in the case of pMOSFETs by suitably edit-

ing the circuit’s netlist. (A netlist is an internal code to which PSpice automatically 

converts the circuit entered via the Schematic Capture facility, before performing the 

actual simulation.) 

To illustrate, refer to the PSpice example of Fig. 4.27. Once we have created the 

circuit schematic via the Place → Part and Place → Wire commands, we fi rst use 

PSpice → Create Netlist to direct PSpice to generate the netlist, and then we use 

PSpice → View Netlist to visualize it. The result is the following lines of code: 

* source CKT_of_Fig_4.27
M_M1 VDD I O O Mn
V_V1 VDD 0 5Vdc
V_V2 0 VSS 5Vdc
V_vS I 0 0Vdc
I_ID O VSS DC 250uA 

We are interested in the second line, which refers to the MOSFET M1 of Fig. 4.27, 

renamed by PSpice as M_M1. The remaining entries in this line refer to the circuit’s 

nodes to which the Drain, Gate, Source, and Body (in that order) are connected. 

These are, respectively, the power supply (VDD), the input node (I), the output node 

(O), and again the output node (O). The last entry (Mn) refers to the PSpice model for 

FIGURE 4.83 (a) Current and (b) voltage transfer curves for the PSpice circuit of Fig. 4.82a.
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M1, which has been created in accordance with Appendix 3A to refl ect the character-

istics listed in the caption of Fig. 4.27. This model is 

.model Mn  NMOS(Kp5100u Vto50.5V Lambda50.05 Gamma50.75 
+ Phi50.6)

We now edit (overwrite) the netlist by modifying the second line as follows:

* source CKT_of_Fig_4.27
M_M1  VDD I O VSS Mn W510u L51u
V_V1  VDD 0 5Vdc
V_V2  0 VSS 5Vdc
V_vS  I 0 0Vdc
I_ID  O VSS DC 250uA 

The body, formely connected to the source (O), is now connected to the negative 

power supply (VSS). Moreover, the model name (Mn) is followed by the specifi ca-

tions of the channel width and length (W510u L51u). This is particularly conve-

nient in multi-transistor circuits, where all FETs share the same process parameters 

as specifi ed in a common model (Mn in this case), but each device is assigned its 

individual W and L values in the netlist line where the device appears. 

Once the netlist has been edited, we must save it via the File → Save commands. 

We fi nally launch the simulation of the circuit pertaining to the modifi ed netlist via 

the PSpice → Run commands, as usual.

PROBLEMS

4.1 Design Considerations in Monolithic Circuits

 4.1 Reconsider the circuit of Example 4.1, dealing 

with the circuit of Fig. 4.2a.

  (a) How is vO affected if VBE1 is 1 mV higher than 

the value calculated in the example?

  (b) What if VEB4 is 1 mV higher than the calcu-

lated value?

  (c) If vi 5 Vim cos � t, estimate the maximum value 

of Vim for which the output is still a relatively 

undistorted sine wave. Justify any approxima-

tions you may be making.

  (d) What happens if Vim is raised to twice the 

value found in part (c)? Illustrate by sketching 

and labeling vO(t). 

 4.2  (a) If the BJTs of Fig. P4.2 have Is1 5 Is2 5 1.0 fA, 

VA 5 `, and negligible base currents, fi nd IC1, 

IC2, and VE. 
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of a CMOS inverter will bias it right in the middle 

of its linear region of operation. In IC technology 

resistors are undesirable, so the circuit or Fig. P4.4 

utilizes the FET M3 to achieve the same function. 

Since M1 and M2 draw zero gate currents, M3 oper-

ates at the origin of its iD-vDS characteristics, where 

it acts as a resistance rDS.

  (a) Assuming k�n 5 2.5k�p 5 100 �A/ V 2  and 

Vt n 0 5 2Vt p  0 5 0.5 V, specify WyL ratios for 

the three devices so that with VDD 5 3 V the 

inverter is biased at VI 5 VO 5 VDDy2 with 

rDS 5 1 MV, and it dissipates PD 5 150 �W. 

Since M3 is subject to the body effect, assume 

	 5 0.4 V1y2 and u2
pu 5 0.6 V to fi nd Vt 3.

  (b) What happens if due to a wiring error the gate 

and body terminals of M3 are interchanged 

with each other, so that the gate goes to ground 

and the body to VDD? How does PD change?

     Hint: refer to the nMOSFET structure of Fig. 3.1

  

VDD

M1

M2

M3

vI vO

FIGURE P4.4

 4.5  The circuit of Fig. P4.5 is the CMOS counterpart 

of the bipolar version of Fig. 4.2, and its analysis 

follows a line of reasoning similar to Example 4.1. 

Let M1 have kn 5 400 �A/V2, Vt n 5 1.0 V, and �n 5 

1y(25 V), and let M2 have kp 5 175 �A/V2, Vt  p 5 

20.75 V, and �p 5 1y(20 V).

  (a) If VDD 5 5 V and the FETs are biased at 

200 �A, estimate vO(min) and vO(max), the lower 

and upper limits of the linear output swing (to 

simplify your calculations, assume �p 5 �n 5 0 

in this step).

  (b) Find VGS and VSG so that the output node is 

biased right in the middle of the linear range.

  (c) Find the gain a 5 voyvi.

  (d) How is VO affected if VGS is 10 mV higher than 

the value calculated in the example?

  (b) Repeat part (a) if Is1 5 Is2 5 6 fA. 

  (c) Repeat (a) if the BJTs are mismatched with 

Is1 5 4 fA and Is2 5 3 fA. 

  (d) Repeat (a) if the BJTs are perfectly matched 

but Q1 is 18C warmer than Q2.

      Hint: use a well-known rule of thumb to ask 

yourself what voltage VB1 would be needed at 

Q1’s base to ensure identical collector currents; 

then, what happens if VB1 is returned to 0 V? 

  (e) Repeat part (a) if the BJTs have VA 5 50 V. 

  (f) Repeat part (e) if Q1’s collector is lifted off 

ground and tied to a 110-V supply. 

  FIGURE P4.2

Q1

IC1 IC2

VE

VEE

Q2

1 mA

 4.3  In MOS IC technology a voltage divider is usually 

implemented via a series combination of diode-

connected FETs in order to avoid using resistors, 

which are undesirable in IC technology. An ex-

ample is shown in Fig. P4.3.

  (a) Assuming  k9  5 50 �A/V2, Vt    0 5 0.5 V, 	 5 

0.4 V1y2, � 5 1y(25 V), and u2
pu 5 0.6 V, 

specify suitable WyL ratios for M1 and M2 

so that with VDD 5 3 V the circuit gives V 5 

VDDy2 while dissipating PD 5 100 �W.

  (b) Find V and PD if VDD is lowered to 2 V. 

  

M1

M2

VDD

V

FIGURE P4.3

 4.4  In Chapter 3 we found that connecting a feedback 

resistance between the output and input terminals 
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448 Chapter 4 Building Blocks for Analog Integrated Circuits

predicts �F 5 1y(1y120 1 1y600), fi nd the base 

current components IBE and IBB as well as m.

  (b) If at VCE 5 1.0 V the effective base width is 

250 nm and the portion of the B-C SCL ex-

tending into the base region has a width of 

20 nm, predict the values of IC and IB at VCE 5 

6.0 V (assume the B-C junction has a built-in 

potential of 0.75 V and a grading coeffi cient 

of 0.4). What are the values of ro and r�? What 

is the value of VA?

  FIGURE P4.7

1

21

2

VCE

VBE

IB

IC

 4.8  Shown in Fig. P4.8 is the ac equivalent of a current-

driven CE amplifi er. Let the BJT have gm 5 

1y(10 V), r� 5 1.5 kV, ro 5 30 kV, and r� 5 

18 MV, and let ib be a 1-�A ac current.

  (a) Find the ac voltages vb, ve, and vc, if RE 5 0 

and RL 5 `. To see the effect of r�, calculate 

fi rst assuming r� 5 ̀ , then using r� 5 18 MV. 

Note that r� is subject to the Miller effect, so 

refl ected to the base r� gets divided by 1 2 a, 

where a 5 vcyvb.

  (b) Repeat part (a), but with an output load 

RL 5 ro 5 30 kV.

  (c) Repeat parts (a) and (b), but with an emitter-

degeneration resistance RE 5 0.5 kV. 

  FIGURE P4.8

RL

RE

ib ve

vb

vc

 4.9  The BJT in the ac circuit of Fig. P4.9 has gm 5 

1y(25 V), r� 5 5 kV, ro 5 50 kV, and r� 5 

50 MV. Moreover, ii is a 1-�A ac source.

  (e) What if VSG is 10 mV higher than the calcu-

lated value?

  (f) If vi 5 Vim cos � t, estimate the maximum value 

of Vim for which the output is still a relatively 

undistorted sinewave. Justify any approxima-

tions you may be making.

  FIGURE P4.5

VDD

VSG4 

VGS1 

vO � VO � vo

vI � 0 � vi

M4

M1

�

�

�

�
IS1 

1
2

 4.6  (a) Find ID1, ID2, and VS in the circuit of Fig. P4.6 

for the case of matched FETs with k1 5 k2 5 

200 �A/V2, Vt 1 5 Vt 2 5 0.5 V, and �1 5 �2 5 0.

  (b) Repeat if the FETs are mismatched with k1 5 

205 �A/V2, k2 5 190 �A/V2, Vt 1 5 0.48 V, 

and Vt  2 5 5.1 V.

        Hint: ask yourself what voltage VG1 you 

would need to apply to M1’s gate to ensure 

identical drain currents; then, what happens if 

you drive VB1 back to zero?

  (c) Repeat part (a) if the FETs have � 5 1y(20 V).

  (d) Repeat part (c) if M1’s drain is lifted off ground 

and tied to a 5-V supply.

  FIGURE P4.6

ID1 ID2

M1
M2

VS

VSS

200 �A

4.2 BJT Characteristics and Models Revisited

 4.7  (a)  Suppose VBE in Fig. P4.7 has been adjusted 

for IC 5 1.0 mA at VCE 5 1.0 V. If Eq. (2.15) 
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 4.11 In the BiMOS circuit of Fig. P4.11 the emitter fol-

lower Q is biased by the depletion FET M, here 

operated as a current sink. Assume the BJT has 

�F 5 200, VA 5 50 V, VBE(on) 5 0.7 V, and VCE(EOS) 5 

0.2 V, and the FET has Vt 5 21.0 V,  k9  5 100 �A/ V 2 , 

and � 5 1y(25 V).

  (a) Specify the WyL ratio to bias the BJT at 5 mA.

  (b) Find Ri, Ro, and the gain a 5 voyvi.

  (c) Estimate vO(max) and vO(min), the upper and lower 

limits of the linear output swing, as well as the 

corresponding values of vI. 

  

Ri

Ro

vo

M

Q

vi
1
2

�5 V

5 V

FIGURE P4.11

 4.12 The characteristics of an emitter follower can 

be made much closer to ideal through the use 

of negative feedback, a subject that will be ex-

plored in greater detail in Chapter 7. The circuit of 

Fig. P4.12, known as super emitter follower, uses 

Q1 as the emitter follower proper, and Q2 to pro-

vide negative feedback around Q1.

  FIGURE P4.12

vo

�5 V

�5 V

1 mA

2 mA

Ri

Ro

vi
1
2

Q1

Q2

  (a) Find the ac voltages vi and vo for the idealized 

case RE 5 RL 5 r� 5 `.

  (b) Repeat (a), but with r� 5 50 MV. Repeat (a), 

but with r� 5 50 MV and for the following 

signifi cant cases: 

  (c) RL 5 r�,

  (d) RL 5 (�0 1 1)ro, 

  (e) RL 5 ro, 

  (f) RL 5 r�. Comment on your results, and iden-

tify the two extremes of monolithic (large RC) 

and discrete (small RC) design.

  (g) Repeat (a), but with RE 5 Re.

  FIGURE P4.9

RL

RE

vi

ii

vo

 4.10  (a) Assuming the current drawn by RE in 

Fig.  P4.10 splits equally between the two 

BJTs, fi nd Ri, Ro, and voyvi if �0 5 200, VA 5 

50 V, and VBE(on) 5 0.7 V.

       Hint: recall that for ac purposes Q2 acts as a 

diode with ac resistance re.

  (b) What function does Q2 serve in this circuit? 

What happens if we remove Q2 altogether 

from the circuit?

  

Q1

Ri

RE

vi

vo

9.3 k�

RC

15 k�

Q2

10 V

Ro

1
2

�10 V

FIGURE P4.10
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450 Chapter 4 Building Blocks for Analog Integrated Circuits

  (e) If the value of L found in part (a) is doubled 

and the value of W found in part (a) is halved, 

fi nd VOV for aintrinsic 5 280 V/V. What is the 

corresponding value of ID?

 4.15  In Fig. P4.15, M1 is designed to operate as a cur-

rent sink and M2 as a current source. If M2 had the 

source and body tied together, there would be no 

difference in operation of the two FETs. However, 

M2 is subject to the body effect, so its operation 

will differ from that of M1. We wish to investigate 

this difference and see which of the two devices 

comes closer to ideal current source/sink behavior. 

Let both FETs have k 5 500 �A/V2, Vt 0 5 21.0 V, 

and � 5 1y(25 V). Moreover, let 	 5 0.5 V1y2 and 

u2
pu 5 0.65 V.

  (a) Calculate I1 and Ro1 at the edge of saturation 

for M1. Hence, fi nd vL1(max) for which M1 is still 

saturated. What is the percentage change in I1 

for a 1-V for a per-volt decrease in vL1 below 

vL1(max)?

  (b) Calculate I2 and Ro2 at the edge of saturation 

for M2. Hence, fi nd vL2(max) for which M2 is still 

saturated. What is the percentage change in I2 

for a per-volt decrease in vL2 below vL2(max)?

  (c) How must W2 be changed if we want I2 at M2’s 

edge of saturation to equal I1 at M1’s edge of 

saturation? Does this affect the percentage 

change in I2 for a 1-V decrease in vL2? Com-

ment on your results.

  FIGURE P4.15
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 4.16  (a) Assuming the FET of Fig. P4.16 is operating 

in the active mode, derive an expression for 

the small-signal resistance R.

  (b) Discuss the limiting cases RS → 0 and ro → `, 

and justify them in terms of known MOSFET 

properties.

  (a) Draw the ac equivalent of the circuit by re-

placing each BJT with its small-signal equiva-

lent consisting of gm, r�, and ro (ignore r� for 

simplicity). Hence, use the test-signal method 

to fi nd an expression for the output resistance 

Ro.

  (b) Assuming both BJTs have �0 5 100 and VA 5 

50 V, calculate Ro, compare with the value 

provided by a single-BJT emitter follower 

operating at IC 5 1 mA, and comment on your 

result. 

 4.13 In Fig. P4.13 the CB stage Q1 is used as a voltage-
to-current (V-I) converter. The function of Q2 is to 

bias Q1 so as to ensure 0-V dc at Q1’s emitter, thus 

avoiding the need for any ac-coupling capacitor.

  (a) Find Ri, Ro, and the transconductance gain 

ioyvi if �F 5 250 and VA 5 75 V.

  (b) Find the signal-to-load voltage gain voyvi if 

the load is a resistance R2 5 5.0 kV.

  (c) Justify the claim that the voltage gain of part (b) 

could have been estimated as voyvi . R2yR1. 

Under what conditions is this claim valid? 

  

vi
1
2

Q1 Q2

vo

io

R1

LD

Ri

Ro

1.0 k�

10 k�

9.3 k�

�10 V

10 V

FIGURE P4.13

4.3 MOSFET Characteristics and Models Revisited

 4.14  A MOS IC designer is using a process character-

ized by �9 5 0.04 �m/V and k� 5 100 �A/V2.

  (a) If the designer wishes to achieve aintrinsic 5 

250 V/V at ID 5 100 �A and with VOV 5 

0.4 V, what are the required values of W and 

L? What happens to aintrinsic if: 

  (b) W is doubled?

  (c) L is doubled?

  (d) VOV is doubled?
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unchanged at 3.0 V, what is the new value 

of VDD, and how do the values of Ro and a 

change? Comment on your fi ndings. 

  FIGURE P4.18
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VDD

Ro

vo

vi
1
2

 4.19  Let M1 and M2 in Fig. P4.19 be matched de-

vices with k 5 200 �A/V2, Vt 5 1.0 V, and � 5 

1y(50 V). Moreover, let M3 have k9 5 30 �A/V2, 

Vt 5 21.0 V, and � 5 1y(30 V).

  (a) Specify the ratio W3yL3 so as to bias the output 

node at VO 5 0 V.

  (b) Find Ro and voyvi.

  (c) Estimate vO(min) and vO(max), the lower and upper 

limits of the linear region of operation.

  FIGURE P4.19
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 4.20  In Fig. P4.20 the source follower M1 is biased 

by the current sink M2. Let k9 5 100 �A/V2, 

� 5 1y(15 V), 	 5 0.4 V1y2, and u2
pu 5 0.6 V. 

Moreover, let M1 have Vt 0 5 0.5 V and let M2 have 

Vt 0 5 21.0 V.

  (a) Specify WyL ratios for the two devices to 

bias the output at VO 5 22 V and the FETs at 

ID 5 300 �A.

  (b) Find Ro and voyvi.

  Hint: replace the FET with its small-signal model, 

and use the test method. 

  FIGURE P4.16

RS

R

 4.17 The depletion nMOSFET M1 of Fig. P4.17 is a CS 

amplifi er requiring no dc biasing source, and the 

pMOSFET M2 is its active load.

  (a) If kp 5 kn 5 200 �A/V2, Vt p 5 2Vt n 5 1.0 V, 

�n 5 1y(50 V), and �p 5 1y(30 V), fi nd the dc 

voltage VO at the output and the dc power PD 

drawn by the circuit.

  (b) Find Ro and voyvi.

  (c) Estimate vO(min) and vO(max), the lower and upper 

limits of the linear region of operation. 

  FIGURE P4.17
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 4.18  The depletion nMOSFET M1 of Fig. P4.18 oper-

ates as a CS amplifi er, and the nMOSFET M2 as an 

active load.

  (a) If k� 5 100 �A/V2, Vt 0 5 21.0 V, � 5 

1y(25  V), 	 5 0.4 V1y2, and u2
pu 5 0.6 V. 

specify WyL ratios for the two devices so that 

with VDD 5 5 V the output node is biased at 

VO 5 3.0 V and the FETs draw ID 5 50 �A.

  (b) Find Ro and a 5 voyvi.

  (c) Estimate vO(min) and vO(max), the lower and upper 

limits of the linear region of operation.

  (d) Suppose M2’s body is lifted off ground and 

tied to the source, and W2yL2 is made equal 

to W1yL1. If VDD is adjusted so as to leave VO 
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452 Chapter 4 Building Blocks for Analog Integrated Circuits

  (a) If k 5 2 mA/V2 and Vt 0 5 0.5 V, fi nd the re-

quired values of RS and VG, assuming 	 5 0.

  (b) If 	 5 0.48 V1y2 and u2
pu 5 0.6 V, recalculate 

the required and VG, and fi nd the resulting Ro. 

  FIGURE P4.22

VDD
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Ro

IO LD

1

2

4.4 Darlington, Cascode, and Cascade Confi gurations

 4.23  (a) In the Darlington confi guration of Fig. P4.23 

replace each BJT with its small-signal model, 

and use the test-signal method to obtain an ex-

pression for the resistance Rc seen looking into 

the collector of the composite device.

  (b) Discuss the limiting cases I → 0 and I → IC2. 

  FIGURE P4.23
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 4.24 (a) In the Sziklai circuit of Fig. P4.24 replace 

each BJT with its small-signal model and use 

the test-signal method to obtain an expression 

for the ac resistance seen looking into each 

terminal of the composite device if the other 

two terminals are at ac ground.

  (b) Assuming �1 5 �2 5 100 and VA1 5 VA2 5 

100 V, calculate the above resistances if IC2 5 

1 mA and I 5 90 �A. Comment on your 

results and compare with the conventional 

Darlington circuit of Fig. 4.32b.

  FIGURE P4.20
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 4.21  There are situations in which the source follow-

er’s output resistance Ro, which is dominated by 

1y(gm 1 gmb), is not suffi ciently low due to the no-

toriously poor FET transconductance. A clever way 

to lower Ro is via negative feedback, a subject that 

will be explored in greater detail in Chapter 7. The 

circuit of Fig. P4.21, known as a super source fol-
lower, uses M1 as the source follower proper, and 

M2 to provide negative feedback around M1. (Note 

that for the circuit to function we must have I2 . I1.) 

  (a) Draw the ac equivalent of the circuit by re-

placing each FET with its small-signal model, 

consisting of gm, ro, and gmb (when appropriate). 

Hence, develop an expression for the gain voyvi.

  (b) Use the test-signal method to develop an ex-

pression for the output resistance Ro, and ver-

ify that negative feedback reduces the output 

resistance of M1 by about gm2ro1.

  (c) Assuming � 5 0.1, calculate voyvi and Ro if 

both FETs have gm 5 1 mA/V and ro 5 20 kV. 

  FIGURE P4.21
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 4.22  The circuit of Fig. P4.22 is required to sink IO 5 

1 mA at Ro $ 100 kV. Since the FET has ro 5 

20 kV, the circuit uses source degeneration to 

raise the resistance seen looking into the drain.
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 4.27 In the biMOS Darlington amplifi er of Fig. P4.27 

let M have k9 5 100 �A/V2, Vt 5 0.5 V, � 5 0.2, 

and let Q have � 5 100 and VBE 5 0.75 V.

  (a) Assuming � 5 0 and VA 5 ̀ , fi nd WyL as well 

as VG such that the lower limit of the linear 

output range is vO(min) 5 1.5 V, and the output 

node is biased in the middle of the range.

  (b) Find a 5 voyvi. 

  FIGURE P4.27
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 4.28 (a) For the CC-CB pair of Fig. P4.28 fi nd Ri, Ro, 

and the gain voyvi for the case RE1 5 RE2 5 

0. Assume matched BJTs with �0 5 200 and 

VA 5 `.

  (b) Repeat, but for the case RE1 5 RE2 5 100 V. 

  FIGURE P4.28
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 4.29 (a) For the CC-CE pair of Fig. P4.29 fi nd the 

ratio Is2yIs1 between the saturation currents of 

the two BJTs that will bias the output node at 

VO 5 5 V (assume negligible base currents).

  (b) If �npn 5 4�pnp 5 200 and VAn 5 2VAp 5 80 V, 

fi nd Ri, Ro, and a 5 voyvi. 

  FIGURE P4.24
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 4.25 (a) In the BiMOS Darlington circuit of Fig. P4.25 

replace each transistor with its small-signal 

model and use the test-signal method to obtain 

an expression for the ac resistance seen look-

ing into each terminal of the composite device 

if the other two terminals are at ac ground.

  (b) Calculate the above resistances if gm1 5 

0.5 mA/V, gm2 5 50 mA/V, ro1 5 ro2 5 50 kV, 

and r�2 5 2.0 kV.

  FIGURE P4.25
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 4.26 Assuming �1 5 150, �2 5 100, VBE1(on) 5 0.7 V, 

VBE2(on) 5 0.8 V, and VA1 5 VA2 5 ̀ , fi nd Ri and a 5 

voyvi in the Darlington buffer of Fig. P4.26.

  FIGURE P4.26
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454 Chapter 4 Building Blocks for Analog Integrated Circuits

gm 5 1y(2 kV), ro 5 30 kV, and � 5 0.15, fi nd 

the voltage gains a1, a2, and a3 of the individual 

transistors, as well as Ro and aoc. Compare to the 

case in which M3 is absent, so Q2’s collector is ter-

minated on the I source, and the output is taken 

directly from Q2’s collector. Comment on the 

differences. 

  FIGURE P4.33

Q2

Q1

M3

VDD

I

Ri
vi

1
2

Ro

VBE1

VB2

VG3

vo

1

2

1

2

1

2

 4.34  An ingenious way to increase the output resistance 

of the MOS cascode without sacrifi cing its OVS is 

to use an op amp in the negative-feedback arrange-

ment of Fig. P4.34. Using the test method, obtain 

an expression for Ro, and show that for a large gain 

a, Ro > agm2ro1r22. What is the OVS?

  FIGURE P4.34
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  FIGURE P4.29
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 4.30  (a) A bipolar cascode is implemented with BJTs 

having gm 5 1y(25 V), r� 5 2.5 kV, and ro 5 

50 kV (for simplicity assume r� 5 `). Draw 

its ac equivalent by replacing each BJT with 

its small-signal equivalent, and fi nd all volt-

ages and currents in the circuit for the case in 

which vi has been adjusted for vbe2 5 1 mV. 

Check your results by verifying that KCL is 

satisfi ed at vc1 and vo.

  (b) Find the output load RL that will reduce vo to 
1⁄2 the value of part (a) for the same value of vi, 

and check again via KCL. 

 4.31  (a) Suppose the FETs in the cascode of Fig. 4.37a 

have gm 5 1y(2 kV), ro 5 25 kV, and � 5 0.2. 

Find all the node voltages in the circuit if vi is 

a 1-mV ac signal.

  (b) Repeat if the output is terminated on a load RL 

such that RL 5 Ro. 

 4.32  The MOS telescopic cascode of Fig. 4.38 utilizes 

a process characterized by k9 5 200 �A/V2, Vt  0 

5 0.5  V, �9 5 0.05 �m/V, 	 5 0.65 V1y2, and 

u2
pu 5 0.6 V.

  (a) Specify suitable W and L values for aintrinsic 5 

220 V/V at ID 5 100 �A and with VOV 5 

0.25 V. What is the required value of VGS1?

  (b) Find VG2 and VG3 so that M2 and M3 are bi-

ased right at the edge of saturation. What is 

the lower limit vO(min) of the linear region of 

operation?

  (c) Find Ro and aoc. 

 4.33  The BiMOS telescopic cascode of Fig. P4.33 uses 

M3 to further raise the values of Ro and aoc pro-

vided by the bipolar cascode. Assuming the BJTs 

have gm 5 1y(50 V), r� 5 5 kV, and ro 5 100 kV 

(for simplicity assume r� 5 `), and the FET has 
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FIGURE P4.37

 4.38  Suppose the transistors of the three-stage am-

plifi er of Fig. P4.38 have, respectively, gm1 5 

1y(1.25 kV), gm2 5 1y(50 V), gm3 5 1y(10 V), 

and �02 5 �03 5 150. For simplicity, assume 

ro1 5 ro2 5 ro3 5 `. What is the overall voltage 

gain voyvi? 

 4.35  Suppose the BJTs of the folded cascode of 

Fig. 4.39a have �01 5 150, VA1 5 75 V, �02 5 50, 

and VA2 5 30 V.

  (a) If IBIAS 5 2 mA, ILOAD 5 1 mA, and VBE1 has 

been adjusted so as to bias the output node at 

0 V dc, fi nd Ri, Ro, a1, a2, and aoc.

  (b) Assuming VEC2(on) 5 0.7 V and VEC2(sat) 5 0.2 V, 

specify VB2 so that vO(max) 5 2.5 V. Hence, fi nd 

the maximum input-signal amplitude such 

that both constraints uvbe2u # 5 mV and uvou 
# 2.5 V are met.

  (c) Repeat part (a) if IBIAS 5 1.5 mA, ILOAD 5 

1 mA, and VBE1 is readjusted so as to bias the 

output node still at 0 V dc.

  (d) Repeat (a) if IBIAS 5 1.5 mA, ILOAD 5 0.5 mA, 

and VBE1 is once again readjusted so as to bias 

the output node still at 0 V dc. Compare and 

comment.

 4.36  Let the FETs of the folded cascode of Fig. 4.39b 

have Vt 1 5 2Vt 2 5 0.5 V, k1 5 k2 5 0.8 mA/V2, 

�1 5 1y(15 V), and �2 5 1y(10 V).

  (a) If IBIAS 5 200 �A and ILOAD 5 100 �A, fi nd 

the required VGS1. Hence, fi nd VG2 such that 

vO(max) 5 1.0 V.

  (b) If the IBIAS source has an equivalent parallel re-

sistance of 250 kV, and the ILOAD sink has an 

equivalent parallel resistance of 5 MV, fi nd a1, 

a2, and voyvi.

  (c) What is the maximum amplitude of vi that will 

still yield an undistorted vo?

 4.37  An IC designer, seeking to combine the advan-

tages of BJTs and MOSFETs in a BiMOS cas-

code, is evaluating the two circuits of Fig. P4.37. 

Both BJTs have gm 5 1y(25 V), r� 5 4 kV, and 

ro 5 50 kV (for simplicity assume r� 5 `), and 

both FET have gm 5 1y(1 kV), ro 5 20 kV, and 

� 5 0.2.

  (a) Find Ri, Ro, and aoc for each circuit.

  (b) Compare the two cascodes in terms of the 

above three parameters, and state which one, 

if any, is better. How do they compare against 

an all-bipolar and an all-MOS realization? 
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 4.40 Shown in Fig. P4.40 is the pnp realization of the EC 

pair concept. Let VEE 5 2VCC 5 6 V, RC1 5 RC2 5 

5 kV, IEE 5 1 mA, and REE 5 `.

  (a) Find vO1, vO2, and vOD if vI1 5 vI2 5 0.

  (b) What happens if vI1 5 vI2 5 1.0 V? If vI1 5 

vI2 5 21.0 V?

  (c) Find vO1, vO2, and vOD if vI1 5 30 mV and vI2 5 0.

  (d) If vI1 5 0, fi nd vI  2 so that vOD 5 4 V.

  (e) If VE0 denotes the voltage at the emitters in 

part (a), what is the voltage at the emitters in 

part (b)? In part (c)? 

  FIGURE P4.40

1
2

� �

1
2

iC1 iC2

REEIEE

VCC

VEE

vOD vO2

vI2

vO1

vI1

RC1 RC2

Q1 Q2

 4.41 In the circuit of Fig. P4.39 let VCC 5 2VEE 5 6 V, 

RC1 5 RC2 5 10 kV, IEE 5 0.45 mA, and REE 5 `, 

and let the BJTs be mismatched, with Q1’s emitter 

area being 25% larger than Q2’s.

  (a) If vI1 5 vI2 5 0, fi nd iC1, iC2, and vOD (assume 

negligible base currents).

  (b) If vI2 5 0, fi nd the value of vI1 that will drive 

vOD to zero.

  (c) If vI1 5 vI  2 5 0, fi nd DR such that raising one 

of the collector resistances (which one?) to 

(10 kV 1 DR) while simultaneously lowering 

the other to (10 kV 2 DR) will result in vOD 5 

0. What are the collector voltages now? 

 4.42 We wish to design an EC pair of the type of 

Fig.  P4.39 so that when driven with vI1 5 

(10 mV) cos � t and vI  2 5 0 it produces the largest 
possible output signal under the constraint that 

neither collector voltage ever drops below 0 V, 

thus avoiding forward-biasing the B-C junctions of 

the BJTs.

FIGURE P4.38
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4.5 Differential Pairs

 4.39  In the circuit of Fig. P4.39 let VCC 5 2VEE 5 5 V, 

RC1 5 RC2 5 5 kV, IEE 5 1 mA, and REE 5 `.

  (a) Assuming negligible base currents, use the 

18-mV and 60-mV rules of thumb to predict 

iC1, iC2, vO1, vO2, and vOD for the following input 

voltage combinations: (vI1, vI2) 5 (0 V, 0 V), 

(0.25 V, 0.25 V), (21.0 V, 21.0 V), (18 mV, 

0  V), (6 mV, 230 mV), (46 mV, 100 mV), 

(240 mV, 2100 mV), (212 mV, 30 mV), 

(0.12 V, 0 V), and (20.5 V, 20.2 V).

  (b) If VE0 denotes the voltage at the emitters when 

vI1 5 vI2 5 0, fi nd the value of vI1 that will 

cause the voltage at the emitters to raise to 

VE0 1 18 mV. What is the corresponding value 

of vOD?

  (c) Assuming ro 5 `, estimate vod if vid 5 

(5 mV) cos � t. 
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  (a) Specify suitable values for RE1 5 RE2 so as to 

ensure that both BJTs meet the small-signal 

constraint uvbeu # 5 mV. What are the ensuing 

emitter ac voltages ve1 and ve2?

  (b) Find vod. Find the small-signal resistance Ri1 

seen looking into Q1’s base if �0 5 250. 

 4.46 The EC pair Q1–Q2 of Fig. P4.46 utilizes the emit-

ter followers Q3–Q4 to lower the currents drawn 

from the sources vI1 and vI2 and thus raise the ac 

input resistances Ri1 and Ri2 seen by the same 

sources. Let VCC 5 2VEE 5 6 V, RC1 5 RC2 5 

10 kV, RE3 5 RE4 5 15 kV, and IEE 5 1 mA. More-

over, assume VBE1 5 VBE2 5 0.7 V and �F 5 100 

for all BJTs.

  (a) Find the base currents IB3 and IB4 and the col-

lector voltages VO1 and VO2 at dc balance.

  (b) If vI1 5 vi and vI2 5 0, obtain expressions for 

ve1, ve2, ve3, and ve4 in terms of vi.

       Hint: exploit the symmetry of the circuit.

  (c) Obtain expressions for vo1 and vo2 in terms 

of vi. Hence, assuming ro 5 `, fi nd the gain 

vodyvi.

  (d) Again exploiting circuit symmetry, fi nd the 

input resistances Ri1 and Ri2.

  (e) What is the upper limit on uviu for which the 

condition uvbeu # 5 mV is met by all BJTs? 

FIGURE P4.46
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 4.47 In the circuit of Fig. P4.47 let VDD 5 2VSS 5 3.5 V, 

RD1 5 RD2 5 10 kV, ISS 5 0.4 mA, and RSS 5 `. 

Moreover, let the FETs have k9 5 100 �A/V2, 

Vt 5 0.6 V, � 5 0, and 	 5 0.

  (a) If VCC 5 2VEE 5 12 V, RC1 5 RC2 5 10 kV, 

and REE 5 `, what is the required IEE, assum-

ing negligible base currents?

       Hint: increasing IEE to raise a will also lower 

VO1 and VO2 and thus bring the BJTs closer to 

saturation. The most critical instants are when 

vo1 and vo2 reach their negative peaks.

  (b) Assuming ro 5 `, what is the ensuing gain a? 

What are the total signals vO1, vO2, and vOD?

 4.43 In the circuit of Fig. P4.40 let VEE 5 2VCC 5 5 V, 

RC1 5 RC2 5 12 kV, IEE 5 0.6 mA, and REE 5 `.

  (a) Assuming ro 5 `, fi nd the gain a. Find vod if 

vI1 5 (8 mV) cos� t and vI2 5 0.

  (b) Assuming negligible base currents, fi nd the 

total voltages vO1 and vO2 (express each volt-

age as the sum of its dc and ac components).

  (c) Find vod if a 30-kV load is connected between 

the two collectors.

  (d) Find the total signals vO1, vO2, and vOD if RC2 is 

accidentally lowered to 10 kV. Comment on 

your results. 

 4.44 Figure P4.44 shows a differential amplifi er variant 

that uses emitter degeneration. Let VCC 5 2VEE 5 

5 V, RC1 5 RC2 5 3.0 kV, RE1 5 RE2 5 120 V, and 

IEE 5 1.0 mA.

  (a) If vI2 5 0, fi nd the value of vI1 for which iC1 5 

2iC2 (assume negligible base currents).

  (b) If vI1 5 25 mV, fi nd vI2 so that vOD 5 1.5 V.

  (c) Using iterations, fi nd vOD if vID 5 100 mV. 

  FIGURE P4.44
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 4.45 In the circuit of Fig. P4.44 let VCC 5 2VEE 5 6 V, 

RC1 5 RC2 5 100 kV, and IEE 5 0.5 mA. Moreover, 

let vI1 5 (100 mV)cos � t and vI2 5 0.
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  FIGURE P4.48
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 4.49 We wish to design a SC pair of the type of 

Fig. P4.47 so that when driven with vI 1 5 (0.2 V) 

cos � t and vI2 5 0 it produces the largest possible 

output signal under the constraint that neither FET 

ever leave the saturation region. The available com-

ponents are VDD 5 2VSS 5 5 V and RD1 5 RD2 5 

10 kV, and the FETs have k9 5 100 �A/V2, Vt 5 

0.4 V, � 5 0, and 	 5 0.

  (a) Assuming RSS 5 `, and supposing we wish to 

satisfy Eq. (4.94) by an order of magnitude, or 

4VOV 5 10 3 (0.2 V), what is the required ISS? 

What are the required WyL ratios for the FETs?

      Hint: increasing ISS to raise a will also lower 

VO1 and VO2 and bring the FETs closer to satu-

ration. The most critical instants are when vo1 

and vo2 reach their negative peaks.

  (b) What is the ensuing gain a? What are the total 

signals (sum of dc and ac components) vO1, 

vO2, and vOD?

 4.50 Assuming VDD is high enough to ensure that the 

FETs are always in saturation, discuss how a VTC 

of the type of Fig. 4.47b is affected if we double: 

  (a) the current ISS; 

  (b) the WyL ratios of the FETs; 

  (c) the resistances RD; 

  (d) the power supplies.

  (e) What happens if a load RL 5 2RD is connected 

between the drains? In each case, what is the 

effect (expansion, compression, by how much) 

upon the horizontal scale? The vertical scale? 

The gain a? 

  (a) Specify the WyL ratio for the FETs that will 

yield vodyvid 5 210 V/V.

  (b) If vI1 5 vI2 5 0 V, fi nd vO1, vO2, and vS, the 

voltage at the sources.

  (c) If the inputs are tied together and are driven 

by a common voltage vIC, what is the upper 

limit on vIC for which the FETs are still 

saturated?

  (d) What is the vID range needed to steer ISS from 

one side to the other of the SC pair? Find vO1, 

vO2, and vS at the extremes of this range. 

  FIGURE P4.47
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 4.48 Shown in Fig. P4.48 is the pMOSFET realization 

of the SC pair concept. Let VSS 5 2VDD 5 5 V, 

RD1 5 RD2 5 10 kV, ISS 5 0.5 mA, and RSS 5 `. 

Moreover, let the FETs have k 5 1 mA/V2, Vt 5 

20.5 V, � 5 0, and 	 5 0.

  (a) If vI1 5 vI2 5 0 V, fi nd vO1, vO2, and vS, the volt-

age at the sources. What is the gain vodyvid?

  (b) If the inputs are tied together and are driven 

by a common voltage vIC, what is the lower 

limit vIC(min) for which the FETs are still 

saturated?

  (c) Find the vID range needed to steer ISS from one 

side to the other of the SC pair, as well as the 

values of vO1, vO2, and vS at the extremes of this 

range.

  (d) Find vID so that vOD 5 4 V. 
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thus IEE 5 0. Let VCC 5 2VEE 5 12 V and RC1 5 

RC2 5 10 kV, and let the BJTs have �0 5 160 and 

VA 5 50 V (assume r� 5 `).

  (a) Find adm, acm, Rid, Ric, and the CMRR (both for 

single-ended and double-ended utilization) if 

IEE 5 1 mA and REE 5 `.

  (b) Repeat, but with IEE 5 0 and REE 5 11.3 kV. 

Compare the two cases and comment.

 4.54 In the SC circuit of Fig. P4.47 let VDD 5 2VSS 5 

2.5 V, RD1 5 RD2 5 10 kV, ISS 5 0.2 mA, and 

RSS 5 200 kV. Moreover, let the FETs have 

k 5 1.25 6 2% mA/V2, Vt 5 0.6 V 6 1% V, 

� 5 1y(15 V), and � 5 0.2.

  (a) Using nominal parameter values, fi nd adm and 

acm.

  (b) Investigate how the above tolerances affect 

the CMRR for the case of double-ended uti-

lization. Find its value, in dB, both for the 

worst-case scenario and the case in which the 

tolerances are uncorrelated.

  Hint: develop an expression for Dgmygm in terms 

of Dkyk and DVOVyVOV.

 4.55 In the EC circuit of Fig. P4.44 let VCC 5 2VEE 5 

6 V, RC1 5 RC2 5 12 kV, RE1 5 RE2 5 250 V, and 

IEE 5 0.5 mA. Moreover, assume the IEE source has 

a parallel resistance REE 5 150 kV, and the BJTs 

have �0 5 125 and ro 5 200 kV.

  (a) Using half-circuit analysis, fi nd adm, acm, Rid, 

Ric, and the CMRR (both for single-ended and 

double-ended utilization).

  (b) If the BJTs suffer from 63% mismatches in 

their emitter areas AE1 and AE2 and 65% mis-

matches in their effective base widths WB1 and 

WB2, how is the CMRR (double-ended utiliza-

tion) affected? Consider both the worst-case 

scenario and the case in which the mismatches 

are uncorrelated.

  Hint: develop an expression for Dgmygm in terms 

of DAEyAE and DWByWB. 

 4.56 Let the BJTs in the differential amplifi er of 

Fig. P4.56 have �0 5 150 and VA 5 75 V.

  (a) Using half-circuit analysis, fi nd adm, acm, Rid, 

Ric, and the CMRR, both for single-ended and 

double-ended utilization.

  (b) If the current sink biasing Q2 is 10% higher 

than the nominal value shown, how is the 

CMRR (double-ended utilization) affected?

  Hint: develop an expression for Dgmygm in terms 

of Dgm1ygm1 and Dgm2ygm2. 

 4.51 In the circuit of Fig. P4.48 let VSS 5 2VDD 5 5 V, 

RD1 5 RD2 5 15 kV, ISS 5 0.3 mA, and RSS 5 ̀ . The 

FETs have k9 5 0.1 mA/V2, Vt 5 20.5 V, � 5 0, 

and 	 5 0, but are mismatched in their WyL ratios, 

having W1yL1 5 10 and W2yL2 5 15.

  (a) If vI1 5 vI2 5 0, fi nd vOD and vS, the voltage at the 

sources.

  (b) If vI2 5 0, fi nd the value of vI1 that will equalize 

the drain currents and thus drive vOD to zero. 

 4.52 As we know, resistors are undesirable in MOS IC 

technology, so the circuit of Fig. P4.52 utilizes the 

diode-connected pair M3-M4 in lieu of the resis-

tance pair RD1-RD2. Let VSS 5 2VDD 5 3 V, ISS 5 

200 �A, and RSS 5 ̀ . Moreover, let the FETs have 

Vt n 5 2Vt p 5 0.4 V, k9n 5 2.5k9p 5 100 �A/ V 2 , 

� 5 0, and 	 5 0.

  (a) Obtain an expression for the gain a 5 vodyvid.

  (b) Find a relationship between the nMOS ratio 

WnyLn and the pMOS ratio WpyLp that will 

result in a 5 24 V/V.

  (c) Specify suitable values for WnyLn and WpyLp 

if the input is vid 5 (0.1 V)cos � t. Impose 

4VOVn 5 10 3 (0.1 V). What is vod?

  (d) Find the total (sum of the dc and ac compo-

nents) signals vO1, vO2. 

  FIGURE P4.52
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4.6 Common-Mode Rejection Ratio in Differential Pairs 

 4.53 We wish to investigate the performance of the EC 

amplifi er of Fig. P4.39 at two extremes, one being 

when emitter bias is provided entirely by the IEE 

source and thus REE 5 ̀ , and the other being when 

it is provided entirely by the REE resistance and 
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 4.58 In the circuit of Fig. P4.52 let ISS 5 250 �A and 

RSS 5 250 kV, and let the FETs have kn 5 

1 mA/V2, �n 5 1y(25 V), �n 5 0.2, kp 5 

0.1 mA/V2, and �p 5 1y(20 V).

  (a) Find adm, acm, and the CMRR both for single-

ended and double-ended utilization.

  (b) How does a 610% mismatch in the gmn’s af-

fect the CMRR for double-ended utilization?

  (c) Repeat part (b), but for the case a 610% mis-

match in the gmp’s.

  Hint: adapt Eq. (4.111) to the present circuit. 

 4.59 Suppose that because of a production error the 

FETs of Fig. P4.47 are grossly mismatched such 

that k2 5 2k1 5 1.6 mA/V2. Otherwise, the Vt’s are 

matched, and let us also assume � 5 0 and 	 5 0 

for simplicity. If RD1 5 RD2 5 10 kV, ISS 5 0.3 mA, 

and RSS 5 100 kV, fi nd adm 5 (vo1 2 vo2)yvid 

and acm 5 (vo1 2 vo2)yvic. Hence, calculate the 

CMRR for double-ended utilization. 

4.7 Input Offset Voltage/Current in Differential Pairs

 4.60 Suppose the emitter areas of the pnp BJTs of 

Fig. P4.40 are mismatched such that AE1 5 

1.15AE2. Otherwise, the BJTs have �F1 5 �F2 5 

100. Moreover, VCC 5 2VEE 5 5 V, RC1 5 RC2 5 

10 kV, IEE 5 0.5 mA, and REE 5 `.

  (a) Find the input offset voltage VOS, the input bias 

current IB (fl owing into or out of the BJTs?), 

and the input offset current IOS.

  (b) Repeat if �F1 5 150 and �F2 5 75.

 4.61  In the circuit of Fig. P4.39 let VCC 5 2VEE 5 10 V, 

RC1 5 RC2 5 10 kV, IEE 5 1 mA, and REE 5 ̀ . Assum-

ing negligible base currents and VBE 5 0.7 V, fi nd VOS 

if the Early voltages are mismatched such that VA1 5 

50 V and VA2 5 80 V (aside from this mismatch, all 

other parameters in the circuit are matched). 

 4.62  Shown in Fig. P4.62 is a popular scheme for nulling 

the offset voltage. With perfectly matched halves 

and the wiper midway we have a perfectly balanced 

circuit, giving VC1 5 VC2 and thus VO 5 0. However, 

moving the wiper to the right or the left will imbal-

ance the circuit, so by proper choice of the direction 

and extent of this deliberate imbalance we can can-

cel out the circuit’s inherent imbalance and thus null 

VO, creating the appearance of an offset-less circuit.

  (a) Let VCC 5 2VEE 5 12 V, IEE 5 1 mA, and 

REE 5 `. Moreover, suppose RC1 is 8% higher 

and RC2 is 5% lower than the intended nomi-

nal value of 10 kV, and suppose the BJTs are 

FIGURE P4.56
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 4.57 As we know, resistors are undesirable in MOS IC 

technology, so the circuit of Fig. P4.57 utilizes the 

pair M3-M4 in lieu of the resistance pair RD1-RD2. 

Let VDD 5 2VSS 5 2.5 V and RSS 5 100 kV, and 

suppose ISS has been adjusted so that at dc bal-

ance each FET draws 100 �A. Moreover, let Vt n 5 

2Vt p 5 1.0 V, k9n 5 2.5 k9p 5 100 �A/ V 2 , �n 5 

1y(10 V), �p 5 1y(20 V), and �n 5 0.2.

  (a) Specify the WnyLn ratio for the M1-M2 pair so 

as to achieve gmn 5 1.25 mA/V, and the WpyLp 

ratio for the M3-M4 pair so that at dc balance 

the circuit gives VO1 5 VO2 5 0 V.

  (b) Find vO(max) and vO(min), the upper and lower 

limits of the linear region of operation.

  (c) Find adm, acm, and the CMRR both for single-

ended and double-ended utilization.

  (d) How does a 610% mismatch in the �p’s affect 

the CMRR for double-ended utilization? 

  Hint: use acm 5 (vo1 2 vo2)yvic. 

  FIGURE P4.57
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  FIGURE P4.63

VCC

VO

RC1

RB1 RB2

RC2

Q1 Q2

� �

IEE

VEE

1VI 2

 4.64  In the circuit of Fig. P4.44 let RC1 5 RC2 5 10 kV, 

RE1 5 RE2 5 100 V, and IEE 5 1 mA. If the resis-

tances have 62.5% tolerances, and the saturation 

currents Is1 and Is2 exhibit a 65% mismatch, fi nd 

the maximum input offset voltage VOS(max).

  Hint: if you assume vI2 5 0, then VOS(max) is the 

value of vI1 needed to drive vOD to zero under the 

worst-case mismatch scenario. 

 4.65  In the pMOS circuit of Fig. P4.48 let ISS 5 200 �A, 

RSS 5 `, RD1 516 kV, and RD2 514 kV. More-

over, let the FETs have k1 5 0.9 mA/V2, k2 5 

1.2 mA/V2, Vt 1 5 2495 mV, Vt 2 5 2503 mV. As-

suming �1 5 �2 5 0, estimate VOS. Which is the 

major contribution to VOS? 

 4.66  In the CMOS circuit of Fig. P4.52 let ISS 5 

200 �A and RSS 5 `, and let the FETs have kn 5 1 

mA/V2 and kp 5 0.1 mA/V2 (for simplicity assume 

�n 5 �p 5 0 and 	n 5 0.)

  (a) If both kn and kp are affl icted by 65% toler-

ances, what is the maximum input offset 

voltage VOS(max)?

       Hint: if you assume vI2 5 0, then VOS(max) is the 

value of vI1 needed to drive vOD to zero under 

the worst-case mismatch scenario.

  (b) How are VOS(max) and adm affected if kn is quadru-

pled, still with the same tolerance as in part (a)?

  (c) Repeat part (b) but if kp (rather than kn) is now 

quadrupled, still with 65% tolerances. 

 4.67 In the CMOS circuit of Fig. P4.57 let VDD 5 2VSS 5 

2.5 V, ISS 5 300 �A, and RSS 5 ̀ . Also, let the FETs 

have Vt n 5 2Vtp 5 1.0 V, k9n 5 2.5 k9p 5 100 �A/ V 2 , 

�n 5 1y[(7.5 6 2.5) V], �p 5 1y[(22.5 6 4.5) V]), 

and 	n 5 0.

mismatched such that Is1 is 10.5% higher than 

Is2. If R is a 3-kV potentiometer, fi nd the wiper 

setting that will yield VO 5 0 (specify the wiper 

setting in terms of the portion of the 3-kV re-

sistance assigned to the left of the wiper, and 

the portion to the right—for instance, 2.5 kV 

to the left and 0.5 kV to the right).

  (b) Repeat if the RC’s are interchanged with each 

other, so that the smaller one is now at the left 

and the larger at the right. 

  FIGURE P4.62
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 4.63 A student is performing a series of simple mea-

surements on the circuit of Fig. P4.63 to determine 

mismatches in the BJT parameters. At each step 

the student adjusts VI so as to drive VO to 0 V and 

thus balance the circuit, and then measures VI with 

the voltmeter. The component values are VCC 5 

2VEE 5 6 V and RC1 5 RC2 5 10 kV.

  (a) With RB1 5 RB2 5 0 the student fi rst adjusts VI 

to balance the circuit, and then adjusts IEE to 

place the collector voltages exactly at 1.0 V. 

If it is found that VI 5 22.5 mV, what is the 

saturation current ratio Is1yIs2?

  (b) With RB1 5 0 and RB2 5 1.0 kV the stu-

dent fi nds that balancing now requires VI 5 

24.5 mV. What are IB2 and �F2?

  (c) With RB1 5 1.0 kV and RB2 5 0 the student 

fi nds that balancing now requires VI 5 0 V. 

What are IB1 and �F1?

  (d) Predict VI with RB1 5 RB2 5 1.0 kV.

  (e) What is the input offset voltage VOS, the input 

bias current IB, and the input offset current IOS?
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  FIGURE P4.69
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 4.70  The effect of BJT mismatches can be reduced sig-

nifi cantly if we insert suitable resistances in series 

with the emitters, as shown in Fig. P4.70. Ignor-

ing base currents and applying KVL we get R1II 1 

VBE1 5 R2IO 1 VBE2, that is, R2IO 5 R1II 1 DVBE, 

where DVBE 5 VBE1 2 VBE2. If we impose R1II @ 

DVBE, then we get R2IO > R1II, or IO > (R1yR2)II   , in-

dicating that the ratio of the currents is established 

by the resistors. In particular, with equal resistors, 

we get accurate mirroring regardless of any mis-

matches between the two BJTs. This technique, 

particularly popular in the days of unmatched dis-

crete devices, is still used in current ICs so long as 

the resistors don’t take up too much chip area. As 

an additional benefi t, emitter degeneration raises 

the output resistance, resulting in a much fl atter 

output-port i-v characteristic. If desired, one can 

add a beta helper to reduce the error even further. 

  (a) Let the BJTs be grossly mismatched such 

that Is2 5 2Is1. Assuming VA 5 `, VCE2(EOS) 5 

0.3 V, and negligible base currents, fi nd IO if 

II 5 1.0  mA and R1 5 R2 5 0. What is the 

value of vC2(min), the lower limit of the linear 

region of operation?

  (b) Repeat part (a) if R1 5 R2 5 100 V.

  (c) Repeat (a) if R1 5 R2 5 1.0 kV.

  (d) Find the values of R1 and R2 (5 R1) that will 

result in an output current error of 1% or less. 

  (a) Using the nominal values of �n and �p, specify 

the WpyLp ratio for the M3-M4 pair so that at 

dc balance the circuit gives VO1 5 VO2 5 0 V. 

Moreover, specify the WnyLn ratio for the 

M1-M2 pair so as to achieve VOVn 5 0.5 V.

  (b) Given the above variabilities of �n and �p, what 

is the maximum input offset voltage VOS(max)?

  Hint: if you assume vI2 5 0, then VOS(max) is the 

value of vI1 needed to drive vOD to zero under the 

worst-case mismatch scenario. 

 4.68 In the CMOS circuit of Fig. P4.68 assume matched 

FETs with Vt n 5 2Vt p 5 1.0 V, kn 5 kp 5 1 mA/V2, 

and �n 5 �p 5 1y(10 V). Estimate the worst-case 

value of VOS if all three parameter pairs are af-

fl icted by a 65% tolerance.

  Hint: investigate one half at a time, and then ex-

ploit the circuit’s symmetry to generalize. 

FIGURE P4.68
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4.8 Current Mirrors

 4.69 In the circuit of Fig. P4.69 let VCC 5 10 V and R 5 

8.6 kV. Moreover, let the BJTs have Is3 5 Is4, Is1 5 

Is2, and VEBp 5 VBEn 5 0.7 V, where subscripts p 

and n refer to the pnp and npn pairs, respectively.

  (a) Assuming negligible base currents, fi nd IC and 
VC if VAp 5 VAn 5 100 V.

  (b) Repeat if VAp 5 30 V and VAn 5 100 V.

  (c) Repeat parts (a) and (b) if �Fp 5 50 and 

�Fn 5 250. Justify your fi ndings at each step.
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by fabricating M5 with a WyL ratio 1y3 that of 

M1). What is the resulting voltage vD1?

  (c) Verify that once the circuit of (b) is stacked 

on top of that of (a) as per the Sooch circuit 

of Fig. 4.60b, M6’s drain will provide the re-

quired drive for M4’s gate, and M1’s drain will 

provide the required drives for M2’s gate as 

well as M6’s gate. Find vI.

  (d) Suppose a certain application requires the cre-

ation of the voltage 2vOV (instead of 1vOV) using 

the topology of Fig. P4.73b. What is the required 

relationship between k5 and k1 in this case? 

(a)

2

1

2

1
vOV

M3

vGS

iI

VDD

Vt M6

M3

vGS

vG6

iI

VDD

M5

M1

vD1

vOV

iI

VDD

(b)

FIGURE P4.73

 4.74  The error term � 5 22y �  F  2
   predicted by Eq. (4.141) 

for the Wilson mirror of Fig. 4.61a relies on per-

fectly matched betas. This matching causes fi rst-

order terms in 1y�F to cancel each other out, 

leaving only the quadratic term.

  (a) To investigate what happens if the betas are 

mismatched, assume �F2 5 �F1 for simplicity, 

but arbitrary �F3. Proceeding in a manner sim-

ilar to that depicted in Fig. 4.61b, show that 

      
 i O 

 __ 
 i I 
   5 1 2   

2( � F1
  2  � F3

 ) 1 2
  

________________
  

 � F1
  � F3

  1 2 � F1
  1 2

   > 1 2 2  
 � F1

  2  � F3
  1 1
  ____________ 

 � F1
  � F3

 
  

  (b) Assuming �F2 5 �F1 5 100, examine the par-

ticular cases �F3 5 100, 90, 110, and 101, and 

comment on your fi ndings.

  (c) A student, worried about the error due to fi nite 

betas, is thinking of replacing Q3 in Fig. 4.61a 

with a Darlington pair to exploit its high 

equivalent beta, or even with an nMOSFET, 

which draws zero gate current. What advice 

would you offer to that student? 

  

VCC

R1 R2

Q2Q1

IOLoad
II

FIGURE P4.70

 4.71 (a) Use the test method to prove that the small-

signal resistance seen by the input current 

source in the beta-helper mirror of Fig. 4.57b 

is Ri > 2VTyII.

  (b) Repeat, but for the Wilson mirror of Fig. 4.61a. 

 4.72  (a) Assuming r� 5 `, show that the bipolar cas-

coded mirror of Fig. 4.59 yields Ro > (�0y2)ro.

       Hint: replace the BJTs with their small-signal 

equivalents, and use the test method, noting 

that because of the mirror action provided 

by Q3 and Q4, the small-signal current out of 

Q2’s emitter must mirror that out of Q2’s base. 

Show also that Ri > 2VTyII.

  (b) Exploiting the fact that cascoding shifts the 

point where the extrapolated iO-vO curve in-

tercepts the vO axis from 2VA to 2(�0y2)VA, 

prove Eq. (4.136). 

 4.73  The Sooch current mirror of Fig. 4.60b utilizes the 

blocks of Fig. P4.73 to provide the proper voltage 

drives for the output FETs M2 and M4.

  (a) The function of M3 is to synthesize the vGS 

drive needed to sink iI at vDS 5 vOV. This re-

quires vD3 5 vG3 2 Vt, a task performed by M6. 

Assuming vOV # Vt, fi nd vG6 so that vDS6 5 Vt.

  (b) For a diode-connected FET, the voltage at any 

point of its channel will lie somewhere be-

tween vS and vS 1 Vt 1 vOV. In particular, there 

must be a point at which this voltage is vS 1 

vOV. In order to access it, we split the FET into 

two FETs M1 and M5 in series, as shown in 

Fig 4.73b (recall that two FETs in series still 

act as a single FET!) Prove that in order to 

drop vDS5 5 vOV, M5 must operate in the tri-
ode region (while M1 is saturated) and must 

have k5 5 k1y3 (a condition that is achieved 
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464 Chapter 4 Building Blocks for Analog Integrated Circuits

  (c) If the BJTs have VA 5 50 V, what is the per-

centage increase in IO for every 1-V increase 

in the collector voltage of Q2? 

 4.78  (a) With reference to the peaking current sink 

of Fig. 4.63b, show that IO as a function of II 

peaks for II 5 VTyR. How is the peak value of 

IO related to II?

  (b) Assuming R 5 325 V, fi nd IO(max) and the cor-

responding value of II. Calculate IO for II 5 

kVTyR, k 5 0, 0.5, 1, 1.5, 2, 2.5, 3, and con-

struct the plot of IO as a function of II. 

 4.79 The circuit of Fig. P4.79, called current conveyor, 

fi nds application in fast current-signal processing. 

The circuit has two input terminals X and Y and 

one output terminal Z, and it is made up of the 

ordinary pnp current mirror Q1-Q2 and the dual-

output npn current mirror Q3-Q4-Q5.

  (a) Describe circuit behavior by asking yourself 

what happens when the source iX is turned 

on. Hence, assuming negligible base currents, 

fi nd vX as a function of vY, and iY and iZ as func-

tions of iX.

  (b) Obtain expressions for the small-signal re-

sistances Rx, Ry, and Rz seen looking into the 

corresponding terminals. 

  FIGURE P4.79
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 4.80  Let the FETs in the pMOS mirror of Fig. P4.80 be 

matched devices with Vt 5 20.5 V, k 5 0.5 mA/V2, 

and � 5 1y(10 V).

  (a) If VDD 5 3 V, fi nd R so that IO 5 0.1 mA at dc 

balance. What is Ro? Find vO(max) for which Q2 

is still saturated.

 4.75  Suppose the emitter areas of the BJTs of Fig. P4.75 

are such that AE1 5 AE2 5 0.5AE3, and all three 

BJTs have VA 5 75 V.

  (a) Assuming negligible base currents, specify 

suitable values for R1 and R2 so that, with 

VC 5 0.7 V the circuit gives IC3 5 1 mA and 

IC2 5 20 �A.

  (b) If we increase VC above 0.7 V, what is the per-

centage change in IC3 and IC2 for every 1-V 

increase in VC? 

  FIGURE P4.75
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 4.76 Let the BJTs of Fig. P4.76 have Is 5 0.1 fA.

  (a) Assuming VA 5 ` and negligible base cur-

rents, specify suitable values for R1 and R2 so 

that IC1 5 1.0 mA and IC2 5 0.2 mA.

  (b) If R1 5 1.0 kV and R2 5 3.0 kV, fi nd IC1 and IC2.

  Hint: use iterations for both BJTs. 

  FIGURE P4.76
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 4.77  In the circuit of Fig. 4.63b let II 5 0.25 mA.

  (a) Assuming negligible base currents, fi nd IO if 

R 5 100 V.

  (b) Find R for IO 5 10 �A.
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be Vt n 5 2Vt p 5 0.5 V, k9n 5 2.5k9p 5 100 �A/ V 2 , 

and �9p 5 �9n 5 0.05  V 21 .

  (a) If II 5 50 �A, specify WyL ratios for M1, 

M3, and M4 so that I3 5 II and VOV4 5 VOV1 5 

0.25 V.

  (b) Specify W2 and L2 so that at dc balance M2 

sinks I1 5 250 �A with ro2 5 100 kV.

  (c) Specify W5 and L5 so that at dc balance M5 

sources I5 5 100 �A with ro5 5 100 kV. 

FIGURE P4.83
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4.9 Differential Pairs with Active Loads

 4.84 (a) Prove Eq. (4.152).

  (b) If an active-loaded CMOS differential pair is 

powered from 62.5-V power supplies and has 

been fabricated in a process with k9n 5 2.5k9p 5 

100 �A/ V 2 , Vt n 5 2Vt p 5 0.6 V, and �9n 5 

2�9p 5 0.1 �m/V, specify suitable values for 

W and L for the four FETs so that at dc bal-

ance the circuit gives adm 5 250 V/V with 

ISS 5 200 �A and VOVn 5 VOVp 5 0.4 V. Ignore 

the body effect.

 4.85 (a) Prove Eq. (4.157).

  (b) Prove Eq. (4.158).

  (c) Use the simplifi ed expressions of Eq. (4.158) 

to estimate the CMRRs, compare with Exam-

ple 4.26, and comment.

 4.86 Consider the active-loaded CMOS amplifi er of 

Fig. 4.67b, but with both inputs at ac ground. As-

sume the M1-M2 and M3-M4 pairs are separately 

matched, and the body effect of M1 and M2 can be 

ignored.

  (a) Replace each transistor with its small-signal 

model consisting of a gmvgs source and parallel 

resistance ro. Hence, apply a test voltage v to 

  (b) If R 5 10 kV, fi nd IO, Ro, and vO(max). 

  FIGURE P4.80
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 4.81  Let the FETs of the basic mirror of Fig. 4.58a have 

k2 5 4k1 5 2 mA/V2, Vt 0 5 0.4 V and � 5 1y(15 V).

  (a) If iI 5 50 �A, obtain an expression for iO as 

a function of vO. Hence, fi nd vI, Ri, Ro, and 

vO(min), the lower limit of the linear output 

range. What is the percentage change in iO for 

each 1-V change in vO above vO(min)?

  (b) Repeat, but after adding a second FET pair 

M3-M4 to turn the circuit into a cascode mirror 

of type of Fig. 4.59b. Assume k4 5 k2 5 4k3 5 

4k1 5 2 mA/V2, 	 5 0.5 V1y2, and u2
pu 5 

0.6 V. Compare with part (a), and comment. 

 4.82  Consider the lower portion of Fig. 4.5b, com-

prising the current mirror M5-M6 and the diode-

connected transistor M7 establishing the bias 

current for M5. Let the process parameters be k9 5 

100 �A/V2, �9 5 0.08 �m/V and Vt 5 0.5 V (for 

simplicity, ignore the body effect for M7).

  (a) Specify W6 and L6 so that M6 draws 100 �A 

with a 0.4-V overdrive voltage, and exhibits 

an output resistance of 250 kV.

  (b) Specify the W5yL5 ratio so that M5 provides 

the required gate bias for M6 while drawing 

25 �A.

  (c) Specify the W7yL7 ratio so that M7 biases M5 at 

25 �A with VSS 5 22.5 V.

 4.83  The circuit of Fig. P4.83 uses the nMOS mirror 

M1-M2 to sink the current I1 from the load LD1, and 

the pMOS mirror M4-M5 to source the current I2 to 

the load LD2. The nMOS mirror is biased by the 

input source II  , and it comprises an additional FET, 

M3, to establish the current I3 needed to bias the 

pMOS mirror. Assume the process parameters to 

fra28191_ch04_332-471.indd   465fra28191_ch04_332-471.indd   465 13/12/13   11:13 AM13/12/13   11:13 AM



466 Chapter 4 Building Blocks for Analog Integrated Circuits

  (b) If the input terminals are tied together and 

driven by a common voltage vIC, what is the 

permissible input voltage range? What is the 

permissible output voltage range for vIC 5 0 V?

  (c) What are the advantages/disadvantages of 

using emitter degeneration for the differential 

pnp pair in this circuit? 

 4.89 The Q1-Q2-pair of Fig. P4.89 is active-loaded by 

the emitter-degenerated mirror pair Q3-Q4 and is bi-

ased by the Wilson mirror Q5-Q6-Q7. Let the BJTs 

have VBEn 5 VEBp 5 0.7 V, VCEn(EOS) 5 VECp(EOS) 5 

0.3 V, �0n 5 5�0p 5 250, and VAn 5 2VAp 5 80 V.

  (a) Find Rid, Ro, adm, and CMRR.

  (b) If the input terminals are tied together and 

driven by a common voltage vIC, fi nd the per-

missible range for vIC. What is the permissible 

output voltage range if vIC 5 0 V?

  (c) What are the advantages/disadvantages of 

using emitter degeneration in the active load? 

Of biasing the circuit via a Wilson mirror 

instead of a basic mirror?

  

8.6 k�

Q4Q3

Q2

vO

Q1

Q7

Q6Q5

�10 V

10 V

200 � 200 �

vI2
1
2

1vI1 2

FIGURE P4.89

the node common to M1’s and M3’s drains, fi nd 

the resulting current i out of the test source, 

and show that 

        v __ 
i
   5   

 r op //(2 r on  1  r op )
  

_____________
 

1 1  g mp  r op 
  

  (b) How does the ratio vyi simplify if ron 5 rop 5 

ro? What is its value if gmp 5 1 mA/V and ro 5 

20 kV? 

 4.87 In the bipolar circuit of Fig. 4.64a let VCC 5 2VEE 5 

10 V and R 5 9.3 kV, and let the BJTs have VBEn 5 

VEBp 5 0.7 V and VCEn(EOS) 5 VECp(EOS) 5 0.3 V.

  (a) If �0n 5 4�0p 5 200 and VAn 5 1.5VAp 5 75 V, 

fi nd Rid, Ro, adm, and CMRR.

  (b) If the input terminals are tied together and 

driven by a common voltage vIC, what is the 

permissible input voltage range? What is the 

permissible output voltage range for vIC 5 0 V? 

For vIC 5 2 V? For vIC 5 22 V? 

 4.88  The pnp BJTs Q1-Q2 of Fig. P4.88 form an EC pair 

with emitter degeneration, the npn mirror Q3-Q4 

forms the active load, and the pnp mirror Q5-Q6 

provides emitter bias for the EC pair. Let the BJTs 

have VBEn 5 VEBp 5 0.7 V, VCEn(EOS) 5 VECp(EOS) 5 

0.3 V, �0n 5 4�0p, 5 200, and VAn 5 1.5VAp 5 75 V.

  (a) Find Rid, Ro, adm, and CMRR.
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FIGURE P4.88
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inherently high output resistance, so we expect a 

dramatic increase in both Ro and adm. (The function 

of the 1.4-V source, whose details have been omit-

ted for simplicity, is to bias the Q5-Q6 pair so as to 

keep Q1 and Q2 in the active region over the entire 

common-mode input range.) 

  (a) Obtain an expression for adm in terms of the 

betas and the Early voltages of the BJTs 

(assume r� 5 ̀  for simplicity). Hence, show that 

if all BJTs have the same beta and Early voltage, 

then the gain simplifi es as adm 5 (�0y3)(VAyVT).

  (b) Calculate Ro and adm if IEE 5 0.4 mA, �0n 5 

100, �0p 5 50, VAn 5 75 V, and VAp 5 30 V.

  (c) Estimate the systematic input offset voltage 

due to non-fi nite �Fp (assume �Fp 5 �0p).

  (d) If VCC 5 9 V, VBEn 5 VEBp 5 0.7 V, and VCEn(EOS) 5 

VECp(EOS) 5 0.3 V, what is the permissible output 

voltage swing? 

  FIGURE P4.91
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 4.92 (a) Assuming Isn mismatches of 64% and Isp mis-

matches of 65%, along with �0p 5 50, fi nd 

the worst-case input offset voltage for the 

circuit of Fig. P4.90. Which is the major con-

tribution to VOS?

      Hint: not all transistors intervene in the offset 

error. Which ones do and which ones don’t?

  (b) Repeat, but for the circuit of Fig. P4.91. 

 4.90 In Fig. P4.90 both the differential pair and the ac-

tive load have been cascoded to raise the output 

resistance Ro and, hence, the unloaded gain adm. 

Specifi cally, the EC pair Q1-Q2 is cascoded by the 

CB pair Q5-Q6, and the mirror pair Q3-Q4 is cas-

coded by the CB pair Q7-Q8. (The function of the 

1.4-V source, whose details have been omitted for 

simplicity, is to bias the Q5-Q6 pair so as to keep Q1 

and Q2 in the active region over the entire common-

mode input range.) (a) Obtain an expression for 

adm in terms of the betas and the Early voltages of 

the BJTs (assume r� 5 ` for simplicity). Hence, 

show that if all BJTs have the same beta and Early 

voltage, then gain simplifi es as adm 5 (�0y3) 3 

(VAyVT).

  (b) Calculate Ro and adm if IEE 5 1.0 mA, �0n 5 

3�0p 5 150, and VAn 5 (4y3)VAp 5 100 V.

  (c) Estimate the systematic input offset voltage 

due to non-infi nite �Fp (assume �Fp 5 �0p).

  (d) If VCC 5 10 V, VBEn 5 VEBp 5 0.7 V, and 

VCEn(EOS) 5 VECp(EOS) 5 0.3 V, what is the per-

missible output voltage range? 

  FIGURE P4.90
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 4.91 In Fig. P4.91 the differential pair Q1-Q2 is cas-
coded via the CB pair Q5-Q6, and the active load 

is a Wilson-type mirror. As we know, both the 

cascode and the Wilson confi gurations enjoy 
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468 Chapter 4 Building Blocks for Analog Integrated Circuits

holds, the circuit gives, assuming � 5 0,  a dm  > 
2y(�  V OV ) 2 , where VOV is the overdrive voltage 

required to sustain the current ISSy2.

  (b) Calculate adm and CMRR if k 5 1 mA/V2 and 

� 5 1y(20 V), and the biasing network sinks 

ISS 5 0.25 mA with RSS 5 80 kV.

  (c) Specify a suitable value for VBIAS if Vt 5 0.4 V. 

 4.95  (a) Show that if all FETs in the circuit of 

Fig.  4.64b have the same � and k, then, so 

long as the condition gmro @ 1 holds, the cir-

cuit gives CMRR > 2y(�  V OV ) 2 , where VOV is 

the overdrive voltage required to sustain the 

current ISSy2, and � 5 0 has been assumed for 

simplicity.

  (b) Show that if the mirror supplying ISS is 

changed to a cascode type as in Fig. P4.95, 

then CMRR >  √ 
__

   8  y(�  V OV ) 3 .
  (c) Compare the two circuits if k 5 2 mA/V2, 

� 5 1y(15 V), and ISS 5 0.18 mA.

  (d) What happens if ISS is doubled? Halved? 
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FIGURE P4.95

 4.96 (a) Retracing similar steps to those leading to 

Eq. (4.125), prove Eq. (4.161).

      Hint: consider one mismatch at a time, and 

then add them up in rms fashion.

 4.93 In the CMOS circuit of Fig. 4.64b let VDD 5 

2VSS 5 2.5 V and let the FETs have Vt n 5 0.5 V, 

Vt p 5  20.4 V, k1 5 k2 5 2 mA/V2, k3 5 k4 5 k5 5 

k6 5 1 mA/V2, �n 5 1y(30 V), �p 5 1y(25 V), and 

�n 5 0.1.

  (a) Specify R so that adm 5 80 V/V. What is the 

value of the CMRR?

      Hint: develop an expression for adm as a func-

tion of ISS.

  (b) If the input terminals are tied together and 

driven by a common voltage vIC , what is the 

permissible input voltage range? What is the 

permissible output voltage range for vIC 5 0 V? 

 4.94 In the circuit of Fig. P4.94 both the differential 

pair and the active load have been cascoded in 

order to raise the output resistance Ro and thus the 

unloaded gain adm. Specifi cally, the SC pair M1-M2 

is cascoded by the CG pair M5-M6, and the mir-

ror pair M3-M4 is cascoded by the CG pair M7-M8. 

The function of the VBIAS source, whose details are 

beyond our present scope, is to bias the M5-M6 pair 

so as to keep M1 and M2 at the edge of saturation 

(EOS) over the entire common-mode input range.

  FIGURE P4.94
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  (a) Obtain an expression for adm in terms of the 

gms and the lambdas of the FETs. Hence, 

show that if all FETs have the same values of 

k and �, then, so long as the condition gmro @ 1 
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  (c) Replace the BJT with its small-signal model 

and fi nd the dynamic resistance Rbb between 

the collector and emitter nodes. 
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FIGURE P4.100

 4.101 The VBE multiplier of Problem 4.100 is put to use 

in the push-pull circuit of Fig. P4.101.

  

I1

I2

R1

Q1

Q3

Q2

R2

VEE

VCC

VBB

RL

�

�

1vI

vO

2

FIGURE P4.101

  (a) If Is1 5 Is2 5 4Is3 and I1 5 I2 5 I, obtain an 

expression for the quiescent current IQ of the 

Q1-Q2 pair as a function of I, Is3, and the ratio 

R1yR2 (to simplify your analysis, neglect all 

base currents as well as the portion of I fl ow-

ing through the R1-R2 pair).

  (b) If I 5 200 �A and Is3 5 1 fA, specify the 

R1yR2 ratio for IQ 5 50 �A.

  (c) Find vI so that vO 5 0.

  (b) Estimate the likely value of VOS if ISS 5 0.25 mA, 

kn 5 (4 6 10%) mA/V2, kp 5 (2 6 10%) mA/V2, 

and both Vt n and Vt p have 610-mV tolerances. 

Which is the major contributor to VOS? 

 4.97  (a) Assuming the I sources at the top of the folded-

cascoded EC pair of Fig. 4.71a are basic pnp 

current mirrors, fi nd VBIAS so that vO(max) is as 

high as possible, given that VCC 5 2VEE 5 

10  V, VEBp 5 VBEn 5 0.7 V, and VECp(EOS) 5 

VCEn(EOS) 5 0.3 V. What are vO(min) and vO(max)?

  (b) Find Rid, Ro, and adm if I 5 1 mA and the BJTs 

have �0n 5 4�0p 5 200 and VAn 5 2VAp 5 80 V. 

 4.98  (a) Assuming the I sources at the top of the 

folded-cascoded SC pair of Fig. 4.71b are 

basic pMOS current mirrors, fi nd VBIAS so that 

vO(max) is as high as possible, given that VDD 5 

2VSS 5 3 V, I 5 0.2 mA, and the FETs have 

kn 5 5kp 5 5 mA/V2, Vt n 5 2Vt p 5 0.3 V, 

�p 50.15, �n 51y(15 V), and �p 5 1y(10 V). 

What are the values of vO(min) and vO(max)?

  (b) Find Ro and adm. 

4.10 Bipolar Output Stages

 4.99 (a) With reference to the Class AB circuit of 

Fig. 4.74a, suppose the currents I1 and I2 are 

perfectly matched, whereas the saturation cur-

rents Is1, Is2, Is3, and Is4 of the BJTs are affl icted 

by a 610% tolerance each. Find the worst-

case voltage VOS that we need to apply at the 

input in order to drive vO to zero.

  (b) Repeat, but for the case in which the satura-

tion currents are perfectly matched, whereas 

I1 and I2 are affl icted by a 610% tolerance. 

 4.100 The circuit of Fig. P4.100, known as a VBE multi-
plier, provides an alternative method for the gen-

eration of the voltage drop VBB necessary to bias 

the push-pull BJTs. Its advantage is that VBB can 

be adjusted by playing with the ratio R1yR2.

  (a) Show that VBB 5 (1 1 R1yR2) 3 [VBE 1(R1//

R2)IB]. Usually the base current is small 

enough to meet the condition (R1//R2)IB ! VBE, 

in which case the above expression simpli-

fi es as VBB 5 MVBE, with M 5 1 1 R1yR2 as a 

multiplier term.

  (b) If I1 5 I2 5 200 �A and the BJT has �F 5 250 

and Is 5 1 fA, specify suitable values for R1 

and R2 to achieve VBB 5 1250 mV under the 

constraint IC 5 150 �A.
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470 Chapter 4 Building Blocks for Analog Integrated Circuits

  (b) vI 5 4 V and RL 5 1 kV; 

  (c) vI 5 25 V and RL 5 2 kV; 

  (d) vI 5 5 V and RL 5 100 V; 

  (e) vI 5 26 V and RL 5 75 V; 

  (f) vI 5 22 V and RL 5 0 V. 

  FIGURE P4.103
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4.11 CMOS Output Stages

 4.104 (a) For the CD push-pull stage of Fig. 4.79a fi nd 

an expression for the quiescent current IQ in 

terms of the ID3, ID4, and the device transcon-

ductance parameters k1 through k4 (assume 

� 5 0).

  (b) How does the expression for IQ simplify for 

the case of ideal current mirrors?

  (c) Calculate IQ for the component values shown 

in the fi gure. 

 4.105 (a) Estimate vO(max) for the CD push-pull stage of 

Fig. 4.79a (assume � 5 0). What is the corre-

sponding value of vI? Compare with the VTC 

of Fig. 4.79b, and comment.

  (b) Repeat, but taking the body effect into consid-

eration. Assume the bodies of all pFETs are 

tied to VDD, those of the nFETs to VSS, and use 

	 5 0.4 V1y2 and 2u
u 5 0.6 V. 

  (d) Given that Is3 is a strong function of tempera-

ture, fi nd the R1yR2 ratio that will render IQ 

independent of Is3. What is the new value of IQ 

for this R1yR2 ratio? What is the new value of 

vI that will yield vO 5 0? 

 4.102  In order to make up for the generally poorer char-

acteristics of planar pnp BJTs, the output stage 

of Fig. P4.102 utilizes the quasi-complementary 

Darlington confi guration discussed in the text in 

connection with Fig. 4.34a.

  (a) Assuming �Fn 5 4�Fp 5 120, Is1 5 Is3 5 Is4 5 

Is5 5 10 fA, and Is2 5 1 fA, estimate all cur-

rents and voltages in the circuit if R 5 20 kV, 

I1 5 I2 5 200 �A, and vI has been adjusted so 

that vO 5 0.

  (b) What is the required value of vI?

  (c) Find R so that vO 5 0 for vI 5 0. 

  FIGURE P4.102
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 4.103  The circuit of Fig. P4.103 utilizes overload protec-

tion both for Q1 and Q2. Let VCC 5 2VEE 5 10 V, 

I1 5 I2 5 0.25 mA, and R1 5 R2 5 50 V.

  (a) Assuming negligible base currents and Is3 5 

Is4 5 10 fA, fi nd Is1 and Is2 so that IQ 5 0.1 mA 

under the constraint Is1 5 Is2. Assuming �Fn 5 

2�Fp 5 200 and VBEn(on) 5 VEBp(on) 5 0.7 V, give 

estimates for all collector currents as well as 

vO and the current in or out of the vI source for 

the following cases: 
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  FIGURE P4.107
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 4.108 (a) For the CS push-pull stage of Fig. 4.82a fi nd 

the voltage vI that causes M2 to operate right at 

the edge of conduction (assume � 5 0). What 

is the corresponding value of vO? The values 

of vG1 and vG2?

  (b) Find the voltage vI that causes M1 to operate 

right at the edge of saturation. What are the 

corresponding values of vO, vG1 and vG2?

 4.106 (a) Find the quiescent current IQ of the CMOS 

inverter of Fig. 4.80a (assume � 5 0). What 

is its output resistance in standby? What is the 

power provided by VDD and by VSS?

  (b) Find vO for vI 5 5 V. What is the output re-

sistance, and what is the power provided by 

the supplies? Compare with part (a), and 

comment. 

 4.107 The circuit made up for transistors M3 through M8 

in Fig. P4.107 is designed to establish the quies-

cent current of the CS pair M1-M2 at an acceptable 

level while retaining the inherently wide OVS of 

the CMOS inverter. Assume all FETs have Vt 5 

0.75 V, and let VDD 5 2VSS 5 5 V.

  (a) Assuming M3 through M8 have k 5 1.6 mA/V2, 

fi nd the values of the biasing voltages VG6 and 

VG8 that will cause M3 through M8 to draw a 

current of 50 �A each for vI 5 0.

  (b) Find k1 and k2 so that in standby ID1 5 ID2 5 

0.25 mA.

  (c) Find the limits vO(max) and vO(min) of the OVS if 

RL 5 2 kV. What are the corresponding values 

of vI?

  (d) Find vO for vI 5 61 V. 
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T he implementation of the integrated-circuit concept by Jack Kilby at Texas 

Instruments in 1958, and, independently by Robert Noyce at Fairchild Semi-

conductor in 1959, triggered a feverish activity that led to the development of 

the fi rst analog integrated circuits (ICs), namely, the �A702 and �A709 operational 
amplifi ers, the �A710 voltage comparator, and the �A723 voltage regulator. These 

devices were designed in the early 1960s by Robert J. Widlar (1937–1991) while at 

Fairchild. (He subsequently moved to National Semiconductor, where he continued 

to develop groundbreaking analog products.) Widlar devised a number of building 

blocks, such as the Widlar current source and the bandgap voltage reference, that 

became industry standards and are in widespread use to this very day. 

In May 1968 Fairchild introduced the �A741, the fi rst internally compensated 

op amp. Previous op amps required external components for frequency compensa-

tion. By incorporating this function on chip, the 741 relieved the user from having to 

contend with the arcane issue of frequency compensation, opening up a broad market 

for experts and neophytes alike. Though a great many other op amp families have 

been developed since then, the 741 is still the most widely documented op amp and it 

contains fundamental building blocks that are common to a variety of contemporary 

analog ICs. It pays, therefore, to start the chapter by studying this device, both from 

a historical perspective and a pedagogical standpoint. 
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  5.1 The �A741 Operational Amplifi er 473

CHAPTER HIGHLIGHTS

Following a detailed analysis of the classic 741 op amp, with an eye on the most 

common op amp nonidealities and limitations, the chapter turns to the two CMOS 

op amp topologies in widest use today, namely, the two-stage and the folded-cascode 

op amp types. (We return to these three classes of op amps in Chapter 6, where we 

investigate their frequency and time responses, and again in Chapter 7, where we 

investigate their stability in negative-feedback operation.) 

We then turn to voltage comparators, another popular class of analog ICs. Both 

bipolar and CMOS types are addressed, including comparators with hysteresis. 

(Their transient responses are investigated in Chapter 6.) 

Virtually every IC requires suitable circuitry to bias its transistors internally. 

Also, applications such as instrumentation and measurement require stable and pre-

dictable current and voltage references. This class of circuits is addressed next, in-

cluding bandgap-reference types, both for bipolar and CMOS ICs. 

It is interesting that the engineering community has traditionally favored the 

manipulation of voltages while in fact the manipulation of currents is an inherently 

faster physical process. Though their development has been delayed also because 

of technological factors, current-mode ICs are now in much use along with their 

voltage-mode counterparts. The circuits addressed in this chapter include transcon-
ductors, current conveyors (CCs), operational transconductance amplifi ers (OTAs), 

current feedback amplifi ers (CFAs), and Gilbert Cells. 

In today’s mixed-mode ICs, where sensitive analog circuitry is forced to coexist 

with digital circuitry in highly noisy environments and with low-valued power sup-

plies, much signal processing and transmission is done in fully differential form. The 

chapter investigates some of the most common fully differential op amps in use today.

The desire to implement analog and digital functions on the same chip mandates 

the rephrasing of some traditional analog functions in terms of CMOS switches and 

capacitors, the devices most easily available in today’s prevalent digital technology. The 

chapter concludes with switched-capacitor techniques in two representative applications, 

autozeroing and fi ltering. A brief discussion of the discrete-time nature of switched-

capacitor integrators illustrates their departure from their continuous-time counterparts.

The chapter makes abundant use of PSpice both as a software oscilloscope to display 

transfer curves and waveforms, and as a verifi cation tool for dc and ac hand calculations.

5.1 THE mA741 OPERATIONAL AMPLIFIER

The 741 op amp incorporates a number of clever design ideas that are in widespread 

use to this very day. Being also the most widely documented analog IC, it offers 

the student a variety of sources that can be consulted and used as a vehicle to learn 

otherwise general analog-design techniques. 

Shown in Fig. 5.1 is the circuit schematic of the �A741 op amp as provided 

by Fairchild, its original manufacturer (the 741 has been second-sourced by virtu-

ally every analog IC manufacturer, so you are likely to fi nd slight variants in the 

literature). With two dozen BJTs, a dozen resistors, and a capacitor, the beginner has 
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474 Chapter 5 Analog Integrated Circuits

legitimate reasons to feel intimidated. However, the proper approach is not to try to 

understand the whole circuit at once, but to identify already familiar subcircuits and 

analyze them individually. Only after understanding its parts can we expect to tackle 

the circuit as a whole. To facilitate this process, it is convenient to redraw the circuit 

in a simplifi ed form highlighting only the essentials while leaving the fi ner details 

for later. This leads us to the schematic of Fig. 5.2, which the reader is encouraged to 

compare to the original of Fig. 5.1 before moving along. 

A General Overview of the 741 Op Amp
With reference to Fig. 5.2 we make the following observations: 

● Starting out at the lower left, we identify the current mirror Q5-Q6 as forming an 

active load for the CB pnp pair Q3-Q4. Normally we would expect this pair to 

be of the EC type, but this is not the case here due to the notoriously low betas 

of lateral pnp BJTs. Op amps are intended to draw negligibly small currents at 

the input terminals, so in order to minimize these currents the pnp pair Q3-Q4 is 

operated in the CB mode, and the vP and vN inputs are buffered via the CC pair 

FIGURE 5.1 Circuit schematic of the 741 op amp. (Courtesy of Fairchild Semiconductor Corporation.)
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  5.1 The �A741 Operational Amplifi er 475

Q1-Q2. Since the bipolar process in use optimizes npn BJTs, Q1 and Q2 enjoy 

much higher betas than their pnp counterparts and therefore draw much lower 

base currents. We have thus identifi ed our fi rst subcircuit: a differential-input, 
single-ended-output amplifi er stage made up of two CC-CB halves as well as a 

current-mirror load. 
● Moving toward the right we identify a Darlington-type stage made up of the 

CC-CE pair Q16-Q17. The function of the CE amplifi er Q17 is to provide ad-
ditional gain, and that of the CC buffer Q16 is to provide high input resistance 

in order to avoid loading the fi rst stage excessively. (Figure 5.1 shows also a 

capacitance Cc between this stage’s input and output terminals. Its function is to 

stabilize the op amp against possible oscillations, a subject to be investigated at 

the end of Chapter 7. The present analysis is limited to low frequencies, where 

Cc acts as an open circuit and will thus be ignored.)
● Moving further to the right we fi nd yet another CC buffer, namely, Q22, whose 

function is to reduce loading of Q17. The emitter network of Q22 includes the pair 

Q18-Q19 to provide the two pn-junction voltage drops needed to bias the Class 

AB push-pull pair Q14-Q20 forming the output stage. The overload protection 

circuitry has been omitted precisely because at this point we want to highlight 

only the essentials, leaving the details for later. 
● It stands to reason to regard the 741 op amp as consisting of a cascade of three 

stages, as block-diagrammed in Fig. 5.3. (In fact a great many op amps conform 

to a similar three-stage schematization.) One further consideration is in order: to 

function, all active transistors must be operated in the forward-active region, so a 

fourth subcircuit is needed to properly bias the aforementioned stages. In Fig. 5.1 

this subcircuit is made up of the current-mirror pairs Q8-Q9, Q10-Q11, and Q12-Q13. 

FIGURE 5.2 Simplifi ed circuit schematic of the 741 op amp. 
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476 Chapter 5 Analog Integrated Circuits

The overall objective of this section is to calculate the gain a of the 741 op amp, 

along with its small-signal input and output resistances. These calculations involve 

parameters such as gm, r�, and ro, all of which are dc-bias dependent. Consequently, 

we need to fi nd the dc operating point of each of the relevant transistors before we 

attempt any ac analysis. We shall do this for each stage, one at a time. By the end of 

the process, our initial intimidation should have eased signifi cantly.

The Dc Biasing Network 
With reference to the dc biasing subcircuit, repeated in Fig. 5.4 for convenience, we 

observe that Q11 and Q12 are diode connected, so 

  I REF  5   
( V CC  2  V EB12(on)

 ) 2 ( V EE  1  V BE11(on)
 )
   ____________________________  

 R 
5
 
   (5.1)

FIGURE 5.3 Block diagram of the 741 op amp. 
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FIGURE 5.4 The dc biasing circuitry of the 741 op amp.
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  5.1 The �A741 Operational Amplifi er 477

The 741 was designed to operate with nominal power supplies of 615 V, though it 

can function with lower values just as well, such as 65 V. In the following analysis 

we shall assume nominal supplies along with typical pn junction voltage drops of 

0.7 V. With these values, Eq. (5.1) gives IREF 5 733 �A. 

The pair Q10-Q11 forms a Widlar current sink. Using the iterative technique 

presented in Chapter 4 in connection with this type of source, we get 

 I1 5 19 �A (5.2)

The Q12-Q13 pair forms an ordinary current mirror, except that Q13 is equipped with 

two collectors instead of one. Two collectors are fabricated by making two separate 
p-type diffusions into the n-type base region. In the present case the areas are fabri-

cated in a 3-to-1 ratio, so the larger of the two will collect 3⁄4 and the smaller 1⁄4 of the 

total collector current IC13. (Alternatively, you can think of Q13 as consisting of two 

separate transistors Q13A and Q13B with their emitters and bases tied pairwise together 

and with their Iss in a 3-to-1 ratio. Except that fabricating two separate BJTs would 

take up more chip area than a single BJT equipped with two collectors.) By current-

mirror action, IC13 5 IREF(1 2 2y�F13) 5 733(1 2 2y50) 5 704 �A, where �F13 5 50 

is assumed. Letting I2 5 3I3 5 3⁄4 IC13 gives 

 I2 5 528 �A  I3 5 176 �A (5.3)

The 1st or Input Stage
The operation of this stage is best understood by examining it right after we apply 

power. With all BJTs still off, the fi rst item to go on is the current IREF of Fig 5.4, fol-

lowed by I1 through I3. Initially all of I1 in Fig. 5.5 will be pulled out of the bases of 

Q3 and Q4, causing their rapid turn on. But, as Q3 and Q4 conduct, so do Q1 and Q2, as 

the latter are in series with the former. Q1 and Q2 draw their collector currents from 

the diode-connected transistor Q8, whose current is mirrored by Q9 back to the very 

node where I1 triggered the whole sequence of events. We have a negative-feedback 

situation whereby the circuit will automatically stabilize at the operating point where 

the current IC9 returned by Q9, augmented by the current 2IB coming from the bases 

of Q3 and Q4, will equal I1. 

We know from Chapter 4 that the current returned by Q9, compared to that of 

Q8, is affl icted by a fractional error of 22y�Fp. This may not be negligible, as lateral 

pnp BJTs have mediocre betas. However, in the present arrangement this error is 

cancelled out by the current 2IB returned by the bases of Q3 and Q4 themselves. (This 

error cancellation is similar to that occurring in Wilson current mirrors.) We thus 

conclude that the BJTs of each half of the input stage carry a current of I1y2, or 

  I C1
  5  I C2

  5  I C3
  5  I C4

  5  I C5
  5  I C6

  5   
 I 

1
 
 __ 

2
   5 9.5 �A (5.4)

The base currents drawn by Q1 and Q2 are 

  I P  5  I N  5   
 I 

1
 y2
 ____ 

 � Fn 
   5 47.5 nA (5.5)
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478 Chapter 5 Analog Integrated Circuits

where �Fn 5 200 is assumed for the Q1-Q2 pair. Once powered, the op amp will 

automatically draw these currents from the surrounding circuitry. Looking back at 

Fig. 5.1 we note that both collectors of Q5 and Q6 are two pn-junction voltage drops 

above VEE. Consequently, besides acting as a beta helper, Q7 ensures equal collector 
voltages for Q5 and Q6 as well as for Q3 and Q4, thus rendering the two halves of the 

stage perfectly balanced. 

We now wish to fi nd the small-signal gain and the input/output resistances of 

the input stage. This task is simplifi ed considerably if we exploit the half-circuit 

concept of Fig. 5.6a. By applying vidy2 to Q1 and 2vidy2 to Q2 we force the common 

base node of Q3 and Q4 to remain at ac ground, so we can work with just one of the 

two halves, say, Q1 and Q3. Their small-signal emitter resistances re1 and re3 cause 

a voltage division by two to give, at their shared emitter terminals, the ac signal 

FIGURE 5.5 Circuit for the dc analysis of the input 

stage of the 741 op amp. 
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  5.1 The �A741 Operational Amplifi er 479

(1y2)(vidy2) 5 vidy4. So, the ac current out of Q3’s collector is i3 5 gm3vidy4, whereas 

the ac current into Q4’s collector is, by symmetry, i4 5 gm4vidy4. The current mirror 

made up of Q5 and Q6 refl ects i3 so that the net short-circuit ac current sunk from 

the output node is io1(sc) 5 i3 1 i4 5 gm3vidy4 1 gm4vidy4 5 gmvidy2, where we have 

dropped the subscripts as the two gms are identical. This allows us to write

  G m1
  5   

 i o1(sc)
 
 ____  v id 

   5   
 g m 

 ___ 
2
   5   

9.5 �A
 __________ 

2 3 26 mV
   5   1 _______ 

5.47 kV
   (5.6)

where Gm1 is the fi rst-stage transconductance. Looking into Q1’s base terminal we 

fi nd, by inspection, Ridy2 5 r�1 1 (�01 1 1)re3 ù r�1 1 (�01 1 1)re1 5 2r�1 5 2r�n, 

having used the fact that re3 ù re1. Consequently, 

  R id  ù 4 r �n  5 2.19 MV  (5.7)

FIGURE 5.6 (a) Circuit for the ac analysis of the input stage, and (b) input-stage small-signal equivalent. 
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480 Chapter 5 Analog Integrated Circuits

where we again assume �0n 5 200 for the Q1-Q2 pair. Finally, turning to the fi rst-

stage’s output terminal, we use inspection to write Ro1 5 Rc4//Rc6 ù [ro4(1 1 gm4re2)]//

[ro6(1 1 gm6R2)], or

  R o1
  ù 2 r o4

 //1.37 r o6
  5 6.12 MV  (5.8)

where VAn 5 100 V and VAp 5 50 V are assumed. This completes the analysis of the 

fi rst stage, whose small-signal characteristics are summarized in Fig. 5.6b. 

Before leaving this stage we wish to examine a few additional characteristics 

that the user needs to be aware of and that are listed in the manufacturer’s data sheets. 

● Input Bias Current IB. This is the average of the two input currents, or IB 5 
1⁄2(IP 1 IN). According to Eq. (5.5), IB is in the range of 50 nA, and is strongly 

infl uenced by the value of �Fn. Any mismatches in the betas of Q1 and Q2 will 

result in an Input Offset Current IOS 5 IP 2 IN. The 741 data sheets, which you 

can search on the Web, report the typical values IB 5 80 nA and IOS 5 20 nA. 
● Input Offset Voltage VOS. Because of VBE mismatches in the BJTs of its two 

halves, this stage will exhibit some input offset voltage VOS. The 741 data sheets 

give typically VOS 5 2 mV. 
● Input Offset Nulling. The 741 comes with provision for nulling the input offset 

error stemming from VOS and IOS. This is achieved by means of an external 10-kV 

potentiometer in conjunction with the on-chip resistors R1 and R2, as depicted in 

Fig. 5.5. With the wiper halfway, the emitters of Q5 and Q6 are biased equally at 

about [(1//5) kV] 3 (9.5 �A) 5 8 mV above VEE. Moving the wiper away from 

its center position will make one transistor more conductive by bringing its emit-

ter closer to VEE while leaving the other still about 8 mV above VEE. This external 

imbalance is adjusted empirically by the user until it cancels out any internal 

imbalance to give the appearance of offset-less behavior. 
● Input Voltage Range (IVR). In negative-feedback operation the op amp forces 

vN to track vP, so the common-mode input voltage is vIC 5 1⁄2(vP 1 vN) ù vP. We 

wish to fi nd the common-mode input voltage range, that is, the range of values of 

vIC over which the input stage will function properly, with all BJTs operating in 

the forward-active region or, at most, at the edge of saturation (EOS). Referring 

to Fig. 5.1 we observe that the upper limit is reached when Q1 is driven to the 

EOS, so we use KVL to write vP(max) ù VCC 2 VEB8(on) 2 VCE1(EOS) 1 VBE1(on). The 

lower limit is reached when Q3 is driven to the EOS, so vP(min) ù VEE 1 VBE5(on) 1 

VBE7(on) 1 VEC3(EOS) 1 VBE1(on). Letting vP → vIC gives 

 vIC(max) ù VCC 2 VCE(EOS)  vIC(min) ù VEE 1 3VBE(on) 1 VEC(EOS) (5.9)

 (The above estimates ignore the small voltage drops across R1, R2, and R8, and 

also make the simplifying assumption that all junction voltage drops be equal.) 

To get an idea, if we assume typical junction drops of 0.7 V and EOS drops of 

0.2 V, the above estimates give vIC(max) ù VCC 2 0.2 V and vIC(min) ù VEE 1 2.3 V. 

With 615-V supplies, the IVR is thus 212.7 V # vIC # 114.8 V. Pushing vIC 

outside the IVR will cause malfunction. 
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The 2nd or Intermediate Stage
With reference to Fig. 5.7 we have, by inspection, IC17 5 I2, or

 IC17 5 528 �A (5.10)

Moreover we have  I C6
  5  � F6

 ( I 
 R 

9
 
  1  I B17

 ), which can be approximated as 

  I C16
  ù   

 V BE17
  1  R 

8
  I 

2
 y � F17

 
  ______________ 

 R 
9
 
   1   

 I 
2
 
 ____ 

 � F17
 
   ù   

 V T  ln ( I 
2
 y I s17

 ) 1  R 
8
  I 

2
 
  ________________ 

 R 
9
 
   1   

 I 
2
 
 ____ 

 � F17
 
   (5.11a)

Assuming Is17 5 10 fA and �F17 5 250 we get 

 IC16 5 16 �A (5.11b)

This completes the dc analysis. 

For the small-signal analysis refer to Fig. 5.8a, where Cc has been omitted be-

cause here we are interested only in low-frequency behavior. Starting out at the left 

and working our way toward the right we write, by inspection 

  R i2  5  r 
�16

  1 ( � 
016

  1 1){ R 
9
 //[ r �17

  1 ( � 
017

  1 1) R 
8
 ]}  (5.12a)

Assuming �016 5 200 and �017 5 250 we get 

 Ri2 5 4.63 MV (5.12b)

Using again inspection, we write 

  R o2
  5  r o13A // R c17

  ù  r o13A //[ r o17
 (1 1  g m17

  R 
8
 )]  (5.13a)

Letting ro13A 5 (50 V)y(528 �A) 5 94.7 kV and ro17 5 (100 V)y(528 �A) 5 189.4 kV 

we get

 Ro2 5 81.3 kV (5.13b)

FIGURE 5.7 Circuit for the dc analysis of 

the intermediate stage of the 741 op amp. 

Q16

I2

Q17

VEE

VCC

528 mA

R8 100 �
R9 50 k�

vO1
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482 Chapter 5 Analog Integrated Circuits

Finally, considering that Q16 is operating in the CC mode and Q17 in the CE-ED 

mode, we write 

  

 G m2
  5   

 i o2(sc)
 
 ____  v i2 

   5   
 v b17

 
 ___  v i2 
   3   

 i c17
 
 ___  v b17
    5   1  ________________________   

1 1   
 r e16

 
  ____________________  

 R 
9
 //[ r �17

  1 ( � 
017

  1 1) R 
8
 ]
  
   3   

 g m17
 
 _________ 

1 1  g m17
  R 

8
 
  

5   1 ______ 
161 V

  

 (5.14)

where Gm2 is the second-stage transconductance. The small-signal characteristics of 

this stage are summarized in Fig. 5.8b, and this completes the second-stage analysis.

The 3rd or Output Stage
The output stage of the 741 op amp presents some interesting design solutions that 

are best appreciated by examining the circuit in its standby state. This state is shown 

in Fig. 5.9 for the case of the input at 0 V and in the absence of any output load. 

The biasing transistors Q18 and Q19 are minimum-size devices whereas the push-pull 

transistors Q14 and Q20 are fabricated with larger emitter areas (typically four times  

as large) to maintain good current gains also at high load currents. If Q14 and Q19 

were diode-connected in the manner of Section 4.10, then Q14 and Q20 would draw a 

standby current roughly four times as large as that of the diodes. To reduce this cur-

rent to a more acceptable level Q18 is suitably underbiased, as the following example 

will clarify. It is also worth mentioning that since they share the same collector, Q18 

and Q19 are fabricated inside the same isolation region, thus saving precious die area. 

FIGURE 5.8 (a) Circuit for the ac analysis of the second stage, and (b) second-stage small-signal 

equivalent. 

Q16

Q17

Ro2

Ri2

R9

ic17

ro13A
io2(sc)

Rc17

50 k�

94.7 k�

R8 100 �

vi2

vb17

Ro2

81.3 k�

Ri2
4.63 M� Gm2vi2

Gm2
1

161 �

vi2 vo2(oc)

�

�

�
�

�

(a) (b)

fra28191_ch05_472-563.indd   482fra28191_ch05_472-563.indd   482 13/12/13   11:13 AM13/12/13   11:13 AM
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FIGURE 5.9 Dc analysis of the 741 output stage in standby.
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In the circuit of Fig. 5.9 let Is18 5 Is19 5 2 fA and Is14 5 Is20 5 8 fA (four times as 

large). Moreover, whenever appropriate, assume negligible base currents for all BJTs. 

 (a) Use iterations to estimate the collector currents IC18 and IC19. Hence, fi nd VBB, 

in mV. 

 (b) Estimate IC14 and IC20 under the simplifying assumption R6 5 R7 5 0.

 (c) Repeat part (b), but with R6 and R7 in place as shown. Comment on your 

fi ndings. 

Solution
 (a) Start out with VBE19 5 0.7 V, so IC18 ù VBE19yR10 ù 0.7y50 5 14 �A. By 

KCL, IC19 5 I3 2 IC18 ù 176 2 14 5 162 �A. By the BJT equation, VBE19 5 

VT ln(IC19yIs19) 5 0.026 ln[(162 3 1026)y(2 3 10215)] 5 0.653 V. Use this 

value for the improved estimate IC18 ù 0.653y50 ù 13 �A. Allowing for, say, 

1 �A of base current for Q19, we fi nally get 

 IC18 ù 14 �A  IC19 ù 162 �A (5.15)

  and no further iterations are needed. Applying again the BJT equation with 

Is18 5 Is19 5 2 fA we get

 VBB 5 VBE18 1 VBE19 5 589.4 1 653.1 ù 1242 mV

EXAMPLE 5.1

fra28191_ch05_472-563.indd   483fra28191_ch05_472-563.indd   483 13/12/13   11:13 AM13/12/13   11:13 AM



484 Chapter 5 Analog Integrated Circuits

In actual application the output stage is unlikely to be in standby, so for a more 

realistic ac analysis we consider the typical situation of a 2-kV load being driven by 

a voltage centered at VO 5 5 V. Under these conditions, the lower half of the push-

pull stage will be off, leaving Q14 to source the current IL 5 5y2 5 2.5 mA to the 

load. The ac equivalent of the output stage simplifi es as in Fig. 5.10a, where Q13B is 

modeled with the resistance ro13B 5 (50 V)y(176 �A) 5 284 kV, and the biasing net-

work made up of Q18, Q19, and R10 with a single small-signal resistance rbb ù 174 V 

(see Exercise 5.1).

FIGURE 5.10 (a) Circuit for the ac analysis of the output stage, and (b) output-stage small-signal 

equivalent. 
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 (b) In standby we have IC14 5 IC20. Moreover, with Is14 5 Is20 we also have VBE14 5 

VEB20 5 VBBy2 so 

 IC14 5 IC20 5 8 3 10215exp(1242y52) ù 190 �A

  Even though Q14 and Q20 are large-area devices, they conduct a standby 

current that is comparable to I3. 

 (c) With R6 and R7 in place, the voltage drop across the combined junctions of 

Q14 and Q20 will be reduced by DV 5 (R6 1 R7)IQ, where IQ is the new value 

of the quiescent current of Q14 and Q20. Using 190 �A as our initial estimate 

for IQ we fi nd DV 5 (27 1 22)190 3 1026 ù 9.3 mV, so we get 

 IQ 5 8 3 10215exp[(1242 2 9.3)y52] ù 160 �A (5.16)

  This is lower than the previous estimate because of the voltage dropped by R6 

and R7. 
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Exercise 5.1
Draw the small-signal equivalent of the biasing network of Fig. 5.9, consisting of 

Q18, Q19, and R10, and show that the entire network acts as a single resistance 

 r bb  5   
 r d18

  1 ( R 
10

 // r �19
 )
  _______________  

1 1  g m19
 ( R 

10
 // r �19

 )
   ù 174 V (5.17)

where rd18 5 VTyIC18 is the ac resistance of diode-connected Q18, and gm19 5 IC19yVT 

and r�19 5 �019ygm19 are the small-signal parameters of Q19. Assume the currents of 

Example 5.1 as well as �019 5 200.

To fi nd the small-signal characteristics of the output stage refer again to 

Fig. 5.10a. Considering that we have two voltage-followers coupled via the small 

resistance rbb, we can approximate 

 vo ù 1 3 vi3  (5.18)

By inspection we also have 

  R i3  5  r �22
  1 ( � 

022
  1 1)[ r bb  1 ( r o13B // R b14

 )]  (5.19a)

where Rb14 is the ac resistance seen looking into the base of Q14,

  R b14
  5  r �14

  1 ( � 
014

  1 1)( R 
6
  1  R L )

Assuming IC14 5 2.5 mA and �014 5 250 we get Rb14 ù 511 kV. Substituting into 

Eq. (5.19a) and assuming �022 5 50, we fi nally obtain 

 Ri3 5 9.33 MV (5.19b)

Using again inspection, we write

  R o  5  R 
6
  1   

 R B14
  1  r �14

 
 _________ 

 � 
014

  1 1
   (5.20a)

where RB14 is the ac resistance presented to Q14’s base by the circuitry upstream,

  R B14
  5  r o13B //( r bb  1  R e22

 )

and Re22 is the ac resistance seen looking into Q22’s emitter 

  R e22
  5   

 R o2
  1  r �22

 
 ________ 

 � 
022

  1 1
   5   

81.3 1 50(26y0.176)
  __________________  

50 1 1
   5 1.74 kV

Substituting gives RB14 5 1.9 kV. Substituting in turn into Eq. (5.20a) we fi nally get 

 Ro 5 47 V (5.20b)
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486 Chapter 5 Analog Integrated Circuits

The small-signal characteristics of the output stage are summarized in Fig. 5.10b. 

Before leaving this stage we wish to investigate one additional characteristic that the 

user needs to know and that is reported in the data sheets. 

● Output Voltage Swing (OVS). This is the range of values of vO over which 

the output stage will function properly, with all active BJTs operating in the 

forward-active region or at most at the edge of saturation (EOS). Simple inspec-

tion of Fig. 5.1 reveals that the upper limit for vO is reached when Q13B is driven 

to the EOS, and the lower limit when Q17 is driven to the EOS. Using KVL we 

thus write vO(max) ù VCC 2 VEC13(EOS) 2 VBE14(on) and vO(min) ù VEE 1 VCE17(EOS) 1 
VEB22(on) 1 VEB20(on). These simplify as 

 vO(max) ù VCC 2 VEC(EOS) 2 VBE(on)  vO(min) ù VEE 1 VCE(EOS) 1 2VEB(on) (5.21)

 (The above estimates assume identical junction voltage drops for the BJTs, 

along with light output loading so that the voltage drops across R6 and R7 can be 

ignored.) To get an idea, if we assume junction drops of 0.7 V and EOS drops of 

0.2 V, the above estimates give vO(max) ù VCC 2 0.9 V and vO(min) ù VEE 1 1.6 V. 

With 615-V supplies, the OVS is thus 213.4 V # vO # 114.1 V. 

The Small-Signal Characteristics of the 741 Op Amp
We now use the three-stage cascade of Fig. 5.11 to fi nd the overall small-signal gain 

a. By inspection

 
a 5   

 v o  __  v id 
   ù (2 G m1

 )( R o1
 // R i2 )(2 G m2

 )( R o2
 // R i3 ) 5 (2482) 3 (2501) 

5 241 3 1 0 3  V/V

 (5.22)

indicating that the fi rst two stages contribute gains on the order of 500 V/V each. The 

741 data sheets give typically Rid 5 2 MV, a 5 200 3 103 V/V, and Ro 5 75 V. Our 

calculations are infl uenced by the assumed values for the betas and the Early voltages, 

both of which depend on critical fabrication parameters such as the base width. Also, 

assuming infi nite Early voltages to simplify the dc calculations may have underesti-

mated dc currents by as much as 20-30%, especially in the case of pnp BJTs. Finally, Ro 

depends on the operating current of Q14, which was arbitrarily assumed to be 2.5 mA, 

FIGURE 5.11 Small-signal model of the 741 op amp. 
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  5.2 The Two-Stage CMOS Operational Amplifi er 487

so, the discrepancies between calculated and data-sheets values are not surprising. Yet, 

the mental process exercised in the estimation of these parameters is undoubtedly quite 

instructive—and presumably it has helped demystify our initial intimidation.

PSpice Simulation of the 741 Op Amp 
To facilitate the simulation of op amps in an application setting, manufacturers 

usually provide SPICE macro-models of their device (see Appendix 5A). The PSpice 

circuit of Fig. 5.12a utilizes the uA741 macro-model available in PSpice’s library 

to display the VTC as well as to calculate the ac gain a and the input and output 

resistances ri and ro. The results are as follows. 

V(OUT)⁄VI = 1.992E105
INPUT RESISTANCE AT VI = 9.963E+05
OUTPUT RESISTANCE AT V(OUT) = 1.517E102

Figure 5.12b confi rms that the output saturates in the vicinity of the supply voltages. 

It also shows a (systematic) input offset voltage of about 20 �V. This macro-model 

will be used in subsequent chapters to investigate other behavioral aspects, such as 

the frequency and transient responses as well as the stability of 741 circuits.

5.2 THE TWO-STAGE CMOS OPERATIONAL AMPLIFIER

This classic CMOS op amp topology (and variants thereof) is used especially in 

mixed-mode ICs. Shown in its basic form in Fig. 5.13, it comprises two gain stages 

and a dc biasing circuit as follows: 

● The 1st or input stage consists of the p-channel differential pair M1-M2 and the 

n-channel mirror load M3-M4. As we know, its voltage gain is 

 a1 5 2gm1(ro2//ro4) (5.23)

FIGURE 5.12 (a) PSpice circuit to display (b) the VTC of the 741 op amp. 
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488 Chapter 5 Analog Integrated Circuits

● The 2nd or output stage consists of the CS amplifi er M5 and the active load 

M6. (Also shown is an Rc-Cc network whose function is to stabilize the amplifi er 

against possible oscillations in negative-feedback operation, a subject to be ad-

dressed in Chapter 7. The present analysis is restricted to low frequencies, where 

Cc acts as an open circuit, so the Rc-Cc network will be ignored.) This stage’s 

low-frequency voltage gain is 

 a2 5 2gm5(ro5//ro6) (5.24)

● The dc biasing circuit consists of the dual-output current mirror M6-M7-M8, 

along with the IREF current reference. The details of this reference have been 

omitted for simplicity, but this is typically a circuit shared among different op 

amps on the same chip. It generates a regulated current IREF once, which is then 

replicated by a multiple-output current mirror to each of the other on-chip op 

amps. In Fig. 5.13, IREF is replicated by M7 to bias the M1-M2 pair, and by M6 to 

actively load the CS stage M5. 

Thanks to the infi nite resistance presented by M5’s gate, there is no inter-stage 
loading, so the overall gain is simply the product of the individual gains 

 a 5   
 v o  ______  v p  2  v n 

   5  a 
1
  3  a 

2
  5  g m1

 ( r o2
 // r o4

 ) g m5
 ( r o5

 // r o6
 )  (5.25a)

Adapting Eq. (4.152) to the present case, we express gain in the insightful alternative 

form

 a 5   2 ___________  
 V OV1

 ( � 
2
  1  � 

4
 )
   3   2 ___________  

 V OV5
 ( � 

5
  1  � 

6
 )
   (5.25b) 

FIGURE 5.13 Two-stage CMOS op amp. 
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  5.2 The Two-Stage CMOS Operational Amplifi er 489

If the op amp is realized with FETs having the same channel length L and overdrive 

voltage VOV, then gain takes on the concise form 

 a 5   [   2L ___________ 
 V OV ( �9 n  1  �9 p )

   ]  
2

  (5.25c)

where, by Eq. (4.31),  �9 n  and  �9 p  are the process parameters characterizing channel-

length modulation in the nFETs and pFETs, respectively. Clearly, the longer L and 

the lower VOV, the higher the gain. The ac resistances between the two inputs and 

between the output and ground are, respectively, 

  R i  5 `    R o  5  r o5
 // r o6

  (5.26)

We note a close resemblance of the CMOS stages of Fig. 5.13 to the 1st and 2nd 

stages of the 741 op amp of Fig. 5.2. Actually, thanks to the infi nite resistance pre-

sented by the gates, the CMOS stages are much simpler. We also note the absence of 

an output stage, even though Ro can be fairly high. Typically, an op amp of the type 

of Fig. 5.13 is likely to drive other on-chip CMOS circuits also presenting infi nite 

input resistance (though not necessarily zero capacitance), so there is no need for 

a dedicated output stage. Only when meant to drive resistive loads, most likely off 

chip, will a two-stage op amp be equipped with a dedicated 3rd stage. This might be 

an output stage of the type discussed in Section 4.11. 

Input Offset Voltage Considerations
It is important to realize that the WyL ratios of M5 and M6 cannot be specifi ed arbi-

trarily, but must satisfy a specifi c constraint in order to avoid introducing gross input 

offset voltage errors. To fi nd this constraint, note that since VSG6 5 VSG7, ID6 and ID7 

must scale in proportion to their WyL ratios as 

   
 I D6

 
 ___ 

 I D7
 
   5   

 W 
6
 y L 

6
 
 ______ 

 W 
7
 y L 

7
 
   (5.27a)

Note also that at dc balance we have VDS4 5 VDS3. Consequently, VGS5 5 VDS4 5 VDS3 5 

VGS3, indicating that ID5 and ID3 must scale in proportion to their WyL ratios as

   
 I D5

 
 ___ 

 I D3
 
   5   

 W 
5
 y L 

5
 
 ______ 

 W 
3
 y L 

3
 
   (5.27b)

But, ID5 5 ID6 and ID3 5 ID7y2. Substituting into Eq. (5.27) and simplifying gives the 

important constraint

   
 W 

5
 y L 

5
 
 ______ 

 W 
3
 y L 

3
 
   5 2   

 W 
6
 y L 

6
 
 ______ 

 W 
7
 y L 

7
 
   (5.28)
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490 Chapter 5 Analog Integrated Circuits

Once this constraint is met, any k and Vt mismatches in the M1-M2 and M3-M4 pairs 

will cause the 1st stage to exhibit an input offset voltage of the type of Eq. (4.161). 

Adapting to the present case, we have 

  V OS (1st stage) ù   
 V OVp  ____ 

2
    √ 

___________________________________

      (   D k p  ___ 
 k p 

   )  
2

  1   (   D k n  ___ 
 k n 

   )  
2

  1   (   D V tp  _______ 
0.5 V OVp 

   )  
2

  1   (   D V tn  _______ 
0.5 V OVp 

   )  
2

    (5.29)

where subscripts p and n refer, respectively, to the M1-M2 and M3-M4 pairs. Even if 

the M1-M2 and M3-M4 pairs are perfectly matched, letting vP 5 vN 5 0 is likely to 

result in vO Þ 0 because of a possible imbalance between M5 and M6. Refl ected to the 

input, the effect of this imbalance will result in an additional component for VOS (this 

issue is explored further in the end-of-chapter problems).

Input Voltage Range (IVR)
In negative-feedback operation the op amp forces vN to track vP, so the common-mode 

input voltage is vIC 5 1⁄2(vP 1 vN) ù vP. We wish to fi nd the common-mode input 
voltage range, that is, the range of values of vIC over which the input stage will function 

properly, with all FETs operating in saturation or at most at the edge of saturation 

(EOS). The upper limit is reached when M7 is driven to the EOS, where VSD7 5 

VOV7. Using inspection and KVL we thus write vIC(max) 5 VDD 2 VOV 7 2 VSG1, that is, 

 vIC(max) 5 VDD 2 VOV7 2 VOV1 2 uVt1u (5.30a)

Similarly, the lower limit for vIC is reached when M1 is driven to the EOS, where VSD1 5 

VOV1. Using inspection and KVL we thus write vIC(min) 5 VSS 1 VGS3 1 VSD1 2 VSG1. 

But, VSD1 2 VSG1 5 VOV1 2 (VOV1 1 uVt1u) 5 2uVt1u, so 

 vIC(min) 5 VSS 1 VOV3 1 Vt3 2 uVt1u (5.30b)

It is apparent that for this circuit vIC(max) is more restrictive than vIC(min). 

Output Voltage Swing (OVS)
This is the range of values of vO over which M5 and M6 operate in saturation or at most 

at the EOS. By inspection, we readily fi nd 

 vO(max) 5 VDD 2 VOV6   vO(min) 5 VSS 1 VOV5 (5.31)

In words, vO can swing within a VOV voltage drop of each supply rail. 

 (a) Suppose the two-stage CMOS op amp of Fig. 5.13 is fabricated in a pro-

cess characterized by   k9  n  5 2.5  k9  p  5 100 �A/V2, Vtn 5 2Vtp 5 0.75 V,   �9  n  5 

0.1 �m/V and   �9  p  5 0.05 �m/V. Moreover, all FETs are fabricated with 

L 5 1 �m and are designed to operate with VOV 5 0.25 V. If the circuit is 

powered from 62.5-V supplies and uses IREF 5 100 �A, specify suitable val-

ues for W1 through W8 to bias both stages at 100 �A (for simplicity assume 

�n 5 �p 5 0 in the course of your dc calculations). 

EXAMPLE 5.2
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  5.2 The Two-Stage CMOS Operational Amplifi er 491

 (b) Find the individual-stage gains, the overall gain, the output resistance, the 

IVR, and the OVS. 

 (c) Check with PSpice and account for any differences between calculated and 

simulated values.

Solution 
 (a) M6, M7, and M8 must each satisfy the saturation-region condition 

 100 �A 5   
40 �A

 ______ 
2
     W _____ 

1 �m
   0.2 5 2 

  which gives W 5 80 �m. So, W6 5 W7 5 W8 5 80 �m. M1 and M2 draw half 
as much current as M7 but with the same overdrive voltage, so W1 5 W2 5 

W7y2 5 40 �m. M3 and M4 must each satisfy the condition 

 50 �A 5   
100 �A

 _______ 
2
     W _____ 

1 �m
  0.2 5 2 

  which gives W3 5 W4 5 16 �m. By Eq. (5.28), (W5y1)y(16y1) 5 2(80y1)y
(80y1), or W5 5 32 �m. In summary, 

 W1 5 W2 5 40 �m  W3 5 W4 5 16 �m

 W5 5 32 �m     W6 5 W7 5 W8 5 80 �m

 (b) By Eq. (5.25c) we have 

 a 5   [   2 3 1 ______________  
0.25(0.1 1 0.05)

   ]  
2

  5 53. 3 2  5 2,844 V/V

  so a1 5 a2 5 253.3 V/V. Also,  � n  5   �9  n y1 5 0.1  V 21  and  � p  5   �9  p y1 5 0.05  V 21 , so 

ro5 5 1y(0.1 3 100 3 1026) 5 100 kV, ro6 5 1y(0.05 3 100 3 1026) 5 200 kV, and 

 Ro 5 100//200 5 66.7 kV

  Finally, Eqs. (5.30) and (5.31) give

 vIC(max) 5 2.5 2 2 3 0.25 2 0.75 5 1.25 V 

 vIC(min) 5 vO(min) 5 22.5 1 0.25 5 22.25 V 

 vO(max) 5 2.25 V

 (c) A PSpice simulation using the circuit of Fig. 5.14a gives the VTC of Fig. 5.14b, 

which reveals a (systematic) input offset of 166 �V and confi rms output satu-

ration levels within a VOV of the 62.5-V supplies. (The offset can be compen-

sated for by specifying a dc component of 2166 �V for the ac input source 

vp.) After directing PSpice to perform the small-signal analysis (.TF) we get 

a 5 voyvp 5 4,271 V/V and Ro 5 75 kV. The discrepancy between calculated 

and simulated values stems primarily from the assumption � 5 0, especially 

while calculating gm1 and gm5. For more accurate results we must multiply 

the calculated value of gm1 by (1 1 �VSD1) ù (1 1 0.05 3 2.5) 5 1.125 
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492 Chapter 5 Analog Integrated Circuits

Common-Mode Rejection Ratio (CMRR)
We estimate this parameter by adapting Eq. (4.158) to the present circuit, 

 CMRR 5   
1 1  g m3

  r o3
 
 _________ 

1 1  r o3
 y r o1

 
  [1 1 2( g m1

  1  g mb1
 ) r o7

 ]  (5.32)

If necessary, the CMRR can be improved by raising M7’s output resistance, for in-

stance via the cascoding technique. The price is a reduction in the value of vIC(max). 

Power-Supply Rejection Ratio (PSRR)
The output of an amplifi er should be unaffected by any variations in its power-supply 

voltages, such as ripple and supply noise induced by adjacent circuitry. However, a 

real-life amplifi er will be somewhat sensitive also to these variations (besides the 

already familiar common-mode input voltage), so the small-signal output of an op 

amp with split supplies takes on the more general form 

  v o  5  a dm  v id  1  a cm  v ic  1  a dd  v dd  1  a ss  v ss  (5.33)

and that of gm5 by (1 1 �VDS5) ù (1 1 0.1 3 2.5) 5 1.25. With these corrections 

we get a1 ù 253.3 3 1.125 5 260 V/V, a2 ù 253.3 3 1.25 5 266.7 V/V, 

and a ù 24,000 V/V, in better agreement with PSpice. 

FIGURE 5.14 (a) PSpice circuit for Example 5.2, and (b) its VTC. The MOSFET parameters are as 

follows:   k9  n  5 2.5  k9  p  5 100 �A/ V 2 ,  V tn  5 2 V tp  5 0.75 V, and  � n  5 2 � p  5 0.1  V 21 .
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  5.2 The Two-Stage CMOS Operational Amplifi er 493

where vdd and vss are, respectively, the variations in the supply voltages VDD and VSS, 

and add and ass are the gains with which the amplifi er magnifi es these variations, that 

is, add 5 voyvdd and ass 5 voyvss. Ideally, both add and ass should be zero (just like acm 

should be). To tell how insensitive a real-life amplifi er is to power-supply variations 

we use a fi gure of merit called the power-supply rejection ratio (PSRR), which, in the 

case of split supplies, takes on the separate forms 

 CMR R dd  5  u    a dm 
 ___  a dd 
   u   CMR R ss  5  u    a dm 

 ___  a ss 
   u  (5.34)

where adm is the familiar differential-mode gain. To estimate the PSRRs of the two-

stage CMOS op amp, refer to its ac equivalents of Fig. 5.15, with respect to which 

we make the following observations:

● Applying vdd to the emitters of the M1-M2 pair via ro7 has the same effect as lifting 

their bases off ground and driving them with a common voltage of 2vdd while 

holding the upper terminal of ro7 at ac ground. We can thus adapt the common-

mode gain of Eq. (4.157c) to the present circuit. Ignoring the body effect for 

simplicity, we have 

  v ds4
  5  a cm(MOS)

 (2 v dd ) ù   
 v dd  ______ 

2 g m4
  r o7

 
  

 Applying KCL at node vo gives

   
 v dd  2  v o  _______  r o6

    5  g m5
   

 v dd  ______ 
2 g m4

  r o7
 
   1   

 v o  ___  r o5
   

FIGURE 5.15 Ac equivalents for the estimation of the supply rejection ratios to (a) VDD and (b) VSS.
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494 Chapter 5 Analog Integrated Circuits

 Since VOV5 5 VOV4 and VOV6 5 VOV7, it follows that ro6yro7 5 2gm4ygm5, so the 

above expression gives vo(1yro6 1 1yro5) 5 vdd(1yro6 2 1yro6) 5 0. This is 

possible only if vo 5 0, so 

  a dd  5   
 v o  ___  v dd 

   5   0 ___  v dd 
   5 0 V/V (5.35a)

 and

 PSRRdd 5 ` (5.35b)

 Interestingly, the contributions by vdd to vo via ro6 and ro7 cancel each other out. 

However, because of various approximations made, PSRRdd will in practice not 

be infi nite, though we expect it to be reasonably high. 
● Turning next to Fig. 5.15b, we observe that the balance condition of the input 

stage is unperturbed by vss, so we have vds4 5 vds3 5 0. M5’s internal dependent 

source is now dormant, so we use the voltage divider rule to write

  a ss  5   
 v o  __  v ss 

   5   
 r o6

 
 _______ 

 r o5
  1  r o6

 
   (5.36a)

 Substituting into Eq. (5.34), along with adm as given in Eq. (5.25a), we fi nally get

 PSR R ss  5  g m1
 ( r o2

 // r o4
 ) g m5

  r o5
   (5.36b)

Estimate the CMRR and PSRRs of the CMOS op amp of Example 5.2 (ignore the 

body effect for M1 and M2). Compare with PSpice, and comment.

Solution
Using gm1 5 gm3 5 (2 3 50 3 1026y0.25) 3 1.125 5 0.45 mA/V and gm5 5 (2 3 

100 3 1026y0.25) 3 1.25 5 1 mA/V, we have, by Eqs. (5.32), (5.35b), and (5.36), 

CMRR 5   1 1 0.45 3 200  ______________  
1 1 200y400

  [1 1 2(0.45 1 0)200] 5 10,981 5 80.8 dB

PSRRdd 5 `  PSRRss 5 0.45(400//200) 3 1 3 100 5 6,000 5 75.6 dB

To fi nd the CMRR via PSpice, use again the circuit of Fig. 5.14, but with the 

inputs tied together and driven by a common ac source vic. The small-signal analy-

sis (.TF) gives acm 5 voyvic 5 0.4214 V/V, so CMRR 5 admyacm 5 4271y0.4214 5 

10,135 5 80.1 dB, in good agreement with the calculated value. 

To fi nd PSRRdd, ground the inputs and insert an ac source vdd in series with the 

VDD source (alternatively, implement VDD with an ac source having a dc compo-

nent of 2.5 V). The small-signal analysis (.TF) gives add 5 voyvdd 5 20.04158 V. 

Though not zero as predicted by the calculations, add is fairly small, giving 

PSRRdd 5 uadmyaddu 5 4271y0.04158 5 102,718 5100 dB, which, though not infi -

nite, is still fairly high. Likewise, using an ac source vss in series with VSS gives ass 5 

voyvss 5 0.6202 V/V, so PSRRss 5 uadmyassu 5 4271y0.6202 5 6,886 5 76.8 dB, 

in reasonable agreement with the calculated value. 

EXAMPLE 5.3
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Rewriting Eq. (5.33) in the form 

  v o  5  a dm  (  v id  1   
 a cm 

 ___  a dm    v ic  1   
 a dd  ___  a dm    v dd  1   

 a ss  ___  a dm    v ss  )  

 5  a dm  (  v id  1   
 v ic  ______ 

CMRR
   1   

 v dd  _______ 
PSR R dd 

   1   
 v ss  ______ 

PSR R ss 
   )  (5.37)

offers an instructive interpretation for the rejection ratios: (a) the voltages vic, vdd, and 

vss, refl ected to the input, get divided by the corresponding rejection ratios; (b) since 

the refl ected voltages are in series with vid, they act as separate input offset-voltage 
components. Clearly, the higher a rejection ratio, the smaller the corresponding input 

offset term.

5.3 THE FOLDED-CASCODE CMOS OPERATIONAL AMPLIFIER

The two-stage op amp just studied realizes voltage gain in the form a 5 (Gm1Ro1) 3 

(Gm2Ro2), that is, as the product of its individual stage gains. Regrouping as a 5 

Gm1(Ro1Gm2Ro2) suggests an alternative implementation, namely, a single stage (Gm1) 

but having a much higher output resistance (Ro 5 Ro1Gm2Ro2). We start out with an 

active-loaded differential pair to implement Gm1, and then we cascode both the pair 

and the load to raise the output resistance. To avoid the notorious voltage-swing limi-

tations of straight cascodes we use the folded-cascode scheme introduced at the end 

of Section 4.9. This results in the popular CMOS op amp alternative of Fig. 5.16, in 

FIGURE 5.16 (a) Simplifi ed diagram of the folded-cascode CMOS op amp and (b) its Norton equivalent. 
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496 Chapter 5 Analog Integrated Circuits

connection with which we note the following: 

● The heart of the circuit is the p-channel differential pair M1-M2, in turn cascoded by 

the n-channel CG pair M3-M4. As we know, in the folded arrangement the CG pair 

requires separate biasing, a function here provided by the two IBIAS current sinks. 
● The active load is the cascode current mirror made up of the M5-M6 and M7-M8 pairs. 

(The function of capacitor Cc is to stabilize the amplifi er against possible oscillations 

in negative-feedback operation, a subject to be addressed in detail in Chapter 7.)
● The dc biasing circuitry comprises the sources ISS, IBIAS, and VBIAS. Should the M1-M2 

pair be over-driven, one of its FETs would go off. To prevent the corresponding 

half of the load from also turning off and then require a delay to go back on when 

the overdrive condition is removed, it is customary to specify IBIAS . ISS, such as 

IBIAS ù 1.25ISS. Shown in Fig. 5.17 is a possible realization of the dc biasing cir-

cuitry: M9 and M10 sink the IBIAS currents, M11 sources the ISS current, and M12 through 

M16 provide the proper voltages to bias M11 as well as the M3-M4 and M9-M10 pairs.

We now wish to fi nd the element values Gm and Ro of the Norton equivalent 

depicted in Fig. 5.16b. To fi nd Gm we need to fi nd io(sc), a task that we shall carry out 

using the half-circuit concept of Fig. 5.18. The differential pair responds to an input 

imbalance vid 5 vp 2 vn with the drain currents 

  i 
1
  5  g m1

   
 v id  __ 
2
     i 

2
  5  g m2

   
 v id  __ 
2
  

FIGURE 5.17 Detailed circuit schematic of the folded-cascode CMOS op amp. 
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FIGURE 5.18 Ac model to fi nd the short-circuit output current io(sc). 
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Since gm2 5 gm1, it follows that i2 5 i1. Once i2 reaches M4’s source, it divides between 

the resistance seen looking into M4’s source and that seen looking into M10’s drain. 

The former is Rs4 5 [1y(gm4 1 gmb4)]//ro4 and the latter is Rd10 5 ro10. Since Rs4 ! Rd10, 

virtually all of i2 will fl ow into M4 and thence to the output ac short, as shown. Similar 

considerations hold for the current division experienced by i1 at M3’s source. Virtu-

ally all of i1 will come out of M3 and will thus be mirrored into the output ac short, as 

shown. By KCL, io(sc) 5 i1 1 i2 5 2(gm1vidy2) 5 gm1vid. Consequently, 

  G m  5   
 i o(sc)

 
 ______  v p  2  v n 

   5  g m1
  (5.38)

To fi nd the small-signal output resistance Ro, set the input sources to zero, apply 

a test voltage v, fi nd the current i out of the test source, and let Ro 5 vyi. The test 

method is depicted in Fig. 5.19, where we observe that i consists of three components: 

● The component i6 5 vyRd6, where Rd6 is the resistance seen looking into M6’s 

drain. Adapting Eq. (4.41) to the present circuit we have 

  i 
6
  5   v  _______________________   

 r o6
  1  r o8

  1 ( g m6
  1  g mb6

 ) r o6
  r o8

 
   ù   v ______________  

( g m6
  1  g mb6

 ) r o6
  r o8
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● The component i4 5 vyRd4, where Rd4 is the resistance seen looking into M4’s 

drain. Again adapting we get 

  i 
4
  5   v  ___________________________________    

 r o4
  1 (2 r o2

 // r o10
 ) 1 ( g m4

  1  g mb4
 ) r o4

 (2 r o2
 // r o10

 )
   ù   v ____________________  

( g m4
  1  g mb4

 ) r o4
 (2 r o2

 // r o10
 )
  

 where 2ro2 is the resistance seen looking into M2’s drain. 
● Upon exiting M4, i4 divides between 2ro2 and ro10 to give, by the current divider rule, 

  i 
2
  5   

 r o10
 
 _________ 

2 r o2
  1  r o10

 
   i 

4
  5   

2 r o2
 // r o10

 
 _______ 

2 r o2
 
   i 

4
  ù   v _______________  

( g m4
  1  g mb4

 )2 r o2
  r o4

 
  

 This current continues through M1 to M3’s source, where it experiences negli-

gible current division to proceed through M3 to the mirror, which then replicates 

it at the test source, as shown.

We now apply KCL to write 

 i ù   v ______________  
( g m6

  1  g mb6
 ) r o6

  r o8
 
   1   v ____________________  

( g m4
  1  g mb4

 ) r o4
 (2 r o2

 // r o10
 )
   1   v _______________  

( g m4
  1  g mb4

 )2 r o2
  r o4

 
  

Combining the last two terms and simplifying, we write 

 i ù   v ______________  
( g m6

  1  g mb6
 ) r o6

  r o8
 
   1   v ___________________  

( g m4
  1  g mb4

 ) r o4
 ( r o2

 // r o10
 )
   5   v __ 

 R o 
  

FIGURE 5.19 Ac model to fi nd the output resistance Ro. 
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where 

  R o  ù  [ ( g m6
  1  g mb6

 ) r o6
  r o8

  ] // [ ( g m4
  1  g mb4

 ) r o4
 ( r o2

 // r o10
 ) ]  (5.39)

Finally, the unloaded voltage gain is 

 a 5   
 v o  ______  v p  2  v n 

   5  g m1
  R o  (5.40)

Input Voltage Range and Output Voltage Swing 
In order for the circuit to function properly, all FETs must operate in saturation or at 

most at its edge (EOS). The permissible range of values for the common-mode input 

voltage vIC defi nes the input voltage range (IVR). Using inspection and KVL in the 

circuit of Fig. 5.17 we readily fi nd 

 vIC(max) 5 VDD 2 VOV11 2 VOV1 2 uVt1u  vIC(min) 5 VSS 1 VOV9 2 uVt1u (5.41)

Likewise, the limits of the output voltage swing (OVS) are

 vO(max) 5 VDD 2 uVt8u 2 VOV8 2 VOV6  vO(min) 5 VSS 1 VOV10 1 VOV4 (5.42)

We can eliminate the uVt8u term from vO(max) by using a wide-swing cascode mirror 

such as the p-channel version of the Sooch mirror discussed in Section 4.8.

 (a) Suppose the folded-cascode op amp of Fig. 5.17 is fabricated in a process with 

  k9  n  5 2.5  k9  p  5 100 �A/V2, Vtn 5 2Vtp 5 0.75 V,   �9  n  5 0.1 �m/V and   �9  p  5 

0.05 �m/V. Moreover, all FETs are fabricated with L 5 1 �m and are de-

signed to operate with VOV 5 0.25 V. If the circuit is powered from 62.5-V 

supplies and uses IREF 5 100 �A, specify suitable values for W1 through W16 

for ISS 5 100 �A and IBIAS 5 125 �A. (For simplicity assume l 5 0 and 

ignore the body effect in the course of your dc calculations.)

 (b) Assuming x 5 0.1 throughout, fi nd Ro, a, the IVR, and the OVS. 

Solution
 (a) Each FET (except for M13) must satisfy the saturation-region condition

  I D  5   k9 __ 
2
     W _____ 
1 �m

  0.2 5 2 

  which allows us to perform the following calculations:

● Letting ID 5 100 �A and k9 5 40 �A/V2 in the above expression gives 

W11 5 W12 5 80 �m. 
● Since M1 and M2 draw half as much dc current as M11 we have W1 5 W2 5 

W11y2 5 80y2 5 40 �m. 
● Letting ID 5 100 �A and k9 5 100 �A/V2 gives W14 5 W15 5 W16 5 

32 �m. Also, W13 5 32y4 5 8 �m. 

EXAMPLE 5.4
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500 Chapter 5 Analog Integrated Circuits

● Since M9 and M10 draw 125 �A (51.25 3 100 �A), they must be 1.25 

times as wide as M15, so W9 5 W10 5 1.25W15 5 1.25 3 32 5 40 �m. 
● At dc balance M3 and M4 draw 125 2 50 5 75 �A each, or 3⁄4ID15. Conse-

quently, W3 5 W4 5 3⁄4W15 5 3⁄432 5 24 �m. 
● M5 through M8 draw 75 �A, or 3⁄4ID11, so W5 5 W6 5 W7 5 W8 5 3⁄4W11 5 

3⁄480 5 60 �m. The widths of the signal-processing FETs are 

 W1 5 W2 5 W9 5 W10 5 40 �m  W3 5 W4 5 24 �m 

 W5 5 W6 5 W7 5 W8 5 60 �m  W11 5 80 �m

 (b) Proceeding as usual, we fi nd 

  g m1
  5 2   

 I D1
 
 ____ 

 V OV1
 
   5 2   50 3 1 0 26  _________ 

0.25
   5 0.4 mA/V

  g m4
  5  g m6

  5 2   75 3 1 0 26  _________ 
0.25

   5 0.6 mA/V

  r o2
  5   1 ____ 

 � 
2
  I D2

 
   5   1 _______________  

0.05 3 50 3 1 0 26 
   5 400 kV

  r o4
  5   1 ______________  

0.1 3 75 3 1 0 26 
   5 133 kV 

  r o6
  5  r o8

  5   1 _______________  
0.05 3 75 3 1 0 26 

   5 267 kV

  r o10
  5   1 _______________  

0.1 3 125 3 1 0 26 
   5 80 kV

  Substituting into Eqs. (5.32) and (5.33) we get

  R o  ù  [ 0.6(1 1 0.1)267 3 267 ] // [ 0.6(1 1 0.1)133(400//80) ]  

 ù (49,050//5867) kV 5 5.22 MV

 a ù 0.4 3 1 0 23  3 5.22 3 1 0 6  5 2,088 V/V

  Finally, use Eq. (5.41) and (5.42) to fi nd 

 vIC(max) 5 1.25 V  vIC(min) 5 23.0 V

 vO(max) 5 1.25 V  vO(min) 5 22 V

The two-stage and folded-cascode topologies, along with variants thereof, are 

in widespread use today. As mentioned, both topologies achieve an overall gain on 

the order of (gmro)
2, though by different means. Yet the folded cascode requires more 

transistors and its OVS is more limited, so one may wonder what its advantages are 

compared to the two-stage version. To answer this question we need to study stabil-

ity and frequency compensation, in Chapter 7. There we shall see that in negative-

feedback operation, which is the preferred mode of operation of op amps, the folded 

cascode is much easier to stabilize against unwanted oscillations. This advantage 

alone warrants the additional transistor count! 
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  5.4 Voltage Comparators 501

5.4 VOLTAGE COMPARATORS

After the op amp, the voltage comparator is probably the most popular high-gain 

amplifi er. Its function is to compare two analog inputs vP and vN and yield a binary-

valued output such as 

 vO 5 VOL for vP , vN  (5.43a)

 vO 5 VOH for vP . vN  (5.43b)

where VOL and VOH are prescribed logic levels such as the familiar TTL/CMOS-

compatible voltages VOL 5 0 V and VOH 5 5 V. Aptly called a decision circuit, the com-

parator can also be viewed as a 1-bit analog-to-digital converter. Figure 5.20a shows the 

comparator’s circuit symbol, whereas Fig. 5.20b shows the voltage transfer curve (VTC) 

implied by Eq. (5.43). As we know, the slope of a VTC represents gain, so the VTC of 

Fig. 5.20b implies an amplifi er having infi nite gain and saturating at VOL and VOH.

Infi nite gain is physically impossible, so the VTC of a real-life comparator is 

more likely as in Fig. 5.20c, where we estimate voltage gain as 

 a ù   
 V OH  2  V OL  _________ 
 V IH  2  V IL 

   (5.44)

with VIL and VIH representing the values of vI at which a 5 1 V/V. Accordingly, 

Eq. (5.43) changes to 

 vO 5 VOL for vP , (vN 1 VIL) (5.45a)

 vO 5 VOH for vP . (vN 1 VIH) (5.45b)

Moreover, we have 

 vO 5 a(vP 2 vN) for (vN 1 VIL) , vP , (vN 1 VIH) (5.45c)

FIGURE 5.20 (a) Circuit symbol for the voltage comparator. (b) Idealized VTC, and 

(c) real-life VTC.
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502 Chapter 5 Analog Integrated Circuits

It is apparent that the real-life VTC of Fig. 5.20c is only an approximation to the ideal 

VTC of Fig. 5.20b. However, the closer VIL and VIH are to each other, the higher the 

gain and the closer the VTC to ideal. 

As a high-gain amplifi er, the voltage comparator bears strong similarities to the 

op amp (in fact, we use the same circuit symbol for both). However, they differ in 

two important respects: 

● Op amps are intended to operate with negative feedback, whereas compara-

tors are not. In Chapter 7 we shall see that in order to stave off possible oscil-

lation, an op amp is equipped with a frequency-compensation network which, 

in its simplest form, consists of a mere capacitance, such as Cc in Figs. 5.1, 

5.13 and 5.16. In Chapter 6 we shall see that Cc slows down the dynamics of 

the op amp considerably. Comparators, on the other hand, do not need to be 

frequency compensated because voltage comparison does not involve nega-

tive feedback (in fact, a compensation capacitance would only slow down the 

comparator unnecessarily). Freed of compensation requirements, compara-

tors operate at full speed (voltage-comparator dynamics are investigated in 

Chapter 6). 
● The output saturation voltages of op amps are not digitally compatible (for in-

stance, a 741 op amp powered from 615-V supplies saturates at about 613 V, 

a far cry from TTL/CMOS logic levels). Conversely, voltage-comparator output 

stages are designed with this type of compatibility in mind. 

If speed and logic compatibility are not of concern, then an op amp can indeed 

be used as a voltage comparator. However, most comparator applications require 

specialized circuits that have been optimized for this specifi c operation. To get a feel, 

let us examine some typical bipolar and CMOS voltage-comparator realizations. 

The LM339 Voltage Comparator
This popular bipolar comparator, available in a quad package from most analog IC 

manufacturers, is depicted in simplifi ed form in Fig. 5.21. We identify the following 

blocks: 

● The 1st or input stage consists of the EC pair Q2-Q3 and the active load Q5-

Q6. Q2 and Q3 are buffered by the voltage followers Q1 and Q4 to achieve very 

low input bias currents (25 nA according to the data sheets). Also, thanks to 

the additional VEB drop introduced by each buffer, the IVR extends all the way 

down to ground potential. (In fact, vP and vN can be driven few tenths of a volt 

below ground without causing malfunction.) The function of the diodes is to 

provide protection against excessive reverse bias as well as more rapid turn off 

for Q2 and Q3. Using half-circuit analysis we readily fi nd the (loaded) gain of 

this stage as 

  a 
1
  5   

 v b7
 
 ______  v p  2  v n 

   5   
 r �2

 
 _______ 

 r e1
  1  r �2

 
   g m3

 ( r o3
 // r o6

 // r �7
 ) ù  g m3

  r �7
  (5.46)
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  5.4 Voltage Comparators 503

● The 2nd or intermediate stage consists of the CE amplifi er Q7. Its function is to 

provide additional voltage gain, which we estimate as 

  a 
2
  5 2   

 v b8
 
 ___  v b7
    ù 2 g m7

  r �8
  (5.47)

● The 3rd or output stage consists of the so-called open collector CE transistor Q8. 

The reason for leaving the collector uncommitted is so that the user can confi gure 

it externally for the desired logic levels at the output. The simplest form is to use 

a pull-up resistor RPU, in which case the circuit yields VOL 5 VCE8(sat) ù 0.2 V 

when Q8 is driven in saturation, and VOH 5 VCC when Q8 is driven in cutoff. With 

VCC 5 5 V the circuit yields TTL/CMOS logic levels of about 0 V and 5 V. The 

gain of this stage is estimated as 

  a 
3
  5 2   

 v o  ___  v b8
    ù 2 g m8

  R PU   (5.48)

● The dc biasing circuit, shown in Fig. 5.22, consists of the multiple-output cur-

rent mirror Q9 through Q12, along with the stabilized current reference IREF, which 

in turn is shared among all four comparators on the chip. The current IREF is rep-

licated by Q10 to bias the Q2-Q3 pair, and by Q11 to actively load Q7. Moreover, 

Q12 forms a Widlar current source synthesizing a 7-�A current that subsequently 

divides between the two collectors to provide the 3.5-�A bias currents for the Q1 

and Q4 buffers. 

FIGURE 5.21 Simplifi ed circuit schematic of the LM339 voltage comparator.
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Q8Q7
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504 Chapter 5 Analog Integrated Circuits

FIGURE 5.22 The dc biasing circuitry of the 339 voltage comparator.

Q9

Q10 Q11
Q12

VCC

R

IREF
100 mA

100 mA 100 mA 3.5 mA

9.9 kV

3.5 mA

 (a) Assuming �p 5 150, �n 5 200, VCC 5 5 V, and RPU 5 2.4 kV, estimate the 

339 comparator’s gain for vO half way between VOH and VOL. 

 (b) Estimate the input bias current as well as the difference VIH 2 VIL. 

 (c) Check with PSpice and comment on your fi ndings. 

Solution 
 (a) For vO 5 1⁄2(VOH 1 VOL) 5 1⁄2(5 1 0.2) 5 2.6 V we have IC8 5 (5 2 2.6)y2.4 5 

1 mA. Using Eqs. (5.46) through (5.48), 

  a 
1
  ù   0.05 ____ 

26
    � 

7
    26 ___ 
0.1

   5   
 � 

7
 
 __ 

2
   5 100 V/V

  a 
2
  ù 2   0.1 ___ 

26
    � 

8
    26 ___ 
1
   5 2  

 � 
8
 
 ___ 

10
   5 220 V/V

  a 
3
  ù 2   

 R PU 
 _____ 

26 V
   5 292.3 V/V

The overall gain is a 5 a1 3 a2 3 a3 5 100 3 20 3 92.3 > 185 V/mV. 

 (b) IB 5 IB1 5 IE1y(�1 1 1) 5 (3.5 �A 1 IB2)y(�1 1 1) 5 [3.5 �A 1 (50 �A)y
(�2 1 1)]y(�1 1 1) 5 25.4 nA. By Eq. (5.44), VIH 2 VIL 5 (VOH 2 VOL)ya 5 

(5 2 0.2)y(185 3 103) ù 26 �V. 

 (c) The circuit of Fig. 5.23a utilizes a 339 macro-model to display the VTC (see 

Appendix 5A). 

From Fig. 5.23b we fi nd VIL ù 23 �V, VIH ù 52 �V, VOL ù 0.25 V, and VOH 5 5 V. 

By Eq. (5.44), the gain is a ù (5 2 0.25)y[(52 2 23)1026] ù 183 V/mV. We also 

observe that the simulated VTC is shifted toward the right by about 37 �V. This 

represents the input offset voltage VOS of the 339 macro-model for the given value 

of RPU. Due primarily to mismatches between the two halves of its input stage, 

an actual 339 is likely to exhibit a much higher VOS. You can easily search the 

Web for the LM339 data sheets, which list the following typical values at room 

temperature: a 5 200 V/mV, VOS 5 2 mV, IB 5 25 nA, and IOS 5 5 nA. The above 

calculations indicate that IB strongly depends on �p, a1 on �n, and a2 on RPU. 

EXAMPLE 5.5
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A CMOS Voltage Comparator
The circuit of Fig. 5.24 is the complementary version of the CMOS amplifi er of 

Fig.  5.13, but without the compensation network Rc-Cc, which is unnecessary in 

voltage comparison. The circuit is also equipped with an output inverter to boost the 

gain as well as to provide a rail-to-rail output swing, or VOL 5 VSS and VOH 5 VDD. 

If necessary, the channel widths W9 and W10 can be made suitably large to boost the 

output current-drive capabilities. 

FIGURE 5.23 (a) PSpice circuit to display (b) the VTC of the 339 voltage comparator. 
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FIGURE 5.24 CMOS voltage comparator.
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Comparators with Hysteresis
High gain and high speed, generally desirable in voltage comparators, may be 

counterproductive in the case of noisy inputs. To illustrate, consider the circuit of 

Fig. 5.25a, which uses a comparator to count the zero crossings of a slow varying 

signal vI affl icted by noise. This noise will cause the comparator to make multiple 

transitions when vI is in the vicinity of 0 V, thus leading to false counts. (You may 

fi nd the amount of noise exaggerated, but keep in mind that with very high gain it 

may take only a few tens of micro-volts of noise to span the range from VIL to VIH 

and vice versa, so the rendition of the fi gure has been exaggerated only to facilitate 

its visualization.) 

Also referred to as chatter, the unwanted output transitions can be eliminated 

if we incorporate hysteresis as depicted in Fig. 5.25b. Here, the comparator exhibits 

two VTCs, depending on the output state: when vO 5 VOL the comparator trips when 

vI raises to VTH, and when vO 5 VOH it trips when vI drops to VTL. If the voltage dif-

ference VTH 2 VTL, aptly called the hysteresis width, exceeds the maximum peak-to-

peak amplitude of the input noise, then chatter will be eliminated, as exemplifi ed in 

Fig. 5.25b. Hysteresis is introduced via positive feedback, either externally by the 

user7 or internally by the IC designer. Here we are interested in the latter. 

Figure 5.26 shows a popular CMOS realization of the comparator-with-

hysteresis concept. Ignoring M5 and M6 for a moment, we observe that the M4-M7 

mirror steers iD2 toward the output node vO, whereas the M3-M8 and M9-M10 mirrors 

steer iD1 away from node vO. Consequently, the circuit acts as a differential ampli-

fi er with small-signal gain a 5 voy(vp 2 vn) 5 gm1(ro7//ro10) and a VTC of the type of 

Fig. 5.20c (see also Fig. 4.66). 

FIGURE 5.25 Illustrating (a) comparator chatter, and (b) its elimination via hysteresis. 
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Consider now the effect of having M5 and M6 present. Viewed as two cross-cou-

pled inverters, these transistors introduce a fl ip-fl op action that keeps the loads seen 

by M1 and M2 unbalanced. It is precisely this imbalance that causes hysteresis. To see 

how, refer to the reduced renditions of Fig. 5.27, where the cross-coupled FETs M5 

and M6 are assumed to have WyL ratios that are m (m . 1) times as large as those of 

the diode-connected FETs M3 and M4. We make the following observations:

● For vI suffi ciently negative as in Fig. 5.27a, M1 is off, so M3 and M5 are also off. All 

of ISS fl ows though M2, causing vO2 to be low. This forces M5 in the ohmic region, 

thus pulling vO1 to VDD. With vSG6 5 0, M6 is also off, resulting in iD4 5 iD2 5 ISS.

FIGURE 5.26 CMOS comparator with hysteresis. 
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FIGURE 5.27 The central part of the circuit of Fig. 5.26 for the cases (a) vI ! 0 and (b) vI @ 0.
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508 Chapter 5 Analog Integrated Circuits

● Raising vI will gradually turn on M1 at the expense of M2 becoming less con-

ductive. Since M1 sees the (small) ohmic resistance of M5 as load, vO1 will 

drop some. 
● For vI 5 0, ISS splits equally between M1 and M2. However, since k5 5 mk4, 

m . 1, it follows that vO1 is higher than vO2. In other words, the circuit is 

unbalanced because M5 is still in the triode region whereas M4 is saturated. 
● To make the circuit trip we need to raise vI to the value VIH (VIH . 0) that will 

pull M5 out of the triode region and into saturation. This value is found via KVL 

and the familiar FET formula as 

  V IH  5  V GS1
  2  V GS2

  5  V OV1
  2  V OV2

  ù  √ 
______

 2 I D1
 y k 

1
    2  √ 

______

 2 I D2
 y k 

2
    

 5  √ 
____

 2y k 
1
    (  √ 

___
  I D1
    2  √ 

___
  I D2
    )  

 (For simplicity all FETs are assumed to have � 5 0.) Substituting ID1 5 ID5 5 

mID4 5 mID2, along with ID1 1 ID2 5 ISS, we fi nally get, after suitable manipulation,

  V IH  ù  √ 
_________

   
2 I SS  _________ 

(m 1 1) k 
1
 
     (  √ 

__
 m   2 1 )  (5.49)

● For vI suffi ciently positive as in Fig. 5.27b the roles of the various FET pairs 

are interchanged, so we exploit the symmetry of the circuit to state that in order 

to make it trip in the opposite direction we now need to lower vI to the value 

VIL (VIL , 0) such that 

 VIL 5 2 VIH (5.50)

 (a) Assuming  k9 n  5 2.5  k9 p  5 100 �A/V2 and L 5 1 �m for all FETs in the circuits 

of Fig. 5.27, estimate VIH and VIL if ISS 5 25 �A and all FETs have W 5 10 �m, 

except for M3 and M4, which have W3 5 W4 5 6 �m. What are the values of 

ID1 and ID2 for vI 5 VIH? For vI 5 VIL? 

 (b) Verify the circuits of Fig. 5.27 via PSpice. Assume 62.5-V power supplies, 

along with Vtn 5 2Vtp 5 0.75 V and  �9 n  5  �9 p  5 0.05 �m/V. Compare with the 

calculated values, and comment.

Solution 
 (a) Applying Eqs. (5.49) and (5.50) with m 5 10y6 we get 

  V IH  ù  √ 
__________________

    2 3 25  __________________  
(10y6 1 1)(10y1)100

      (  √ 
_____

 10y6   2 1 )  ù 40 mV 5 2 V IL 

  Imposing ID1 5 (10y6)ID2 and ID1 1 ID2 5 25 �A we readily get, for vI 5 

VIH, ID1 ù 15.6 �A and ID2 ù 9.4 �A. For vI 5 VIL the roles are reversed, so 

ID1 ù 9.4 �A and ID2 ù 15.6 �A.

EXAMPLE 5.6

fra28191_ch05_472-563.indd   508fra28191_ch05_472-563.indd   508 13/12/13   11:13 AM13/12/13   11:13 AM



  5.4 Voltage Comparators 509

FIGURE 5.28 PSpice circuit to investigate the 

hysteresis of the comparator of Example 5.6.
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FIGURE 5.29 Transfer characteristics of the comparator of Fig. 5.28: (a) hysteresis and (b) detail. 
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 (b) Using the PSpice circuit of Fig. 5.28 we readily obtain the plots of Fig. 5.29, 

from which we fi nd VIH 5 2VIL 5 35.7 mV. This value differs from 40 mV 

because our hand calculations are based on � 5 0. Figure 5.29b provides an 

expanded view of the snapping action taking place as vI is raised to VIH. Once 

M1 pulls M5 out of the triode region, vO1 drops more rapidly until M6 turns on. 

At this point M6 pulls vO2 toward VDD as fast as it can. This, in turn, shuts off 

M5, causing a fi nal and more rapid drop in vO1. It is apparent that because of 

the fl ip-fl op action provided by M5 and M6, vO1 and vO2 coexist only in comple-

mentary form (one is high whereas the other is low, and vice versa). 
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510 Chapter 5 Analog Integrated Circuits

5.5 CURRENT AND VOLTAGE REFERENCES

It is apparent by now that an analog circuit, be it a single-transistor amplifi er/buffer 

or a multi-transistor circuit such as the stages forming op amps and comparators, 

must be properly biased in order to function. Since the dc biasing conditions af-

fect the small-signal parameters, it is desirable that bias currents be independent of 

power-supply variations. Many of the circuits studied so far postulated the existence 

of a stabilized current IREF. We now wish to take a closer look at ways of generating 

such a current. 

Power-Supply-Based Current References
Perhaps the simplest current reference is a current mirror biased from the power sup-

ply via a plain resistance R, as depicted in Figs. 5.30a and b. (In this section, unless 

stated to the contrary, we assume negligible base currents and ignore base-width 

and channel-length modulation effects as well as the body effect in MOSFETs.) By 

current-mirror action and Ohm’s law we have, for the two circuits, 

  I REF(BJT)
  5  I BIAS  5   

 V CC  2  V BE 
 _________ 

R
     I REF(MOS)

  5  I BIAS  5   
 V DD  2  V GS  _________ 

R
   (5.51)

In the CMOS case the role of the resistance can actually be played by a diode-

connected FET M3, as shown in Fig. 5.30c (see Problem 5.28).

 (a) Assuming VCC 5 5 V and matched BJTs in Fig. 5.30a, specify R for IREF 5 

0.25 mA. 

 (b) Estimate the percentage change in IREF if VCC is raised from 5 V to 6 V, and 

comment. 

Solution
 (a) Assuming VBE 5 0.7 V, use Ohm’s law to calculate R 5 (5 2 0.7)y0.25 5 

17.2 kV. 

 (b) With VCC 5 6 V we get IREF 5 IBIAS ù (6 2 0.7)y17.2 5 0.308 mA, indicating 

a percentage increase of 100(0.308 2 0.25)y0.25 ù 23%, quite a change! 

EXAMPLE 5.7

 (a) Let the FETs of Fig. 5.30b have Vt 5 0.75 V and k9 5 125 �A/V2. Assum-

ing VDD 5 5 V, specify R and WyL so that both FETS draw 100 �A with 

VOV 5 0.25 V. 

 (b) Estimate the percentage change in IREF if VDD is raised from 5 V to 6 V. 

EXAMPLE 5.8
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  5.5 Current and Voltage References 511

The above examples indicate a fairly strong dependence of IREF upon the supply 

voltage. As an example, the biasing scheme of the 741 op amp of Fig. 5.4 gives, for 

615-V supplies, IREF 5 (30 2 1.4)y39 5 733 �A. However, should the user opt for 

a pair of 69-V supply batteries, IREF would drop to (18 2 1.4)y39 5 426 �A, caus-

ing appreciable changes in most small-signal parameters. In the following we shall 

explore ways to reduce the dependence of IREF on the power supply. 

VBE-Based and VGS-Based Current References
The circuits of Fig. 5.31 can be viewed as modifi ed Wilson current mirrors with the 

diode-connected transistor replaced by the current-setting resistance R. Ignoring base 

currents we have, for the BJT case 

  I REF(BJT)
  5   

 V BE 
 ___ 

R
   5   

 V T  ln( I BIAS y I s )
 ___________ 

R
   (5.52a)

FIGURE 5.30 Power-supply-based current references: (a) bipolar, and (b) MOS. 

(c) All MOS version.
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R
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(a) (b) (c)

IREFIREF

Solution
 (a) Since VGS 5 0.75 1 0.25 5 1 V, Ohm’s law gives R 5 (5 2 1)y0.1 5 40 kV. 

Moreover, imposing 0.1 5 (0.125y2) 3 (WyL) 3 0.252 gives WyL 5 25.6. 

 (b) From part (a) we have k 5 k9(WyL) 5 0.125 3 25.6 5 3.2 mA/V2. Imposing 

  I BIAS  5   
6 2 0.75 2  √ 

________________

  2 I BIAS y(3.2 3 1 0 23 )  
   ___________________________  

40 3 1 0 3 
  

  and solving by iteration gives IREF 5 IBIAS ù 124 �A, indicating a 24% 

increase, quite a change!
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512 Chapter 5 Analog Integrated Circuits

where IBIAS 5 (VCC 2 VBE2 2 VBE)yRBIAS. Likewise we have, for the MOS case, 

  I REF(MOS)
  5   

 V GS  ___ 
R

   5   
 V t  1  √ 

_______

 2 I BIAS yk  
  ____________ 

R
   (5.52b)

where IBIAS 5 (VDD 2 VGS2 2 VGS)yRBIAS. In both cases IBIAS is still strongly dependent 

on the supply voltage. However, its effect on IREF is greatly mitigated by the fact that 

IBIAS now appears in the argument of a logarithm in the BJT case, and of a square root 
in the MOS case. As we know, VBE will remain fairly close to about 0.7 V even for 

appreciable variations in VCC. Moreover, if the FETs are fabricated with suffi ciently 

large WyL ratios to render the variations of the square-root term negligible compared 

to Vt, then VGS too will remain fairly constant in the vicinity of Vt.

FIGURE 5.31 (a) VBE-based and (b) VGS-based current references. 
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–
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VGS

1

–

(a) (b)

 (a) Assuming VCC 5 5 V, Is 5 1 fA, and negligible base currents, specify RBIAS 

and R in the circuit of Fig. 5.31a for IREF 5 2IBIAS 5 250 �A. Hence, estimate 

the percentage change in IREF if VCC is raised from 5 V to 6 V. Compare this 

change with Example 5.7, and comment. 

 (b) Assuming VDD 5 5 V, Vt 5 0.75 V, and k 5 3.2 mA/V2, specify RBIAS and R in 

the circuit of Fig. 5.31b for IREF 5 IBIAS 5 100 �A. Hence, estimate the per-

centage change in IREF if VDD is raised from 5 V to 6 V, compare with Example 

5.8, and comment. 

Solution
 (a) We have VBE 5 0.026 ln(125 3 1026y10215) 5 0.664 V so R 5 0.664y0.25 5 

2.66 kV. By the 18-mV rule of thumb, VBE2 5 VBE 1 18 mV 5 0.682 V. So, 

RBIAS 5 (5 2 0.682 2 0.664]y(0.25y2) 5 29.2 kV. With VCC 5 6 V we get 

IBIAS ù [6 2 2 3 0.67)]y29.2 5 159 �A, VBE 5 0.026 ln(159 3 1026y10215) 5 

0.670 V, and IREF 5 0.670y2.66 5 252.5 �A. This represents an increase in 

IREF of 100(252.5 2 250)y250 ù 1%, quite an improvement over the 23% 

increase of Example 5.7! 

EXAMPLE 5.9
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  5.5 Current and Voltage References 513

Imbalance-Based Current References 
An elegant alternative for achieving power-supply independence is offered by the 

introduction of deliberate imbalances in device geometries, or in the dc biasing con-

ditions, or both. In Fig. 5.32 the Q1-Q2 and M1-M2 pairs can be viewed as modifi ed 

Widlar current mirrors with deliberate device imbalances. Specifi cally, Q2 is fabri-

cated with an emitter area mn ($1) times as large as the emitter area An of Q1, so their 

saturation currents are related as Is2 5 mnIs1. Likewise, M2 is fabricated with a WyL 

ratio mn times as large as that of M1, so their device transconductance parameters are 

related as k2 5 mnk1. Also unbalanced are the current mirrors Q3-Q4 and M3-M4, for 

which Is3 5 mpIs4 and k3 5 mpk4. These imbalances force the current in the left branch 

to be mp times as large as that of the right branch, as shown. 

● Turning fi rst to the bipolar current reference of Fig. 5.32a, we observe that 

since Q2 has a larger emitter area than Q1, it will require a smaller VBE drive to 

sustain a current that is also mp times smaller than that of Q1. We thus write 

 D V BE  5  V BE1
  2  V BE2

  5  V T  ln   
 m p  I REF 

 ______ 
 I s1 

   2  V T  ln   
 I REF 

 ____ 
 m n  I s1 

   5  V T   ln( m p  m n ) (5.53)

FIGURE 5.32 Imbalance-based current references: (a) bipolar and (b) CMOS. 
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 (b) From Example 5.8 we have VGS 5 0.75 1 0.25 5 1 V, so R 5 1y0.1 5 10 kV 

and RBIAS 5 [5 2 1 2 1)]y(0.1) 5 30 kV. As we raise VDD from 5 V to 6 V 

we expect the change in VGS2 to be negligible compared to the change in VDD, 

so we write IBIAS ù [6 2 0.75 2 (2IBIASy3.2)1y2 2 1]y30. Solving by iterations 

gives IBIAS 5 0.132 mA. Consequently, VGS 5 0.75 1 (2 3 0.132y3.2)1y2 5 

1.037 V and IREF 5 1.037y10 5 103.7 �A, indicating a 3.7% increase in IREF, 

an appreciable improvement over 24% of Example 5.8! 
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514 Chapter 5 Analog Integrated Circuits

 where VT 5 kTyq is the familiar thermal voltage. Note that DVBE is proportional 

to absolute temperature, or PTAT for short. We use precisely this voltage differ-

ence to establish the reference current as IREF 5 DVBEyR, or 

  I REF(BJT)
  5   

 V T   ln( m p  m n )
 __________ 

R
   (5.54)

● Turning next to the MOS current reference of Fig. 5.32b, we likewise observe 

that since M2 has a larger WyL ratio than M1, it will require a smaller VGS drive 

to sustain a current that is also mp times smaller than that of M1. Ignoring M2’s 

body effect we thus write 

 D V GS  5  V GS1
  2  V GS2

  5  (  V t  1  √ 
_______

   
2 m p  I REF 

 _______ 
 k 

1
 
     )  2  (  V t  1  √ 

_____

   
2 I REF 

 ____ 
 m n  k 

1
 
     )  

 5  √ 
_____

   
2 I REF 

 ____ 
 k 

1
 
     (  √ 

___
  m p    2   1 ____ 

 √ 
___

  m n   
   )  (5.55)

 We use precisely this voltage difference to establish the reference current as 

IREF 5 DVGSyR. Eliminating DVGS and simplifying we get

  I REF(MOS)
  5   2 ____ 

 k 
1
  R 2 

    (  √ 
___

  m p    2   1 ____ 
 √ 

___
  m n   
   )  

2

  (5.56)

 We can specify a variety of values for mp and mn in the circuits of Fig. 5.32. 
● In the special case mp 5 1 and mn . 1 the voltages DVBE and DVGS arise from 

deliberate fabrication mismatches in the transistors of the Widlar mirrors. 
● In the special case mn 5 1 and mp . 1 the Widlar transistors are matched and 

DVBE and DVGS arise from deliberate unbalanced current drive. 

 (a) Assuming mp 5 2 in the circuit of Fig. 5.32a, specify mn and R for the room-

temperature values DVBE 5 75 mV and IREF 5 0.25 mA. 

 (b) Assuming mp 5 1 and k1 5 1.25 mA/V2 in the circuit of Fig. 5.32b, specify 

mn and R for DVGS 5 0.3 V and IREF 5 0.1 mA. 

Solution
 (a) Use Eq. (5.53) to impose 75 5 26 ln(2mn). This gives mn ù 9. Moreover, 

R 5 75y0.25 5 300 V.

 (b) Use Eq. (5.55) to impose 0.3 5  √ 
___________

  2 3 0.1y1.25   ( 1 2 1y √ 
___

  m n    ) . Then, mn 5 16 

and R 5 0.3y0.1 5 3 kV.

EXAMPLE 5.10

Equations (5.54) and (5.56) imply a supply-independent IREF. In practice, be-

cause of base-width modulation in the BJTs and channel-length modulation in the 

FETs, IREF will depend on the supply voltage somewhat. To get an idea, refer to the 

small-signal equivalent of Fig. 5.33, and use the test method to fi nd the change i 
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  5.5 Current and Voltage References 515

experienced by IREF due to a change v in the power supply. Here, the diode-connected 

transistors Q1yM1 and Q4yM4 are modeled by their (small) ac resistances r1 ù 1ygm1 

and r4 ù 1ygm4, the mirror transistor Q3yM3 is modeled by a dependent source mpi 
with parallel resistance ro3, and the degeneration resistance R has been absorbed into 

the model for transistor Q2yM2 by letting 

 Gm2 ù gm2y(1 1 gm2R)  Ro2 ù ro2(1 1 gm2R)

(for simplicity we are ignoring M2’s body effect). Using nodal analysis along with 

KVL we get

   
v 2  v 

1
 
 ______  r o3

    1  m p i 5   
 v 

1
 
 __  r 

1
     i 5  G m2

  v 
1
  1   

v 2  r 
4
 i
 ______ 

 R o2
 
  

Typically ro3 @ r1 and r4yRo2 ! 1, so the above expressions simplify as

   v ___  r o3
    1  m p i ù   

 v 
1
 
 __  r 

1
    ù  g m1

  v 
1
   i ù  G m2

  v 
1
  1   v ___ 

 R o2
 
  

Eliminating v1, collecting, and simplifying, we get 

   i __ v   5   
1 1 ( g m2

 y g m1
 ) 3 ( r o2

 y r o3
 )
  ____________________  

 R o2
 (1 2  m p  G m2

 y  g m  1 )
   (5.57)

It is apparent that the larger Ro2 the less dependent the current from the supply volt-

age. If desired, we can reduce this dependence further by cascoding Q2 and M2. 

FIGURE 5.33 Small-signal model to fi nd the power-supply 

dependence of a mismatch-based reference current.

v

v1

1
2

ro3

Ro2Gm2v1

mpi

r1

r4 i

Exercise 5.2
Derive Eq. (5.57). Hence, show that in the bipolar case Eq. (5.57) can be expressed as 

  i __ v   5   
(1 1  V An y V Ap ) 3 [1 1 1y( g m2

 R)]
   __________________________  

 R o2
 
  

where VAn and VAp are the Early voltages of the npn and the pnp BJTs, respectively.
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Startup Circuits 
The circuits of Fig. 5.32 are said to be self-biased or bootstrapped because each mir-

ror biases and is in turn biased by the other. In particular, if one of the mirrors fails 

to turn on, so will the other and the circuit will remain in this unwanted state indefi -

nitely. We therefore need a mechanism that, once the circuit receives power, will turn 

on at least one of the mirrors, forcing the circuit to evolve toward the desired state and 

remain there. Aptly referred to as startup circuit, in its simplest form it consists of a 

large resistance Rstartup to inject a small startup current into one of the mirrors. This is 

shown in Fig. 5.34a for the bipolar case. (It goes without saying that such a current 

must be much smaller than IREF in order to avoid introducing an intolerable error.) 

A more elegant approach is a startup circuit that intervenes only when the refer-

ence is in the unwanted state, but goes dormant once the reference has reached the 

desired state. In the CMOS example of Fig. 5.34b the diode-connected transistors M7 

and M8 form a voltage divider to provide a suitable gate bias for M9. Should M1 be 

off, VGS9 is designed to be high enough to turn on M9 and thus force both mirrors out 

of the cutoff state. Once M1 turns fully on, VGS9 is designed to drop below Vt9 so as to 

turn M9 off, leaving the rest of the circuit undisturbed. 

Since the current IREF is used internally, provision must be made for its replica-

tion to the outside. In Fig. 5.34 this function is provided by Q5yM5 when the stabi-

lized current is to be sourced to an external load, and by Q6yM6 when it is to be sunk 

from an external load. 

 (a) If all BJTs of Example 5.10a have VA 5 50 V, estimate the percentage change 

in IREF brought about by a 1-V change in VCC. 

 (b) If all FETs of Example 5.10b have � 5 1y(20 V), estimate the percentage 

change in IREF brought about by a 1-V change in VDD. 

Solution
 (a) We have gm2 5 IREFyVT 5 0.25y26 5 1y(104 V), ro2 5 VAyIREF 5 50y0.25 5 

200 kV, and Ro2 5 200(1 1 300y104) 5 777 kV. Using the expression of 

Exercise 5.2, 

   i __ v   5   
(1 1 50y50) 3 [1 1 1y(300y104)]

   _____________________________  
777

   5   1 _______ 
288 kV

  

  Letting DIREF 5 (1 V)y(288 kV) 5 3.47 �A indicates a per-volt change of 

100(3.47y250) ù 1.4%.

 (b) We have gm1 5 (2 3 1.25 3 0.1)1y2 5 0.5 mA/V, gm2 5 (2 3 16 3 1.25 3 

0.1)1y2 5 2 mA/V 5 4gm1, ro2 5 ro3 5 20y0.1 5 200 kV, Gm2 5 2y(1 1 2 3 3) 5 

1y(3.5 kV), and Ro2 5 200(1 1 2 3 3) 5 1.4 MV. By Eq. (5.57), 

   i __ v   5   
1 1 (4) 3 (1)

  _______________________   
1400[1 2 1 3 (1y3.5)y0.5)]

   5   1 _______ 
120 kV

  

  Letting DIREF 5 (1 V)y(120 kV) 5 8.3 �A indicates a per-volt change of 8.3%.

EXAMPLE 5.11
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A fi nal caveat is in order, namely, the circuits of Fig. 5.34 incorporate positive 
feedback, a situa-tion that may lead to instability if the loop gain exceeds unity (more 

on this in Chapter 7). With reference to Fig. 5.33 we observe that the current i is fi rst 

amplifi ed to mpi by Q3, then it is converted to v1 ù r1mpi ù mpiygm1 by Q1, and fi nally 

it is returned by Q2 as Gm2v1 ù (mpGm2ygm1)i, so the overall amplifi cation experienced 

by i around the loop, aptly called the loop gain T, is T 5 mpGm2ygm1. To avert insta-

bility we must ensure that T , 1 (indeed, Example 5.11a has T 5 0.257 A/A, and 

Example 5.11b has T 5 0.571 A/A.) 

Bandgap Voltage References 
In electronic instrumentation and measurement as well as in data conversion the need 

arises for references that are not only supply independent, but also thermally stable. 

We make the following observations: 

● The reference of Fig. 5.31a is based on VBE, which decreases with temperature 

(recall the familiar rule of thumb). Adapting Eq. (1.66), we express the thermal 

coeffi cient of VBE as 

 TC( V BE ) 5   
− V BE 

 ____ 
−T

   5   
 V BE  2 (4 1 m) V T  2  V G0

 
  ____________________ 

T
   ù 22 mV/8C (5.58)

● The reference of Fig. 5.31a is based on the difference DVBE 5 VT ln(mpmn), 

which instead increases with temperature because VT 5 kTyq (recall that DVBE is 

PTAT). The thermal coeffi cient of VT is 

 TC( V T ) 5   
∂ V T  ____ 
∂T

   5   k __ q   5   1.381 3 1 0 223   ____________  
1.602 3 1 0 219 

   ù 185 �V/8C (5.59)

FIGURE 5.34 Mismatch-based current references with start-up circuit examples: (a) bipolar and (b) CMOS.
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518 Chapter 5 Analog Integrated Circuits

● Now, if we could generate a voltage of value KVT with

 K 5  u   TC( V BE )
 _______ 

TC( V T )
   u 

 or K ù (2 mV/8C)y(85 �V/8C) 5 23.5, and we sum it to VBE to obtain the com-

posite voltage VBG 5 KVT 1 VBE, then VBG would be temperature independent 
because it consists of two components of equal but opposing thermal coeffi -

cients. This principle is depicted in Fig. 5.35a, which is obtained from Fig. 5.32a 

by the mere artifi ce of lifting the circuit off ground and inserting an additional 

series resistance R2, as shown. 

To investigate circuit behavior, note that the current through R2 is the sum of 

the currents through Q1 and Q2, or (mp 1 1)(DVBEyR1). By Ohm’s law, R2 drops the 

voltage R2(mp 1 1)(DVBEyR1) which, by Eq. (5.53), can be expressed as (mp 1 1) 3 

(R2yR1) 3 ln(mpmn)VT 5 KVT (see Fig. 5.35a). It is precisely this voltage that is added 

to VBE1 to create the thermally stable voltage VBG. To achieve this we must impose 

 K 5 ( m p  1 1)   
 R 

2
 
 __ 

 R 
1
 
   ln( m p  m n ) 5   

2TC( V BE1
 )
 _________ 

TC( V T )
   5   

 V G0
  1 (4 1 m) V T  2  V BE1

 
  ____________________  

T(kyq)
  

that is, 

 K 5   
 V G0

  2  V BE1
 
 _________ 

 V T 
   1 4 1 m (5.60)

FIGURE 5.35 (a) Illustration of the bandgap voltage reference concept. (b) The Brokaw 

Cell realization. 
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When this condition is met, the desired voltage is 

 
 V BG  5 K V T  1  V BE1

  5  (    V G0
  2  V BE1

 
 _________ 

 V T 
   1 4 1 m )  V T  1  V BE1

  

5  V G0
  1 (4 1 m) V T 

 (5.61)

which is just a bit higher than the bandgap voltage VG0 (51.205 V). Hence the rea-

son for the designation bandgap voltage reference. Note the disappearance from 

Eq. (5.61) of both resistances, themselves functions of temperature. The proportion-

ality constant K depends only on their ratio, which can be kept quite stable thanks to 

the thermal-tracking advantages of monolithic devices. 

The bandgap concept has been realized in a variety of circuit forms. A popular 

version is the Brokaw Cell of Fig. 5.35b, so-called for its inventor Paul Brokaw. This 

realization uses an op amp to bring about a number of performance enhancements as 

follows. Fist, the op amp uses negative feedback to keep the collectors at the same 
potential over a range of VCC values, thus ensuring a high degree of power-supply re-

jection. (Since the collector resistances are identical, we presently have mp 5 1, so 

IC1 5 IC2.) Second, the op amp can be used to amplify VBG to a more manageable value, 

such as VREF 5 2.50 V, 5.0 V, and so forth, via the gain-setting resistances R3 and R4. In 

fact, the op amp acts as a noinverting amplifi er with respect to VBG to give, by Eq. (1.11), 

  V REF  5 (1 1  R 
3
 y R 

4
 ) V BG  (5.62)

Finally, the op amp provides low output resistance, preventing external loading of the 

cell. An additional advantage of the Brokaw Cell is that the voltage across R2 can be 

used as a PTAT temperature sensor. 

Suppose the Brokaw Cell of Fig. 5.35b is fabricated with mn 5 8. Assuming 

m 5 21.5, Is2 5 2 fA, and VT 5 26 mV, specify suitable resistance values to 

achieve VREF 5 5.0 V with collector currents of 0.1 mA and 1-V voltage drops 

across the collector resistances R. 

Solution
We have DVBE 5 VT ln(mp 3 mn) 5 26 ln(1 3 8) 5 54 mV, R1 5 DVBEyIE2 ù 

54y0.1 5 0.54 kV, and R 5 1y0.1 5 10 kV. We also have VBE1 5 VT ln[(0.1 3 1023)y
(2 3 10215)] 5 640.5 mV. Use Eq. (5.60) to impose

(1 1 1)  
 R 

2
 
 ____ 

0.54
   ln(1 3 8) 5   

1,205 2 640.5
  ____________ 

26
   1 4 2 1.5

and get R2 5 3.14 kV. By Eq. (5.61) we have VBG 5 1.205 1 (4 2 1.5)0.026 5 

1.27 V. Finally, use Eq. (5.62) to impose 5.0 5 (1 1 R3yR4)1.27 and get R3yR4 5 

2.94. Use R4 5 10 kV and R3 5 29.4 kV.

EXAMPLE 5.12 
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520 Chapter 5 Analog Integrated Circuits

One last observation is in order. Equation (5.60) provides the value of K neces-

sary to achieve TC(VBG) 5 0 at a specifi c temperature T0, typically ambient tempera-

ture. Since K depends on VBE1 and VT, themselves functions of temperature, TC(VBG) 

will depart from zero at temperatures other than T0. As depicted in Fig. 5.36, the 

plot of VBG as a function of T exhibits a curvature1 typical of this class of references. 

(The student is encouraged to look up the literature1-3 for clever curvature-correction 
techniques designed to compensate for this higher-order effect.) 

CMOS Bandgap References 
The bandgap cell of Fig. 5.35a cannot be replicated in MOS form because the volt-

age DVGS of Eq. (5.55) is not PTAT. We need BJTs to generate VBE and DVBE. Merci-

fully, the MOS structure of Fig. 3.2 does lend itself to the fabrication of so-called 

well BJTs. Figure 5.37a shows how the n2 well, normally used to host pMOSFETs, 

can be turned into a pnp BJT by the mere artifi ce of using a p1 source/drain implant 

as the emitter, the n2 well itself as the base region, and the p2 body as the collector. 

As we know, the p2 substrate must be tied to the most negative voltage (MNV) to 

FIGURE 5.36 Thermal variation of a bandgap reference.

T0

VBG (V)

T (°C)
�50 �25 0

0

1.265
1.270

25 50 75 100

FIGURE 5.37 (a) pnp BJT fabricated in an n2 CMOS process, and (b) CMOS bandgap 

voltage reference. 
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prevent forward-biasing the body-source junctions of the nMOSFETs sharing the 

same p2 body. Consequently, the bandgap structure of Fig. 5.35a must be modifi ed 

to refl ect the MNV constraint. A popular solution is shown in Fig. 5.37b. 

Typically the two BJTs are fabricated with equal emitter areas, so the imbalance 

necessary to create DVBE is achieved by biasing the BJTs differently via unequal 

resistances. Through negative feedback, the op amp keeps its own input terminals at 

the same potential, so Q2 is forced to operate at a current mp times smaller than Q1’s. 

Adapting Eq. (5.53) we have DVEB 5 VT ln(mp), so the current through Q2 is DVEByR1 

and that through Q1 is mpDVEByR1. Finally, KVL gives VBG 5 VEB1 1 R2mpDVEByR1, or 

  V BG  5  V EB1
  1 K V T   K 5  m p   

 R 
2
 
 __ 

 R 
1
 
   ln( m p )  (5.62)

A well BJT tends to exhibit high bulk resistance rB across the long and lightly doped 

base region, so in order to minimize the voltage drop across rB it is customary to bias 

well BJTs at suitably low currents. 

Suppose the resistors of Fig. 5.36b are fabricated with mp 5 10. Assuming m 5 

21.5, Is1 5 1 fA, and VT 5 26 mV, specify suitable resistance values for a 100-�A 

current through Q1. 

Solution
We have DVEB 5 26 ln(10 3 1) 5 59.9 mV, R1 5 DVEByIE2 5 DVEBy(IE1y10) 5 

(59.9 3 1023)y(10 3 1026) 5 5.99 kV, and VEB1 5 VT 3 ln[(100 3 1026)y10215] 5 

658.5 mV. The calculation of K yields 

(10 1 1)  
 R 

2
 
 ____ 

5.99
     ln(10 3 1) 5   

1,205 2 658.5
  ____________ 

26
   1 4 2 1.5

This gives R2 5 5.56 kV and mpR2 5 55.6 kV. 

EXAMPLE 5.13

5.6 CURRENT-MODE INTEGRATED CIRCUITS

The voltages and currents in a linear circuit are mathematically equivalent because the 

laws governing voltages admit counterpart laws governing currents, and vice versa 

(familiar examples of this equivalence, known as duality, are Kirchhoff’s voltage/

current laws, the node/loop methods, and the Thévenin/Norton theorems). However, 

transistors, the basic ingredients of today’s electronics, are nonlinear devices that 

process voltage and current differently. Specifi cally, the exponential characteristics 

of BJTs and the quadratic characteristics of FETs indicate inherently wider dynamic 
ranges for currents than for voltages: for instance, a 10-to-1 (20 dB) change in the 

overdrive voltage of a FET results a 100-to-1 (40 dB) change in the channel current. 

It also turns out that the manipulation of currents in a physical circuit is inherently 
faster than the manipulation of voltages: this is so because stray inductances, which 
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oppose rapid changes in mesh currents, are of far lesser consequence than stray ca-

pacitances, which oppose rapid changes in node voltages (these aspects will be in-

vestigated in great detail in Chapter 6). These advantages in both range and speed 

provide a strong motivation for current-mode circuits, that is, circuits emphasizing 

the manipulation of currents over voltages. (Interestingly, the engineering com-

munity has traditionally favored the voltage viewpoint, as signifi ed by the fact that 

voltage-mode circuits have reached commercial maturity and popularity well ahead 

of current-mode circuits, a classic example being the op amp, a voltage-in/voltage-out 

block. The development of current-mode analog ICs has been delayed also by tech-

nological reasons, such as the ability to fabricate monolithic pnp BJTs of comparable 

quality to their npn counterparts.) In this section we investigate current-mode circuits 

such as transconductors, current conveyors (CCs), operational transconductance 
amplifi ers (OTAs), current feedback amplifi ers (CFAs), and Gilbert Cells. 

Transconductors
A transconductor is a voltage-in/current-out circuit. To prevent loading, a transcon-

ductor should exhibit suffi ciently high (ideally infi nite) resistances both at the input 

and at the output terminals. The simplest transconductor is the transistor itself. How-

ever, transistors operate over only one quadrant of their iC-vBE or iD-vGS character-

istics. To cope with this drawback, we bias the transistor at a specifi ed operating 

point in the active region, and we then achieve four-quadrant operation by effecting 

variations, both positive and negative, about this point. But we need to keep these 

variations suitably small in order to ensure approximately linear circuit operation, 

this being the basis of small-signal models. 

We can achieve much more versatility and fl exibility if we manage to (a) es-

tablish the operating point right at the origin of the i-v characteristic, and (b) lift the 

small-signal constraint altogether. A circuit meeting meets both demands is shown in 

Fig. 5.38 (though the version shown is bipolar, a CMOS version is readily obtained 

by replacing each BJT with a MOSFET of the corresponding type). We make the 

following observations: 

● In order to handle emitter currents of either polarity, the class AB pair Q1-Q2 is 

used, with Q1 sourcing current to and Q2 sinking current from the circuitry exter-

nal to node E (this is similar to the push-pull output stages of Chapter 4).
● The emitter followers Q3-Q4 generate the pair of junction voltage drops needed 

to bias the Q1-Q2 pair for class AB operation. They also provide a Darlington 

function to raise the input resistance as well as lower the input bias current of 

node B. It is apparent that Q1 through Q4 form a voltage buffer with approxi-

mately unity gain, as depicted in the simplifi ed equivalent circuit at the right. 

Assuming matched voltage drops VEB3 5 VBE1 and VBE4 5 VEB2, we thus have 

 vE 5 vB  (5.63)

● The Wilson current mirrors Q5-Q6-Q7 and Q10-Q9-Q8 replicate the collector cur-

rents of Q1 and Q2, respectively, and convey them to the output node C, where 

they are subtracted from each other to give the output current iC 5 i7 2 i8 5 i1 2 i2. 

fra28191_ch05_472-563.indd   522fra28191_ch05_472-563.indd   522 13/12/13   11:13 AM13/12/13   11:13 AM
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But, applying KCL at the voltage-buffer supernode we have, assuming negligible 

base currents, i1 5 i2 1 iE, or i1 2 i2 5 iE. Eliminating the difference i1 2 i2 gives

 iC 5 iE (5.64)

 Finally, the output resistance at node C is the parallel combination of the Wilson-

mirror resistances Rc7 ù (�o7y2)ro7 and Rc8 ù (�o8y2)ro8. Using subscripts n and 

p as usual, we write

  R c  ù  (    � on  ___ 
2
   r on  ) // (    � op  ___ 

2
   r op  )  (5.65)

It is apparent that the transconductor can be regarded as a form of idealized tran-
sistor having (a) zero B-E voltage drop, (b) much higher input and output resistances 

than an ordinary transistor (this, thanks to the Darlington circuitry at the input and 

the Wilson circuitry at the output), and (c) full four-quadrant operation (for instance, 

if we terminate node E on a resistive load to ground, iE and iC will fl ow out of the 

transconductor for vB . 0, but into the transconductor for vB , 0). Also called macro 
transistor, diamond transistor, and Current Conveyor II1, the transconductor shown 

can be used in its own right in the basic confi gurations of CC, CB, and CE, or as a 

building block for other current-mode ICs.

FIGURE 5.38 Bipolar transcoductor, simplifi ed circuit representation, and circuit symbol 

used sometimes. 
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524 Chapter 5 Analog Integrated Circuits

Current-Feedback Amplifi ers (CFAs) 
Feeding node C of the transconductor of Fig. 5.38 to another voltage buffer as in 

Fig.  5.39 turns it into a voltage-output circuit. Called current-feedback amplifi er 

(CFA), the circuit replaces the conventional op amp in certain high-speed applica-

tions. To investigate this circuit, refer to the simplifi ed equivalent of Fig. 5.40a, ex-

plicitly showing the net equivalent resistance Req of node C toward ground. With an 

eye on Fig. 5.39, we use inspection to fi nd this resistance as 

  R eq  5  R c7
 // R c8

 // R b13
 // R b14

  (5.66)

where Rc and Rb denote resistances seen looking into collectors and bases. Also by 

inspection we have

 vO 5 ReqiN (5.67)

Turning next to the typical feedback interconnection of Fig. 5.40b, we sum currents 

into node vN to get 

  i N  1   
0 2  v N 

 ______ 
 R 

1
 
   1   

 v O  2  v N 
 _______ 

 R 
2
 
   5 0

FIGURE 5.39 Current-feedback amplifi er. 
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Letting vN 5 vP 5 vI, solving for iN, and inserting into Eq. (5.67) gives the closed-loop 
voltage gain

 A 5   
 v O 

 __  v I 
   5  ( 1 1   

 R 
2
 
 __ 

 R 
1
 
   )    1 _________ 

1 1  R 
2
 y R eq 

   (5.68)

In a well-designed circuit R2 is on the order of 103 V whereas Req is on the order of 

105 , 106 V, so R2 ! Req. Under this condition, A tends to the expression already 

familiar from op amps, 

 A ù 1 1   
 R 

2
 
 __ 

 R 
1
 
   (5.69)

The unique advantages of CFAs compared to ordinary op amps (also called voltage-

feedback amplifi ers or VFAs) are fast dynamics. These advantages, not immediately 

obvious from the present discussion but stemming from current-mode operation, will 

be addressed in Chapter 6.

CFA-Derived Voltage-Feedback Amplifi ers
Another important application of the transconductor of Fig. 5.38 is as a building 

block for high-speed voltage-feedback amplifi ers (VFAs). The VFA of Fig. 5.41 is 

obtained from the CFA of Fig. 5.39 by using a third voltage buffer (Q15-Q16-Q17-Q18) 

to turn node vN into a high resistance input, and by inserting a resistance R between 

the outputs of the fi rst buffer and this new buffer to generate the control current 

previously denoted as iN. This current (assumed to fl ow from left to right) is now 

FIGURE 5.40 (a) Simplifi ed circuit equivalent of the CFA. (b) CFA symbol and 

interconnection for operation as a noninverting amplifi er. 
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526 Chapter 5 Analog Integrated Circuits

(vP 2 vN)yR, and is conveyed to node C, where it produces the voltage Req(vP 2 vN)yR. 

This voltage is then buffered to the output node to give vO, so the open-loop voltage 
gain of the resulting op amp is 

 a 5   
 v O 
 _______  v P  2  v N    5   

 R eq  ___ 
R

   (5.70)

Again, a well-designed circuit has a @ 1. Owing to its inherently fast current-mode 

operation, this op amp type is especially suited to high-speed applications. 

Differential-Input Transconductors 
The transconductor’s versatility can be enhanced appreciably if we confi gure it 

to respond to differential-type inputs. In the popular rendition of Fig. 5.42, called 

operational transconductance amplifi er (OTA), this feature is achieved by means 

of the differential pair Q1-Q2. To ensure high CMRR, the pair is biased via the high 

output-resistance Wilson mirror Q3-Q4-Q5. Q2’s current is replicated and conveyed to 

the output node by the Wilson mirror Q9-Q10-Q11; Q1’s current is fi rst replicated by 

the mirror Q6-Q7-Q8, and then conveyed to the output node by the mirror Q12-Q13-Q14, 

where it gets subtracted from that conveyed by Q9-Q10-Q11. Ignoring the diodes D1 

and D2 for the time being, we adapt Eq. (4.73) to write 

  i O  5  i C11
  2  i C12

  5  i C2
  2  i C1

  5 I 3 tanh  (   
 v P  2  v N 

 _______ 
2 V T 

   )  (5.71)

FIGURE 5.41 CFA-derived VFA. 
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where I is the current supplied by the user to bias the Q1-Q2 pair. The plot of iO 

versus the difference vP 2 vN is the familiar s-shaped curve of Fig. 4.44. This curve 

is nonlinear, but if we restrict the input voltage within the range uvP 2 vNu ! 4VT 

(ù100 mV), then the small-signal approximation allows us to retain only the fi rst 

term in the series expansion tanh x 5 x 2 x3y3 1 . . . and write 

  i o  5   I ____ 
2 V T 

  ( v p  2  v n ) (5.72) 

We make some important observations: 

● In small-signal operation, the transconductance gain 

  G m  5   
 i o  ______  v p  2  v n 

   5   I ____ 
2 V T 

   (5.73)

 is linearly proportional to the bias current I, so it can be programmed externally 

by the user. In fact, BJTs easily allow for current ranges in excess of fi ve decades 

(.100 dB), making OTAs particularly suited to a variety of programmable circuits7,8 

such as programmable amplifi ers, programmable oscillators, and programmable 

fi lters, especially in wide-dynamic range applications like audio and electronic music. 

FIGURE 5.42 Operational transconductance amplifer (OTA). 
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● The small-signal constraint may be a drawback in certain applications. The ef-

fect of exceeding this constraint is depicted via the PSpice circuit of Fig. 5.43a, 

which uses input voltage dividers to scale a 610-V triangular signal to an input 

difference vB1 2 vB2 of about 644-mV. Since 44 mV is not much smaller than 

4VT (ù 100 mV), the resulting current difference iC1 2 iC2 is a noticeably dis-
torted triangle. (The shaded waveforms of Fig. 5.44 show the undistorted input 

voltage as well as the distorted output current.) 
● If we wish an undistorted current waveform, the input voltage must be pre-

distorted according to the inverse of the hyperbolic tangent function. An ap-

proximation to this function is achieved by means of the diode-connected BJT 

pair D1-D2 of Fig. 5.43b. Its effect, depicted in Fig. 5.44 via the solid traces, is 

FIGURE 5.43 PSpice circuits to investigate distortion in a differential pair confi gured for a 610-V triangular 

input: (a) without and (b) with the predistorting input diode network. 
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to stretch in approximately inverse hyperbolic-tangent fashion the input peaks 

from about 644 mV to about 660 mV, the values required for an undistorted 

current waveform. 

Variable Transconductance Multipliers 
The OTA of Fig. 5.42 is said to be an analog multiplier because, according to 

Eq.  (5.72), io is proportional to the product I 3 (vp 2 vn). While the difference 

vp 2 vn can assume either polarity, the current I must always fl ow out of the differ-

ential pair (I $ 0), so the OTA is said to be a two-quadrant multiplier. Applications 

such as communications require full four-quadrant analog multiplication. This func-

tion is implemented using the current-mode circuit of Fig. 5.45. Popularly known 

as the Gilbert Cell for its inventor Barrie Gilbert,8 this most elegant current-mode 

circuit consists of (a) two emitter-coupled (EC) differential pairs Q1-Q2 and Q3-Q4 

driven by the same voltage vX but in phase opposition to each other, so their output 

currents subtract pair-wise, and (b) a third EC pair (Q5-Q6) designed to steer the bias 

current I to the two differential pairs in ratios controlled by the voltage vY. Depending 

on the polarity of vY, the output of one pair will prevail over that of the other, allow-

ing the output current difference iO1 2 iO2 to attain either polarity and thus provide 

four-quadrant operation. 

To obtain a relationship between the output currents and the input voltages we 

use KCL to write 

  i O1
  2  i O2

  5 ( i C1
  1  i C3

 ) 2 ( i C2
  1  i C4

 ) 5 ( i C1
  2  i C2

 ) 2 ( i C4
  2  i C3

 )

FIGURE 5.45 The Gilbert Cell.
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Assuming negligible base currents, we adapt Eq. (5.71) and write 

  i O1
  2  i O2

  5  i C5
  tanh  (   

 v X 
 ____ 

2 V T 
   )  2  i C6

  tanh  (   
 v X 

 ____ 
2 V T 

   )  5 ( i C5
  2  i C6

 ) tanh  (   
 v X 

 ____ 
2 V T 

   ) 
that is, 

  i O1
  2  i O2

  5 I tanh  (   
 v Y  ____ 

2 V T 
   )  tanh  (   

 v X 
 ____ 

2 V T 
   )  (5.74)

We identify three classes of applications for the cell: 

● Both inputs are of the small-signal type, that is, uvxu ! 4VT and uvyu ! 4VT, so we 

approximate tanh x ù x and write 

  i o1
  2  i o2

  ù I 3   
 v x  ____ 

2 V T 
   3   

 v y  ____ 
2 V T 

   (5.75)

 Clearly, in this mode the cell operates as a true four-quadrant multiplier. 
● One of the inputs (vx) is a small-signal continuous wave such as a sine wave, while 

the other input (vY) is a square wave of suffi cient magnitude to overdrive the Q5-Q6 

pair so as to turn one of its BJTs off. Then, for vY . 0, Q6 is off and Q5 steers all of I 
to the Q1-Q2 pair to give io1 2 io2 5 1Ivxy(2VT) 5 1gmvx. Conversely, for vY , 0, Q5 

is off and Q6 steers all of I to the Q3-Q4 pair to give io1 2 io2 5 2Ivxy(2VT) 5 2gmvx, 

the negative sign stemming from the anti-phase connection at the input. In this ca-

pacity the cell fi nds application in communications as modulator/detector. 
● Both inputs are of the large-signal type. Then, when vX and vY have the same 

polarity the cell gives iO1 2 iO2 5 I 2 0 5 I, whereas when vX and vY have op-
posite polarities it gives iO1 2 iO2 5 0 2 I 5 2I. This function is similar to the 

exclusive-or function of digital circuits. In this capacity the cell fi nds application 

as phase detector in phase-locked loop systems.

As in the case of OTAs, the small-signal constraint can be a serious limitation in 

certain multiplier applications, so provisions must be made to accommodate larger 

input magnitudes while still assuring accurate multiplication. Shown in Fig. 5.46 is 

a popular Gilbert Cell application meeting the above requirements. We make the fol-

lowing observations:

● The Q5-Q6 pair exploits emitter degeneration via RY to expand its input signal 

range by the desired amount. Again ignoring base currents, we apply KCL, 

Ohm’s law, and KVL to write 

  i C5
  2  i C6

  5  (  I Y  1   
 v E5

  2  v E6
 
 ________ 

 R Y 
   )  2  (  I Y  1   

 v E6
  2  v E5

 
 ________ 

 R Y 
   )  5 2  

 v E5
  2  v E6

 
 ________ 

 R Y 
   

 5   
 (  v Y1

  2  v BE5
  )  2  (  v Y2

  2  v BE6
  ) 
  ______________________  

0.5 R Y 
  

Regrouping and using vBE 5 VT ln (iCyIs) we get 

  i C5
  2  i C6

  5   
 (  v Y1

  2  v Y2
  )  2  (  v BE5

  2  v BE6
  ) 
  ______________________  

0.5 R Y 
   5   

 (  v Y1
  2  v Y2

  )  2  V T  ln(  i C5
 y i C6

 )
   ______________________  

0.5 R Y 
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In a well-designed circuit the last numerator term is negligible (see Problem 5.39), 

so we approximate

  i C5
  2  i C6

  5   
 v Y1

  2  v Y2
 
 ________ 

0.5 R Y 
   (5.76)

indicating that the emitter-degenerated Q5-Q6 pair acts as a linear voltage-to-current 
(V-I) converter. 

● Likewise, the Q7-Q8 pair is a V-I converter giving iC7 2 iC8 5 (vX1 2 vX2)y(0.5RX) 

and driving the diode-connected pair Q9-Q10. Using KVL and vBE 5 VT ln (iCyIs) 

we have 

  v X  5  v E10
  2  v E9

  5 ( V A  2  v BE10
 ) 2 ( V A  2  v BE9

 ) 5  v BE9
  2  v BE10

  

 5  V T  ln   
 i C9

 
 ___ 

 i C10
 
   5  V T  ln   

 i C7
 
 ___ 

 i C8
 
  

 But, KCL gives iC7 5 IX 1 (vX1 2 vX2)yRX and iC8 5 IX 2 (vX1 2 vX2)yRX, so 

  v X  5  V T  ln   
 I X  1  (  v X1

  2  v X2
  ) y R X 
  ________________  

 I X  2  (  v X1
  2  v X2

  ) y R X 
   5  V T  ln   

1 1  (  v X1
  2  v X2

  ) y( R X  I X )
  __________________  

1 2  (  v X1
  2  v X2

  ) y( R X  I X )
  

 Using the identity ln[(1 1 x)y(1 2 x)] 5 2 tan21x, which holds for uxu , 1, we have 

  v X  5 2 V T  ta n 21   
 v X1

  2  v X2
 
 ________ 

 R X  I X 
   (5.77)

FIGURE 5.46 Four-quadrant analog multiplier. 
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● Substituting Eqs. (5.76) and (5.77) into Eq. (5.74) we get 

 i O1
  2  i O2

  5 ( i C5
  2  i C6

 ) tanh   
 v X 

 ____ 
2 V T 

   5   
 v Y1

  2  v Y2
 
 ________ 

0.5 R Y 
   tanh   

2 V T ta n 21 [( v X1
  2  v X2

 )y( R X  I X )]
   _______________________  

2 V T 
  

 that is, 

  i O1
  2  i O2

  5   
 v Y1

  2  v Y2
 
 ________ 

0.5 R Y 
   3   

 v X1
  2  v X2

 
 ________ 

 R X  I X 
   (5.78)

 It is apparent that the tanh function and its inverse tanh21 cancel each other out 

to leave only the argument (vX1 2 vX2)y(2RX). In words, the X-input is fi rst pro-

cessed by the Q9-Q10 diodes in tanh21 fashion to generate a predistorted signal vX; 

the Q1-Q2 and Q3-Q2 pairs then process vX in tanh fashion to generate an overall 

undistorted output. The output is, in turn, modulated by the Y-input. 
● In actual application the output current difference iO12iO2 is converted to a volt-

age. In the rendition of Fig. 5.46 this I-V conversion is achieved by terminating 

the cell’s outputs on a pair of matched resistances R to give the double-ended 

output voltage

  v O  5  v O2
  2  v O1

  5 R( i O1
  2  i O2

 ) 5   R ________ 
0.5 R X  R Y  I X 

   3 ( v X1
  2  v X2

 ) 3 ( v Y1
  2  v Y2

 ) (5.79)

 If a single-ended voltage-type output is desired, then the I-V conversion can be 

implemented via an op amp confi gured as a differential amplifi er.7 Alternatively, 

if a single-ended current output is desired, then we can use three Wilson current 

mirrors in the manner of the OTA of Fig. 5.42. 

5.7 FULLY DIFFERENTIAL OPERATIONAL AMPLIFIERS

A common way of encoding analog information electronically is via single-ended 

voltages such as ground-referenced potentials. A classic example is the inverting 

amplifi er of Fig. 5.47a, whose input vI and output vO are both referenced to ground 

potential. For large a, they are related as vO 5 (2R2yR1)vI. In actual application the 

circuit is likely to be part of a larger system, where it may be subject to various 

FIGURE 5.47 Basic op amp circuit: (a) idealized situation, and (b) in actual application, 

showing the stray elements of its interconnections. 
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forms of interference noise that might obfuscate its useful signals. To begin with, 

the ground interconnection, far from being a perfect conductor, exhibits distributed 
resistance, inductance, and capacitance, and is shared with other subcircuits in the 

system. As the currents of the other circuits fl ow back and forth on the ground line, 

as illustrated via the lumped model of Fig. 5.47b, they produce undesirable voltage 

drops along the distributed line impedance. Also shown are stray mutual induc-
tances and stray internode capacitances, which provide additional paths through 

which the surrounding circuits can inject interference noise into the line. We model 

the cumulative effect of all noise sources with a single ground noise source v1 as 

in Fig. 5.48a. Interference noise pickup from neighboring circuits affects also the 

signal line connecting the source to the amplifi er, so we model this via the line 
noise source v2. 

Given the noise drops along the ground line, the very concept of reference 

node becomes blurred. For the sake of discussion let us arbitrarily pick node vP 

as our ground reference, as depicted in Fig. 5.48a. Then, using KVL we fi nd 

vO 5 (2R2yR1) 3 (v1 1 vI 1 v2), indicating that both noise sources get ampli-

fi ed by the same amount as the useful signal vI. This is unacceptable especially 

in high-gain applications, where the input signal strength may be comparable to 

that of noise. The best way to dispose of ground noise is to treat v1 as a common-

mode signal and use a differential amplifi er with a high common-mode rejection 

ratio (CMRR) to reject it. As depicted in Fig. 5.48b, this requires lifting node 

vP off ground and driving it by means of an additional dedicated line as well as 

an additional R1-R2 pair, as shown. This second line will of course pick up noise 

just like the preexisting line, but if the two lines are identical and are laid out in 

close proximity to each other so as to form what is aptly referred to as balanced 
lines, then noise pickup will be identical on the two lines and the circuit will 

give7 vO 5 (R2yR1)[(v1 1 v2) 2 (v1 1 vI 1 v2)] 5 (2R2yR1)vI. Summarizing, v1 is 

rejected thanks to the amplifi er’s CMRR, and the v2 sources simply cancel each 

other out thanks to line balance. 

FIGURE 5.48 (a) Interference noise model for the inverting amplifi er of Fig. 5.47. (b) Interconnecting 

the op amp as a difference amplifi er to reject v1, and using balanced input lines to cancel out the v2 

noise sources. 
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534 Chapter 5 Analog Integrated Circuits

Fully Differential Amplifi er Concepts
The classic differential amplifi er of Fig. 5.48b processes the input differentially but 

still yields a single-ended output. In today’s mixed-mode ICs, where analog circuits 

are fabricated alongside inherently noisy digital circuits and are powered at low sup-

ply voltages, the combination of low signal amplitudes and high interference noise 

makes double-ended signal transmission mandatory both at the input and at the out-

put ports. The workhorse of this class of circuits is the fully differential op amp 

shown symbolically in Fig. 5.49a. Also called fully balanced op amp, it responds to 

a differential input just like an ordinary op amp, to give vOP 5 a(vP 2 vN). However, 

unlike the common op amp, it has also a second, balanced output, vON 5 a(vN 2 vP) 5 

2vOP, Additionally, it comes with a control input for the user to specify the common-

mode output voltage VOC(set), as we shall see shortly. 

Beside the noise-immunity advantages of balanced transmission, the fully differen-

tial op amp offers also (a) wider output signal swing and (b) reduced second-harmonic 
distortion. To see how, rewrite the outputs in more general forms accounting for inher-

ent circuit nonlinearities, namely, vOP 5 a(vP 2 vN) 1 b(vP 2 vN)2 1 c(vP 2 vN)3. . . 

and vON 5 a(vN 2 vP) 1 b(vN 2 vP)2 1 c(vN 2 vP)3. . . . Then, the differential output 

reduces, after simplifi cation, to vOP 2 vON 5 2a(vP 2 vN) 1 2c(vP 2 vN)3. . ., indicating 

a differential output signal swing twice as large as that of the individual single-ended 

outputs, as well as a cancellation of the second-harmonic components. 

The fully differential op amp is confi gured for negative-feedback operation with 

two identical networks as depicted in Fig. 5.49b for the resistive case. (Both net-

works are of the negative-feedback type as each connects from one of the outputs to 

the input of the opposite polarity.) For the purpose of illustration, the external inputs 

vIP and vIN have been decomposed in terms of their differential-mode and common-

mode components

  v ID  5  v IP  2  v IN    v IC  5   
 v IP  1  v IN 

 _______ 
2
   (5.80a)

FIGURE 5.49 Fully differential op amp: (a) symbol and labels, and (b) interconnection 

for operation as a fully balanced amplifi er.
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Likewise, the differential-mode and common-mode components at the output are 

  v OD  5  v OP  2  v ON    v OC  5   
 v OP  1  v ON 

 ________ 
2
   (5.80b)

If the open-loop gain a is suffi ciently large, the differential-mode components are 

related as 

  v OD  5   
 R 

2
 
 __ 

 R 
1
 
   v ID  (5.81)

(Note that since the single-ended output signals have opposite phases, as shown, 

the differential output swing vOD is twice as wide.) We also observe that whereas vIC 

is established by the input sources, vOC is unspecifi ed and as such it needs to be set 
externally by the user. 

Fully Differential Bipolar Op Amp
Figure 5.50 shows how the folded-cascode bipolar structure of Fig. 4.71a can be 

turned into a fully differential op amp. The fi rst important change is in Q5, formerly 

diode connected but now operated as a current-sink active load, just like Q6. This 

FIGURE 5.50 Simplifi ed fully differential bipolar op amp. 
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536 Chapter 5 Analog Integrated Circuits

results in a perfectly symmetric structure. (To avoid cluttering, the details of the 

biasing network have been omitted, so only the base-bias voltages VB78 and VB34 are 

shown (also, in actual implementation, Q5 and Q6 are likely to be cascoded to raise 

the gain, but here we are focusing only on the basics.) The high-resistance collector 

nodes of the Q3-Q5 and Q4-Q6 pairs are buffered via unity-gain push-pull stages to 

give vOP and vON. The other important feature is the matched R-R pair and the error 
amplifi er EA, forming what is referred to as the common-mode feedback network 

(CMFN). Its function is to properly center vOP and vON up or down the permissible 

output voltage range (OVR), usually halfway in order to maximize the output voltage 

swing. Specifi cally, the resistance pair synthesizes the voltage (vOP 1 vON)y2, which 

the EA then compares against the externally supplied voltage VOC(set), and adjusts its 

output vEA to force (vOP 1 vON)y2 to approach VOC(set). To see how, recall that vOP and vON 

are the voltages at which the pull-up actions by Q3 and Q4 balance, respectively, the 

pull-down actions by Q5 and Q6. So, raising/lowering vEA makes pull-down stronger/

weaker than pull-up, shifting vOP and vON down/up the OVR. In control-theory par-

lance, the negative-feedback loop comprising the R-R pair, the EA, the Q5-Q6 pair, 

and the buffers is said to form a servo loop. 

Fully Differential CMOS Op Amps
Figure 5.51 shows how the folded-cascode CMOS op amp of Fig. 5.17 can be turned 

into a fully differential type (again, the details of the biasing network have been 

omitted, so only the gate-bias voltages VG78 and VG56 are shown). To ensure balanced 

outputs, M5 and M7, formerly diode connected, are now operated as current sources. 

FIGURE 5.51 Fully-differential CMOS op amp of the folded-cascode type. 
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Moreover, the CMFN is the all-transistor network made up of M12 through M16. To 

see how it functions, consider the following: 

● Start out assuming vP 5 vN, so vOP 5 vON. Also, assume vOP 5 vON 5 VOC(set), so 

the two I sources split equally between the SC pairs to give ID12 5 ID13 5 0.5I and 

ID14 5 ID15 5 0.5I. The diode-connected FET M16 draws ID16 5 ID13 1 ID14 5 I, 
which M9 and M10 then mirror to provide, respectively, the bias currents for M3 

and M4 (refer also to Fig. 5.16). As we know, vOP and vON represent the voltages 

at which the pull-up actions by M5 and M6 balance, respectively, the pull-down 

actions by M3 and M4. 
● Suppose now that for some reason vOP and vON try to rise above VOC(set). Then, M12 

and M15 will become less conductive, while M13 and M14 will conduct more, thus 

raising ID16. By mirror action this will raise ID9 and ID10 and thus boost the pull-

down action by M3 and M4, with the result of forcing vOP and vON to drop back to 

VOC(set). By symmetric reasoning, if vOP and vON try to drop below VOC(set), M13 and 

M14 will conduct less, decreasing ID16 and thus reducing the pull-down action by 

M3 and M4. The pull-up action by M5 and M6 will now prevail, forcing vOP and 

vON to rise back to VOC(set). 
● Let us now apply an ac signal across the inputs so as to generate the symmetric 

swings vOP 5 VOC(set) 1 vODy2 and vON 5 VOC(set) 2 vODy2. These swings will 

imbalance the differential pairs to give iD15 5 0.5I 2 i and iD14 5 0.5I 1 i, and 

iD12 5 0.5I 1 i and iD13 5 0.5I 2 i, for some current change i. However, M16 still 

draws 

 iD16 5 iD13 1 iD14 5 0.5I 2 i 1 0.5I 1 i 5 I

 indicating that the servo loop provided by the CMFN keeps the value of 

(vOP 1 vON)y2 near VOC(set) regardless of the ac signals present. Of course this 

holds true so long as none of the transistors is forced out of its active region.

Find the small-signal gain vodyvid of the op amp of Fig. 5.51, assuming the para-

meters of Example 5.4. Compare with the example and comment. 

Solution
The circuit of Fig. 5.51 is perfectly symmetric about the vertical axis running 

down from node VG78, so we work with the half-circuit ac equivalent of Fig. 5.52. 

By inspection, Ro 5 Rd5//Rd3, where Rd5 and Rd3 are the ac resistances seen looking 

into the drains of M5 and M3. Using again inspection we write 

Ro 5 [ro5 1 ro7 1 (gm5 1 gmb5)ro5ro7]//[ro3 1 (ro9//ro1) 1 (gm3 1 gmb3)ro3(ro9//ro1)]

This is formally identical to Eq. (5.39), so we recycle Example 5.4 to write Ro ù 

5.22 MV. We also have i1 5 gm1(vidy2) 5 (0.4 mA/V) 3 (vidy2). Following the 

line of reasoning of Example 5.4 we can state that most of i1 fl ows out of M3, so 

2   
 v od  ___ 
2
   ù 2  R o  i 1  5 2  g m1

  R o   
 v id  __ 
2
  

EXAMPLE 5.14
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Figure 5.53 shows how the two-stage CMOS op amp of Fig. 5.13 can be turned 

into a fully differential type (again, the biasing details have been omitted for sim-

plicity). In this rendition the CMFN is now the complementary of that of Fig. 5.51 

because it is designed to adjust the current of a pMOSFET, namely, the tail current 

supplied by M9 (evidently there are various different ways of designing a CMFN). 

FIGURE 5.52 Half-circuit equivalent 

of the op amp of Fig. 5.51.
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Consequently, vodyvid 5 gm1Ro ù 0.4 3 5,220 5 2,088 V/V. The single-ended 

signal vo of Example 5.4 now splits between the two opposite halves vop and von, 

so the gain is unchanged. 

FIGURE 5.53 Fully-differential CMOS op amp of the two-stage type. 
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Expanding the Input Voltage Range
If we specify VG34 in the folded-cascode op amp of Fig. 5.51 so as to bias the M9-M10 

pair right at the edge of saturation (VDS9 5 VOV9 and VDS10 5 VOV10), then, the input volt-

age range (IVR) is specifi ed by Eq. (5.41). For instance, suppose we have a single-

supply system with VSS 5 0 and VDD 5 3 V, and let uVt1u 5 0.75 V and VOV 5 0.25 V 

throughout. Then, the common-mode input voltage vIC 5 1⁄2(vP 1 vN) is such that 

 vIC(min) 5 VSS 1 VOV9 2 uVt1u 5 0 1 0.25 2 0.75 5 20.5 V 

 vIC(max) 5 VDD 2 VOV11 2 VOV1 2 uVt1u 5 3 2 0.25 2 0.25 2 0.75 5 1.75 V

While the lower limit is quite desirable because it allows us to lower the inputs all the 

way down to the ground rail, and even 0.5-V below, without causing any malfunc-

tion, the upper limit is generally too restrictive, especially in a low-supply situation 

such as the 3-V case considered here. Ideally we want the IVR to extend from rail 
to rail and possibly beyond by, say, a 0.5-V margin (from 20.5 V to 3.5 V in our 

example). Were we to use the dual op amp realization by interchanging pMOSFETs 

and nMOSFETs as well as interchanging the power supplies (see Fig. P5.21), then 

the n-type input pair would exhibit the dual constraints vIC(min) 5 1.25 V and vIC(max) 5 

3.5 V. In other words, while a p-type input stage works well near VSS but goes off near 

VDD, an n-type works well near VDD but goes off near VSS, just the opposite. 

The above considerations provide the basis for the ingenious solution of Fig. 5.54, 

which uses both input-stage types to get the best of both. (The CMFN, not shown to 

FIGURE 5.54 Using two complementary input stages (M1n-M2n 

and M1p-M2p) to achieve a rail-to-rail IVR (CMFN not shown).
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540 Chapter 5 Analog Integrated Circuits

avoid cluttering the schematic, can be made to adjust either VG78 or VG910, or both.) As-

suming again Vtn 5 2Vtp 5 0.75 V and VOV 5 0.25 V throughout, we note the following: 

● For vIC , VSS 1 VOV11n 1 Vtn (5 1 V for VSS 5 0) the M1n-M2n pair is off whereas 

the M1p-M2p pair is fully operational, so we rewrite Eq. (5.38) as Gm 5 gm1p. 
● Raising vIC above 1 V will gradually turn on the M1n-M2n pair until both pairs are 

fully operational once we pass the 1.25-V mark. For 1.25 V # vIC # 1.75 V the 

two pairs work in tandem, giving Gm 5 gm1p 1 gm1n. 
● Raising vIC above 1.75 V will gradually turn off the M1p-M2p pair while the 

M1n-M2n pair continues to be fully operational.
● For vIC . VDD 2 VOV11p 2 uVtpu (5 2 V for VDD 5 3 V) the M1p-M2p pair is totally 

off, so the circuit gives Gm 5 gm1n. 
● So long as the M7-M8 and the M9-M19 pairs are biased at the edge of saturation, 

the output voltage swing (OVS) will extend to within two VOVs of either supply 

rail. If a true rail-to-rail OVS is desired, then an ad-hoc output stage is required, 

such as the CS push-pull output stage of Section 4.11. 

Shown in Fig. 5.55 is the bipolar version of Fig. 5.54. To maximize the IVR, VB34 

is set to bias the Q9-Q10 pair slightly above the edge of saturation, say at VCE9 5 VCE10 ù 

0.25 V. Likewise, VB56 is set so that VEC7 5 VEC8 ù 0.25 V. Then, assuming B-E 

voltage drops of 0.65 V, we have vIC(min) 5 VEE 1 2 3 0.25 2 0.65 5 VEE 2 0.15 V 

FIGURE 5.55 Bipolar op amp of with a rail-to-rail IVR (CMFN not shown).
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  5.8 Switched-Capacitor Circuits 541

and vIC(max) 5 VDD 1 0.15 V. In some embodiments the Q7-Q8 and Q9-Q10 pairs are 

replaced by resistor pairs1 to develop the voltage drops of about 0.25 V that are 

required to prevent the input pairs from saturating in the vicinity of the supply rails. 

A notorious issue with the op amps of Figs. 5.54 and 5.55 is that near the lower 

end of the IVR the input offset voltage of the p-type pair dominates, whereas near the 

upper end that of the n-type pair dominates. So, as vIC changes from one end to the 

other of the IVR, the net input offset voltage will generally change in magnitude and 

possibly in polarity, depending on the magnitudes and directions of the individual 

mismatches. In the bipolar case also the input bias current may pose problems: at the 

lower end it coincides with the base current of the p-type pair, fl owing out of the op 

amp, but at the higher end it coincides with that of the n-type pair, fl owing into the 

op amp. At intermediate IVR values both pairs are on and the base currents of the 

p-type pair tend to cancel those of the n-type pair. Consequently, input bias-current 

magnitude and direction are strong functions of vIC. 

5.8 SWITCHED-CAPACITOR CIRCUITS

Traditionally, electronic systems have been designed using off-the-shelf analog 

and digital ICs, along with passive components such as resistors and capacitors, all 

mounted on a common medium such as a printed-circuit board (PCB). Nowadays, 

for reasons of cost, miniaturization, power consumption, and reliability, the trend 

is to integrate both analog and digital functions on the same silicon chip to create 

circuits aptly called mixed-signal ICs. Given that digital electronics is dominated 

by CMOS technology, analog functions must be implemented using exclusively the 

components most easily available in this technology, namely, MOSFETs and capaci-

tors (to keep die size within reason, capacitances must be limited to a few tens of 

picofarads or less). Resistors and larger capacitors must therefore be avoided alto-
gether. Figure 5.56 shows the conceptual structure of these two basic components 

(the shaded capacitances represent parasitics that will be discussed later). The type 

of capacitor shown is referred to as double-polysilicon capacitor because it is made 

up of two polysilicon layers, the same material type as the gate (being of the n+ type, 

these layers can for all purposes be regarded as metal plates). 

The most common applications of the MOSFET are amplifi cation and switching. 

We have already investigated switching in the design of the logic gates of Chapter 3, 

and amplifi cation in the design of CMOS op amps such as the cascode op amp of 

Fig. 5.17. A unique advantage of CMOS op amps is that they exhibit the virtually 

infi nite input resistances presented by the gate terminals of the input FETs. This 

makes it possible to drive the op amp with voltages stored in on-chip capacitors with 

very small leakage. Also, the reason for cascoding is to raise the resistance levels in 

order to achieve high dc gain. If we were to apply resistive feedback around such an 

op amp, output loading by the external resistances would be so severe as to invalidate 

the high-gain advantages accrued via cascoding. Mercifully, capacitive feedback (as 

opposed to resistive feedback) loads down the op amp only during transients. Once 

steady state is achieved, capacitors act as open circuits, thus preserving high dc gains. 

Another important advantage of cascode op amps, not immediately obvious at this 
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542 Chapter 5 Analog Integrated Circuits

juncture but to be investigated in great detail in Chapter 7, is that capacitive loading 

reinforces their ability to stave off the possibility of oscillation, a feature not avail-

able in most other op amp types. In summary, the on-chip components available 

to the mixed-signal IC designer are (a) CMOS op amps, especially cascode types, 

(b) small capacitors (on the order of picofarads or less), and (c) MOSFET switches. 

Let us now address the switched-capacitor concept.

The Switched Capacitor 
Figure 5.57 shows a basic switched-capacitor arrangement, along with the gate drive 

for the two FETs. We make the following observations: 

● When � is high, M1 is on while M2 is off because   
–
 �  is low. M1 charges C toward 

v1, and when vC comes within vOV1 of v1, M1 enters the triode region, where it 

approximates a resistance rDS1 as in Fig. 5.58a. If � is kept high for a duration 

suffi ciently longer than the time constant �1 5 rDS1C, we can say that by the time 

� returns low we practically have vC 5 v1. 
● When   

–
 �  is high the situation reverses as in Fig. 5.58b, so now M2 charges C 

toward v2. Assuming   
–
 �  is kept high long enough compared to �2 5 rDS2C to fully 
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FIGURE 5.56 Conceptual structure of an nMOSFET and a double-poly capacitor, 

showing the parasitic overlap capacitances COV and parasitic top-plate/bottom-plate 

capacitances Ctop and Cbtm. 
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charge C to v2, we can say that by the time   
–
 �  returns low there has been a charge 

transfer DQ from v1 to v2 such that 

 DQ 5 C( v 
1
  2  v 

2
 ) (5.82)

 (This, assuming v1 . v2. If v1 , v2, then charge transfer is from v2 to v1.) 
● If the process is repeated at a rate of fS (51yTS) cycles/sec, then the charge 

transferred in one second is fSDQ 5 fSC(v1 2 v2). But, charge/second represents 

average current, iavg 5 fSC(v1 2 v2), suggesting that the switched-capacitor block 

acts like an equivalent resistance Req 5 (v1 2 v2)yiavg, or 

  R eq  5   1 ___ 
C f S 

   (5.83) 

 This equivalence is depicted in Fig. 5.59, where the MOSFET pair of Fig. 5.57a 

is shown as a break-before-make switch of the single-pole double-throw (SPDT) 

type. We must prevent the MOSFETs from being on simultaneously as this 

would short the v1 and v2 sources together and invalidate Eq. (5.82). Hence, the 

need for non-overlapping gate drives in the manner of Fig. 5.57b. 

A popular application of the simulated resistor of Eq. (5.82) is in the synthesis of 

fi lters, of which the integrator to be investigated next is the most basic building block. 
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FIGURE 5.57 (a) Basic switched capacitor and (b) non-overlapping clock drive. 

FIGURE 5.58 Circuit equivalent of the switched capacitor of 

Fig. 5.57a when (a) � is high and (b)   
–
 �  is high. 
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Switched-Capacitor Integrator
The classic integrator of Fig. 5.60a is also called RC integrator because we use the 

external R-C network to confi gure the op amp for integration. Applying KCL we 

get (Vi 2 0)yR1 5 (0 2 Vo)y[1y(sC2)]. Letting s → j2�f and simplifying gives the 

inverting-type integrator transfer function 

  H RC ( jf) 5   
 V o  __ 
 V i 

   5 2  1 ____ 
jfy f 

0
 
   (5.84) 

where

  f 
0
  5   1 _______ 

2� R 
1
  C 

2
 
   (5.85) 

is called the unity-gain frequency because uHRC(jf0)u 5 1. We now wish to rephrase the 

circuit of Fig. 5.60a in switched-capacitor (SC) form so we can fabricate it entirely 

on chip. To achieve this we replace R1 with a simulated resistor as in Fig. 5.60b, and 

we scale C2 to a small enough value so we can realistically fabricate it on chip. Using 

Eq. (5.83) to write R1 5 1y(C1  fS) and substituting into Eq. (5.85) we get 

  f 
0
  5   1 ___ 

2�
     
 C 

1
 
 ___ 

 C 
2
 
     f S  (5.86) 

We make the following important observations: 

● The SC integrator uses no resistors, a defi nite advantage because accurate 

and stable resistors are diffi cult to fabricate on chip. The SC integrator uses 

MOSFETs and capacitors instead.

FIGURE 5.59 A capacitance C switched at 

a frequency of fS draws on average the same 

current as a resistance of value 1y(CfS). 
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FIGURE 5.60 (a) The RC integrator, and (b) its switched-capacitor (SC) implementation. 
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● The unity-gain frequency f0 is established by the product R1C2 in the RC integra-

tor, but by the ratio C2yC1 in the SC integrator. Compared to products, ratios are 

much easier to control during fabrication and to maintain with temperature and 

time. Capacitance matching within 0.5% is easily achievable in MOS technol-

ogy.2 This is another important advantage of SC integrators. 
● The unity-gain frequency f0 of the SC integrator is directly proportional to the 

switching frequency fS, so, if desired, we can program f0 automatically over a 

wide range of values by suitably varying fS. 

 (a) Specify component values for f0 5 10 kHz in the integrator of Fig. 5.60a, and 

comment. 

 (b) Repeat, but for the circuit of Fig. 5.60b if fS 5 1 MHz. Do not exceed a total 

capacitance of 10 pF.

Solution
 (a) Arbitrarily choose C2 5 1 nF. Then Eq. (5.85) gives, 

  R 
1
  5   1 ______ 

2� C 
2
  f 
0
 
   5   1 ____________  

2�1 0 29  3 1 0 4 
   5 15.9 kV

  Both values are easily available off the shelf, but C2 could hardly be fabri-

cated on chip. Moreover, because of component tolerances, f0 may require 

tuning (via R1), and will drift with temperature because so do R1 and C2.

 (b) By Eq. (5.86) we have 

   
 C 

2
 
 ___ 

 C 
1
 
   5   

 f S  ____ 
2� f 

0
 
   5   1 0 6  ______ 

2�1 0 4 
   5 15.9

  Arbitrarily pick C1 5 0.5 pF, so C2 5 7.958 pF, for a total capacitance of less 

than 10 pF, which we can readily fabricate on chip. 

EXAMPLE 5.15 

Discrete-Time Considerations
The SC integrator is a discrete-time circuit because the current between the input 

source and the op amp fl ows in the form of charge packets. (Conversely, the RC inte-

grator is a continuous-time circuit because so is the current fl owing via R1.) We now 

wish to investigate how charge discretization affects the transfer function of the SC 

integrator compared to its RC counterpart. To this end we use the PSpice circuit of 

Fig. 5.61 and turn our attention to the waveforms of Fig. 5.62. As shown, C1 switches 

back and forth between vI and the op amp’s virtual ground (0 V) at a frequency of 

fS 5 10 MHz, so we divide the time axis into intervals of TS 5 1yfS 5 1y107 5 100 ns 

each. For vI . 0, C1’s charge is dumped into C2, causing a negative-going step in 

vO. Conversely, for vI , 0, charge is pulled out of C2, yielding a positive-going step 

in vO. Of particular signifi cance are the falling edges of the vG1 pulse train because 

these are the instants at which C1, after having been fully charged to vI, is ready to 

be discharged into C2. Labeling these instants sequentially as . . . n 2 1, n, n 1 1 . . .  
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FIGURE 5.61 PSpice circuit to investigate the SC 

integrator in the time domain. 
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FIGURE 5.62 Waveforms of the PSpice circuit of Fig. 5.61.
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we can say that the change experienced by vO from the instant n 2 1 to the instant n 

is set by the charge C1vI(n 2 1) accumulated in C1 at the instant n 2 1 according to 

  v O (n) 2  v O (n 2 1) 5   
2 C 

1
  v I (n 2 1)

  ____________ 
 C 

2
 
   (5.87)
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This discrete-time sequence is best investigated via the Fourier transforms Vi(j	) and 

Vo(j	). A well-known property of these transforms states that delaying a signal by 

one clock period TS is equivalent to multiplying its Fourier transform by exp(2j	TS). 

This means that Eq. (5.87) transforms into

  V o ( j	) 2  V o ( j	) e 2j	 T S   5 2   
 C 

1
 
 ___ 

 C 
2
 
   V i ( j	) e 2j	 T S  

Collecting and simplifying we get 

  V o ( j	) 5 2   
 C 

1
 
 ___ 

 C 
2
 
   V i ( j	)   e 2j	 T S   ________ 

1 2  e 2j	 T S  
   5 2   

 C 
1
 
 ___ 

 C 
2
 
   V i ( j	)   e 2j	 T S y2  _____________  

 e j	 T S y2  2  e 2j	 T S y2 
  

Letting 	 5 2�f, TS 5 1yfS, and using the identity sin x 5 (ex 2 e2x)y2j we get, after 

some algebra, 

  H SC ( jf) 5   
 V o ( jf)

 _____ 
 V i ( jf)

   5 2   1 ____ 
jfy f 

0
 
   3   

�fy f S  ________ 
sin(�fy f S )

   3  e 2j�fy f S   (5.88)

where again

  f 
0
  5   1 ___ 

2�
     
 C 

1
 
 ___ 

 C 
2
 
    f S  (5.89) 

We observe that in the limit f ! fS we have HSC( jf ) → HRC( jf ), that is, the SC 

integrator approximates the RC integrator. Physically this makes sense because for 

fS @ f charge transfer can be regarded as a continuous process. Otherwise, HSC( jf ) will 

deviate from HRC(jf) by the magnitude and phase errors 

  
 m ( f) 5   
�fy f S  ________ 

sin(�fy f S )
   2 1   
 

�
 ( f) 5 2180°( fy f S ) (5.90)

Figure 5.63 compares the transfer function magnitudes for the case fS 5 10f0. 

FIGURE 5.63 Comparing the transfer functions 

of the RC and SC integrators. 
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Autozeroing Techniques
Because of component mismatches stemming from fabrication process variations, a 

differential amplifi er such as an op amp or a voltage comparator exhibit some input 

offset voltage VOS. As shown in Fig. 5.64a, we can visualize a real-life amplifi er as 

consisting of an ideal, offsetless amplifi er but equipped with an internal voltage source 

VOS in series with one of its inputs to account for the internal imbalances (it doesn’t 

matter which input, as VOS is unpredictable both in magnitude and polarity). The pres-

ence of VOS is likely to be a serious drawback in precision applications, so it is desirable 

to automatically compensate for its presence, a task referred to as autozeroing. CMOS 

circuits utilize a capacitor C as in Fig. 5.64b to store a voltage of equal magnitude but 

opposite polarity as VOS. Being in series, the two voltages cancel each other out, giving 

the appearance of offset-free behavior. The amplifi er alternates between two modes of 

operation known as the autozeroing and the sampling mode: 

● During the autozero phase depicted in Fig. 5.65a, switches S1 and S2 disconnect 

the amplifi er from nodes vP and vN while S4 confi gures it as a unity-gain voltage 

follower. The circuit now buffers its own internal offset voltage VOS to C via S3, 

so with S5 closed C will charge to whatever value of VOS the amplifi er exhibits at 

that moment. (For this scheme to work, the amplifi er must be unity-gain stable. 

 (a) Calculate the deviation of HSC( jf ) from HRC( jf ) in Fig. 5.63 at f 5 f0 and at 

f 5 2f0. Compare and comment.

 (b) Repeat, but for the circuit of Fig. 5.61. Compare with (a) and comment. 

Solution
 (a) In Fig. 5.63 we have f0yfS 5 1y10, so Eq. (5.90) gives 
m(f0) 5 (�y10)y

sin(�y10) 2 1 5 1.0166 2 1 5 1.66% and 
�(f0) 5 2180y10 5 218°. Simi-

larly, 
m(2f0) 5 6.9% and 
�(2f0) 5 236°, indicating a doubling in 
� but a 

much greater increase in 
m.

 (b) By Eq. (5.89) the circuit of Fig. 5.61 has f0yfS 5 (C1yC2)y(2�) 5 (10y100)y
(2�) 5 1y62.83, so we now get 
m(f0) 5 0.0417% and 
�(f0) 5 22.868. Also, 


m(2f0) 5 0.167% and 
�(2f0) 5 25.738. The deviations are now appreciably 

smaller because the ratio f0yfS is 2� times as small. 

EXAMPLE 5.16

FIGURE 5.64 (a) Modeling the input offset voltage VOS of a differential 

amplifi er, and (b) nulling the effect of VOS by using a capacitor to store a 

corrective voltage of equal magnitude but opposite polarity as VOS. 
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If necessary, a suitable frequency-compensation network must be switched into 

the amplifi er during this phase.) 
● Once we have stored VOS in the capacitor, we open switches S3 through S5 as in 

Fig. 5.65b to place the capacitor voltage in series with the internal offset voltage 

so the two cancel each other out. At the same time, we close S1 and S2 to recon-

nect the amplifi er to nodes vP and vN for normal operation, such as negative-

feedback op amp operation or voltage comparison. The scheme shown is popular 

especially with voltage comparators, where the circuit is autozeroed before each 

comparison instance. Should VOS drift with temperature or should C experience 

leakage between consecutive comparisons, autozeroing is renewed each time. 

Transmission Gates
The nMOSFET switches of Fig. 5.57 will close convincingly only as long as the volt-

ages at the source and drain terminals are suffi ciently lower than VH. As v1 and v2 in-

crease, the overdrive voltages are reduced, thus increasing the channel resistances. If 

v1 or v2 rise above VH 2 Vtn, the FET won’t even turn on and the switch will therefore 

fail to close. If we were to use pMOSFET switches instead, they would work well for 

v1 and v2 suffi ciently high, but fail to turn on if v1 or v2 drop below VL 1 uVtpu, just the 

opposite of nMOSFETs. The circuit of Fig. 5.66, popularly known as transmission 
gate, combines the best of both by using a pair of complementary FETs connected in 

parallel and driven in anti-phase. 

When the switch-enable control E is low (E 5 VSS) and its complement  
__

 E  is 

therefore high ( 
__

 E  5 VDD), both FETs are off. Driving E high and thus  
__

 E  low will tend 

to turn on both FETs. In fact, so long as VSS 1 uVtpu , v , VDD 2 Vtn, both FETs are in-

deed on, ensuring a net transmission-gate resistance rTG that, for the case of matched 

devices with kn 5 kp 5 k and Vtn 5 2Vtp 5 Vt, is such that 

  r TG  5  r DSn // r SDp  5   1 _____ 
k v OVn 

  //  1 _____ 
k v OVp 

   5   1 ______________  
k( V DD  2 v 2  V t )

  //  1 _____________  
k(v 2  V SS  2  V t )

  

FIGURE 5.65 Switch positions during the (a) autozeroing mode and (b) during the sampling mode. 
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Expanding and simplifying gives 

  r TG  5   1 ________________  
k( V DD  2  V SS  2 2 V t )

   (5.91)

Under the assumption of matched FETs, rTG is independent of v over the given in-

terval (see Fig. 5.66b). If v is driven outside the above interval, one of the FETs will 

go off but the other will become even more conductive, thus ensuring a low overall 

resistance over the entire range VSS , v , VDD. 

Stray Capacitances and Charge Injection
Returning to Fig. 5.56, we observe the presence of a number of stray or parasitic 

capacitances:

● The top and bottom plates of C form themselves stray capacitances with the 

substrate, here denoted as Ctop and Cbtm. While Cbtm is typically 10%-20% of C, 

Ctop is considerably smaller. 
● The sides of the gate of the MOSFET switch form the overlap capacitances COV 

with the source and drain regions, and these regions form in turn the diffusion 
capacitances Cj with the substrate.

● Additionally, we observe that in order to turn on/off the nMOSFET we need to 

build up or remove the electron charge Qn in the channel (see Example 3.3). Qn 

enters/exits the channel through the source and drain regions. 

Depending on circuit topology, the stray capacitances may interfere with the in-

tended charge transfer and cause errors. In the switch/capacitor example of Fig. 5.67 

the bottom-plate capacitance Cbtm plays no role because shorted to ground. Moreover, 

the overlap and junction capacitances associated with the source region, relabeled as 

Cgs and Csb, affect the input source v1 but have no impact on the useful capacitance 

C. However, the remaining parasitics do play a role. Specifi cally, Ctop and Cdb are in 

parallel with C, thus yielding a total capacitance Ctot 5 Cdb 1 Ctop 1 C. Moreover, 

FIGURE 5.66 (a) Transmission gate and (b) its zero-current resistance rTG, along with the 

individual channel resistances rDSn and rSDp. 

v 1
2

E
(VDD)

E
(VSS)

Mn

Mp

rTG

VSS

VDD

v

rTG

rSDprDSn

�

VSS VDDVt

0

VDD � Vt

(a) (b)

fra28191_ch05_472-563.indd   550fra28191_ch05_472-563.indd   550 13/12/13   11:13 AM13/12/13   11:13 AM



  5.8 Switched-Capacitor Circuits 551

Cgd couples the clock signal vG to Ctot, a phenomenon referred to as clock feedthrough. 

Additionally, turning the switch off/on causes a fraction � (0 , � , 1) of the total 

electron charge Qn in the channel to fl ow to/from Ctot, a phenomenon referred to as 

charge injection. 

We are particularly interested in the trailing edge of vG because at this instant, 

denoted as tOFF, we witness (a) the removal of the charge Qgd from Ctot and (b) the 

injection of the charge �Qn into Ctot (see Fig. 5.68a). Since the electron charge Qn 

is negative, the effect is equivalent to removing the positive charge �uQnu from Ctot, 

so the two undesired charge transfers reinforce each other. As a result, vO will be af-

fected by an error of DvO ù 2(Qgd 1 �uQnu)yCtot, where Cgd ! Ctot has been assumed. 

One way to reduce the above error is to deliberately introduce an opposing clock 

feedthrough and charge injection via a dummy transistor M2 driven in anti-phase with 

respect to M1 (see Fig. 5.68b). With proper selection of M2’s channel width W2, M2’s 

feedthrough and injection will approximately cancel out those of M1, resulting in a 

much smaller error in vO (see Problem 5.50). Alternatively, we can implement the 

switch with a transmission gate and adjust the WyL ratios of the nFET and pFET so 

as to make their undesirable charge transfers approximately cancel each other out.

FIGURE 5.67 Showing the capacitive parasitics of a simple switch-capacitor 

pair (the capacitances shown in shaded form have no effect in this particular circuit).
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FIGURE 5.68 (a) Charge transfer (Qgd) and charge injection (Qn) at the instant tOFF in 

which the M1 switch is turned off. (b) Compensation via a second dummy transistor M2 

driven in anti-phase with respect to M1. 
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Stray-Insensitive Integrators
With clever design techniques it is often possible to stave off errors due to para-

sitic capacitances. Figure 5.69a shows a popular modifi cation to the SC integrator 

of Fig. 5.60b to render it stray insensitive. Flipping the switches down completely 

discharges C1, while fl ipping the switches up charges C1 to Vi, so for Vi . 0 charge 

transfers into the summing junction of the op amp, while for Vi , 0 charge transfers 

out of the summing node. The situation is similar to that of Fig. 5.60b, so the circuit 

is an inverting-type SC integrator. 

Turning next to Fig. 5.69b, we observe that with the switches in the position 

shown, C1 charges to Vi, and that commutating the switches transfers charge out of 
the summing junction if Vi . 0, and into the summing junction if Vi , 0, just the 

opposite of Fig. 5.69a. So, the circuit is a noninverting-type SC integrator, obtained 

from that of Fig. 5.69a by a mere clock-phase change for the second SPDT switch. 

FIGURE 5.69 Stray-insensitive SC integrators: (a) inverting type and (b) noninverting type. 
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FIGURE 5.70 Investigating stray insensitivity. 
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To appreciate the stray insensitivity of the above integrators, consider Fig. 5.70, 

where the total stray capacitances (top/bottom parasitics plus FET parasitics) associ-

ated of the two plates of C1 have been denoted as CX and CY. Since CX is switched 

between ground and the op amp’s virtual-ground input, it remains permanently dis-

charged, so the circuit is insensitive to CX. CY does intervene in the transfer of charge 

between Vi and ground, but without interfering with C1, so the circuit is insensitive 

also to CY. The price for stray insensitivity is a more complex switch system (four 

FETs instead of two), but this price is certainly worthwhile! 
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APPENDIX 5A

SPICE Macro-Models

Used judiciously, computer simulators such as SPICE can be very powerful aids both 

to the designer and the user of analog ICs. The IC designer will simulate the product 

under development at the transistor level, using device parameters derived from direct 

measurements of the fabrication process, usually proprietary. The IC user, on the other 

hand, is more interested in a behavioral simulation of the IC, without having to worry 

about too many internal details. Besides, the transistor-level simulations of complex 

system comprising a multitude of individual ICs may be excessively time consuming, 

not to mention the fact that the numerical calculations may fail to converge. 

To alleviate the user’s task, IC manufacturers provide SPICE macro-models that 

can be downloaded directly from their websites for immediate use. PSpice’s library 

contains the macro-models of a number of popular ICs such as the 741 op amp. Its 

netlist is as follows:

* connections:  non-inverting input
* | inverting input
* | | positive power supply
* | | | negative power supply
* | | | | output
* | | | | |
.subckt uA741 1 2 3 4 5
*
 c1 11 12 8.661E-12
 c2  6  7 30.00E-12
 dc   5  53 dx
 de  54   5  dx
 dlp  90  91  dx
 dln  92  90  dx
 dp   4   3  dx
 egnd 99  0 poly(2) (3,0) (4,0) 0 .5 .5
 fb   7  99  poly(5) vb vc ve vlp vln 0 10.61E6 -10E6 10E6 
 1   10E6 -10E6
 ga   6   0  11 12 188.5E-6
 gcm   0   6  10 99 5.961E-9
 iee  10   4  dc 15.16E-6
 hlim  90   0  vlim 1K
 q1  11   2  13 qx
 q2  12   1  14 qx
 r2   6   9  100.0E3
 rc1   3  11  5.305E3
 rc2   3  12  5.305E3
 re1  13  10  1.836E3
 re2  14  10  1.836E3
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 ree  10  99  13.19E6
 ro1   8   5  50
 ro2   7  99  100
 rp   3   4  18.16E3
 vb   9   0  dc 0
 vc   3  53  dc 1
 ve  54   4 dc 1
 vlim   7   8  dc 0
 vlp  91   0  dc 40
 vln   0  92  dc 40
.model dx D(Is5800.0E-18 Rs51)
.model qx NPN(Is5800.0E-18 Bf593.75)
.ends

Far from including all the 24 BJTs of Fig. 5.1, the macro-model uses only two BJTs 

(q1 and q2) to emulate the input-stage front end, and a number of other simpler com-

ponents (resistors, capacitors, diodes, and dependent/independent sources) to mimic 

op amp behavior at a macroscopic level (gain, output saturation, and dynamic char-

acteristics such as input/output impedances, frequency response, and slew-rate limit-

ing, to be covered in Chapter 6). Compared to the transistor-level simulation by the 

IC designer, the macro-model-level simulation by the user is generally much faster. 

However, both the designer and the user need to be aware that all models come with 

inherent limitations, so the results of any simulation need to be properly evaluated and 

eventually verifi ed in the lab. (For instance, a notorious limitation of many op amp 

macro-models is their failure to mimic the input noise characteristics correctly.) 
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PROBLEMS

5.1 The mA741 Operational Amplifi er

 5.1 (a) Suppose the input stage of Fig. 5.6 is rede-

signed by dropping Q1 and Q2 and by operat-

ing Q3 and Q4 as an EC pair biased at IEE 5 

19 �A. Show the modifi ed circuit and use 

the device parameters of the text, along with 

�F3 5 �F4 5 50, to recalculate IP, IN, Rid, Gm1, 

Ro1, and the unloaded gain vo1(oc)y(vp 2 vn). 

  (b) Assuming the B-E junctions of the pnp BJTs 

break down at 7 V and those of the npn BJTs 

break down at 20 V, what is the maximum 

voltage difference (vP 2 vN)max that can safely 
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Q22 altogether and replacing its B-E junction by a 

plain wire. 

  (a) What are the new values of IC17 and Ri3? 

  (b) Recalculate the 2nd-stage parameters Ri2, Gm2, 

and Ro2, and compare them with those of the 

original circuit. 

  (c) Find the 2nd-stage loaded voltage gain (that 

is, the gain in the presence of Ri3), compare 

with that of the original design, and comment. 

 5.6 (a) Using the BJT parameters of the text, fi nd R10 

so that IC19 5 2IC18 in the 3rd stage. What is the 

resulting value of VBB? 

  (b) Using the BJT data of Example 5.1, fi nd 

the standby currents IC14 and IC20 under the 

assumption that R6 and R7 can be ignored. 

  (c) Refi ne your calculations with R6 and R7 in place. 

 5.7 (a) Find the power POA absorbed by an unloaded 

741 op amp powered from 615-V supplies 

and with the output near 0 V. Hence, verify 

that the sum of the power released by the sup-

plies equals that absorbed by the op amp. 

  (b) Find POA if the op amp is sourcing to the sur-

rounding circuit a current of IO 5 2 mA at VO 5 

10 V. Again, verify the conservation of power. 

  (c) Repeat (b) if the op amp is sinking from the 

surrounding circuit a current of IO 5 1.5 mA 

at VO 5 28 V.

 5.8 (a) What value must R4 be changed to if we want to 

double I1 in the Widlar current sink of Fig. 1.4?

  (b) How does doubling I1 affect the parameters of 

the input stage? 

  (c) How does it affect the overall characteristics 

of the op amp? 

 5.9 (a) Which parameters of the 741 op amp are af-

fected if we reduce Q17’s emitter resistance R8 

from 100 V to 0 V? How is the overall gain 

affected? 

  (b) Provide an intuitive justifi cation for your results. 

 5.10 (a) Investigate the change in its dc bias condi-

tions if the 741 op amp is powered by a pair 

of 69-V batteries instead of the usual 615-V 

power supplies. Hence, assuming the betas of 

the BJTs are unaffected, give rough estimates 

of the changes intervening in: 

  (b) Rid, Gm1, and Ro1; 

  (c) Ri2, Gm2, Ro2; 

  (d) Ri3 and Ro. 

  (e) How is the overall gain a affected? Justify 

your results.

be applied to the modifi ed circuit of (a) before 

breakdown occurs? 

  (c) Compare all the above parameters with those 

of the original 741 design, and give reasons 

why the original design is generally preferable. 

 5.2 (a) Assuming �F16 5 200, verify that IB16 in the 

741 circuit of Fig. 5.1 is negligibly small com-

pared to IC4 and IC6. This allows us to defi ne 

the fi rst-stage input offset voltage VOS1 as the 

voltage difference VP 2 VN needed to make 

IC4 5 IC6 (not necessarily 5 9.5 �A) at VC4 5 

VC6 5 VBE16 1 VBE17 1 VEE. 

  (b) Based on the above defi nition, investigate the 

effect of a 10% mismatch between Is1 and Is2, 

assuming no other mismatches in the circuit. 

  (c) Repeat, but for a 10% mismatch between 

Is3 and Is4. 

  (d) Repeat, but for a 10% mismatch between 

Is5 and Is6. 

  (e) Repeat, but for a 10% mismatch between 

R1 and R2. 

 5.3 (a) In the text Q1 and Q2 are assumed to be 

matched with �F1 5 �F2 5 200. Consider a 

particular op amp sample having �F1 5 175 

and �F2 5 225. What are IP, IN, IB, and IOS? 

  (b) What is the range of allowed values for �F1 

and �F2 if we wish to ensure IB # 50 nA and 

IOS # 5 nA? 

  (c) Nominally, Q3 and Q4 have �F3 5 �F4 5 50. 

Suppose that because of a fabrication glitch 

a certain 741 sample has �F3 5 �F4y2 5 25. 

Use the defi nition of VOS1 of Problem 5.2 (a) 

to show that this mismatch produces an input 

offset voltage, and calculate it.

 5.4 (a) Based on the defi nition of VOS1 of Prob-

lem 5.2 (a), calculate VOS1 if R2 is shorted out in 

Fig. 5.5. What is the new value of IC6 (5IC4)? 

  (b) Repeat if R2 is lowered from 1 kV to 0.5 kV. 

  (c) Repeat (a) and (b), but for R1 instead of R2. 

  (d) Having demonstrated that altering the ratio 

R1yR2 unbalances the circuit by creating an 

offset, we can exploit this feature for nulling 

an existing offset, that is, for ensuring IC6 5 IC4 

with VP 5 VN. If VOS1 5 15 mV, which of R1 

or R2 must be lowered to null VOS1? What is the 

lowered resistance value, and what is the new 

value of IC6 (5IC4)? 

 5.5 In an attempt to simplify the 741 op amp, consid-

eration is given to dropping the emitter follower 
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 5.12 Some second-source manufacturers of the 741 op 

amp use the alternative circuit of P5.12 to establish 

the voltage drop VBB needed to bias the push-pull 

pair. The circuit is called VBE multiplier because 

VBB can be adjusted to any (not necessarily inte-

ger) multiple of VBE by suitable choice of the R1yR2 

ratio. 

  (a) Assuming Is1 5 Is2 5 4Is3 5 8 fA and Q3 draws 

negligible base current, specify suitable val-

ues for R1 and R2 to achieve VBB 5 1242 mV as 

in Example 5.1, under the constraint that the 

176-�A current split equally between R1 and 

Q3’s collector. What is the quiescent current IQ 

of the Q1-Q2 pair? 

  (b) Assuming Is4 5 Is3, fi nd vI (in millivolts) for 

vO 5 0. 

  (c) Find vO (in millivolts) if vI 5 0 and RL 5 `. 

  (d) Repeat (c), but with RL 5 1 kV. 

  FIGURE P5.12

Q3

Q1

VCC

VBB

VEE

vI

vO

R2

R1

176 �A

Q4

Q2

RL

1
2

1

2

 5.13 In Fig. 5.1 the overload protection circuitry for 

Q20 consists of R7, Q21, R11, Q24, and Q23. Suppose 

the op amp is trying to swing vO negative, but be-

cause of an overload condition, Q4 steers all of 

IC8 (519 �A) toward the second stage. 

  (a) Assuming Is21 5 Is24 5 Is23 5 2 fA, fi nd the 

current drawn by Q20 (this is ISC for the current 

sinking case). 

   Hint: fi nd IC23, Is24, IC21, and fi nally VEB21. 

  (b) What value should R7 be changed to if we 

want ISC 5 15 mA? 

 5.11 Advanced considerations1 indicate that reducing the 

741 op amp’s input-stage transconductance offers 

certain benefi ts, such as a slew rate increase and a re-

duction in the required value of the on-chip compen-

sation capacitance (these issues will be addressed in 

Chapters 6 and 7). As we know, a common way to 

reduce transconductance is by adding suitable de-

generation resistors in series with the emitters of 

Q3 and Q4. However, resistors are undesirable in IC 

technology, so a clever technique to lower transcon-

ductance is to rob Q3 and Q4 of collector current by 

fabricating each BJT with a double collector, and 

tying the extra collectors in the manner depicted in 

Fig. P5.11, where the original collectors are labeled 

as A and the extra ones as B. (This also results in 

simpler input-stage circuitry, as the collectors of Q1 

and Q are now tied directly to VCC.)

  (a) Assuming �Fp 5 50 and �Fn is very large, and 

the A and B collectors are fabricated with equal 

areas, fi nd I1 so that we still have IC1 5 IC2 5 

9.5 �A. What is the required value of R4 in the 

Widlar sink of Fig. 5.4? What is of the new 

value of the input-stage transconductance Gm1? 

  (b) Repeat if the areas of the B collectors are fab-

ricated three times as large as the areas of the 

A collectors. 
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VCC

VCC

VEE

Q7

A B B A

Q6

I1

R3

FIGURE P5.11
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FIGURE P5.15
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5.2 The Two-Stage CMOS Operational Amplifi er

 5.16 Suppose the two-stage op amp of Fig. 5.13 is 

fabricated in a process characterized by   k9  n  5 

200 �A/V2,   k9  p  5 80 �A/V2, Vtn 5 0.65 V, Vtp 

5 20.75 V,   �9  n  5 0.02 �m/V,   �9  p  5 0.04 �m/V, 

and L 5 0.75 �m throughout. Moreover, the cir-

cuit is powered from 61.65-V supplies and uses 

IREF 5 150 �A. If W1 5 W2 5 W6 5 W7 5 W8 5 

100 �m, W3 5 W4 5 W5y2 5 30 �m, fi nd the 

individual-stage gains, the overall gain, the output 

resistance, the IVR, the OVS, the CMRR, and the 

PSRRs (ignore the body effect of M1 and M2). 

 5.17 The dc calculations of Example 5.2 assume �n 5 

�p 5 0 and as such they are inadequate to predict 

the input offset voltage. 

  (a) Following Example 4.7, calculate VOV6 and 

VOV5 for vP 5 vN 5 0 but using the given non-

zero values of �n and �p (you will fi nd that VOV6 

and VOV5 are slightly less than 250 mV. Why?). 

Hence, fi nd vO (magnitude and polarity). 

  (b) Find the voltage vP that, with vN still at 0 V, 

will drive vO to zero (this is the contribution 

to the input offset voltage VOS due to nonzero 

�5 and �6). Hence, compare with the PSpice 

value of Fig. 5.14b. 

 5.14 (a) Assuming the inputs and output terminals are 

at 0-V dc in Fig. P5.14, estimate the small-

signal gain a 5 voy(vp 2 vn ). Assume �0 5 

100 and VA 5 ` for all BJTs, and ignore base 

currents during your dc calculations. 

  (b) Using matched pnp BJTs, design a circuit to 

provide the 0.1 mA and 1 mA bias currents. 

FIGURE P5.14
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 5.15 The circuit of Fig. P5.15 is known as a current-
differencing amplifi er because it responds to 

the difference of its input currents to give vo 5 

z(ip 2 in), where z is the transimpedance gain, in 

V/A. The Q1-Q2 mirror reverses the direction of ip 

so that the current into Q3’s base is ib3 5 in 2 ip, 

and Q3 is a CE amplifi er whose output is buffered 

to the load RL by the Darlington-like pair Q4-Q5. 

(Omitted for simplicity is the circuitry providing 

the sources V1 and V2 to bias the 200-�A current 

source Q6 and the 1.3-mA current sink Q7). As-

suming �3 5 125, �5 5 200, �4 5 50, and VAn 5 

VAp 5 100 V, 

  (a) fi nd IB3 to sustain VO 5 5 V; 

  (b) fi nd the voltage gain av 5 voyvb3; 

  (c) fi nd the transimpedance gain z 5 voy(ip 2 in). 
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 5.20 Suppose the op amp of Fig. P5.19 is fabricated in 

the process of Problem 5.16 with L 5 0.75 �m 

throughout. Assuming 61.5-V supplies, IREF 5 

200 �A, W1 5 W2 5 W7y2 5 W6y4 5 W8y4 5 

20 �m, and W3 5 W4 5 W5y4 5 50 �m, fi nd the 

individual-stage gains, the overall gain, the output 

resistance, the IVR, the OVS, the CMRR, and the 

PSRRs (ignore the body effect of M1 and M2). 

5.3 The Folded-Cascode CMOS Operational Amplifi er

 5.21 The circuit of Fig. P5.21 is the dual of that of 

Fig. 5.16 because we can obtain it from the for-

mer by interchanging pFETs with nFETs and vice 

versa, as well as interchanging the power-supply 

polarities (omitted for simplicity, the biasing cir-

cuitry is modeled via the dc sources V1, V2, and V3). 

  (a) Assuming   k9  n  5 200 �A/V2,   k9  p  5 80 �A/V2, 

Vtn 5 2Vtp 5 0.5 V,   �9  n  5 0.02 �m/V,   �9  p  5 

0.04 �m/V, and L 5 0.75 �m, specify W1 

through W11 for ID9 5 ID10 5 100 �A, ID11 5 

80 �A, and VOV # 0.2 V throughout. 

  (b) Assuming � 5 0.1 throughout, fi nd the gain 

and the output resistance. 

  (c) If V2 and V3 are biasing the pFETs right at the 

EOS and the circuit is powered from 61.65-V 

supplies, fi nd the IVR and the OVS.

FIGURE P5.21
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 5.18 (a) Suppose the op amp of Example 5.2 is erro-

neously fabricated with W5 5 30 �m instead 

of 32 �m, everything else being as specifi ed. 

Find vO (magnitude and polarity) for vP 5 

vN 5 0. Hence, fi nd the voltage vP that, with 

vN still at 0 V, will drive vO to zero (this is the 

contribution to the input offset voltage VOS due 

to mismatched W5). 

  (b) Repeat, but for the case in which the circuit is 

fabricated with W3 5 15 �m instead of 16 �m. 

  (c) Compare the two cases and explain why simi-

lar mismatches yield so different input offset 

voltages.

 5.19 The circuit of Fig. P5.19 is the dual of that of 

Fig. 5.13 because we can obtain it by interchang-

ing pMOSFETs with nMOSFETs and vice versa, 

and by interchanging the power-supply polarities. 

  (a) Repeat Example 5.2 for the present circuit, 

compare with its dual, and comment. 

  (b) Since the size of the IC is infl uenced by the 

sum of the Ws, which circuit is likely to use 

less chip area? There are two reasons why 

the version of Fig. 5.13 is more popular: 

(a) a pMOSFET SC pair exhibits lower fl icker 

noise than an nMOSFET pair (see Chapter 7), 

and (b) the CS stage exhibits a higher gm if 

M5 is an nMOSFET instead of a pMOSFET, 

a feature that facilitates frequency compensa-

tion (again, see Chapter 7). 

FIGURE P5.19
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 5.24 Shown in Fig. P5.24 is a possible circuit realiza-

tion of the level-shifting sources VLS of Fig. P5.23, 

along with the Thévenin equivalent. 

  (a) Find expressions for VTh and RTh (ignore the 

body effect, and use the test method to fi nd RTh). 

  (b) Assuming the process parameters of Prob-

lem 5.23, specify W1 and W2 for RTh 5 3 kV and 

VTh 5 1.85 V for I 5 75 �A and I2 5 50 �A.

FIGURE P5.24
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5.4 Voltage Comparators

 5.25 Shown in Fig. P5.25 is a voltage comparator that 

allows for VOL and VOH to be set independently of 

the supplies VCC and VEE. The circuit consists of the 

differential pair Q1-Q2, the current mirrors Q3-Q4, 

Q5-Q6, and Q7-Q8, the open-collector output stage 

Q9, and the external pull-up resistor RPU. 

FIGURE P5.25
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  (a) Let VCC 5 2VEE 5 10 V, IEE 5 0.2 mA, VH 5 

5 V, VL 5 0 V, �F9 5 200, VCE9(sat) 5 0.2 V, and 

RPU 5 10 kV. Assuming ro @ r� for simplicity, 

 5.22 (a) If W1 is 1% higher than W2 in the folded-

cascode op amp of Example 5.4, fi nd the po-

larity and projected value of vO for vP 5 vN 5 

0. Hence, fi nd the voltage vP that, with vN still 

at 0 V, will drive vO to zero (as we know, this is 

the input offset voltage VOS). 

  (b) Repeat (a) if W7 is 1% higher than W8. 

  (c) Repeat (a) if W5 is 1% higher than W6. 

  (d) Repeat (a) if W3 is 1% higher than W4. 

  (e) Repeat (a) if W9 is 1% higher than W10. 

  ( f) Compare all cases and comment.

 5.23 Figure P5.23 shows how we can exploit the folded-

cascode technique to realize a two-stage op amp 

in which all signal-processing transistors are 

nMOSFETs, which are faster than pMOSFETs 

because �n is two to three times higher than �p. 

Signal coupling from the differential pair M1-M2 

to the current-mirror load M3-M4 takes place via 

the level-shifting voltage sources denoted as VLS 

(omitted for simplicity, the biasing circuitry is 

modeled via the dc sources V1 and V2). 

  (a) Assuming   k9  n  5 150 �A/V2,   k9  p  5 60 �A/V2, 

Vtn 5 2Vtp 5 0.6 V,   �9  n  5 0.02 �m/V,   �9  p  5 

0.04 �m/V, and L 5 0.75 �m throughout, 

specify suitable values for W1 through W9 

for ID9 5 ID5 5 100 �A and VOV 5 0.25 V 

throughout. 

  (b) Find the voltage gain and the output resistance. 

  (c) Assuming 61.65-V supplies, fi nd the input 

voltage range and the output voltage swing, 

as well as the value of VLS that will make 

vIC(max) 5 VDD. 

FIGURE P5.23
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560 Chapter 5 Analog Integrated Circuits

 5.32 (a) If multimeter measurements on the circuit of 

Fig. 5.32b yield ID1 5 100 �A, ID2 5 50 �A, 

DVGS 5 250 mV, and R 5 5 kV, fi nd k1. If 

k4 5 k1, fi nd k2 and k3. 

  (b) If R is halved, which voltages and current 

change, and by how much? 

 5.33 (a) If the BJT of Fig. P5.33 exhibits �F 5 200 and 

VBE 5 0.64 V at IC 5 1 mA, specify suitable 

resistance values for VREF 5 1.0 V at VCC 5 

5 V, under the constraints IC 5 0.25 mA and  
I  R 

1
 
  5 10 I B . 

  (b) Use small-signal analysis to estimate the per-

centage change in VREF in response to a 20% 

increase in VCC. 

  (c) Assuming VBE drifts by 22 mV/8C, estimate 

the drift of VREF.

   FIGURE P5.33
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 5.34 (a) Assuming negligible base currents in the 

alternative bandgap reference of Fig. P5.34, 

show that VBG 5 VBE2 1 KVT, K 5 (R2yR3) 3 

ln[(R2yR1) 3 (Is2yIs1)]. 

  FIGURE P5.34
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fi nd VOH, VOL, and the gain a for vO 5 1⁄2(VOL 1 

VOH). Hence, estimate the difference VIH 2 VIL. 

  (b) If vN 5 0, fi nd vP for vO 5 1⁄2(VOL 1 VOH).

 5.26 In the CMOS comparator of Fig. 5.24 let   k9  n  5 

2.5  k9  p  5 120 �A/V2, Vtn 5 2Vtp 5 0.7 V, �n 5 

�p 5 1y(30 V), and L 5 0.75 �m. 

  (a) If IREF 5 100 �A, specify W1 through W7 for 

ID6 5 ID7 5 ID8 5 100 �A and VOV 5 0.2 V 

throughout. 

  (b) If VDD 5 2VSS 5 2.5 V, specify W9 and W10 so 

that the total supply current is maximized for 

vO near 0 V and is 1 mA. 

  (c) What is the overall voltage gain for vO 5 0? Over 

what output voltage range does this gain hold? 

 5.27 (a) With reference to the subcircuit of Fig. 5.27, 

explain why there is no hysteresis if m , 1. 

  (b) Suppose W5 and W6 in the circuit of Fig. 5.28 

are lowered from 10 �m to 4 �m, so that 

m 5 4y6. Assuming �n 5 �p 5 0 for simplic-

ity, sketch and label the plots of vO1, vO2, and 

vO1 2 vO2 versus vI. What is the value of the 

gain in the vicinity of vI 5 0? 

5.5 Current and Voltage References

 5.28 (a) Assuming   k9  n  5 2.7  k9  p  5 160 �A/V2 and 

Vtn 5 2Vtp 5 0.75 V in the circuit of 

Fig. 5.30c, specify WyL ratios for IREF 5 5IBIAS 5 

1 mA and VGS 5 0.5 V, given that VDD 5 5 V 

(assume �n 5 �p 5 0). 

  (b) Find the percentage change in IDREF if VDD is 

raised to 6 V, and comment. 

 5.29 (a) Let the BJTs of Fig. 5.31a have Is1 5 2Is2 5 

2 fA. If RBIAS 5 2R 5 2 kV and VCC 5 2.5 V, 

use iterations to fi nd IBIAS and IREF. 

  (b) Repeat if VCC is increased by 20%, and 

comment. 

 5.30 (a) Let the FETs of Fig. 5.31b have k2 5 2k1 5 

1 mA/V2 and Vtn 5 2Vtp 5 0.75 V. If RBIAS 5 

2R 5 8 kV and VDD 5 2.5 V, use iterations to 

fi nd IBIAS and IREF. 

  (b) Repeat if VDD is increased by 20%, and 

comment. 

 5.31 (a) If multimeter measurements on the circuit of 

Fig. 5.32a yield IC1 5 250 �A, IC2 5 100 �A, 

and DVBE 5 60 mV, fi nd R. If Is1 5 Is4 5 2 fA, 

fi nd Is2 and Is3. 

  (b) If R is halved, which voltages and current 

change, and by how much? Which remain 

unchanged? 
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  FIGURE P5.36
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 5.37 Figure P5.36 shows how easy it is to operate 

the transconductor of Fig. 5.38 as a CE ampli-

fi er. Since all biasing is done internally (to avoid 

cluttering, the power supplies are not explicitly 

shown), and the device is capable of true four-

quadrant operation, the external resistors can be 

terminated directly to ground, as shown. 

  (a) Assuming the parameters of Problem 5.36, esti-

mate the voltage gain vcyvb. What is its polarity? 

  (b) Repeat if RE 5 250 V and RC 5 `. 

  (c) Repeat if RE 5 0 and RC 5 `, and comment. 

 5.38 Equation (5.68) was derived under the assumption 

of an ideal input voltage buffer. A real-life buffer 

will exhibit a small output resistance Rn, as shown 

in Fig. P5.38. 

  (a) Show that Eq. (5.68) still holds, provided 

the term 11 R2yReq is changed to 1 1 [R2 1 

Rn(11 R2yR1)]yReq. 

  (b) If a CFA with Req 5 750 kV and Rn 5 40 V 

is confi gured as a noninverting amplifi er with 

R2 5 9R1 5 1.2 kV, fi nd its gain A. What is 

its percentage deviation from the ideal? How 

does it compare with the case Rn 5 0? 

  FIGURE P5.38
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  (b) If Is2(25 8C) 5 2Is1(25 8C) 5 5 fA, specify 

R1 through R3 for TC(VREF) 5 0 at T 5 25 8C 

under the constraint IC1 5 5IC2 5 0.2 mA. 

What is the value of VBG? 

 5.35 The circuit of Fig. P5.35 is called the Widlar band-

gap reference for its inventor. 

  (a) Assuming matched BJTs with negligible 

base currents, show that VBG 5 VBE3 1 KVT, 

K 5 (R2yR3) ln (IC1yIC2). 

  (b) If Is(25 8C) 5 2 fA for all BJTs, specify R1 

through R3 for TC(VBG) 5 0 at T 5 25 8C under 

the constraint IC1 5 IC3 5 5IC2 5 0.2 mA. 

  (c) Specify R4 through R6 for VREF 5 5.0 V. 

   FIGURE P5.35
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5.6 Current-Mode Integrated Circuits

 5.36 Suppose the BJTs in the transconductor of 

Fig. 5.38 have � 5 200 and VA 5 50 V. Moreover, 

let I3 5 I4 5 0.1 mA, and suppose Is1 5 10Is3 and 

Is2 5 10Is4. The transconductor is now connected 

in the form shown concisely in Fig. P5.36, with 

the power supplies not shown to avoid clutter-

ing. Calculate Rb, Rc, and Re if RE 5 250 V and 

RC 5 10 kV. 

  Hint: exploit the symmetry of the circuit about the 

horizontal line joining B, E, and C in Fig. 5.38. 
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562 Chapter 5 Analog Integrated Circuits

 5.39 Let the multiplier of Fig. 5.46 have IX 5 IY 5 

0.5 mA and RX 5 RY 5 12.5 kV. 

  (a) What is the error incurred in making the 

approximation of Eq. (5.76) for vY1 2 vY2 5 

5.0 V? For vY1 2 vY2 5 2.5 V? 

  (b) Specify R so that vO 5 5.0 V when vX1 2 vX2 5 

vY1 2 vY2 5 5.0 V. 

5.7 Fully Differential Operational Amplifi ers

 5.40 (a) Assuming the inputs of the op amp of 

Fig. 5.51 are tied together so that vOP 5 vON 5 

vOC, show that vOC 5 VOC(set)y(1 11yas), where 

as is the gain of the servo loop. (To fi nd as, set 

vp 5 vn 5 0, break M12’s gate connection and 

ground M12’s gate, break M15’s gate connec-

tion and apply a test voltage vtest to M15’s gate, 

and fi nally obtain as 5 vopyvtest. 

  (b) Suppose the op amp is used in a single-supply 

system with VDD 5 5 V, VSS 5 0, and VOC(set) 5 

2.5 V. Assuming the parameters of Example 

5.4, along with k12 5 k13 5 k14 5 k15 5 k1, I 5 

100 �A, and k15 5 k9y1.25, calculate as and, 

hence, vOC. 

 5.41 (a) Assuming the parameters of Example 5.2, fi nd 

the small-signal gain a 5 vodyvid of the op amp 

of Fig. 5.53. 

  (b) If the op amp is used in a single-supply system 

with VDD 5 5 V and VSS 5 0, what is the value 

of VOC(set) that will maximize the OVS? 

  (c) If vid is a sinusoidal wave, what is its maxi-

mum peak amplitude before the output clips? 

 5.42 Figure P5.42 shows how the IVR of the single-

supply active-loaded Q2-Q3 pair can be extended 

below ground potential by using the matched 

voltage followers/shifters Q1-Q4. Let Isn 5 5 fA, 

Isp 5 2 fA, and VAn 5 2VAp 5 50 V. 

  (a) Assuming VEC(EOS) 5 175 mV and ignoring 

base currents, fi nd vIC(min) if the inputs were vB2 

and vB3. 

  (b) Repeat, but if the inputs are vB1 and vB4, as 

shown. What is the gain voy(vp 2 vn)? 

  (c) Give a list of drawbacks stemming from the 

presence of the voltage followers. 

FIGURE P5.42
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 5.43 Estimate the small-signal gain a 5 vodyvid of the 

op amp of Fig. 5.54 for the case in which both 

differential input pairs are active. Assume ID11p 5 

ID11n 5 100 �A, ID7 5 ID8 5 ID9 5 ID10 5 125 �A, 

�n 5 2�p 5 1y(10 V), x 5 0.1, and VOV 5 0.25 V 

throughout. 

  Hint: use half-circuit analysis.

 5.44 For the op amp of Fig. 5.55 let VAn 5 1.5VAp 5 

45 V and �0n 5 3�0p 5 150. Moreover, let IC11p 5 

IC11n 5 50 �A, and assume the CMFN keeps IC3 5 

IC4 5 IC5 5 IC6 5 35 �A. Estimate the small-signal 

gain a 5 vodyvid if vIC is 

  (a) near VEE, 

  (b) near VCC, and 

  (c) about halfway between VEE and VCC. 

  Hint: use half-circuit analysis.

5.8 Switched-Capacitor Circuits

 5.45 Show that the switch-capacitor arrangement of 

Fig. P5.45 simulates a resistor with Req 5 1y(4CfS). 

List a possible advantage of this scheme, as well 

as possible disadvantages. 

  FIGURE P5.45
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 5.49 (a) Assuming fS in Fig. P5.49 is suffi ciently high 

to make the switching process appear as vir-

tually continuous at the signal frequency, de-

rive the transfer function H 5 VoyVi and show 

that the circuit is a low-pass fi lter with gain.7 

What are the expressions for its dc gain and its 

23 dB frequency? 

  (b) If fS 5 1 MHz, specify suitable capacitance 

values for a low-frequency gain of 2 V/V and 

a 23 dB frequency of 10 kHz under the con-

straint C1 1 C2 1 C3 530 pF. 

Vo
Vi

1
2

1

–
�

fS fS

fS

C1

C2

C3

FIGURE P5.49

 5.50 Suppose the FETs of Fig. 5.68b are fabricated 

in a process for which we can approximate 

Cgd ù 0.25W fF, Qn ù 1.75WVOV fC, and k 5 

125W �A/V2, where W is the channel width, in 

�m, and VOV is the overdrive voltage, in V. More-

over, let Vt 5 0.5 V, and assume the gate voltages 

alternate between 62.5 V. 

  (a) Specify W1 so that rDS1 5 500 V for vI 5 0. 

What is rDS1 at vI 5 0.5 V? At vI 5 20.5 V? 

  (b) If Ctot 5 750 fF, fi nd the error in vO due to clock 

feedthrough for vI 5 0, 0.5 V, and 20.5 V. 

  (c) Repeat part (b) but for charge injection with 

a 5 0.5. 

  (d) Specify W2 so as to cancel out the clock 

feedthrough due to M1. 

  (e) What can you say about charge injection can-

cellation if a 5 0.5? If a 5 1?

 5.46 Figure P5.46 shows the autozeroing scheme for a 

high-gain amplifi er designed to be operated as an 

inverting voltage comparator. Discuss its operation 

and show the circuit and all voltages during the au-

tozeroing mode as well as in normal operation, in 

the manner of Fig. 5.65, given that VOS 5 5 mV. 

  FIGURE P5.46
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 5.47 Derive an expression for the transmission-gate re-

sistance rTG of Fig. 5.66 for arbitrary values of kn, 

kp, Vtn, and Vtp. 

  (a) Assuming VSS 5 0 and VDD 5 5.0 V, sketch 

and label rTG as a function of v over the range 

0 # v # 5.0 V if kn 5 1.25kp 5 1 mA/V2, 

Vtn 5 0.75 V, and Vtp 5 21 V. What are the 

maximum and minimum values attained by rTG? 

 5.48 (a) Assuming fS in Fig. P5.48 is suffi ciently high 

to make the switching process appear as virtu-

ally continuous at the signal frequency, fi nd 

Vo as a function of V1 and V2. How would you 

name this circuit? 

  (b) If fS 5 1 MHz, specify suitable values for C1 

and C2 for a unity-gain frequency of 5 kHz 

under the constraint C1 1 C2 # 20 pF. 

  (c) Find the magnitude and phase errors at f 5 

20 kHz. 

  (d) What happens if we change the clock phase 

of the upper switch so that it is fl ipped to the 

right while the bottom switch is fl ipped to the 

left, and vice versa? 

  FIGURE P5.48
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I n our study of electronic circuits so far we have tacitly assumed that diodes and 

transistors react to external signals instantaneously. This is approximately true 

only up to certain operating frequencies, above which various parasitic reac-

tances come into play, whose effect is to limit the frequency response and operating 

speed of a circuit (speed and frequency characteristics are collectively referred to as 

dynamics). Since diodes and transistors operate on the principle of charge control, 

their internal parasitics are of the capacitive type, with the junction capacitance Cj

encountered in Chapter 1 being a familiar example. But, even without any elec-

tronic devices present, a circuit exhibits inherent reactive parasitics stemming from 

fra28191_ch06_564-684.indd   564fra28191_ch06_564-684.indd   564 13/12/13   11:14 AM13/12/13   11:14 AM



  Chapter Highlights 565

its dimensions and layout. In fact, viewing a circuit as a collection of nodes and 

branches, we can safely say that 

● each node exhibits stray capacitance toward its nearby nodes, including the 

reference or ground node 
● each branch exhibits stray self-inductance as well as inductive coupling to its 

nearby branches

A capacitance, whether intentional or parasitic, tends to oppose changes in the volt-
age across it, whereas an inductance tends to oppose changes in the current through 

it. These parasitics are generally small, indicating that below certain operating fre-

quencies, stray capacitances act as open circuits and stray inductances act as short 

circuits and can thus be ignored. However, as a circuit’s operating frequency or op-

erating speed is increased, the roles of capacitances and inductances are reversed, 

so capacitance now approach short-circuit behavior and inductances open-circuit 

behavior. In the circuits of interest to us here it so happens that the most severe 

limitations stem from stray capacitances. To be able to investigate their effect upon 

the dynamics of a circuit we therefore need to augment the small-signal transistor 

models utilized so far with suitable capacitances. 

Both BJTs and MOSFETs include pn junctions, so their models must incorpo-

rate the corresponding junction capacitances. The MOSFET includes also the ca-

pacitances formed by the gate with the channel as well as with the source and drain 

regions. There is no counterpart of these capacitances in the BJT. On the other hand, 

the BJT exhibits a capacitance associated with the minority charge buildup inside the 

base region that does not have a counterpart in the MOSFET. We thus have similari-

ties but also differences in the physical origin of the parasitics of the two devices. 

Yet, the similarities are strong enough that once the student has mastered the high-

frequency analysis of one of the two device types, a good deal of it can be adapted 

to the other. 

CHAPTER HIGHLIGHTS

The chapter begins with the physical basis of the parasitic capacitances of BJTs 

and MOSFETs, after which suitable high-frequency models are developed for both 

devices. 

These models are then applied to the study of the high-frequency behavior of 

the basic single transistor confi gurations (CE/CS, CC/CD, and CB/CG confi gura-

tions), as well as differential pairs, both passive loaded and active loaded. Since the 

distinguishing feature of the CC/CD and CB/CG confi gurations is their ability to ef-

fect impedance transformation, particular attention is given to terminal impedances 

and modeling thereof, especially when it comes to inductive impedances due to their 

notorious tendency to cause ringing or even oscillations. 

As circuit complexity increases, frequency analysis tends to become prohibi-

tively diffi cult. The open-circuit time-constant (OCTC) technique discussed next al-

leviates the task by breaking it down into multiple but simpler sub-tasks, which we 
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566 Chapter 6 Frequency and Time Responses

then use to estimate the circuit’s bandwidth. The OCTC technique proves particularly 

useful in the analysis of multiple-transistor circuits such as the cascode confi guration. 

The frequency response illuminates only certain aspects of a circuit’s dynam-

ics. To complete the picture we need to know also the transient response, the dual 

counterpart. Op amps offer a classic example in which it proves useful to know both 

viewpoints side by side. 

There are situations in which only the transient response is of interest, especially 

when it comes to highly nonlinear applications such as switches and logic gates. The 

chapter concludes with the switching transients of pn junctions and BJTs, the propa-

gation delays of CMOS logic gates, and the response times of voltage comparators. 

Frequency analysis requires a certain amount of dexterity with the manipula-

tions of transfer functions and the construction of Bode plots. For convenience, these 

subjects are briefl y reviewed in Appendix 6A, at the end of the chapter. The chapter 

makes abundant use of PSpice both as a software oscilloscope to display Bode plots 

and transient responses, and as a verifi cation tool for hand calculations. 

6.1 HIGH-FREQUENCY BJT MODEL

Recall that a BJT comprises two pn junctions. In junction-isolated integrated circuits 

(ICs) there is a third junction providing electric isolation between each BJT and its 

surrounding components on the chip (this junction is always reverse biased). As we 

know, each junction exhibits a voltage-dependent capacitance called the junction ca-
pacitance, whose characteristic is depicted in Fig. 1.41b. In the case of the npn BJT 

of Fig. 6.1, the three capacitances of interest are: 

● The base-emitter junction capacitance Cje, 

  C je ( v BE ) 5   
 C je0

 
 ____________  

  ( 1 2  v BE y � e  )  
 m e  

   (6.1a)

 where Cje0 is the zero-bias value of Cje, vBE is the base-emitter voltage, �e is the 

built-in potential of the base-emitter junction, and me is the junction’s grading 
coeffi cient, typically between 1y2 for abrupt junctions, and 1y3 for graded junc-

tions. In forward-active operation vBE doesn’t vary much from its typical value 

VBE(on) (5 0.7 V), so it is common practice to approximate 

 Cje ( VBE(on) )  > 2Cje0 (6.1b)

● The base-collector junction capacitance Cjc, more commonly denoted as C� in 

analog electronics, 

  C � ( v BC ) 5   
 C �0

 
 ____________  

  ( 1 2  v BC y � c  )  
 m c  

   (6.2)

 with similar meaning for the various parameters. In forward-active operation we 

usually have vBC , 0, so it follows that C� , C�0. 
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  6.1 High-Frequency BJT Model 567

● The collector-to-substrate junction capacitance Cs, with a similar expression 

as the one above. To ensure isolation, this junction must always be in reverse 

bias, so to prevent it from ever turning on, the substrate S is internally tied to 

the most negative voltage (MNV) in the circuit. With vSC , 0 this junction is 

nonconductive, yet it presents a stray capacitance Cs whose effect is to shunt 

high-frequency collector signals to the ac grounded substrate. 

Figure 6.1 indicates that all three capacitances are of the distributed type and that 

their areas increase as we go from Cje to C� to Cs. However, the depletion-layer widths 

also increase in the same order due to progressively lighter doping levels from emitter 

to base to collector and to substrate. So, if we visualize each capacitance as Cj 5 �siAyXd 

as per Fig. 1.42b, it is not surprising that the three capacitance values do not differ that 

much from each other. Depending on transistor size, Cje0, C�0, and Cs0 may range from a 

few picofarads (1 pF 5 10212 F) down to ten femtofarads (1 fF 5 10215 F) or so.

The Base-Charging Capacitance Cb

We now wish to demonstrate that the BJT exhibits an additional capacitance Cb due 

to the injection of minority charges into its base region. Recall that in order to operate 

a BJT in the forward-active (FA) region we need to establish an excess of minority 

charge-carriers in its base (this charge, already discussed in connection with Fig. 2.8, 

is repeated here as Fig. 6.2 for convenience). To fi nd this charge, henceforth denoted 

as QF and consisting of electrons in the npn BJT and holes in the pnp BJT, we con-

sider the charge dQF contained in an infi nitesimal slice of thickness dx located at 

some point x along the horizontal axis, and we then integrate dQF from 0 to the base 

width WB. For an npn BJT with emitter area AE, we fi rst multiply the volume AEdx 

FIGURE 6.1 The junction capacitances of a monolithic npn BJT.
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568 Chapter 6 Frequency and Time Responses

by the local excess electron density   n9   B (x) to fi nd the number of electrons within the 

slice, then we multiply by the electron charge 2q to fi nd dQF, fi nally we integrate 

  Q F  5 2q A E  ∫ 
0

  
  W B 

   n9   B (x)dx  5 2q A E    
 W B  3  [   n9   B (0) 2   n9   B ( W B ) ] 

  ____________________ 
2
  

where we have used the fact that the integral is just the area of the triangle with base 

WB and height   n9   B (0) 2   n9   B ( W B ). We also know that the collector current IC is propor-

tional to the slope of the triangle,

  I C  5  A E  J n  5 q A E  D n   
d  n9   B (x)

 ______ 
dx

   5 q A E  D n  (  2   
  n9   B (0) 2   n9   B ( W B )

  _____________ 
 W B 

   ) 
where Dn is the electron diffusivity. Eliminating the difference   n9   B (0) 2   n9   B ( W B ) and 

simplifying, we get

 QF 5 �FIC  (6.3)

where 

  � F  5   
 W  B  2

  
 ____ 

2 D n 
   (6.4)

is the mean transit time for electrons in the forward direction, so-called because it 

represents the average time an electron spends in crossing the base region. (To see 

why, rewrite as IC 5 QFy�F, and use the defi nition of current, I 5 DQyDt, to view �F 

as the time taken by the charge QF to diffuse through the base.) For monolithic npn 

BJTs, �F is typically in the range of 10 to 100 ps (1 ps 5 10212 s). Equation (6.4) 

applies to the pnp BJT as well, provided we replace Dn with Dp. By Einstein’s equa-

tions, Dp 5 (�py�n)Dn. Since �p , �n, it follows that Dp , Dp, indicating that pnp 

BJTs exhibit longer transit times than npn BJTs, a feature that makes the npn types 

inherently faster and thus better suited to high-speed applications.

FIGURE 6.2 Excess minority carrier distribution in the base 

region of an npn BJT operating in the forward-active mode.
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  6.1 High-Frequency BJT Model 569

Recall that a change vbe results in the change ic 5 gmvbe, and hence, by Eq. (6.3), 

in the change qf 5 �Fic, that is, 

 qf 5 �Fgmvbe

Whenever a voltage change causes charge redistribution we have the phenomenon of 

capacitance, so we write Cb 5 qfyvbe, that is, 

  C b  5  � F  g m  5  � F   
 I C 

 ___ 
 V T 

   (6.5)

where Cb is the base-charging capacitance, also called the diffusion capacitance. 

Note that Cb depends on the bias current IC, just like gm, r�, and ro do.

The High-Frequency BJT Model 
We are now ready to incorporate all above information into a small-signal BJT model 

that will allow us to investigate the high-frequency behavior of bipolar ICs. The result is 

shown in Fig. 6.3, where small-signal voltages and currents, now frequency-dependent, 

are represented in terms of their Laplace’s transforms (upper-case letters with lower-

case subscripts). Proceeding from right to left, we make the following observations: 

● First, we have the substrate capacitance Cs. Since the substrate of an npn BJT 

is connected to the MNV, which is a dc potential, the substrate appears as a 

signal ground in our model. (Oftentimes Cs is ignored in order to simplify the 

calculations.)
● Next, we note the base-collector junction capacitance C�. This capacitance is 

most intriguing, for there are situations in which its effect is negligible and it 

can thus be ignored, whereas there are others in which its role gets magnifi ed 

because of a phenomenon known as the Miller effect, and thus becomes the 

dominant capacitance in the circuit.
● In parallel with r� we have a capacitance C� made up of two components, 

  C �  5  C je  1  C b  (6.6)

 namely, the approximately constant junction component Cje (> 2Cje0), and the 

bias-dependent component Cb (5 �FICyVT).
● With reference to Fig. 6.1, we observe that as current enters the base terminal B 

and progresses to the thin base region separating emitter and collector, where the 

FIGURE 6.3 High-frequency small-signal model for the BJT.

1

2

V�
gmV�C� ro

rb

Cs

C�

E

B C

r�

fra28191_ch06_564-684.indd   569fra28191_ch06_564-684.indd   569 13/12/13   11:14 AM13/12/13   11:14 AM



570 Chapter 6 Frequency and Time Responses

central transistor action takes place, it encounters some distributed resistance. 

This is simply the bulk resistance rb of the moderately-doped p-type base region. 

Being typically on the order of 102 V in monolithic BJTs, rb has been ignored 

so far, since the voltage drop it produces in response to ib is usually negligible 

compared to that produced by r�. However, we will fi nd that in general rb cannot 

be ignored in high-frequency operation, as it limits the dynamics of certain BJT 

confi gurations, particularly the CE confi guration. 

Find the element values of the small-signal model of the BJT of Fig. 6.4a using 

the data of a typical high-voltage process: �0 5 150, VA 5 80 V, rb 5 250 V; �F 5 

200 ps; Cje0 5 1.0 pF, �e 5 0.8 V, me 5 0.33; C�0 5 0.5 pF, �c 5 0.6 V, mc 5 0.5; 

Cs0 5 3.0 pF, �s 5 0.6 V, and ms 5 0.5. Show your fi nal circuit.

Solution
By inspection, IC > IE 5 (5 2 0.7)y43 5 0.1 mA. Proceeding as usual, we get 

gm 5 1y(260 V), r� 5 39 kV, and ro 5 800 kV. We also have 

 C b  5  � F  g m  5   200 3 1 0 212  __________ 
260

   > 0.77 pF 

Cje > 2Cje0 5 2.0 pF 

C� 5 Cb 1 Cje > 2.77 pF

To fi nd C� we observe that VC 5 5 2 20 3 0.1 5 3 V, so VBC 5 VB 2 VC 5 

0 2 3 5 23 V. To fi nd Cs, assume the substrate is tied to the MNV (25 V), so 

VSC 5 VS 2 VC 5 25 2 3 5 28 V. Then,

 C �  5   0.5 __________ 
  ( 1 2   23 ___ 

0.6
   )  

0.5

 
   > 0.2 pF   C s  5   3 __________ 

  ( 1 2   28 ___ 
0.6

   )  
0.5

 
   > 0.8 pF

The complete small-signal model is shown in Fig. 6.4b.

FIGURE 6.4 (a) Circuit of Example 6.1, and (b) the BJT’s small-signal model values.
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EXAMPLE 6.1
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  6.1 High-Frequency BJT Model 571

Specifi cation of the BJT Frequency Response 
It is common practice to specify the frequency capability of a BJT in terms of the transi-
tion frequency fT, representing the frequency at which its small-signal current gain u�(jf)u 
drops to unity. This frequency is used as a fi gure of merit for high-speed operation, and 

it can either be calculated or measured, using the ac concept of Fig. 6.5. Specifi cally, we 

apply a small-signal ac current ib to the base, we fi nd the ac current ic with the collector 

at ac ground, and we take the ratio � 5 IcyIb, where Ib and Ic are the Laplace’s transforms 

of ib and ic. Finally, we obtain fT as the frequency such that u�(jfT)u 5 1, or 0 dB. 

Turning to the equivalent circuit of Fig. 6.5b, we observe that shorting the 

collector to ground renders ro and Cs irrelevant and places C� in parallel with C�. We 

can thus apply Ohm’s law and write 

  V �  5  [  r �   //  1 __________ 
s( C �  1  C � )

   ]  I b  5   
 r �    I b  _______________  

1 1 s r � ( C �  1  C � )
  

where s is the complex frequency. It turns out (see Exercise 6.1 below) that over the 

frequency range of interest the current fed forward via C� is negligible compared to 

gmV�, so we approximate

  I c  >  g m  V �  5   
 g m  r � 
 _______________  

1 1 s r � ( C �  1  C � )
   I b 

Letting gmr� → �0 and solving for the ratio IcyIb, we get 

 �(s) 5   
 I c  __ 
 I b 

   5   
 � 

0
 
 _______________  

1 1 s r � ( C �  1  C � )
  

We are primarily interested in the transistor’s ac steady-state response, also 

called the frequency response, so we let s → j� (or s → j2�f  ) and get

 �(  j�) 5   
 � 

0
 
 _________ 

1 1 j�y � � 
   (6.7)

where 

  � �  5   1 __________ 
 r � ( C �  1  C � )

   (6.8)

FIGURE 6.5 (a) Ac circuit to fi nd fT, and (b) its small-signal equivalent.
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572 Chapter 6 Frequency and Time Responses

Since the denominator of the �(s) vanishes for s 5 2��, causing �(s) to blow up 

to infi nity, �� is aptly called pole frequency (see Bode plots in Appendix 6A). The 

magnitude of the current gain is

  u �( j�)u  5   
 � 

0
 
 ____________  

 √ 
___________

 1 1 (�y � �  ) 2   
   (6.9)

and is plotted on logarithmic scales, with � in decades (or octaves), and magnitude 

in decibels. The resulting plot, known as magnitude Bode plot and shown in Fig. 6.6, 

is of such a common form that it warrants some useful observations: 

● For � ! ��, Eq. (6.9) predicts the low-frequency asymptote 

  u �(   jv)u  →  � 
0
  (6.10)

 This is the frequency range over which we have been implicitly operating up to 

this chapter. 
● For � @ ��, Eq. (6.9) predicts the high-frequency asymptote 

  u �(   j�)u  →   
 � 

0
 
 _____ 

�y � � 
   5   

 � 
0
  � � 
 _____ �  

 Defi ning the gain-bandwidth product GBP 5 u�u 3 �, we observe that for 

� @ �� we have 

 GBP 5  u �(   j�)u  3 � 5  � 
0
  � �  (6.11)

 that is, the GBP is constant with frequency. In other words, if we pick any point 

on the high-frequency asymptote and take the product of its ordinate u�(j�)u by 

its abscissa �, we always get the same value, namely, the GBP. In particular, 

increasing (decreasing) � by a decade causes u�( j�)u to decrease (increase) also 

by a decade, or 20 dB. Alternatively, an octave increase (or decrease) in � results 

in a 6-dB decrease (or increase) in u�( j�)u. 
● The frequency �T at which u�( j�)u drops to unity, or 0 dB, is called the transition 

frequency because at this frequency the BJT ceases to provide current gain and 

starts attenuating, so it is no longer useful. By Eq. (6.11) we must have 1 3 �T 5 

�0��. Using Eq. (6.8), along with r� 5 �0ygm, we get

  � T  5   
 g m 
 ________ 

 C �  1  C � 
   (6.12a)

0

��(j�)� (dB)

3 dB �20 dB/dec

�0

�� �T

� (dec)

FIGURE 6.6 Bode plot of u�( j�)u.
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  6.1 High-Frequency BJT Model 573

 or, alternatively, 

  f T  5   
 g m 
 ___________  

2�( C �  1  C � )
   (6.12b)

 In monolithic BJTs fT ranges from a few hundred MHz to tens of GHz. 
● For � 5 �� Eq. (6.9) predicts  u �(  j � � )u  5  � 

0
 y √ 

__

 2   5 0.707�0, that is, at � 5 �� 

the magnitude u�u is down to 70.7% of its low-frequency value �0. Since 1y √ 
__

 2   5 

23 db, the pole frequency �� is also called the 23-dB frequency. 

Exercise 6.1
The current fed forward via C� in Fig. 6.5b is I� 5 V�y[1y(  j�C�)]. Using the fact 

that C� ! C�, show that for frequencies up to at least �T we have uI�u ! ugmV�u, thus 

justifying the approximation Ic > gmV�.

It is instructive to take a closer look at the transition frequency fT. Combining 

Eqs. (6.5), (6.6), and (6.12), we express this frequency in the insightful form 

  f T  5   
1y2�
 ______________  

  
 C je  1  C � 

 ________ 
 I C 

   V T  1  � F 

   (6.13)

which shows explicitly the dependence on the bias current IC. At suffi ciently low col-

lector currents fT is dominated by Cje 1 C�, and it increases with IC. For IC suffi ciently 

high, fT saturates at

  f T(max)
  5   1 _____ 

2� � F 
   (6.14)

indicating that �F poses the ultimate limit on fT. Figure 6.7 shows a decline in fT at 

high collector currents. This is due to the fact that �F increases with high-level injec-

tion and other high collector-current effects.2

If a certain BJT exhibits u�u 5 200 at f 5 1 kHz and u�u 5 10 at f 5 500 MHz, 

fi nd �0, f�, and fT. 

Solution
Since 1 kHz is such a low frequency, the fi rst datum must lie on the low-frequency 

asymptote, so �0 5 200. Since the second datum is much smaller than �0, it must 

lie on the high-frequency asymptote, where the GBP is constant. So, fT 5 GBP 5 

10 3 500 5 5 GHz. Finally, f� 5 fTy�0 5 5000y200 5 25 MHz. 

EXAMPLE 6.2
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574 Chapter 6 Frequency and Time Responses

Using Eq. (6.4), along with Einstein’s relation Dn 5 �nVT, we can also write, for 

an npn BJT,

  f T(max)
  5   1 __ �     

 � n  ___ 
 W  B  2

  
   V T  (6.15)

(For a pnp BJT replace �n with �p.) It is apparent that for fast operation a BJT should 

be fabricated with a very narrow base, and it should be of the npn type as electrons 

are 2 to 3 times more mobile than holes.

FIGURE 6.7 Dependence of fT on the bias current IC. 

0

fT

fT dominated by �F

fT dominated by Cje � C�

IC (log scale)

1@(2��F)

Find fT for the BJT of Example 6.1. How does this compare with fT(max)? Which 

parasitic dominates fT in this example? Which dominates the least?

Solution 
Equation (6.13) gives 

 f T  5   
1y2�
  ___________________________   

  
(2 1 0.2)1 0 212 

  ____________ 
0.1

  26 1 200 3 1 0 212 

   5   1 ______________________  
2�(520 1 52 1 200)1 0 212 

   5 206 MHz

Equation (6.14) gives 

 f T(max)
  5   1 _____________  

2�200 3 1 0 212 
   5 796 MHz

It is apparent that the main culprit in this example is Cje. This is followed by Cb, 

whereas C� has the least impact. 

EXAMPLE 6.3

6.2 HIGH-FREQUENCY MOSFET MODEL

As depicted in Fig. 6.8, an integrated-circuit (IC) MOSFET presents a variety of 

internal capacitances:1

● The gate-channel oxide capacitance Cgc, also called the intrinsic capacitance, 

  C gc  5 WL C ox  (6.16)
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  6.2 High-Frequency MOSFET Model 575

 where W is the channel width, L is the distance between the inner edges of the 

source and drain diffusion regions, and Cox is the oxide capacitance per unit 
area. Recall from Chapter 3 that 

  C ox  5   
 � ox  ___  t ox 

   5   34.5 ____  t ox 
   fF/� m 2  (6.17)

 where tox is the oxide thickness, in nm. For instance, a process with tox 5 10 nm gives 

Cox 5 34.5y10 5 3.45 fF/�m2. The gate length as drawn on the mask before fab-

rication is denoted as Ldrawn. During fabrication of the n1 source and drain regions 

via ion implantation, ions diffuse laterally, resulting in some overlap between the 

inner edges of these regions and the outer edges of the gate electrode. Denoting the 

amount of overlap as Lov (in PSpice this is denoted as Ld) we thus have 

 L 5  L drawn  2 2 L ov  (6.18) 

 Typically, Lov is on the order of 10-20% of Ldrawn. (Note that when calculating 

the device transconductance parameter k 5 k9(WyL) we must use L as given 

above, and also use the multiplicative factor (1 1 	vDS) to account for the chan-

nel length modulation DL. When referring to a particular fabrication process, en-

gineers use L to denote what is actually Ldrawn. This is also the convention used by 

PSpice, where statements of the type L51.0u Ld50.15u imply a fabrication 

process with Ldrawn 5 1.0 �m and Lov 5 0.15 �m, and thus L 5 1 2 2 3 0.15 5 

0.7 �m. For consistency with previous chapters we shall continue using L to 

denote the distance between the inner edges of the source and drain regions.) 
● The channel-body depletion capacitance Ccb. In saturation operation, which is 

the region of greatest interest in analog applications, this capacitance is shielded 

from the gate by the inversion layer and therefore plays a negligible role. 

FIGURE 6.8 The capacitances in a saturated monolithic nMOSFET.
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576 Chapter 6 Frequency and Time Responses

● The overlap capacitances at the source and drain edges of the gate electrode, 

each of which is

  C ov  > W L ov  C ox  (6.19)

● The junction capacitances Csb and Cdb between the n1 regions of the source and 

drain, and the p2 body, also called bulk or substrate. As we know, these capaci-

tances take on the forms 

  C sb  5   
 C sb0

 
 ____________  

 (1 1  v SB y � 
0
 ) 

m 
     C db  5   

 C db0
 
 ____________  

 (1 1  v DB y � 
0
 ) 

m 
   (6.20)

The role played by each of the above capacitances varies with the operating con-

ditions of the MOSFET.2 In analog applications the FETs are operated in saturation, 

where the channel takes on the familiar tapered form (see Fig. 6.8), where DL is the 

SCL portion extending into the channel side. This asymmetry causes (2y3) of Cgc to 

go to the source side, and none to the drain side.2 Based on these considerations, the 

complete high-frequency model of the MOSFET is as in Fig. 6.9. As usual, small-

signal voltages and currents, now frequency-dependent, are represented in terms of 

their Laplace’s transforms (upper-case letters with lower-case subscripts). We shall 

see that the capacitances playing the biggest roles in the frequency response of a FET 

are Cgs and Cgd, which take on the forms 

  C gs  >   2 __ 
3
  WL C ox  1 W L ov  C ox    C gd  > W L ov  C ox  (6.21)

The model includes also the stray capacitance Cgb, not immediately obvious from the 

structure of Fig. 6.8, to account for the capacitive coupling between the gate inter-

connections and the underlying substrate outside the active device area. In today’s 

technology, the various capacitances appearing in a MOSFET’s small-signal model 

are in the femtofarad range (1 fF 5 10215 F). 

FIGURE 6.9 Complete high-frequency small-signal model for the MOSFET.
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  6.2 High-Frequency MOSFET Model 577

The model of Fig. 6.9 is certainly intimidating for hand calculations—though 

not necessarily so for PSpice simulations. In the cases in which body and source are 

tied together, the model simplifi es as in Fig. 6.10, where the expression for Cgs in 

Eq. (6.21) is now changed as 

  C gs  >   2 __ 
3
  WL C ox  1 W L ov  C ox  1  C gb  (6.22)

Specifi cation of the MOSFET Frequency Response 
As in the BJT case, the frequency capability of a MOSFET is expressed in terms of 

the transition frequency fT at which the magnitude of its small-signal current gain 

drops to unity. As we know, no current fl ows into the gate terminal at dc. However, as 

the operating frequency is increased, the stray capacitances associated with the gate 

terminal draw increasing current, thus decreasing the current gain of the FET. The 

transition frequency represents a fi gure of merit for high-frequency operation, and 

it can either be calculated or measured, using the ac concept of Fig. 6.11a. Specifi -

cally, we apply a small-signal ac current Ig to the gate terminal, we fi nd the current Id 

drawn by the FET with the drain at ac ground, we take the ratio IdyIg, and we fi nally 

determine the frequency �T at which uIdyIgu 5 1, or 0 dB. 

FIGURE 6.10 High-frequency small-signal model for 

a MOSFET with body and source tied together.
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FIGURE 6.11 (a) Ac circuit to fi nd fT, and (b) its small-signal equivalent.
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578 Chapter 6 Frequency and Time Responses

Turning to the equivalent circuit of Fig. 6.11b, we note that shorting the drain 

to ground renders ro and Cdb irrelevant, and places Cgd in parallel with Cgs. Moreover, 

with body and source tied together, Cgs is given by Eq. (6.20). Applying the general-

ized Ohm’s law, 

  V gs  5   1 __________ 
s( C gs  1  C gd )

   I g 

As in BJT case, one can verify that over our frequency range of interest, the current 

fed forward via Cgd is negligible compared to that of the dependent source, so we 

approximate

  I d  >  g m  V gs  5   
 g m 
 __________ 

s( C gs  1  C gd )
   I g 

Taking the ratio IdyIg and letting s → j�, we get 

   
 I d  __ 
 I g 

   5   1 ______ 
j�y � T 

   (6.23)

where

  � T  5   
 g m 
 ________ 

 C gs  1  C gd 
   (6.24a)

or, alternatively,

  f T  5   
 g m 
 ____________  

2�( C gs  1  C gd )
   (6.24b)

(Note the formal similarity with Eq. (6.12) of the BJT.) Since gm depends on the 

bias current ID, so does fT. Figure 6.12 shows the Bode plot of the MOSFET’s cur-

rent gain. At low frequencies this gain tends to infi nity because the gate draws no dc 

current. But, at f 5 fT, the current entering the gate equals that drawn by the drain. 

In current monolithic MOSFETs, fT ranges from hundreds of MHz to tens of GHz. 

FIGURE 6.12 Bode plot of a MOSFET’s current gain.
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  6.2 High-Frequency MOSFET Model 579

Exercise 6.2
The current fed forward via Cgd in Fig. 6.11b is Igd 5 Vgsy[1y(  j�Cgd)]. Exploiting the 

fact that Cgd ! Cgs, show that for frequencies up to at least �T we have uIgdu ! ugmVgsu, 
thus justifying the approximation Id > gmVgs.

 (a)  Assuming VGS has been adjusted for ID 5 100 �A in the circuit of Fig. 6.13a, 

fi nd the element values in the small-signal model of the MOSFET, and show 

the fi nal circuit. The process parameters are: k9 5 250 �A/V2, Cox 5 4 fF/�m2, 

	9 5 0.02 �m/V, 
 5 0.5 V1y2, �p 5 20.3 V, �0 5 0.6 V, and m 5 0.5. The 

device parameters are W 5 10 �m, L 5 1.0 �m, Lov 5 25 nm, Csb0 5 Cdb0 5 10 fF, 

and Cgb 5 5 fF. 

 (b)  Estimate fT. 

FIGURE 6.13 (a) Circuit of Example 6.2, and (b) the MOSFET’s small-signal model values.

1

2

Vgs

2

1

Vbs6 fF

S

B

500 kV28 fF

G D
1 fF

5 fF 4 fF

Vbs

7.16 kV

10 kV

Vgs

1.41 kV

(b)(a)

100 mA

3 V

VGS

1

2

Solution
 (a)  The device transconductance parameter is k 5 k9(WyL) 5 0.25(10y1) 5 

2.5 mA/V, and the overdrive voltage is VOV 5  √ 
_____

 2 I D yk   5  √ 
__________

 2 3 0.1y2.5   5 

0.283 V. Since VS 5 10 3 0.1 5 1 V and VDS 5 3 2 1 5 2 V, it follows that 

VDS . VOV, indicating a saturated FET. We have 

 	 5 	9yL 5 0.02y1 5 0.02  V 21  

  r o  5   1 ___ 
	 I D 

   5   1 _________ 
0.02 3 0.1

   5 500 kV

  g m  5  √ 
____

 2k I D    5  √ 
____________

  2 3 2.5 3 0.1   5   1 _______ 
1.41 kV

  

  g mb  5   

 g m 
 ____________  

2 √ 
__________

  V SB  1 2 u  � p u   
   5   

0.5y1.41
 _____________  

2 √ 
___________

 1 1 2 3 0.3  
   5   1 _______ 

7.16 kV
   

EXAMPLE 6.4
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580 Chapter 6 Frequency and Time Responses

As in the BJT case, it is instructive to take a closer look at fT, which we now 

express as

  f T  5   
 √ 

____

 2k I D   
 ____________  

2�( C gs  1  C gd )
   (6.25)

Clearly, the fT of a MOSFET increases with the square root of the bias current ID. 

By contrast, at suffi ciently low bias currents, the fT of a BJT increases in direct pro-

portion to IC. This increase continues until it saturates at fT 5 1y(2��F) due to the 

fact that current in a BJT is the result of minority-charge diffusion. By contrast, the 

current of a FET is by majority-charge drift, so the limiting factors in this case are 

exclusively the stray capacitances. 

Of all capacitances in a MOSFET, the dominant one is usually the fi rst com-

ponent in the right-hand side of Eq. (6.21). If we approximate Eq. (6.24b) as fT > 

gmy(2�Cgs) with Cgs > (2y3)WLCox, then 

  f T  >   
 g m 
 _____________  

2�(2y3)WL C ox 
   5   0.75 ____ �     

 g m 
 ______ 

WL C ox 
  

Letting gm 5 kVOV 5 [(WyL)�nCox]VOV and simplifying, we can fi nally place an upper 

limit on the fT of a nMOSFET for a given VOV by writing 

  f T(max)
  5   0.75 ____ �     

 � n  ___ 
 L 2 

   V OV  (6.26)

(For a pMOSFET replace �n with �p.) It is apparent that for fast operation a MOSFET 

should have a very short channel, and it should be of the n type as electrons are 2 

to 3 times as mobile as the holes of a p-type. Note the striking similarity to the BJT 

limit of Eq. (6.15), except for the replacement of the (fi xed) thermal voltage VT by 

the (user-imposed) overdrive voltage VOV: the higher VOV the faster the MOSFET is 

likely to operate. 

  C sb  5   
 C sb0

 
 ____________  

 (1 1  v SB y � 
0
 ) 

m 
   5   10 ____________  

 (1 1 1y0.6) 0.5 
    > 6 fF

  C db  5   
 C db0

 
 ____________  

 (1 1  v DB y � 
0
 ) 

m 
   5   10 ____________  

 (1 1 3y0.6) 0.5 
    > 4 fF

  C gs  >   2 __ 
3
  WL C ox  1 W L ov  C ox  5   2 __ 

3
  10 3 1 3 4 1 10 3 0.025 3 4 > 27 1 1 5 28 fF

  C gd  5 1 fF

  The complete small-signal model is shown in Fig. 6.13b. 

 (b) Find fT using Eq. (6.24b), but with Cgs as in Eq. (6.22), namely, Cgs 5 27 1 

11 5 5 33 fF. Thus

  f T  5   
 g m 
 ____________  

2�( C gs  1  C gd )
   5   

1y(1.41 3 1 0 3 )
  ______________  

2�(33 1 1)1 0 215 
   5 3.31 GHz
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  6.3 Frequency Response of CE/CS Amplifi ers 581

6.3 FREQUENCY RESPONSE OF CE/CS AMPLIFIERS

With the high-frequency models in hand, we are now eager to investigate the frequency 

response of the most popular transistor confi gurations. The fi rst to come to mind are the 

common-emitter (CE) and common-source (CS) confi gurations, the workhorses of volt-

age amplifi cation. Their ac equivalents, shown in Figs. 6.14a and 6.15a, could refer to 

any of the discrete CE realizations of Chapters 2 and 3, so long as the operating frequen-

cies are such that the ac coupling and bypassing capacitors act as ac short circuits. But, 

they could also represent the differential-mode half-circuits of the dc-coupled EC and SC 

pairs of Chapter 4. Consequently, the analysis we are about to undertake is quite general. 

Replacing the transistors with their high-frequency small-signal models we ob-

tain the ac circuits of 6.14b and 6.15b. (For the time being we are deliberately ignor-

ing the output-node parasitics, namely, Cs for the BJT and Cdb for the FET, so we 

can focus on the two remaining capacitances and develop valuable intuition in the 

process. These parasitics will be taken up later in this section.) The two circuits ex-

hibit inevitable differences, but also formal similarities. In fact, using simple circuit 

transformations, we can reduce them to a common form, and then perform a single 

analysis on this common circuit to avoid duplication (mercifully, opportunities of 

this type will arise often as we proceed).

● Turning fi rst to the BJT equivalent of Fig. 6.14b, we simplify its left side by 

applying Thévenin’s theorem, and its right side by combining the two parallel 

resistances into a single one, 

  V i  5   
 r � 
 ____________  

 R sig  1  r b  1  r � 
   V sig    R 

1
  5 ( R sig  1  r b )// r �    R 

2
  5  R C   // r o  (6.27)

 After this, the circuit of Fig. 6.14b reduces to that of Fig. 6.16, where the input-

node capacitance C1 plays the role of C�, the feedback capacitance Cf plays that 

of C�, and V1 that of V�.
● Likewise, turning to the MOS equivalent of Fig. 6.15b and letting 

  V i  5  V sig    R 
1
  5  R sig    R 

2
  5  R D   // r o  (6.28)

 we reduce it to the same equivalent of Fig. 6.16, where now the input-node 

capacitance C1 plays the role of Cgs, the feedback capacitance Cf plays that of 
Cgd, and V1 that of Vgs.

FIGURE 6.14 (a) Ac equivalent of the CE amplifi er, and (b) its high-frequency small-signal model.

(a)

1
2
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(b)

1
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2
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1

2
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fra28191_ch06_564-684.indd   581fra28191_ch06_564-684.indd   581 13/12/13   11:14 AM13/12/13   11:14 AM



582 Chapter 6 Frequency and Time Responses

Let us investigate the common circuit of Fig. 6.16, and then adapt our results to 

the BJT and the FET circuits of Figs. 6.14 and 6.15 with the aid of Eqs. (6.27) and 

(6.28), respectively. The analysis of this circuit is facilitated further if we take ad-

vantage of the Miller effect, to be discussed next. The results, though not exact, will 

prove quite insightful, as we shall see. 

FIGURE 6.15 (a) Ac equivalent of the CS amplifi er, and (b) its high-frequency 

small-signal model. 

(a)

Vo

RD

1
2

Rsig

Vsig

(b)

1
2

1

2

Vo

1

2

Vgs RDroVsig Cgs

Rsig Cgd

gmVgs

FIGURE 6.16 General model for the CE and CS amplifi ers.

1
2

1

2

Vo

1

2

V1 R2

CfR1

C1Vi gmV1

FIGURE 6.17 Illustrating the Miller effect. 

Cf

Zeq
2gmR2

If

Vo

CM 5 Cf (1 1 gmR2)V1
1
2 V1

1
2 Zeq

The Miller Effect 
With Cf absent, the circuit of Fig. 6.16 gives Vo 5 2gmR2V1, indicating that we can 

model its portion from V1 to Vo with an inverting amplifi er as in Fig. 6.17. With Cf 

present there will be some loading at the output of the amplifi er; however, actual 

examples below will reveal that loading is negligible over the frequency range of 
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  6.3 Frequency Response of CE/CS Amplifi ers 583

interest. We now wish to fi nd the equivalent impedance Zeq seen looking toward the 

right by the V1 source of Fig. 6.17. By Ohm’s law, the current supplied by V1 is

  I f  5   
 V 

1
  2  V o  _______ 

1y(s C f )
   > s C f   [ V 

1
  2 (2 g m  R 

2
  V 

1
 )] 5 s C f    (1 1  g m  R 

2
 ) V 

1
  5 s C M  V 

1
  (6.29)

Where 

  C M  5  C f    (1 1  g m  R 
2
 )  (6.30)

Letting Zeq 5 V1yIf 5 1y(sCM), we conclude that the block consisting of the am-

plifi er and its feedback capacitance appears to the V1 source as a mere equivalent 
capacitance CM toward ground. This capacitance is (1 1 gmR2) times as large as Cf. 

This intriguing phenomenon is called the Miller effect for John M. Miller, who fi rst 

described it in 1920. The term (1 1 gmR2) is called the Miller multiplier and CM the 

Miller capacitance. In general, CM @ Cf. 

To better understand the Miller effect, let us investigate the process of changing 

the voltage across a 1-pF capacitor from 0 V to 1 mV, fi rst for the case in which the 

capacitor is grounded, then for the case in which it is placed in the feedback path of 

an amplifi er with a gain of 299 V/V. Let us compare the two cases and comment.

Solution
With reference to Fig. 6.18a we note that applying DV 5 1 mV causes a charge 

transfer of DQ 5 CDV 5 10212 3 1023 5 10215 C 5 1 fC. Consider next the case 

in which the (initially discharged) capacitor is in the feedback path of the ampli-

fi er as in Fig. 6.18b. As we raise the left plate from 0 V to 1 mV, the amplifi er will 

lower the right plate from 0 V to 299 mV, causing a 100-mV total change across 

the capacitor. The charge transfer is now DQ 5 CDV 5 1022 3 (100 3 1023) 5 

100 fC. Even though the physical capacitance of Fig. 6.18b is still 1 pF, the charge 

transfer is 100 times that of Fig. 6.18a. Yet, the applied voltage is still 1 mV. So 

if we regroup the terms as DQ 5 (10212 3 100) 3 1023 5 (100 pF)(1 mV) 5 

100 fC, we can state that things go as if the input source were driving a fi ctitious 

capacitance 100 times as large, or CM 5 100 pF! 

FIGURE 6.18 Quantitative illustration of the Miller effect.

0-to-1 mV

1 fC

1 pF1
2

(a)

299

0-to-1 mV 0-to-1 mV

0-to-(299 mV)

1
2

100 fC 1 pF

(b)

100 fC

100 pF1
2

EXAMPLE 6.5
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584 Chapter 6 Frequency and Time Responses

Analysis Using the Miller Approximation
Thanks to the Miller effect, the circuit of Fig. 6.16 simplifi es as in Fig 6.19a. In fact, 

we can combine the two parallel capacitances into a single total capacitance Ct, 

  C t  5  C 
1
  1  C M  (6.31)

and work with the even simpler circuit of Fig. 6.19b. Using the ac voltage divider 

formula, 

  V o  5 2 g m  V 
1
  R 

2
  5 2 g m  R 

2
    

1ys C t  __________ 
 R 

1
  1 1ys C t 

    V i  5   
2 g m  R 

2
 
 _________ 

1 1 s R 
1
  C t 

   V i 

so the voltage gain of the circuit is 

 a(s) 5   
 V o  __ 
 V i 

   5   
2 g m  R 

2
 
 _________ 

1 1 s R 
1
  C t 

   (6.32)

The value of s that makes the denominator vanish and therefore causes a(s) to blow 

up to infi nity is referred to as a pole. This value is 

 s 5 2  
1
 

____
 

 R 
1
  C t 

   (6.33)

indicating a real and negative pole. Letting s → j� in Eq. (6.32) gives the frequency 
response, which we express in the standard for of Eq. (6A.1) of Appendix 6A as 

 a( j�) 5   
 a 

0
 
 _________ 

1 1 j�y � p 
   (6.34)

where 

  a 
0
  5 2 g m  R 

2
  (6.35a)

is the value of a in the limit � → 0, aptly called the low-frequency gain, and

  � p  5   1 ____ 
 R 

1
  C t 

   (6.35b)

is called the pole frequency. 

FIGURE 6.19 Equivalent-circuit simplifi cations using the Miller approximation. 
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  6.3 Frequency Response of CE/CS Amplifi ers 585

FIGURE 6.20 Magnitude gain plot for 

the circuit of Fig. 6.19b. 

0

3 dB

ua0u

ua( j�)u (dB)

220 dB/dec

� (dec)

�p

The magnitude Bode plot is shown in Fig. 6.20 (see also Bode plots in 

Appendix 6A). It is instructive to justify this plot using physical insight. With refer-

ence to Fig. 6.19b, we observe that the frequency response is governed by the ac 

voltage divider formed by Ct with R1, the equivalent resistance seen by Ct itself. The 

impedance presented by Ct is Zt( j�) 5 1y( j�Ct), and depending on how its magni-

tude uZt( j�)u 5 1y(�Ct) compares with R1, we have three signifi cant cases:

● At low frequencies we have uZt(�)u @ R1, indicating that Ct approximates an open 
circuit compared to R1. Consequently, V1 → Vi, and thus uau → a0. This is the situ-

ation we have been dealing with before embarking upon the present chapter. 
● At high frequencies we have uZt(�)u ! R1, indicating that Ct now approximates 

a short circuit compared to R1. Consequently, V1 → 0, and uau rolls off with 

frequency, as shown. 
● The borderline between the two limiting cases occurs when � 5 �p. Rewriting 

Eq. (6.35b) as 1y(�pCt) 5 R1, we see that at this frequency we have 

 uZt(�p)u 5 R1 (6.36)

 We now have a physical interpretation for �p: this is the frequency at which the 

capacitance’s impedance equals, in magnitude, the equivalent resistance seen 

by the capacitance itself. In the MOS case of Fig. 6.15 this resistance is simply 

Rsig, but in the bipolar case of Fig. 6.14 it is r�//(Rsig 1 rb). A circuit designer will 

always use physical insight to check the results of mathematical derivations as 

well as to develop a feel for the workings of the circuit at hand. 
● Because of the gain roll-off with frequency, an amplifi er is in effect a low-

pass fi lter, this being the reason why �p is also variously known as corner fre-
quency, cutoff frequency, or also break frequency. At � 5 �p, uV1u is down to 

1y √ 
__

 2   (5 0.707, or 23-dB) of its low-frequency value, so �p is also called the 

23-dB frequency. Since the power of an ac signal is proportional to the square of 

its magnitude, another name of �p is half-power frequency. The gain-bandwidth 

product is 

 GBP 5 u a 0 u 3  f p  (6.37)
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586 Chapter 6 Frequency and Time Responses

We are now ready to apply our results to the specifi c circuits of Figs. 6.14 and 

6.15. Turning fi rst to the common-emitter (CE) case, we combine Eqs. (6.27) and 

(6.35) to write 

  a 
0(BJT)

  5   
 
   
 V o  ___ 
 V sig 

   |  
�→0

  5   
 r � 
 ____________  

 R sig  1  r b  1  r � 
  [2 g m ( R C   // r o )]  (6.38a)

  � p(BJT)
  5   1  ______________________________________    

{ r �   //( R sig  1  r b )} 3 { C �  1  C � [1 1  g m ( R C   // r o )]}
   (6.38b)

Turning next to the common-source (CS) case, we combine Eqs. (6.28) and (6.35) 

to write

  a 
0(FET)

  5   
 
   
 V o  ___ 
 V sig 

   |  
�→0

  5 2 g m ( R D   // r o )  (6.39a)

  � p(FET)
  5   1  __________________________   

 R sig { C gs  1  C gd [1 1  g m ( R D   // r o )]}
   (6.39b)

To develop a better feel, let us look at some actual examples. 

Let the CE amplifi er of Fig. 6.14 use a BJT with �0 5 200, VA 5 50 V, rb 5 

200 V, and C� 5 0.5 pF. The BJT is biased at IC 5 1 mA, where it exhibits fT 5 

500 MHz. Moreover, let Rsig 5 1 kV and RC 5 5 kV.

 (a)  Estimate the amplifi er’s low-frequency gain as well as its 23-dB frequency. 

What is the gain-bandwidth product of this amplifi er? 

 (b)  Verify that loading of the output node by the feedback capacitance is negli-

gible over the frequency range of interest (f # fp), thus validating the Miller 

approximation. 

Solution
 (a)  Proceeding as usual, we fi nd gm 5 1y(26 V), r� 5 5.2 kV, and ro 5 50 kV. 

Moreover, 

  R 
1
  5  r �   //( R sig  1  r b ) 5 5.2//(1 1 0.2) 5 0.975 kV

  R 
2
  5  R C   // r o  5 5//50 5 4.55 kV

  The low-frequency gain is

  a 
0
  5   

 r � 
 ____________  

 R sig  1  r b  1  r � 
  (2 g m  R 

2
 ) 5   5.2 ____________  

1 1 0.2 1 5.2
  (24.55y0.026) 

    > 0.81 3 (2175) 5 2142 V/V

EXAMPLE 6.6
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  6.3 Frequency Response of CE/CS Amplifi ers 587

  By Eq. (6.12b) we have 

  C �  5   
 g m 
 ____ 

2� f T 
   2  C �  5   

1y26
 ______________  

2� 3 500 3 1 0 6 
   2 0.5 3 1 0 212  > 12 pF

  The Miller capacitance is 

  C M  5  C � [1 1  g m ( R C   // r o )] 5 0.5 3 1 0 212 [1 1 175] 5 88 pF

  indicating a Miller multiplier of 176. The total capacitance is thus

 Ct 5 C� 1 CM 5 12 1 88 5 100 pF

  Clearly, the Miller capacitance plays a dominant role in this amplifi er. 

Together, R1 and Ct create a pole frequency at 

  f p  5   1 ______ 
2� R 

1
  C t 

   5   1  _____________________  
2� 3 975 3 100 3 1 0 212 

   5 1.63 MHz

  The gain-bandwidth product is 

 GBP 5 ua0u 3 fp 5 142 3 1.63 > 230 MHz

 (b)  By Eq. (6.29), the current fed forward via C� is maximized at the upper edge 

of the frequency band of interest, where 

  I f   (j f p ) > j2� f p  C M  V �  5 j2� 3 1.63 3 1 0 6  3 88 3 1 0 212  V �  5 j V � y(1110 V)

  On the other hand, the current drawn by the dependent source is

  g m  V �  5  V � y(26 V)

  The ratio of the two currents is thus 

   
 u  I f    ( j f p )u 

 ______ 
 u  g m  V � u 

   5   26 _____ 
1110

   ! 1

  This confi rms the validity of the approximation Vo > 2gmR2V� for the BJT. 

Repeat Example 6.6, but for the CS amplifi er of Fig. 6.15. Assume the MOSFET 

has k 5 8 mA/V2, 	 5 1y(50 V), and Cgd 5 0.1 pF, and is biased at ID 5 1 mA, 

where it exhibits fT 5 500 MHz. Moreover, let Rsig 5 10 kV and RD 5 5 kV. 

Solution
 (a)  Proceeding as usual we fi nd gm 5 4 mA/V and ro 5 50 kV, so the low-

frequency gain is 

  a 
0
  5 2 g m ( R D   // r o ) 5 24(5//50) 5 2 4 3 4.55 5 218.2 V/V

  By Eq. (6.24b) we have 

  C gs  5   
 g m 
 ____ 

2� f T 
   2  C gd  5   4 3 1 0 23  ___________  

2�500 3 1 0 6 
   2 0.1 3 1 0 212  > 1.17 pF

EXAMPLE 6.7
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588 Chapter 6 Frequency and Time Responses

  The Miller capacitance is 

  C M  5  C gd [1 1  g m ( R D   // r o )] 5 0.1 3 1 0 212 [1 1 18.2] > 1.92 pF

  indicating a Miller multiplier of 19.2. (In general, this multiplier is lower 

in FETs than in BJTs because a FET has notoriously a lower gm.) The total 

capacitance is thus

 Ct 5 Cgs 1 CM 5 1.17 1 1.92 5 3.09 pF

  so the Miller capacitance plays a dominant role also in this amplifi er. The 

resistance seen by Ct is now Rsig. Together, they create a pole frequency at 

  f p  5   1 _______ 
2� R sig  C t 

   5   1  _____________________  
2� 3 1 0 4  3 3.09 3 1 0 212 

   5 5.15 MHz

  The gain-bandwidth product is 

 GBP 5 ua0u 3 fp 5 18.2 3 5.2 > 94 MHz

 (b) By Eq. (6.29), the current fed forward via Cgd at the upper edge of the 

frequency band of interest is 

  I f    (j f p ) > j2� f p  C M  V gs  5 j2� 3 5.2 3 1 0 6  3 1.92 3 1 0 212  V gs  5 j V gs y(16 kV)

  whereas the current drawn by the dependent source is

  g m  V gs  5  V gs y(0.25 kV)

  Consequently, the ratio of the two currents is 

   
 u  I f ( j f p )u 

 ______ 
 u  g m  V gs u 

   5   0.25 ____ 
16

   ! 1

  thus confi rming the validity of the approximation Vo > 2gmR2Vgs for the 

MOSFET. 

A More Accurate Analysis
To assess the accuracy of the Miller approximation and also to gain additional insight 

into circuit behavior, let us perform the exact analysis of the small-signal circuit of 

Fig. 6.16. Since we are at it, we may as well generalize by including also the output-

node capacitance C2, as in Fig. 6.21. As we know, the collector of a monolithic BJT 

exhibits the collector-to-substrate capacitance Cs, and the drain of a FET exhibits the 

drain-to-body capacitance Cdb. Moreover, in actual application, the output node is 

likely to be loaded by an external capacitance CL, so, in general, C2 5 Cs 1 CL for the 

BJT, and C2 5 Cdb 1 CL for the FET. 

Applying KCL at the node to the left of Cf gives

   
 V i  2  V 

1
 
 _______ 

 R 
1
 
   5   

 V 
1
 
 _______ 

1y(s C 
1
 )
   1   

 V 
1
  2  V o  _______ 

1y(s C f )
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Likewise, KCL at the node to the right of Cf gives 

   
 V 

1
  2  V o  _______ 

1ys C f 
   5  g m  V 

1
  1   

 V o  __ 
 R 

2
 
   1   

 V o  _____ 
1ys C 

2
 
  

Eliminating V1 and solving for the ratio VoyVi we get, after a bit of algebraic labor, 

 a(s) 5   
 V o  __ 
 V i 

   

 5   
(2 g m  R 

2
 ) 3 (1 2 s C f y g m )

    ________________________________________________________      
1 1 s{ R 

1
 [ C 

1
  1  C f (1 1  g m  R 

2
 )] 1  R 

2
 ( C f  1  C 

2
 )} 1  s 2  R 

1
  R 

2
 ( C 

1
  C f  1  C 

1
  C 

2
  1  C f  C 

2
 )
   (6.40)

The denominator is a quandratic polynomial in s, so a(s) admits two poles. Denoting 

the corresponding pole frequencies as �1 and �2, we express gain more concisely in 

the standard form of Eq. (6A.1) in the Appendix, 

 a(s) 5  a 
0
   

1 2 sy � 
0
 
  __________________  

(1 1 sy � 
1
 )(1 1 sy � 

2
 )
   (6.41)

where 

  a 
0
  5 2 g m  R 

2
  (6.42)

is the familiar low-frequency gain, and

  � 
0
  5   

 g m 
 ___ 

 C f 
   (6.43)

is the zero frequency of a(s). Physically, the current fed forward via Cf at this fre-

quency equals the current drawn by the dependent source, resulting in a net current 

of zero through the parallel combination of R2 and C2. Consequently, Vo drops to 

zero, implying a gain of zero at this frequency. As a physical check, when Vo 5 0 we 

have If 5 (V� 2 0)y(1ysCf) 5 sCfV�, so imposing sCfV� 5 gmV� yields s 5 gmyCf. 

In the s plane this zero is located on the positive real axis. Note that for � . �0 the 

current through Cf exceeds that of the dependent source, indicating gain-polarity re-
versal. This provides a physical justifi cation for the presence of the negative sign in 

FIGURE 6.21 Ac circuit for a more accurate 

analysis of the CE/CS amplifi ers. 
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590 Chapter 6 Frequency and Time Responses

the numerator of Eq. (6.41); combined with the negative sign of Eq. (6.42), it causes 

gain to become positive for � . �0. By Eqs. (6.12) and (6.24), �0 @ �T.

We now wish to derive expressions for the pole frequencies �1 and �2. Based on 

the Miller approximation, we expect �1 to be close to �p, and �2 to be much higher 

than �p. Consequently, expanding the denominator of Eq. (6.41) and anticipating 

�2 @ �1, we write 

 a(s) 5  a 
0
   

1 2 sy � 
0
 
  ___________________________   

1 1 s(1y � 
1
  1 1y � 

2
 ) 1  s 2 y( � 

1
  � 

2
 )
   >  a 

0
   

1 2 sy � 
0
 
  __________________  

1 1 sy � 
1
  1  s 2 y( � 

1
  � 

2
 )
   (6.44)

Equating the coeffi cients of s in the denominators of Eqs. (6.40) and (6.44), we read-

ily fi nd 

  � 
1
  5   1  _________________________________    

 R 
1
 [ C 

1
  1  C f   (1 1  g m  R 

2
  1  R 

2
 y R 

1
 )] 1  R 

2
  C 

2
 
   (6.45)

We observe that in the limit C2 → 0 this expression differs from that of �p derived 

earlier only in the denominator term R2yR1. But, R2yR1 ! gmR2, so �1 > �p, confi rm-

ing that the Miller approximation is an excellent one, considering also how quicker 

is its derivation. Likewise, equating the coeffi cients of s2 in the denominators of 

Eqs. (6.40) and (6.44), 

  � 
2
  5   1  ________________________   

 R 
1
  R 

2
 ( C 

1
  C f  1  C 

1
  C 

2
  1  C f  C 

2
 ) � 

1
 
   (6.46)

The next examples will confi rm that �2 @ �1, indicating that the frequency response 

of Fig. 6.20, though approximate, provides a good indication of the actual response 

over the frequency range of interest.

 (a) Find f0, f1, and f2 for the CE amplifi er of Example 6.6. Compare with the 

example and comment.

 (b) Repeat, but taking into account a substrate capacitance Cs 5 1 pF. 

 (c) Verify with PSpice.

Solution
 (a)  For the BJT, Eq. (6.43) predicts a zero frequency at 

  f 
0
  5   

 g m 
 _____ 

2� C � 
   5   

1y2�
 _______________  

26 3 0.5 3 1 0 212 
   > 12 GHz

  Moreover, with R1 5 975 V, R2 5 4.55 kV, and C2 5 0, Eqs. (6.45) and (6.46) 

predict pole frequencies at 

  f 
1
  5   

1y2�
  ___________________________   

 R 
1
 [ C �  1  C � (1 1  g m  R 

2
  1  R 

2
 y R 

1
 )]

   

 5   
1y2�
  ____________________________________    

975[12 1 0.5(1 1 175 1 4.55y0.975)]1 0 212 
   5 1.56 MHz

EXAMPLE 6.8
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  6.3 Frequency Response of CE/CS Amplifi ers 591

  and

  f 
2
  5   

1y(2�)2

 __________ 
 R 

1
  R 

2
  C �  C �    f 

1
 
   

 5   
1y(2�)2

   __________________________________________________     
975 3 4.55 3 1 0 3  3 12 3 1 0 212  3 0.5 3 1 0 212  3 1.56 3 1 0 6 

   

 > 600 MHz

  Both f0 and f2 are well above f1, so they are of irrelevant consequence in this 

example and can be ignored. The fi rst pole frequency (f1 5 1.56 MHz) is slightly 

lower than that predicted via the Miller approximation (fp 5 1.63 MHz), indi-

cating that the Miller estimate suffi ces for all practical pusposes.

 (b)  Recalculating with C2 5 Cs 5 1 pF we get f0 5 12 GHz, f1 5 1.55 MHz, and 

f2 > 1.3 GHz. The effect of Cs is negligible in this example.

FIGURE 6.22 PSpice circuit to display the gain of the CE amplifi er of Example 6.8. 
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FIGURE 6.23 Gain plot of the circuit of Fig. 6.22.
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 (c)  Using the PSpice circuit of Fig. 6.22 we get the gain plot of Fig. 6.23. 

Using the cursor facilty, we fi nd u a 
0
 u 5 43.057 dB, or 142 V/V, and f23dB 5 

1.522 MHz, in agreement with the calculations. The plot confi rms the minimal 

role played by Cs in this example. 

Remark: an IC designer will simulate an amplifi er using a PSpice model for the 

transistor. But here, for pedagogical purposes, it is more convenient to work with 

the homebrew model depicted in Fig. 6.22. 
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592 Chapter 6 Frequency and Time Responses

6.4 FREQUENCY RESPONSE OF DIFFERENTIAL AMPLIFIERS

Given the importance of the differential amplifi er as an analog building block, it is 

only appropriate that we investigate its frequency response in detail. If the frequency 

analysis of a single-transistor stage may be laborious, that of a transistor pair can 

become exceedingly complex. Mercifully, the use of the half-circuit concepts intro-

duced in Chapter 4 simplifi es our task dramatically while providing precious insight 

with a minimum of mathematical manipulations. (Physical insight much more than 

formulas is what guides IC designers in their daily endeavors.) 

As we know, the role of a differential amplifi er is to magnify the voltage dif-

ference between two signals irrespective of their common-mode component. The 

common-mode rejection ratio 

 CMRR 5  u    a dm ( jf)
 ______ 

 a cm ( jf)
  u  (6.47)

constitutes a fi gure of merit of the differential amplifi er, and as such it should be as 

large as possible (ideally, infi nite). In practice we will fi nd that the CMRR, however 

high initially, deteriorates with frequency because so do both the differential-mode 

gain adm(jf) and the common-mode gain acm(jf). 

Resistive-Loaded Differential Amplifi ers
Figure 6.24 shows the basic emitter-coupled (EC) and source-coupled (SC) pairs. 

Recall from Chapter 4 that acm is inversely proportional to the equivalent resis-

tance REE (or RSS) presented to the pair by the external biasing circuitry, so in order 

to maximize the CMRR a designer will strive to maximize REE (or RSS). To this 

end, the current sinking transistor Q3 (or M3), whose biasing details have been 

omitted for simplicity, is likely to be part of a very high output-resistance topol-

ogy such as the Wilson or the cascode types. As a rule, the impedance ZEE (or ZSS) 

presented to the EC (or SC) pair consists of a resistive component REE (or RSS) in 

parallel with a capacitive component CEE (or CSS). As we are about to see, it is pre-

cisely the capacitive component that causes acm(jf), and thus CMRR, to deteriorate 

with frequency. 

To investigate the CMMR, we fi rst need to fi nd the differential-mode and 

common-mode gains adm(jf) and acm(jf). We shall do so using the differential-mode 

and common-mode half circuits. Though the analysis will be carried out for the 

Exercise 6.3 
Find f0, f1, and f2 for the CS amplifi er of Example 6.7, if Cdb 5 0.1 pF. Compare with 

the results obtained there and comment.

Ans. f0 5 6.4 GHz, f1 5 5.0 MHz, and f2 ù 1 GHz; fp 5 5.15 MHz (> f1).
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  6.4 Frequency Response of Differential Amplifi ers 593

EC pair, the results are readily adapted to the SC pair as well. To fi nd adm(jf) 
we use the half-circuit equivalent of Fig. 6.25. This is the familiar CE confi gura-

tion, whose gain contains a dominant pole due primarily to the Miller capacitance. 

Adapting Eq. (6.45), 

  f p(dm)
  >   

1y2�
   _________________________________________________     

[( R B  1  r b )// r � ] 3 { C �  1  C � [1 1  g m ( R C // r o )]} 1 ( R C // r o ) 3  C s 
   (6.48)

To fi nd acm(jf) we use the half-circuit equivalent of Fig. 6.26. Note that as we split the 

impedance ZEE into two identical parts, REE must be doubled to give (2REE)//(2REE) 5 

REE, whereas CEE must be halved to give (CEEy2)//(CEEy2) 5 CEEy2 1 CEEy2 5 CEE. 

FIGURE 6.24 (a) The EC and (b) SC pairs with resistive loads. 
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FIGURE 6.25 (a) Differential-mode half circuit, and (b) its high-frequency small-signal equivalent. 
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594 Chapter 6 Frequency and Time Responses

The circuit of Fig. 6.26 is the familiar CE-ED confi guration, but with degeneration 

now provided by the impedance 2ZEE 5 (2REE)//[1ys(CEEy2)]. At suffi ciently low 

frequencies CEEy2 acts as an open circuit compared to 2REE, so acm(jf) starts out low 

and CMRR starts out high. As the operating frequency is increased, the impedance 

provided by CEEy2 decreases, causing ZEE to decrease as well. This, in turn, causes 

acm(jf) to increase and CMRR to decrease with frequency. Clearly, acm(jf) exhibits 

a zero frequency fz(cm). This is the frequency at which the impedance provided by 

CEEy2 equals, in magnitude, 2REE. This condition yields the familiar result fz(cm) 5 

1y[2�(2REE)(CEEy2)], or 

  f z(cm)
  5   1 ________ 

2� R EE  C EE 
   (6.49)

Since REE is usually quite high, fz(cm) is usually lower than fp(dm). We can thus state the 

following:

● The CMRR starts out high for f ! fz(cm).
● At f 5 fz(cm) the CMRR begins to roll off with frequency. Clearly, the zero fre-

quency of acm is a pole frequency for CMRR.
● For fz(cm) , f , fp(dm) the CMRR rolls off with f at a rate of 220db/dec.
● At f 5 fp(dm) the CMRR picks up an additional roll-off rate of 220-dB/dec. 

Clearly, the fi rst pole frequency of adm is a second pole frequency for CMRR. 
● For f . fp(dm) the CMRR rolls off with f at a rate of 240db/dec.
● This roll-off with f continues until higher-order poles and zeros come into play, 

by which point the CMRR has already deteriorated to fairly low values.

FIGURE 6.26 (a) Common-mode half circuit, and (b) its high-frequency small-signal equivalent. 
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  6.4 Frequency Response of Differential Amplifi ers 595

 (a)  Let the EC pair of Fig. 6.24a use BJTs having �0 5 200, VA 5 50 V, rb 5 

200 V, C� 5 25 pF, C� 5 0.3 pF, and Cs 5 1 pF. Moreover, let RB 5 2 kV and 

RC 5 10 kV, and let the emitter-biasing current sink have IEE 5 1 mA, REE 5 

1 MV, and CEE 5 1.5 pF. Estimate the low-frequency value of the CMRR as 

well as its two principal poles. 

 (b)  Use PSpice to display the Bode plots of uadmu, uacmu, and uadmyacmu, and comment.

Solution
 (a)  We have gm 5 (200y201) 3 (0.5)y26 5 19.1 mA/V, r� 5 10.5 kV, ro 5 

100 kV, 2REE 5 2 MV, and CEEy2 5 0.75 pF. Also, (RB 1 rb)//r� 5 1.82 kV 

and RC  //ro 5 9.09 kV. Then, Eqs. (6.48) and (6.49) give 

  f p(dm)
  >   1   ______________________________________________________      

2�1.82 3 1 0 3 [25 1 0.3 3 (1 1 19.1 3 9.09) 1 (9.09y1.82) 3 1]1 0 212 
   

 5 1.06 MHz

  and

  f z(cm)
  >   1  ________________________   

2� 3 1 3 1 0 6  3 1.5 3 1 0 212 
   5 106 kHz

  At low frequencies, CMRR 5 uadm0yacm0u > u2gm(RC//ro)y(2RCy2REE)u 5 

174y0.005 5 34,800 5 90.8 dB. 

 (b)  To generate the Bode plot of uadmu we reuse the PSpice circuit of Fig. 6.22, 

but with the present parameter values. To generate that of uadmu we use again 

the same circuit, but after lifting the emitter terminal off ground and insert-

ing the parallel combination of a 2-MV resistance and a 0.75-pF capacitance 

between emitter and ground, in accordance with Fig. 6.26. The plots of uadmu, 
uacmu, and uadmyacmu are shown in Fig. 6.27. The PSpice values uadm0yacm0u 5 

90.1 dB, fp(dm) 5 1.05 MHz, and fz(cm) 5 161 kHz are in fair agreement with 

the calculated values. 

  FIGURE 6.27 Bode plots for the EC pair of Example 6.9. 
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596 Chapter 6 Frequency and Time Responses

The results obtained above for the EC pair are readily adapted to the SC pair. 

The dominant pole of adm(jf), being also the second pole of the CMRR, is now 

  f p(dm)
  >   

1y2�
  ____________________________________    

 R sig { C gs  1  C gd [1 1  g m ( R D // r o )]} 1 ( R D // r o ) C db 
   (6.50)

whereas the dominant zero of acm(jf), being also the fi rst pole of CMRR, is 

  f z(cm)
  5   1 ________ 

2� R SS  C SS 
   (6.51)

The Bode plots are qualitatively similar to those of Fig. 6.27.

Active-Loaded Differential Amplifi ers
With an active load, the circuit loses its symmetry and the additional parasitics intro-

duced by the load transistors tend to complicate the analysis. It is nevertheless possible 

to gain quick insight into the predominant characteristics of the circuit if we are willing 

to make suitable approximations. As shown in the CMOS version of Fig. 6.28, the cir-

cuit possesses two signifi cant nodes, denoted as V1 and Vo. With a balanced input drive, 

the third node, denoted as Vss, would be at ac ground if the drains of M1 and M1 were 

terminated equally. In practice M1’s drain is terminated on the resistance (1ygm3)//ro3 > 

1ygm3 while M2’s drain is terminated on the resistance ro4, such that ro4 @ 1ygm3. This 

imbalance results in Vss Þ 0. Let us nevertheless continue to assume an ac ground at Vss 

so that we can apply the half-circuit concept to simplify our analysis. 

The net capacitances associated with the nodes V1 and Vo are, respectively,

 C1 > Cgs3 1 Cgs4 1 Cdb3 1 Cdb1 1 Cgd1 (6.52a)

 C2 > Cgd4 1 Cdb4 1 Cgd2 1 Cdb2 1 CL (6.52b)

FIGURE 6.28 High-frequency model of the active-loaded CMOS 

differential amplifi er (to facilitate analysis, all stray capacitances 

have been moved outside of the FETs and lumped together into 

two equivalent capacitances C1 and C2 as shown). 
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  6.4 Frequency Response of Differential Amplifi ers 597

By the superposition principle, Vo 5 Vo4 1 Vo2, where Vo4 is due to M4’s response 

to 1Vidy2, and Vo2 to M2’s response to 2Vidy2. By inspection, Vo2 5 [R2//(1ysC2)]I2, 

where I2 5 gm2Vidy2. Expanding, we get 

  V o2
  5   

 g m2
  R 

2
 
 _________ 

1 1 s R 
2
  C 

2
 
     
 V id  ___ 
2
    (6.54a)

Similarly, Vo4 5 [R2//(1ysC2)]I4, where I4 5 gm4V1. But, 

  V 
1
  >   

(1y g m3
 ) I 

1
 
 _________ 

1 1 s R 
1
  C 

1
 
   5   

(1y g m3
 )
 _________ 

1 1 s R 
1
  C 

1
 
   g m1

   
 V id  ___ 
2
  

Substituting, and exploiting the fact that gm4ygm3 5 1 because of matching, we get

  V o4
  >   1 _________ 

1 1 s R 
1
  C 

1
 
     

 g m2
  R 

2
 
 _________ 

1 1 s R 
2
  C 

2
 
     
 V id  ___ 
2
    (6.54b)

It is interesting to note that Vid contributes to Vo via the shorter signal path made up 

of M2 as well as via the longer signal path made up of M1-M3-M4. Both paths con-

verge at the common output-node pole formed by R2 and C2. However, the longer 

path is slower because it includes also the additional pole due to R1 and C1. Letting 

Vo 5 Vo4 1 Vo2, collecting and simplifying, we fi nally get 

  a dm (s) 5   
 V o  ___ 
 V id 

   5  g m2
  R 

2
   
1 1 s0.5 R 

1
  C 

1
 
  ___________ 

1 1 s R 
1
  C 

1
 
     1 _________ 

1 1 s R 
2
  C 

2
 
  

Letting s → 2�f and gm1 5 gm2 5 gmn, we express gain in the insightful form 

  a dm (jf) 5  a dm0
    

1 1 jfy f 
0
 
  _________________  

(1 1 jfy f 
1
 )(1 1 jfy f 

2
 )
   (6.55)

Exercise 6.4
Prove Eq. (6.53).

Hint: replace each transistor with its small-signal model and use the test method, 

exploiting also the fact that M1 and M2 are matched, and so are M3 and M4.

where CL is the capacitance of the external load, if any. It can be proved that these 

capacitances see, respectively, the equivalent resistances 

  R 
1
  5   

 r op //(2 r on  1  r op )
  _____________ 

1 1  g mp  r op 
   (6.53a)

 R2 5 rop//ron  (6.53b)

and as such yield two pole frequencies at �1 5 1y(R1C1) and �2 5 1y(R2C2). 
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598 Chapter 6 Frequency and Time Responses

where

  a dm0
  5  g mn ( r op // r op )  (6.56)

  f 
1
  5   1 _______ 

2� R 
1
  C 

1
 
     f 

2
  5   1 _______ 

2� R 
2
  C 

2
 
     f 

0
  5 2 f 

1
  (6.57)

It is apparent that beside the aforementioned pole frequencies f1 and f2, adm(jf) exhibits 

also a zero frequency f0 stemming from the direct signal path via M2. At suffi ciently 

high frequencies the slower signal path via M1-M3-M4 is shunted by C1, leaving only 

the faster path via M2. Regardless, the overall frequency response is dominated by f2 

due to the fact that R2 @ R1. 

In the circuit of Fig. 6.28 let all FETs have gm 5 1 mA/V, ro 5 50 kV, Cgs 5 50 fF, 

and Cgd 5 Cdb 5 5 fF. Moreover, assume the circuit is terminated on a load capaci-

tance CL 5 0.25 pF. Estimate all the parameters intervening in the calculation of 

adm(jf). Hence, verify with PSpice, and comment. 

Solution
Plugging the given data into Eqs. (6.52) and (6.53) gives C1 5 115 fF, R1 5 735 V, 

C2 5 270 fF, and R2 5 25 kV. Plugging in turn into Eqs. (6.56) and (6.57) we get

adm0 5 25 V/V  f2 5 23.6 MHz  f1 5 1.88 GHz  f0 5 3.27 GHz

A PSpice simulation yields the gain plot of Fig. 6.29a. Using the cursor facil-

ity we fi nd adm0 5 24.7 V/V and f23 dB 5 23.3 MHz, in good agreement with the 

calculated values. Figure 6.29b shows the magnitude plot of the amplifi er’s short-

circuit transconductance Gm 5 Io(sc)yVid. Short-circuiting the output node elimi-

nates the pole frequency f2, so the plot evidences only the pole-zero frequency pair 

f1 and f0, both of which are in the GHz range. 

FIGURE 6.29 Frequency response of the active-loaded CMOS amplifi er of Example 6.10. 
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  6.5 Bipolar Voltage and Current Buffers  599

6.5 BIPOLAR VOLTAGE AND CURRENT BUFFERS 

Recall that the role of a voltage buffer is to provide unity voltage gain with high input 
impedance and low output impedance, whereas that of a current buffer is to provide 

unity current gain with low input impedance and high output impedance. We are 

about to see that the CC and CB confi gurations approach the above characteristics 

over a fairly wide frequency band because they are exempt from the Miller effect, the 

main frequency bottleneck of CE amplifi ers. However, the BJT’s stray capacitances 

do come into play at high frequencies, where they tend to degrade both the gain and 

the terminal impedances. In particular, impedances that start out high tend to de-
crease with frequency, thus exhibiting capacitive behavior, and impedances that start 

out low tend to increase with frequency (at least up to a point), thus exhibiting induc-
tive behavior. Moreover, gain may depart appreciably from unity at high frequencies. 

If the study of voltage amplifi ers focuses on the frequency behavior of gain 

because gain is the most important amplifi er parameter, the study of buffers must 

emphasize the frequency behavior of the terminal impedances because impedance 

transformation is the primary function of a buffer. 

Frequency Characteristics of the Emitter Follower 
Figure 6.30 shows the ac equivalent of the emitter follower, along with its high-

frequency model. Since its right plate is grounded, C� is exempt from the Miller multi-

plication, so we expect the CC to be an inherently fast confi guration. In fact, to develop 

a quick (if only approximate) feel for the circuit, let us ignore C� altogether (the gen-

eral case with C� present will be addressed in Section 6.7). We wish to investigate the 

frequency dependence of the impedance Zi(j�) seen by the signal source, the source-

to-load voltage gain a(j�) 5 VoyVsig, and the impedance Zo(j�) seen by the load. 

The starting point is offered by Eqs. (2.83), (2.84), and (2.86), provided we make 

the substitutions

 �0 → �( j�)  r� → z�( j�) (6.58)

FIGURE 6.30 (a) The emitter follower and (b) its high-frequency small-signal model.
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600 Chapter 6 Frequency and Time Responses

where 

 �( j�) 5   
 � 

0
 
 _________ 

1 1 j�y � � 
   (6.59a)

and

  z � ( j�) 5  r � //  1 _____ 
j� C � 

   5   
 r � 
 __________ 

1 1 j� r �  C � 
  

By Eq. (6.8), �� 5 1y[r�(C� 1 C�)]. As long as C� ! C�, we can approximate 

�� > 1y(r�C�) and write 

  z � ( j�) >   
 r � 
 _________ 

1 1 j�y � � 
   5   

�( j�)
 _____  g m    (6.59b)

With the above substitutions, the emitter-follower parameters become 

  Z i ( j�) 5  r b  1  z � ( j�) 1 [�( j�) 1 1]( R L // r o )

  Z o ( j�) 5   
 R sig  1  r b  1  z � ( j�)

  _______________  
�( j�) 1 1

  // r o  (6.60a)

 a( j�) 5   
 V o  ___ 
 V sig 

   5   1 ____________________  

1 1   
 R sig  1  r b  1  z � ( j�)

  ________________  
[�( j�) 1 1]( R L // r o )

  

   (6.60b)

At suffi ciently low frequencies, where C� acts as an open circuit, we have � → �0 and 

z� → r�, so the above expressions tend to their familiar low-frequency forms, which 

we identify with subscript 0, 

  Z i0  5  r b  1  r �  1 ( � 
0
  1 1)( R L // r o )   Z o0

  5   
 R sig  1  r b  1  r � 

  ____________ 
 � 

0
  1 1

  // r o  (6.61a)

  a 
0
  5   1 _________________  

1 1   
 R sig  1  r b  1  r � 

  _____________  
( � 

0
  1 1)( R L // r o )

  

   (6.61b)

On the other hand, at suffi ciently high frequencies, where C� acts as a short circuit, 
we have � → 0 and z� → 0, so the high-frequency asymptotes, identifi ed by subscript 

`, are 

  Z i`  5  r b  1 ( R L // r o )   Z o`  5 ( R sig  1  r b )// r o  (6.62a)

  a ̀   5   1 ___________  

1 1   
 R sig  1  r b  _______ 

 R L // r o 
  

   (6.62b)

We observe that Zi` ! Zi0, indicating that Zi is always a capacitive impedance. How-

ever, Zo may be inductive, capacitive, or even purely resistive, depending on how the 

product gm(Rsig 1 rb) compares with unity. One can prove (see Problem 6.18) that 

if the BJT is biased at a suffi ciently low current to make gm(Rsig 1 rb) # 1, then 

we have a` $ a0 and Zo` # Zo0. In practical circuits it is far more common to have 

gm(Rsig 1 rb) @ 1, in which case a` , a0 and Zo` @ Zo0, indicating an inductive Zo. 
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  6.5 Bipolar Voltage and Current Buffers  601

Figure 6.31 shows typical magnitude plots of Zi, a, and Zo for C� 5 0 and 

gm(Rsig 1 rb) @ 1. In accordance with Appendix 6A, these parameters must take on 

the forms 

  Z i (j�) 5  Z i0   
1 1 j�y � zi  _________ 
1 1 j�y � pi 

    a(j�) 5  a 
0
   
1 1 j�y � za  __________ 
1 1 j�y � pa 

  

  Z o (j�) 5  Z o0
   
1 1 j�y � zo  __________ 
1 1 j�y � po 

   (6.63)

We now seek to estimate, for each of the above expressions, the zero and pole fre-

quencies �z and �p, also known as the break frequencies. This task is facilitated by the 

fact that letting � → ` in the above expressions we obtain the following constraints 

   
 Z i0  ___ 
 Z i` 

   5   
 � zi  ___  � pi 

      
 a 

0
 
 ___  a ̀     5   

 � za  ___  � pa 
      

 Z o` 
 ___ 

 Z o0
 
   5   

 � po  ___  � zo 
   (6.64)

Consequently, for each expression we need only to estimate one of its two break fre-

quencies. The other can be found via the appropriate constraint of Eq. (6.64). Though 

the exact derivations are left as an exercise in Problem 6.19, here we wish to pursue 

quick estimations to gain basic insight. Thus, according to Eq. (6.60), each of Zi(j�), 

Zo(j�), and a (j�) contains the terms z�(j�) and �(j�) 1 1. These terms affect the fre-

quency response up to �T, beyond which z�(j�) becomes negligible compared to the 

other resistances in the circuit, and �(j�) becomes negligible compared to 1. So, we 

expect each curve in Fig. 6.31 to make the transition to its high-frequency asymptote 

in the vicinity of �T, thus giving 

 �zi > �za > �po > �T  (6.65)

FIGURE 6.31 Typical emitter-follower characteristics for C� 5 0: (a) input impedance Zi, (b) voltage gain a, and 

(c) output impedance Zo. The plots of a and Zo are for the case gm(Rsig 1 rb) @ 1.
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602 Chapter 6 Frequency and Time Responses

 (a)  Let the BJT of Fig. 6.30 have �0 5 150, VA 5 80 V, rb 5 200 V, and 

C� 5 1 pF, and suppose it is biased at IC 5 2 mA, where it has fT 5 400 MHz. 

Moreover, let Rsig 5 2 kV and RL 5 5 kV. Ignoring C�, provide quick esti-

mates for the asymptotic values as well as the pole and zero frequencies of 

a, Zi, and Zo. 

 (b) Verify with PSpice and compare with the calculated values. 

 (c) Re-run PSpice with C� 5 1 pF and use physical insight to justify the ensuing 

changes in the plots.

Solution
 (a)  Proceeding as usual we fi nd gm 5 1y(13 V), r� 5 1.95 kV, and ro 5 40 kV, 

so that Rsig 1 rb 5 2 1 0.2 5 2.2 kV and RL//ro 5 5//40 5 4.44 kV. The as-

ymptotic values of gain are 

  a 
0
  5   1 ______________  

1 1   
2.2 1 1.95

 __________ 
151 3 4.44

  
   5 0.994 V/V 5 2 0.05 dB

  a ̀   5   1 ________ 
1 1   2.2 ____ 

4.44
  
   5 0.669 V/V 5 2 3.5 dB

  and its zero and pole frequencies are 

  f za  >  f T 5 400 MHz   f pa  >   
 a ̀   ___  a 

0
     f za  5   

0.669
 _____ 

0.994
   400 5 269 MHz

  which are fairly high and close to each other. The asymptotic vales of 

Zi are 

  Z i0  5 0.2 1 1.95 1 151 3 4.44 5 673 kV    Z i  ̀   5 0.2 1 4.44 5 4.64 kV

  and the approximate zero and pole frequencies of Zi are

  f zi  >  f T  5 400 MHz   f pi  >   
 Z i` 

 ___ 
 Z i0 

   f T  5   4.64 ____ 
673

    400 5 2.76 MHz

  Finally, the asymptotic vales of Zo are 

  Z o0
  5   

2.2 1 1.95
 _________ 

151
   5 27.5 V   Z o`  5 (2 1 0.2)//40 5 2.09 kV

  and the approximate pole and zero frequencies of Zo are 

  f po  >  f T  5 400 MHz   f z0
  >   

 Z o0
 
 ___ 

 Z o` 
   f T  5   27.5 _____ 

2090
   400 5 5.26 MHz

 (b) Using the PSpice circuit of Fig. 6.32 we get the plots of Fig. 6.33, whose 

asymptotic values and break frequencies for C� 5 0 are in good agreement 

with the values estimated above. 

EXAMPLE 6.11
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  6.5 Bipolar Voltage and Current Buffers  603

FIGURE 6.32 PSpice circuit to display the Bode plots of the emitter follower of Example 6.11. 
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FIGURE 6.33 Gain and impedance plots for the emitter follower of Example 6.11. 
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 (c) Re-running PSpice with C� 5 1 pF indicates the presence of an additional 

pole frequency for each plot. Using physical insight we estimate the addi-

tional pole frequency of Zi in the vicinity of 1y(2�Zi0C�) 5 236 MHz, that 

of a in the vicinity of 1y[2�(Rsig 1 rb)C�] 5 72 MHz, and that of Zo in the 

vicinity of 1y{2�[(Rsig 1 rb)//RL]C�} 5 104 MHz. Above this frequency Zo 

changes from inductive to capacitive. 

Inductive behavior may pose problems when an emitter follower drives a 

capacitive load because of the tendency by capacitive and inductive impedances to 

resonate with each other. Depending on the damping conditions, the emitter follower 

may exhibit undesirable ringing or even oscillations. To better assess the situation, 

it is often convenient to model Zo in terms of a suitable network, such as the one of 

Fig. 6.34, consisting of an equivalent inductance Lo with a series resistance Rs and a 

parallel resistance Rp. Their values are found by matching the asymptotic values and 

break frequencies of the equivalent network to those of Zo. 
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604 Chapter 6 Frequency and Time Responses

FIGURE 6.34 Equivalent network for the output 

impedance Ze of an emitter follower for the case C� 5 0. 
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Zo

Rp

Rs

Lo

Find Rp, Rs, and Lo for the emitter follower of Example 6.11. Again, ignore C�. 

Solution
In the limit f → ̀ , Lo acts as an open circuit, resulting in Rp 5 Zo`. By Example 6.11 

we must thus have 

Rp 5 2.09 kV

In the limit f → 0, Lo acts as a short circuit, giving Rs//Rp 5 Zo0. By Example 6.11 

we must thus have 1yRs 1 1y2090 5 1y27.5, which gives

Rs > 27.5 V

To fi nd Lo, assume we start with f 5 0, where Lo acts as a short compared to Rs, 

and we gradually increase f until uZLu becomes equal to Rs. This marks the zero 

frequency of Zo(jf), so imposing uj2�fzoLou 5 Rs gives

 L o  5   
 R s  _____ 

2� f zo 
   5   27.5 _________ 

2�5 3 1 0 6 
   > 875 nH

Alternatively, we could have applied physical insight at the pole frequency to get 

Lo 5 Rpy(2�fpo).

EXAMPLE 6.12

Frequency Characteristics of Bipolar Current Buffers
Figure 6.35 shows the ac equivalent of a bipolar current buffer, along with its high-

frequency model. Like the CC confi guration, the CB confi guration is inherently fast 
because C� is exempt from the Miller effect. We wish to fi nd the frequency depen-

dence of the impedance Zi(j�) seen looking into the emitter, the current gain a(j�) 5 

IoyIi, and the impedance Zo(j�) seen looking into the collector. 

To gain quick—if approximate—insight into Zi and a it is convenient to 

ignore ro and C� for then the input port is isolated from the output port and can 
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  6.5 Bipolar Voltage and Current Buffers  605

thus be analyzed separately. To fi nd Zi(j�) we simply recycle the expression for 

Zo(j�) derived earlier for the CC confi guration, but with Rsig 5 0. The result is, 

for ro → `, 

  Z i ( j�) 5  Z i0   
1 1 j�y � zi  _________ 
1 1 j�y � pi 

   (6.66a)

where

  Z i0  >   
 r b  1  r � 

 ______ 
 � 

0
  1 1

     � pi  >  � T    � zi  5   
 Z i0  ___  r b 

   � pi  (6.66b)

Again, one can readily prove that this impedance is inductive for gmrb . 1, capacitive 

for gmrb , 1, and purely resistive for gmrb 5 1. 

Using Eq. (6.59a) and expanding, we readily obtain the short-circuit current gain 

 �( j�) 5   
 I o(sc)

 
 ____ 

 I i 
   5   

�( j�)
 _________ 

�( j�) 1 1
   >   

 a 
0
 
 _________ 

1 1 j�y � T 
   (6.67)

where Io(sc) is the collector current in the limit RL → 0, and �0 5 �0y(�0 1 1). Once 

it reaches the collector node, Io(sc) divides among RL, C�, and Cs. Since rb is small, we 

can treat C� as if its left plate was directly grounded, so we can lump C� with Cs. 

Using the current-divider formula we get, for ro → `, 

  I o  >   
1y[j�( C �  1  C s )]

  __________________  
 R L  1 1y[j�( C �  1  C s )]

   �( j�) I i  5   
�( j�)
 ________________  

1 1 j� R L ( C �  1  C s )
   I i 

Substituting Eq. (6.67), we fi nally obtain the overall current gain

 a(j�) 5   
 I i  __ 
 I i 
   >   

 � 
0
 
  ____________________  

(1 1 j�y � L )(1 1 j�y � T )
     � L  >   1 __________ 

 R L ( C �  1  C s )
   (6.68)

FIGURE 6.35 (a) The bipolar current buffer, and (b) its high-frequency small-signal model.
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606 Chapter 6 Frequency and Time Responses

It is apparent that the CB confi guration provides its maximum bandwidth of �� when 

the load is a short circuit. For RL Þ 0, the additional pole formed by RL with the ef-

fective collector capacitance C� 1 Cs reduces the bandwidth accordingly.

To develop an expression for the impedance Zo(  j�) seen looking into the 

collector in Fig. 6.35, recall that at low frequencies this impedance takes on the 

familiar form Zo0 5 (�0 1 1)ro. This resistance forms a pole �po with the capacitance 

C� 1 Cs, so we have 

  Z o (j�) 5   
( � 

0
  1 1) r o  __________ 

1 1 j�y � po 
     � po  5   1 _________________  

( � 
0
  1 1) r o ( C �  1  C s )

   (6.69)

The CB amplifi er of Fig. 6.35a uses a BJT with �0 5 200, VA 5 50 V, rb 5 250 V, 

C� 5 0.5 pF, and Cs 5 1 pF. Also, the BJT is biased at IC 5 1 mA, where it exhibits 

fT 5 500 MHz. If RL 5 5 kV, estimate expressions for a(jf), Zi(jf), and Zo(jf). 

Solution
We have r� 5 5.2 kV, ro 5 50 kV, and C� 1 Cs 5 0.5 1 1 5 1.5 pF. Plugging into 

the above formulas we get �0 5 0.995, fL > 21 MHz, Zi0 > 27 V, fzi > 54 MHz, 

Zo0 > 10 MV, and fpo > 10.6 kHz. Consequently, 

a(jf) >   
0.995 
  ________________________________   

[1 1 jfy(21 MHz)][1 1 jfy(500 MHz)]
  

indicating that the band-limiting bottleneck for a(jf) is the pole fL. We also have 

 Z i (jf) > (27 V)  
1 1 jfy(54 MHz)

  _______________  
1 1 jfy(500 MHz)

     Z o (jf) 5   10 MV ______________  
11jfy(10.6 kHz)

  

indicating an inductive Zi and a capacitive Zo (as we know, because of C� and Cs, 

Zi eventually will turn capacitive.

Remark: Even an apparently simple circuit such as a buffer may prove too com-

plex for a thorough paper-and-pencil analysis. A reasonable approach is (a) to 

start out with a simplied but more manageable circuit version (such as Fig. 6.30b, 

where we ignore C� to focus on the more important C�), (b) develop a basic feel 

for this simplifi ed circuit, and (c) then use PSpice to investigate higher-order ef-

fects (such as the effect of C� 5 1 pF in Fig. 6.33). Regardless, we still need hand 

analysis in order to anticipate the results of computer simulation, and thus provide 

a form of check. This is how engineers proceed on their daily jobs. 

EXAMPLE 6.13

6.6 MOS VOLTAGE AND CURRENT BUFFERS 

The voltage/current buffer considerations at the beginning of Section 6.5, which you 

are encouraged to review, hold also for MOSFETs, so our analysis will proceed along 

the lines of the bipolar case, with special emphasis on the frequency behavior of the 

terminal impedances. 
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Frequency Characteristics of the Source Follower
Figure 6.36 shows the ac equivalent of the source follower, along with its high-

frequency model. Since its right plate is grounded, Cgd is exempt from the Miller multi-

plication, so we expect the CD to be an inherently fast confi guration. In fact, to develop 

a quick (if only approximate) feel for the circuit, let us ignore all capacitances except 

for Cgs, which is the dominant capacitance in the circuit. We wish to investigate the 

frequency dependence of the impedance Zi(j�) seen by the signal source, the source-

to-load voltage gain a(j�) 5 VoyVsig, and the impedance Zo(j�) seen by the load. 

FIGURE 6.36 (a) The source follower and (b) its high-frequency small-signal model.
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FIGURE 6.37 Simplifi ed equivalent of the circuit of Fig. 6.36b. 
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To fi nd the voltage gain, refer to the simplifi ed equivalent of Fig. 6.37, obtained 

from that of Fig. 6.36b by lumping RL, ro, and 1ygmb into a single equivalent resistance, 

  R 
1
  5  R L // r o //  

1 ___  g mb 
   (6.70)

(Though Cgd and Cgb are being ignored in the present analysis, they too have been 

lumped together as they are in parallel in the original circuit). Applying Ohm’s law, 

KCL, and the voltage divider rule, we write 

  V o  5  R 
1
  (    V gs  ________ 
1y( j� C gs )

   1  g m  V gs  )  5  R 
1
 ( j� C gs  1  g m ) V gs 

  V gs  5   
1yj� C gs  ______________  

 R sig  1 1y( j� C gs )
   ( V sig  2  V o ) 5   1 ___________  

1 1 j� R sig  C gs 
  ( V sig  2  V o )
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608 Chapter 6 Frequency and Time Responses

Eliminating Vgs and collecting gives 

 a( j�) 5   
 V o  ___ 
 V sig 

   5   
 g m  R 

1
  1 j� R 

1
  C gs   _______________________   

1 1  g m  R 
1
  1 j�( R sig  1  R 

1
 ) C gs 

  

With a bit of algebraic manipulation we put gain in the more insightful form advo-

cated in Appendix 6A, 

 a(j�) 5  a 
0
   
1 1 j�y � za  __________ 
1 1 j�y � pa 

   (6.71a)

where 

   a 
0
  5   1 ___________  

1 1 1y( g m  R 
1
 )
     � za  5   

 g m 
 ___ 

 C gs 
     � pa  5   

1 1  g m  R 
1
 
 ___________  

( R sig  1  R 
1
 ) C gs 

   (6.71b)

For Cgd ! Cgs we can approximate �za > �T, by Eq. (6.24). We also note that at suf-

fi ciently high frequencies, where Cgs acts as a short circuit, R1 forms a voltage divider 

with Rsig, resulting in the asymptotic gain value a` 5 1y(1 1 RsigyR1). One can easily 

prove that a`ya0 # 1 for gmRsig $ 1, and a`ya0 $ 1 for gmRsig # 1 (this, of course, 

under the assumption that Cgb, Cgd, and Csb are negligible). 

Next, we turn to the impedance Zi(  j�) seen by the signal source, that is, the im-

pedance seen looking into the gate. Using the test circuit of Fig. 6.38a, one can prove 

(see Problem 6.24) that

  Z i (j�) 5   
 V i  __ 
 I i 
   5   1 ____ 

j� C 
1
 
   1  R 

1
  (6.72a)

where

  C 
1
  5   

 C gs  ________ 
1 1  g m  R 

1
 
   (6.72b)

indicating that Zi appears as an equivalent capacitance C1 in series with the resistance 

R1. As depicted in Fig. 6.39a, C1 dominates at low frequencies, leading to the familiar 

dc limit Zi0 5 `. At high frequencies, where Cgs acts as a short circuit, R1 dominates, 

FIGURE 6.38 Finding (a) the impedance Zi seen looking into the gate and (b) Zo seen looking 

into the source. 
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  6.6 MOS Voltage and Current Buffers  609

giving Zi` 5 R1. The zero frequency is �zi 5 1y(R1C1). For gmR1 @ 1 we can approxi-

mate �zi > �T. 

Finally, to fi nd the impedance Zo(j�) seen by the load, we use the test circuit of 

Fig. 6.38b, where

  R 
2
  5  r o //  

1 ___  g mb 
   (6.73)

The result (see Problem 6.24) is 

  Z o (j�) 5  Z o0
   
1 1 j�y � zo  __________ 
1 1 j�y � po 

   (6.74a)

where Zo0 is the familiar low-frequency resistance seen looking into the source 

terminal, and �zo and �po are the zero and pole frequencies,

   Z o0
  5   1 ___  g m   // R 

2
    � zo  5   1 ______ 

 R sig  C gs 
     � po  5   

1 1  g m  R 
2
 
 ___________  

( R sig  1  R 
2
 ) C gs 

   (6.74b)

By inspection, the high-frequency asymptotic value is Zo` 5 Rsig//R1. One can easily 

verify that as long as Cgb, Cgd, and Csb can be ignored, Zo is inductive for gmRsig . 1 

and capacitive for gmRsig , 1. 

FIGURE 6.39 Typical source-follower characteristics for Cgb 5 Cgd 5 Csb 5 0: (a) input impedance Zi, 

(b) voltage gain a, and (c) output impedance Zo. The plots of a and Zo are for the case gmRsig @ 1.
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 (a)  The source follower of Fig. 6.36 uses a FET with gm 5 1 mA/V, gmb 5 

0.1 mA/V, ro 5 50 kV, and Cgs 5 400 fF. Moreover, Rsig 5 RL 5 10 kV. As-

suming Cgb 5 Cgd 5 Csb 5 0, fi nd the frequency characteristics of Zi, a, and Zo. 

 (b) Verify with PSpice both for Cgb 5 Cgd 5 Csb 5 0 and for Cgb 5 Cgd 5 Csb 5 

25 fF, and comment.

Solution
We have 

 f T  >   
 g m 
 _____ 

2� C gs 
   5   1 0 23  _____________  

2�400 3 1 0 212 
   > 400 MHz

 R 
1
  5 10//50//  1 ___ 

0.1
   5 4.55 kV  

EXAMPLE 6.14
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610 Chapter 6 Frequency and Time Responses

FIGURE 6.40 Gain and impedance plots for the source follower of Example 6.14. 
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106

108 109 1010 107 108 109 1010 107 108 109 1010

Cgb 5 Cgd 5 Cdb 5 0

Cgb 5 Cgd 5 Cdb 5 25 fF

�Z
i� (

V
)

(a)

Frequency f (Hz)

102

103

104

Cgb 5 Cgd 5 Cdb 5 0

Cgb 5 Cgd 5 Cdb 5 25 fF

�Z
o� 

(V
)

(c)

Frequency f (Hz)

215

210

25

0
Cgb 5 Cgd 5 Cdb 5 0

G
ai

n
 a

 (
d
B

)

(b)

Frequency f (Hz)

Cgb 5 Cgd 5 Cdb 5 25 fF

 C 
1
  5   400 ____________  

1 1 1 3 4.55
   > 72 fF 

 R 
2
  5 50//  1 ___ 

0.1
   5 8.33 kV

By Eq. (6.72) the impedance seen by the signal source is 

 Z i  5  (   1 ________________  
j2�f 3 72 3 1 0 215 

   1 4.55 3 1 0 3  )  V 5  (    2j2.21 3 1 0 9 
  ____________ 

f
   1 4.55 )  kV

  which has a zero frequency is fzi 5 1y(2�R1C1) 5 486 MHz. By Eq. (6.71) 

the gain parameters are 

 a 
0
  5   1 _______________  

1 1 1y(1 3 4.55)
   5 0.820 V/V 5 21.72 dB 

 a ̀   5   1 ___________ 
1 1 10y4.55

   5 0.312 V/V 5 210.1 dB

 f za  5 400 MHz

 f pa  5   1 1 1 3 4.55  ____________________________   
2�(10 1 4.55)1 0 3  3 400 3 1 0 215 

   5 152 MHz

  By. Eq. (6.74) the parameters of the impedance seen by the load are 

 Z o0
  5   1 __ 

1
  //8.33 5 0.893 kV   Z o`  5 10//8.33 5 4.55 kV

 f zo  5   
1y(2�)
 ________________  

1 0 4  3 400 3 1 0 215 
   > 40 MHz

 f po  5   1 1 1 3 8.33  ____________________________   
2�(10 1 8.33)1 0 3  3 400 3 1 0 215 

   5 202 MHz

  It is apparent that Zo is inductive, at least up to a point. 

 (b)  Adapting the PSpice circuit of Fig. 6.32 to the present case we obtain the 

frequency plots of Fig. 6.40. The asymptotic values and break frequencies are 

in good agreement with the estimated ones under the assumption Cgb 5 Cgd 5 

Csb 5 0. With Cgb 5 Cgd 5 Csb 5 25 fF, the high-frequency asymptotic values 

tend to zero, turning Zo from inductive to capacitive at high frequencies. 
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  6.6 MOS Voltage and Current Buffers  611

Frequency Characteristics of MOS Current Buffers 
Figure 6.41 shows the ac equivalent of the MOS current buffer, along with its high-

frequency model. Like the CD confi guration, the CG confi guration is inherently fast 
because Cgd is exempt from the Miller effect. We wish to fi nd the impedance Zi(j�) 

seen looking into the source terminal, the current gain a(j�) 5 IoyIi, and the im-

pedance Zo(j�) seen looking into the drain. To this end, refer to the more compact 

equivalent of Fig. 6.42, obtained by lumping together the capacitances as shown. 

FIGURE 6.41 (a) The MOS current buffer and (b) its high-frequency small-signal model.

(a)

Ii

Io

Zi

Zo

RL

(b)

Zi

Ii

Vi

Io

CdbCgs

Csb

(gm 1 gmb)Vi ro

Cgd

Zo

RL

FIGURE 6.42 Compact rendition of the MOS current buffer. 

Ii

Vi

Io

Zi

Cgd 1 Cdb

Cgs 1 Csb

(gm 1 gmb)Vi ro
Zo

RL

To gain quick insight into the frequency dependence of Zi and a it is convenient 

to ignore ro for then the input port is isolated from the output port and can thus be 

analyzed separately. KCL at the input node gives, for ro → `, 

 I i  5 ( g m  1  g mb ) V i  1   
 V i  _______________  

1y[j�( C gs  1  C sb )]
   5 ( g m  1  g mb ) [ 1 1   

j�( C gs  1  C sb )
  ___________ 

 g m  1  g mb 
   ]  V i 
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612 Chapter 6 Frequency and Time Responses

Consequently, the impedance seen by the signal source is 

  Z i  5   
 V i  __ 
 I i 
   5   1 ________ 

 g m  1  g mb 
   3   1 _________ 

1 1 j�y � pi 
     � pi  5   

 g m  1  g mb  ________ 
 C gs  1  C sb 

   (6.75)

The current into a short-circuit load (RL 5 0) is, for ro → ̀ , Io(sc) 5 (gm 1 gmb)Vi 5 

(gm 1 gmb)ZiIi, so the short-circuit current gain is 

 �(j�) 5   
 I o(sc)

 
 ____ 

 I i 
   5   1 _________ 

1 1 j�y � pi 
   (6.76)

with �pi as given in Eq. (6.75). Once it reaches the drain node, Io(sc) divides between 

RL and the capacitance pair Cgd 1 Cdb, so we use the current-divider rule to write, for 

ro → `, 

  I o  5   
1y[j�( C gd  1  C db )]

  ___________________  
 R L  1 1y[j�( C gd  1  C db )]

    �( j�) I i  5   
�( j�)

  _________________  
1 1 j� R L ( C gd  1  C db )

   I i 

Substituting Eq. (6.76), we fi nally obtain the overall current gain

  a(j�) 5   
 I o  __ 
 I i 
   >   1  _____________________  

(1 1 j�y � pi )(1 1 j�y � L )
     � L  >   1 ____________  

 R L ( C gd  1  C db )
   (6.77)

It is apparent that the CG confi guration provides its maximum bandwidth of �pi (>��) 

when the load is a short circuit. For RL Þ 0, the additional pole formed by RL with the 

effective drain capacitance Cgd 1 Cdb reduces the bandwidth accordingly.

It is left as an exercise (see Problem 6.28) to prove that the impedance seen by 

the load is

   Z o ( j�) 5   1 ____ 
j� C o 

   3   
1 1 j�y � zo  __________ 
1 1 j�y � po 

     C o  5  C gd  1  C db  1   
 C gs  1  C sb  ______________  

1 1 ( g m  1  g mb ) r o 
   (6.78a)

  � zo  5   
1 1 ( g m  1  g mb ) r o   ______________  

 r o ( C gs  1  C sb )
     � po  5  � zo  1   1 ___________ 

 r o ( C gd  1  C db )
   (6.78b)

The frequency dependence of Zo is dominated by Co, and Zo0 → ` at dc because the 

signal source has been assumed ideal. A practical signal source will have Rsig , `, in 

which case we can approximate 

   Z o ( j�) >   
 Z o0

 
 _________ 

1 1 j�y � o 
    Z o0

  5  r o  1 [1 1 ( g m  1  g mb ) r o ] R sig   � o  5   1 _____ 
 Z o0

  C o 
   (6.79)

The CG confi guration is investigated further in the end-of-chapter problems.

6.7 OPEN-CIRCUIT TIME-CONSTANT (OCTC) ANALYSIS 

The preceding sections indicate that ac analysis can become fairly complex even in 

the case of simple circuits such as single-transistor stages. As the capacitor count 

increases, exact analysis by paper and pencil may soon become prohibitive. Yet, in 

everyday practice a designer must be able to come up with quick, if approximate, 

estimates of a circuit’s most salient ac characteristics, such as its 23-dB frequency, 
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  6.7 Open-Circuit Time-Constant (OCTC) Analysis  613

and identify what changes need to be made in case the circuit fails to meet the speci-

fi cations. Then, we turn to computer simulation to verify the modifi ed design. 

If the circuit contains a single pole, its 23-dB frequency is the pole frequency 

itself. Even if it contains additional poles and/or zeros but at suffi ciently higher frequen-

cies, �23 dB will still be close to the frequency of the lowest pole, aptly referred to as 

the dominant pole. Eloquent examples were offered by the common-emitter/common-

source amplifi ers of Section 6.3, where we used the Miller approximation to speed up 

the estimation of �23 dB. We wonder whether there is a quick way to estimate �23 dB 

also in a multi-pole circuit. A widely used such technique is the Open-Circuit Time-
Constant (OCTC) Analysis Technique pioneered by P. E. Gray and C. L. Searle in 1969.2 

To develop an intuitive feel for this technique, start out with a circuit contain-

ing a single capacitor Ck. As we know, a pole arises at the frequency �k at which the 

impedance of Ck equals, in magnitude, the equivalent resistance Rk presented to Ck 

by the surrounding circuit, a condition that we express as 1y(�kCk) 5 Rk. This gives 

�k 5 1y�k, where �k 5 RkCk is the time constant formed by Ck and Rk. As a function of 

frequency, Ck starts out as an open circuit for � ! �k, it presents an impedance equal 
in magnitude to Rk at � 5 �k, and it becomes a short circuit for � @ �p. 

What if the circuit contains more than just one capacitance? If there is a dominant 

pole, we can say that at that pole frequency all capacitances still act as open circuits, 
except for the capacitance responsible for that one pole, which will exhibit an impedance 

equal in magnitude to the resistance presented by the surrounding circuit. To fi nd which 

capacitance is responsible for the dominant pole we need to test one capacitance at a 

time, assuming all remaining capacitances are acting as open circuits. We fi nd the equiv-

alent resistance seen by the capacitance under scrutiny, and we calculate the correspond-

ing time constant. We repeat this procedure for each capacitance present, and fi nally we 

let �23 dB > 1y�D, where �D is by far the longest and thus dominant time constant. 
What if there isn’t a defi nite dominant time constant in the circuit? The informa-

tion gathered is still useful, for the OCTC technique states that we can estimate the 

23-dB frequency as2 

  � 
23 dB

  >   1  ______________________   
 R 

1
  C 

1
  1  R 

2
  C 

2
  1 . . . 1  R n  C n 

   (6.80)

where Ri is the equivalent resistance seen by the capacitance Ci (i 5 1, 2, … n) with 
all other capacitances open-circuited. Note that this technique provides no informa-

tion about higher-order poles and possibly zeros. It gives only an estimate of the 

23-dB frequency, also called the half-power bandwidth, but via n simple time-con-

stant calculations. Moreover, by showing explicitly which time constant contributes 

most heavily to the 23-dB frequency, it pinpoints the parameters that need to be 

altered if the design fails to meet specifi c bandwidth requirements. Some examples 

will better illustrate the OCTC technique.

OCTC Analysis of the CE/CS Amplifi ers 
As our fi rst application of the open-circuit time-constant (OCTC) technique, let 

us return to the circuit of Fig. 6.21 (repeated in Fig. 6.43), representing the com-

mon-emitter/common-source voltage amplifi er. With three capacitances present 
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614 Chapter 6 Frequency and Time Responses

(C1, C2, and Cf), we need to fi nd three open-circuit equivalent resistances. With refer-

ence to Fig. 6.44a, it is apparent that the resistances seen by C1 and C2 are just R1 and 

R2. However, to fi nd Rf   , we can no longer rely on mere inspection, as the presence 

of the dependent source mandates using the test method instead. With reference to 

Fig. 6.44b we have, by Ohm’s law, v1 5 R1i. By KCL, R2 must supply the current 

i 1 gmv1 5 i 1 gmR1i, so v2 5 2R2(i 1 gmR1i) 5 2R2(1 1 gmR1)i. By KVL, 

 v 5 v1 2 v2 5 R1i 2 [2R2(1 1 gmR1)i]

so, taking the ratio Rf 5 vyi we get 

  R f  5  R 
1
  1  R 

2
  1  g m  R 

1
  R 

2
  (6.81)

Finally, we estimate the 3-dB frequency using Eq. (6.80),

   � 
23 dB

  >   1 ________________  
 R 

1
  C 

1
  1  R f  C f  1  R 

2
  C 

2
 
   5   1  _______________________________   

 R 
1
  C 

1
  1 ( R 

1
  1  R 

2
  1  g m  R 

1
  R 

2
 ) C f  1  R 

2
  C 

2
 
   (6.82)

Aside from a rearrangement of its denominator terms, Eq. (6.82) is identical to 

Eq. (6.45), which was obtained via the much more laborious exact analysis. Of 

course, exact analysis provides information also about the higher order pole and zero 

frequencies, while the OCTC method estimates only �23 dB. But this is often all the 

designer wants to know, so if we consider the much simpler calculations required 

FIGURE 6.43 Revisiting the CE/CS amplifi er. 

C1 gmV1 R2

CfR1

Vi
1
2 C2 Vo

1

2

V1

1

2

FIGURE 6.44 (a) The open-circuit resistances seen by the capacitances in the generalized voltage 

amplifi er of Fig. 6.43. (b) Using the test method to fi nd Rf. 

v1
gmv1 R2

R1

1

2

v1

1

2

v2

1

2
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R1

(a) (b)
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1 2

R1

v

i

R2
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  6.7 Open-Circuit Time-Constant (OCTC) Analysis  615

by the OCTC technique, the latter is a powerful tool indeed. As a fi nal remark, we 

observe that if we defi ne the multiplier term 

 M 5 1 1  g m  R 
2
  1   

 R 
2
 
 __ 

 R 
1
 
   (6.83)

then the time constant �f associated with Cf is expressed as �f 5 (R1M)Cf in the OCTC 

approximation, but as �f 5 R1(MCf) in the Miller approximation. We have two differ-

ent viewpoints for the same result! 

Reconsider the CE amplifi er of Example 6.8, for which gm 5 1y(26 V), 

R1 5 0.975 kV, R2 5 4.55 kV, C� 5 12 pF, C� 5 0.5 pF and Cs 5 1 pF. 

 (a)  Estimate f23 dB via the OCTC method, and comment on which capacitor 

contributes the most and which the least to the dominant-pole frequency. 

 (b)  Propose a way to increase the circuit’s bandwidth without reducing its 

low-frequency gain a0.

Solution
 (a)  By inspection, the resistances seen by C� and Cs are, respectively, R� 5 0.975 kV 

and Rs 5 4.55 kV. Adapting Eq. (6.81) to the present case we get R� 5 0.975 1 

4.55 1 0.975 3 4.55y0.026 5 176 kV. With resistances in kV (103) and capaci-

tances in pF (10212), the time constants in Eq. (6.82) will be in ns (1029), 

  f 
23 dB

  >   
1y2�
  __________________________________    

(0.975 3 12 1 176 3 0.5 1 4.55 3 1) ns
  

 5   
1y2�

  __________________  
(11.7 1 88 1 4.6) ns

   5 1.53 MHz

  This is in excellent agreement with Example 6.8. As expected, the main 

band-limiting culprit is the time constant associated with C�, whereas that 

associated with Cs counts the least. 

 (b)  An obvious way to increase the bandwidth is to reduce R� as it intervenes in 

the longest time constant. By Eq. (6.81), this resistance depends both on R1 and 

R2. To avoid signifi cantly perturbing the low-frequency gain a0, don’t change 

R2. This leaves R1, which can be reduced by driving the amplifi er with a low 
output-impedance signal source. In the limit Rsig → 0 we have R1 5 r�//rb, so 

  R �  5  R 
1
  5 5.2//0.2 5 0.193 kV

  R �  5 0.193 1 4.55 10.193 3 4.55y0.026 5 38.4 kV.

  Consequently, in the limit Rsig → 0 we get

  f 
23 dB

  >   
1y2�
  ___________________________________    

(0.193 3 12 1 38.4 3 0.5 1 4.55 3 1) ns
  

 5   
1y2�

  __________________  
(2.3 1 19.2 1 4.6) ns

   > 6 MHz

EXAMPLE 6.15

fra28191_ch06_564-684.indd   615fra28191_ch06_564-684.indd   615 13/12/13   11:14 AM13/12/13   11:14 AM



616 Chapter 6 Frequency and Time Responses

  indicating a bandwidth expansion of almost two octaves. (It can be seen that 

with Rsig 5 0, a0 is raised from 2142 V/V to 2169 V/V. Usually this is not a 

problem, but if it is, we can always tweak with the value of R2 to re-establish 

the original gain.)

Remark: If the available signal source doesn’t have a suffi ciently low Rsig, we can 

interpose a voltage buffer between source and amplifi er. A buffer provides high 

input impedance, low output impedance, and close-to-unity gain over a much 

wider bandwidth than the voltage amplifi er under consideration, so it will serve 

the required function of impedance translation quite well.

Reconsider the CS amplifi er of Exercise 6.3, for which gm 5 4 mA/V, R1 5 10 kV, 

R2 5 4.55 kV, Cgs 5 1.17 pF, and Cgd 5 0.1 pF. Assuming Cdb 5 0.2 pF, estimate 

f23 dB via the OCTC method.

Solution
By inspection, Rgs 5 10 kV and Rdb 5 4.55 kV. Adapting Eq. (6.81) to the present 

case, Rgd 5 10 1 4.55 1 4 3 10 3 4.55 5 196 kV. With resistances in kV and 

capacitances in pF, the time constants will be in ns, 

 f 
23 dB

  >   
1y2�
  ___________________________________    

(10 3 1.17 1 196 3 0.1 1 4.55 3 0.2) ns
   

5   
1y2�

  ____________________  
(11.7 1 19.6 1 0.91) ns

   5 4.9 MHz 

in close agreement with Exercise 6.3.

EXAMPLE 6.16

OCTC Analysis of Voltage Buffers
The emitter follower of Fig. 6.30b, repeated for convenience in Fig. 6.45, was ana-

lyzed under the assumption C� 5 0 to keep the derivations manageable. We now 

wish to estimate its 23-dB frequency via the OCTC technique, but with C� present. 

To fi nd the open-circuit equivalent resistances, use the circuit of Fig. 6.46a with 

R1 5 Rsig 1 rb and R2 5 RL//ro, as shown. With reference to the node common to R1 

and r� we observe that looking to the left we see R1, and looking down toward the 

right we see r� 1 (�0 1 1)R2, so the resistance seen by C� is 

 
 R �  5  R 

1
 //[ r �  1 ( � 

0
  1 1) R 

2
 ]

 (6.84)

To fi nd R� we need to apply the test method of Fig. 6.46b. By KCL, the current into 

R1 is i1 5 i 2 vyr� and that into R2 is i2 5 vyr� 1 gmv 2 i, so we can write 

 v 5  R 
1
  i 
1
  2  R 

2
  i 
2
  5  R 

1
  ( i 2   v __  r �    )  2  R 

2
  (   v __  r �    1  g m v 2 i ) 
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  6.7 Open-Circuit Time-Constant (OCTC) Analysis  617

Collecting and taking the ratio R� 5 vyi we get, after some algebra,

  R �  5  r � //  
 R 

1
  1  R 

2
 
 ________ 

1 1  g m  R 
2
 
   (6.85)

Finally, 

 

 � 
23 dB

  >   1 ____________  
 R �  C �  1  R �  C � 

   

5   1   __________________________________________________     
{ r � //[( R 

1
  1  R 

2
 )y(1 1  g m  R 

2
 )]} C �  1 { R 

1
 //[ r �  1 ( � 

0
  1 1) R 

2
 ]} C � 

  
 (6.86)

FIGURE 6.45 Revisiting the emitter follower. 

C�V� gmV�r� ro

C�Rsig

Vsig

rb

1
2

1

2

Vo

RL

FIGURE 6.46 (a) The open-circuit resistances seen by the capacitances of the emitter follower of 

Fig. 6.45. (b) Using the test method to fi nd R�. 

R�

R2

R1

(Rsig 1 rb)
v�

R�

r�

1

2

v

1

2

gmv�

(a)

_RL �� ro + i2 

i

R2

R1 r�
gmvi1

(b)

Reconsider the emitter follower of Example 6.11, for which �0 5 150, gm 5 

1y(13 V), r� 5 1.95 kV, R1 5 2.2 kV, R2 5 4.44 kV, C� 5 29.6 pF, and C� 5 

1 pF. Estimate f23 dB via the OCTC method, comment. 

Solution
By Eqs. (6.84) through (6.86), we have 

 R �  5 1.95//  2.2 1 4.44  _____________  
1 1 4.44y0.013

   kV 5 19.2 V

EXAMPLE 6.17
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618 Chapter 6 Frequency and Time Responses

 R �  5 2.2//(1.95 1 151 3 4.44) 5 2.19 kV

 f 
23 dB

  >   
1y2�
  ___________________________________    

19.2 3 29.6 3 1 0 212  1 2.19 3 1 0 3  3 1 0 212 
   

5   
1y2�
 ______________  

(0.57 1 2.19) ns
   5 58 MHz

This estimate is in reasonable agreement with the value of 66 MHz obtained via 

the PSpice circuit of Fig. 6.32. Clearly, the time constant due to C� is the dominant 

one in this case.

Next, we turn to the source follower of Fig. 6.36b, repeated for convenience in 

Fig. 6.47. To fi nd its open-circuit equivalent resistances we rearrange it in the form 

of Fig. 6.48. By inspection, 

  R gb  5  R sig    R sb  5  R L // r o //  
1 ___  g mb 

  //  1 ___  g m    (6.87)

FIGURE 6.47 Revisiting the source follower. 

Rsig

rogmVgs gmbVo

Vo

RL

Cgb

1
1
2

2

VgsCgs

Cgd

Vsig

Csb

FIGURE 6.48 The open-circuit resistances seen by 

the capacitances in the source follower of Fig. 6.47.
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vgs
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  6.7 Open-Circuit Time-Constant (OCTC) Analysis  619

To fi nd Rgs and Rgd we note this circuit’s similarity to its bipolar counterpart of 

Fig. 6.46, except that now r� → `. To save labor we thus recycle Eqs. (6.84) and 

(6.85) by letting r� → ` and �0 → `, and get 

  R gd  5  R 
1
  5  R sig    R gs  5   

 R 
1
  1  R 

2
 
 ________ 

1 1  g m  R 
2
 
   5   

 R sig  1 [ R L // r o //(1y g mb )]
  ___________________  

1 1  g m [ R L // r o //(1y g mb )]
   (6.88)

We now have all the parameters needed to estimate f23 dB.

FIGURE 6.49 (a) The CE-ED amplifi er, and (b) the open-circuit resistances seen by its capacitances. 

1
2

Rsig

Vsig

RE

Vo

RC
R�

(Rsig 1 rb)

RE

RB

v�

R�
Rs

r�

1

2

gmv� ro RC

(a) (b)

Exercise 6.5 
Reconsider the source follower of Example 6.14, having gm 5 1 mA/V, gmb 5 

0.1 mA/V, ro 5 50 kV, Cgs 5 400 fF, Cgb 5 Cgd 5 Csb 5 25 fF, and Rsig 5 RL 5 

10 kV. Use the OCTC technique to estimate f23 dB.

Ans. 122 MHz.

Voltage Amplifi ers with Emitter/Source Degeneration 
Recall that degeneration reduces gain in a CE/CS amplifi er. Consequently, we expect 

a reduced Miller multiplier and, hence, a higher value for f23 dB. Gain-bandwidth 

tradeoffs arise all the time in electronics, as we shall frequently see. We wish to use 

the OCTC technique to estimate the 23-dB frequency of a voltage amplifi er with 

degeneration. 

Consider fi rst the CE-ED amplifi er shown in ac form in Fig. 6.49a. As long 

as ro is fairly large compared with the resistances external to the BJT, we can ig-

nore ro altogether to simplify our analysis. Turning to the open-circuit equivalent of 

Fig. 6.49b, we adapt Eq. (6.85) to obtain an expression for R�, 

  R �  >  r � //  
 R B  1  R E 

 ________ 
1 1  g m  R E 

   (6.89)

Also, by inspection, 

  R s  >  R C  (6.90)
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620 Chapter 6 Frequency and Time Responses

To fi nd R� we use the test method, but after having reduced the circuit of Fig. 6.49b 

to the more compact form of Fig. 6.50. Here, R1 and R2 represent the equivalent re-

sistances seen looking from the positive and from the negative terminals of the test 

source, and Gm represents the degenerated transconductance. Adapting the expres-

sions tabulated in Fig. 4.9, we have, for RC ! ro,

  R 
1
  > ( R sig  1  r b )//[ r �  1 ( � 

0
  1 1) R E ]   R 

2
  >  R C  (6.91)

  G m  5   
 g m 
 ________ 

1 1  g m  R E 
   (6.92)

But the circuit of Fig. 6.50 is formally identical to that of Fig. 6.44b, so we adapt 

Eq. (6.81) to the present case and write 

  R �  >  R 
1
  1  R 

2
  1  G m  R 

1
  R 

2
  (6.93)

We now have all the parameters needed to estimate f23 dB.

FIGURE 6.50 Equivalent circuit to fi nd R� in Fig. 6.49b.
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 (a)  Investigate the effect of adding an emitter-degeneration resistance RE 5 500 V 

to the CE amplifi er of Example 6.8. Compare with the example, and comment.

 (b)  Verify via PSpice.

Solution
 (a) Recall that �0 5 200, rb 5 200 V, gm 5 1y(26 V), r� 5 5.2 kV, ro 5 50 kV, 

C� 5 12 pF, C� 5 0.5 pF, and Cs 5 1 pF. With Rsig 5 1 kV, RC 5 5 kV, and 

RE 5 0.5 V we have RB 5 1 1 0.2 5 1.2 kV. All these resistances are much 

smaller than ro, so we expect the above approximations to be reasonable. By 

Eqs. (6.89) and (6.90), 

  R �  > 5.2//  1.2 1 0.5 ____________  
1 1 0.5y0.026

   5 82.7 V   R s  > 5 kV

  By Eq. (6.91), R1 > 1.2//(5.2 1 201 3 0.5) 5 1.2//105.7 5 1.19 kV and R2 > 

5 kV. By Eqs. (6.92) and (6.93), 

  G m  5   
1y26
 __________ 

1 1 500y26
   5   1 ______ 

526 V
     R �  5 1.19 1 5 1   

1.99 3 5
 ________ 

0.526
   5 17.5 kV

EXAMPLE 6.18
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  6.7 Open-Circuit Time-Constant (OCTC) Analysis  621

FIGURE 6.51 Gain plots for the CE amplifi er of Example 6.8 (RE 5 0), and the 

CE-ED amplifi er of Example 6.18 (RE 5 0.5 kV). 
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RE 5 0 ⇒ a0 5 2142 V/V, f1 5 1.53 MHz

RE 5 0.5 kV ⇒ a0 5 29.3 V/V, f23 dB 5 10.8 MHz

Next, we turn to the CS-SD amplifi er of Fig. 6.52a. With reference to its open-

circuit equivalent of Fig. 6.52b we fi nd, by inspection, 

 Rgb 5 Rsig  Rsb 5 RS//Rs  Rdb 5 RD//Rd  (6.94)

  Finally, expressing resistances in kV and capacitances in pF, we get

 f 
23 dB  5   

1y2�
  __________________  

 R �  C �  1  R �  C �  1  R s  C s 
   >   

1y2�
 _______________  

(1 1 8.75 1 5) ns
   5 10.8 MHz

  Compared to the case RE 5 0 of Example 6.15, there has been an order-

of-magnitude reduction both in �� and in ��, causing f23 dB to increase from 

about 1.53 MH to 10.8 MHz. On the other hand, the low-frequency gain has 

dropped from a0 5 2142 V/V (43 dB) of Example 6.8 to the present value 

 a 
0
  5   105.7 __________ 

1.2 1 105.7
   3    25 _____ 

0.526
   > 2 9.4 V/V (19.5 dB)

 (b) To verify via PSpice, reuse the circuit of Fig. 6.22, but after lifting the emitter 

terminal off ground to insert RE 5 500 V between emitter and ground. The 

simulation yields the Bode plots of Fig. 6.51, which are in good agreement 

with the results found via the OCRC technique.

FIGURE 6.52 (a) The CS-SD amplifi er and (b) the open-circuit resistances seen by its capacitances. 
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622 Chapter 6 Frequency and Time Responses

where Rs and Rd are the resistances seen looking into the source and the drain, both of 

which are tabulated in Fig. 4.23. To fi nd Rgd we simply adapt Eqs. (6.92) and (6.93) 

to the MOS case, 

  R gd  >  R sig  1  R db  1   
 g m 
 ______________  

1 1 ( g m  1  g mb ) R S 
    R sig  R db  (6.95)

Finally, to fi nd Rgs we apply the test method as usual. The result, whose derivation is 

left as an exercise for the reader, is

  R gs  5   
 R sig  1  R S  1  g mb  R sig  R S  1 ( R sig  R S  1  R sig  R D  1  R D  R S )y r o 

    __________________________________________    
1 1 ( g m  1  g mb ) R S  1 ( R D  1  R S )y r o 

   (6.96)

We now have all the parameters needed to estimate f23 dB.

Let the CS-SD amplifi er of Fig. 6.52a have gm 5 2 mA/V, gmb 5 0.25 mA/V, 

ro 5 25 kV, Cgs 5 100 fF, Cgb 5 Csb 5 Cgd 5 Cdb 5 7.5 fF. If Rsig 5 10 kV, RD 5 

20 kV, and RS 5 1 kV, estimate its gain-bandwidth product via the OCTC method.

Solution
By Eq. (4.39a), the low-frequency gain is 

 a 
0
  5   22 3 20  ___________________________   

1 1 (2 1 0.25)1 1 (20 1 1)y25
   5 29.78 V/V

and the resistances seen looking into the source and drain are Rs 5 0.786 V and 

Rd 5 82.3 kV, so Eq. (6.94) gives 

Rgb 5 10 kV   Rsb 5 1//0.786 5 0.44 kV  Rdb 5 20//82.3 5 16.1 kV

Likewise, Eqs. (6.95) and (6.96) give 

Rgd > 125 kV   Rgs 5 5.55 kV

Consequently,

 f 
23 dB

  5   
1y2�

  _____________________  
 � gb  1  � sb  1  � gd  1  � gs  1  � db 

   

 >   
1y2�
  ______________________________   

(75 1 3.3 1 937.5 1 555 1 121) ps
   > 94.1 MHz

Finally, GBP > 9.78 3 94.1 > 920 MHz. The main band-limiting culprits are Cgd 

and Cgs. A PSpice simulation confi rms the above results.

EXAMPLE 6.19

Additional examples of OCTC analysis are addressed in the end-of-chapter 

problems. 
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  6.8 Frequency Response of Cascode Amplifi ers 623

6.8 FREQUENCY RESPONSE OF CASCODE AMPLIFIERS

In Chapter 4 we investigated the use of cascoding as a means to raise the unloaded 

voltage gain dramatically. We are now ready to appreciate another inherent advan-

tage of cascoding, namely, an increase in the gain-bandwidth product (GBP). 

The Bipolar Cascode 
Shown in Fig. 6.53a is the ac equivalent of the bipolar cascode confi guration, high-

lighting the capacitances intervening in the frequency response. We wish to estimate 

the 23-dB frequency via OCTC analysis. The node labeled as Vx plays an important 

role in this circuit, so we start out by fi nding the open-circuit equivalent resistance Rx 

between this node and ground. With reference to Fig. 6.53b we note that Rx 5 ro1//Re2, 

where Re2 is the resistance seen looking into Q2’s emitter. This is obtained by adapt-

ing Eq. (4.10) to the present case. The result is 

  R x  5  r o1
 // [  (    r b2

  1  r �2
 
 _______ 

 � 
02

  1 1
  // r o2

  )  3   
1 1  R C y r o2

 
  ___________________________   

1 1  R C y[( � 
02

  1 1) r o2
  1  r b2

  1  r �2
 ]
    ]  (6.97)

(Note that for large ro1 and �02 we have Rx > re2 1 rb2y(�02 1 1) for RC → 0, and Rx > 

r�2 1 rb2 for RC → `). 

We observe that Q1 is similar to the circuit of Fig. 6.43, but with R2 5 Rx. We can 

thus recycle the results developed there and write, 

 R�1 5 (Rsig 1 rb1)//r�1  R�1 5 R�1 1 Rx 1 gm1R�1Rx  Rs1 5 Rx (6.98)

FIGURE 6.53 (a) The bipolar cascode confi guration, with all relevant stray capacitances explicitly 

shown outside of the BJTs. (b) Circuit for the calculation of the open-circuit equivalent resistances. 
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624 Chapter 6 Frequency and Time Responses

Likewise, Q2 is similar to the circuit of Fig. 6.49b, but with RB 5 rb2 and RE 5 ro1. We 

can thus recycle the results developed there and write,

  R �2
  >  r �2

 //  
 r b2

  1  r o1
 
 _________ 

1 1  g m2
  r o1

 
   >  r e2

    R �2
  >  R 

1
  1  R 

2
  1  G m2

  R 
1
  R 

2
   Rs2 > RC (6.99)

where 

  R 
1
  >  r b2

 // [  r �2
  1  (  � 

02
  1 1 )  r o1

  ]  >  r b2
    R 

2
  >  R C    G m2

  5   
 g m2

 
 _________ 

1 1  g m2
  r o1

 
   >   1 ___  r o1

    (6.100)

It is now a straightforward matter to apply Eq. (6.80) to estimate the f23 dB for the 

bipolar cascode.

The CE amplifi er of Example 6.15 was found to have f23 dB 5 1.53 MHz with 

Rsig 5 1 kV and RC 5 5 kV. What happens if we buffer it to RC via a CB stage, thus 

implementing a cascoded pair? Compare and comment. (For simplicity assume 

identical BJT parameters, namely, �0 5 200, rb 5 200 V, gm 5 1y(26 V), r� 5 

5.2 kV, ro 5 50 kV, C� 5 12 pF, C� 5 0.5 pF and Cs 5 1 pF. Also, assume r� 5 ̀ .) 

Solution
Applying Eq. (6.97) with suitable approximations we get 

 R x  >   200 1 5200 __________ 
201

   3   
1 1 5y50

 ________ 
1 1 0

   5 29.5 V

We immediately observe that with such a small equivalent collector resistance, Q1 

is going to provide very little voltage gain, resulting in a very small Miller mul-

tiplier for C�1. With the given data, this gain is vxyvb1 5 2gm1Rx 5 229.5y26 5 

21.13 V/V, indicating a Miller multiplier of just over 2. We thus anticipate a 

wider bandwidth for the CE-CB pair compared to the basic CE amplifi er of 

Example 6.15. Using Eqs. (6.98) through (6.100) we readily calculate 

R�1 5 975 V  R�1 5 2111 V  Rs1 5 29.5 V

R�2 > 26 V   R�2 > 5 kV     Rs2 5 5 kV

With resistances in kV (103) and capacitances in pF (10212), the time constants 

will be in ns (1029), 

 f 
23 dB

  >   1  _______________________________   
2� (  � �1

  1  � �1
  1  � s1

  1  � �2
  1  � �2

  1  � s2
  ) 
   

5   
1y2�
  ___________________________________    

(11.7 1 1.06 1 0.03 1 0.31 1 2.5 1 5) ns
   > 7.7 MHz

Compared to the basic CE amplifi er of Example 6.15, the cascode pair is far less 

affected by the Miller effect. In fact, ��1 is now rather small, and the main band-

limiting culprits are C�1 and Cs2.

EXAMPLE 6.20
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  6.8 Frequency Response of Cascode Amplifi ers 625

Investigate the limiting case in which the cascode circuit of Example 6.20 is ter-

minated on an ideal current-source load so that RC → `. Compare the two situa-

tions, verify with PSpice, and comment.

Solution
Letting RC → ` in Eq. (6.97) raises Rx to 

 R x  5  r o1
 //( r b2

  1  r �2
 ) 5 50//(0.2 1 5.2) 5 4.87 kV

This increase has no effect on R�1, but raises R�1 and Rs1. Using again Eqs. (6.98) 

through (6.100) we get 

R�1 5 975 V  R�1 > 188 kV  Rs1 5 4.87 kV

Also, adapting Eq. (4.11) to the present case we fi nd, for negligible rb, 

 R s2
  5  R c2

  >  r o2
   ( 1 1  � 

02
    

 r o1
 
 _______ 

 r o1
  1  r �2

 
   )  5 9.1 MV  R�2 > Rs2 5 9.1 MV

With Q2’s collector terminated on an ac open circuit, we now have 

R�2 5 r�2//(rb2 1 ro1) 5 4.95 kV

Finally, 

 f 
23 dB

  >   
1y2�
  ___________________________   

 � �1
  1  � �1

  1  � s1
  1  � �2

  1  � �2
  1  � s2

 
   

>   
1y2�
  _________________________________    

(12 1 94 1 5 1 59 1 4550 1 9100) ns
   > 11.5 kHz

We observe that letting RC → ̀  increases Rx signifi cantly, causing Q1 to pro-

vide a much higher gain, namely, vxyvb1 5 2gm1Rx 5 24870y26 5 2187 V/V. 

Consequently, we now have a Miller multiplier of 188, which raises ��1 from 

about 1 ns to 94 ns. The other major effect of letting RC → ` is the dramatic 

increase in the output resistance Ro, namely, from 5 kV to 9.1 MV. While 

raising the unloaded gain a0, this also reduces the pole frequency f23 dB in 

proportion.

Using the PSpice circuit of Fig. 6.54 we obtain the frequency plots of 

Fig. 6.55. It is apparent that in the limit RC → ` the main band-limiting culprits 

are C�2 and Cs2, which establish a dominant pole at

 f p  5   1 ______________  
2� R o ( C s2

  1  C �2
 )
   5 11.7 kHz.

EXAMPLE 6.21
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626 Chapter 6 Frequency and Time Responses

FIGURE 6.54 PSpice circuit to display gain vs. frequency for the CE-CB amplifi er. 
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FIGURE 6.55 Gain plots for the CE-CB amplifi er of Example 6.20 (RC 5 5 kV) and of 

Example 6.21 (RC 5 `). 

103 105104 106 107 108

0

40

80

120

Frequency f (Hz)

G
ai

n
 a

 (
d
B

)

RC � `

RC � 5 kV

RC 5 5 kV ⇒ a0 5 43.8 dB, f23 dB 5 10.2 MHz

RC 5 ` ⇒ a0 5 109 dB, f23 dB 5 11.4 kHz

The MOS Cascode 
Shown in Fig. 6.56a is the ac equivalent of the MOS cascode confi guration, along 

with all capacitances affecting its frequency response. We wish to estimate the 

23-dB frequency via the OCTC technique. As in the bipolar case, the node labeled 

as Vx plays an important role in this circuit, so we start out by fi nding the open-

circuit equivalent resistance Rx between this node and ground. With reference to 
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  6.8 Frequency Response of Cascode Amplifi ers 627

Fig. 6.56b we note that Rx 5 Rd1//Rs2, where Rd1 and Rs2 are the resistances seen 

looking into M1’s drain and M2’s source, respectively. The former is simply ro1, and 

the latter is obtained by adapting Eq. (4.40a) to the present case. The result can be 

written as 

  R x  5  r o1
 //  

 r o2
  1  R D 

  ________________  
1 1 ( g m2

  1  g mb2
 ) r o2

 
   (6.101)

(Note that for RD → 0 we have Rx > 1y(gm2 1 gm2), whereas for RD → ̀  we have Rx > 

ro1.) Next, using inspection and also adapting Eq. (6.81) to the present case we write 

 Rgs1 5 Rsig  Rgd1 5 Rsig 1 Rx 1 gm1RsigRx  Rdb1 5 Rx (6.102)

Finally, using again inspection and adapting Eq. (4.41) to the present case we write

  Rgs2 5 Rx   R gd2
  5  R D //[ r o1

  1  r o2
  1 ( g m2

  1  g mb2
 ) r o1

  r o2
 ]  Rdb2 5 Rgd2 (6.103)

It is now a straightforward matter to apply Eq. (6.80) to estimate the 23-dB frequency 

of the MOS cascode.

FIGURE 6.56 (a) The MOS cacode confi guration, with all relevant stray 

capacitances explicitly shown outside of the FETs. (b) Circuit for the 

calculation of the open-circuit equivalent resistances.
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628 Chapter 6 Frequency and Time Responses

 (a)  Find the product ua0u 3 f23 dB of a CS amplifi er implemented with a MOSFET 

having gm 5 1.0 mA/V, ro 5 25 kV, Cgs 5 100 fF, and Cgd 5 Cdb 5 20 fF. 

Assume the circuit is driven by a source with Rsig 5 10 kV and is terminated 

on an ideal current-source load so that RD 5 ` and the low-frequency gain 

coincides with the intrinsic gain.

 (b)  Repeat, but for the case in which the CS stage is buffered to the active load via a 

CG stage, thus implementing a cascode pair. Compare and comment. (For sim-

plicity, assume identical parameters for the two FETs. Also, assume 2 5 0.1.)

 (c)  Verify with PSpice.

Solution
 (a)  The plain CS amplifi er has a low-frequency intrinsic gain of

 a0 5 2gmro 5 21 3 25 5 225 V/V > 28 dB. 

  Using inspection and adapting Eq. (6.81), we write 

 Rgd 5 Rsig 1 ro 1 gmRsigro 5 10 1 25 1 1 3 10 3 25 5 285 kV

  With resistances in kV (103) and capacitances in fF (10215), the time constants 

will be in ps (10212), 

  f 
23 dB

  >   1 ________________  
2� (  � gs  1  � gd  1  � db  ) 

   5   
1y2�
  ________________________________   

(10 3 100 1 285 3 20 1 25 3 20) ps
   

 5   
1y2�
 ________________  

(1 1 5.7 1 0.5) ns
    > 22 MHz

  Finally, ua0u 3 f23 dB 5 25 3 22 5 550 MHz.

 (b) Cascoding will raise the intrinsic gain to 

  a 
0
  5 2 g m1

  r o1
 [1 1 ( g m2

  1  g mb2
 ) r o2

 ] 5 225(1 1 1.1 3 25) 

 5 2712.5 V/V 5 57 dB

  To apply the OCTC method we note that with an ideal current-source load we 

have RD 5 `, so Eq. (6.102) gives Rx 5 ro1 5 25 kV. Using inspection, along 

with Eqs. (6.102) and (6.103), we now have

 Rgs1 5 10 kV  Rdb1 5 Rgs2 5 25 kV  Rgd1 5 285 kV  

 Rgd2 5 Rdb2 5 737.5 kV

  With resistances in kV (103) and capacitances in pF (10212), the time con-

stants will be in ns (1029), 

  f 
23 dB

  >   
1y2�
  ______________________________   

 � gs1  1  � gd1
  1  � db1

  1  � gs2
  1  � gd2

  1  � db2
 
   

 5   
1y2�
  _________________________________    

(1 1 5.7 1 0.5 1 2.5 1 14.7 1 14.7) ns
   5 4.1 MHz

EXAMPLE 6.22
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  6.9 Frequency and Transient Responses of Op Amps 629

FIGURE 6.57 Gain plots for the Cs and the CS-CB amplifi ers of Example 6.22.
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  We now have ua0u 3 f23 dB 5 712.5 3 4.1 5 2.9 GHz. Cascoding has raised 

a0 while lowering  f23 dB. Yet their product is still higher than in part (a). The 

main band-limiting culprits are now Cgd2 and Cdb2, which form a pole with the 

high output resistance Ro of the cascode structure. 

 (c)  Using a PSpice circuit of the type of Fig. 6.54 we obtain the plots of Fig. 6.57, 

which are in excellent agreement with the hand calculations. 

We summarize the advantages of cascoding by stating that the CE/CS stages 

Q1yM1 overcome their inherent Miller-effect drawbacks by delegating the task of 

voltage amplifi cation to the CByCG stages Q2yM2, which are inherently much faster 

because they are immune from the Miller effect. The result is a dramatic increase in 

the gain-bandwidth product. 

6.9 FREQUENCY AND TRANSIENT RESPONSES OF OP AMPS

Most op amps are designed for a gain that is dominated by a single low-frequency 

pole (the reason, to be investigated in detail in Chapter 7, is to prevent possible oscil-

lations in negative-feedback operation). For the traditional voltage-feedback op amp 

of Fig. 6.58a the gain a(  jf  ) exhibits the frequency profi le of Fig. 6.58b and takes on 

the mathematical form 

 a(  jf  ) 5   
 V o  _______ 

 V p  2  V n 
   >   

 a 
0
 
 ________ 

1 1 jfy f b 
   (6.104)

where Vo, Vp, and Vn are the Laplace transforms of the small signals vo, vp, and vn, a0 

is the dc gain, and fb is the dominant-pole frequency. Gain is approximately constant 

up to fb. At fb it is 3-dB below its dc value. Above fb it rolls off with frequency at a uni-

form rate of 220 dB/dec until it drops to unity, or 0 dB, at the transition frequency ft. 

fra28191_ch06_564-684.indd   629fra28191_ch06_564-684.indd   629 13/12/13   11:14 AM13/12/13   11:14 AM



630 Chapter 6 Frequency and Time Responses

Exploiting the constancy of the gain-bandwidth product (GBP) we write a0 3 fb 5 

1 3 ft. Consequently, a dominant-pole op amp has a constant GBP, 

 GBP 5  f t  5  a 
0
  3  f b  (6.105)

The frequency response of an op amp is easily visualized via PSpice, as demon-

strated in Fig. 6.59 for the case of the 741 op amp. Using PSpice’s cursor facility on 

the magnitude plot we fi nd a0 5 105.3 dB, fb 5 5.2 Hz, and ft 5 871 MHz. Above ft 

the rolloff rate increases, indicating the presence of additional root frequencies there. 

(Higher-order roots will be addressed in greater detail in Chapter 7.) 

Let us now investigate how the dominant pole is established in the three repre-

sentative op amps discussed in Chapter 5, namely, the 741 bipolar and the two-stage 

and folded cascode CMOS op amps. 

● Figure 6.60 shows the portion of the 741 op amp involved in frequency compen-

sation. The goal is to establish a dominant pole at a suffi ciently low frequency 

fb to force gain to drop to unity before the phase shift by higher-order poles 

FIGURE 6.58 The frequency response of a voltage-feedback op amp having a 

dominant pole. 
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FIGURE 6.59 Using the 741 macromodel available in PSpice’s library to plot the frequency response. 
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  6.9 Frequency and Transient Responses of Op Amps 631

destabilizes the op amp in negative-feedback operation. This pole is obtained by 

placing a small capacitance Cc (530 pF) across the 2nd stage and taking advan-

tage of the Miller effect to achieve the much larger effective value needed to es-

tablish this low-frequency pole. Since Cc is small enough that it can be fabricated 

on chip, the 741 is said to be internally compensated. (In fact, the 741 was the 

fi rst op amp in this category, whereas previous op amps had to be compensated 

externally by the user. Once internal compensation became a technological real-

ity, the op amp took off to become the most widely used analog IC.) 
  Using OCTC analysis we get 

  f b  5   1 _______ 
2� R eq  C c 

  

 where Req is the equivalent resistance seen by Cc. This resistance is depicted 

in the ac equivalent shown at the right. Taking advantage of the similarity to 

Fig. 6.44a, we adapt Eq. (6.81) and write 

  R eq  5 ( R o1
 // R i2 ) 1 ( R o2

 // R i3 ) 1  G m2
 ( R o1

 // R i2 )( R o2
 // R i3 )

 Substituting the values shown we get

 R eq  5  [ (6.12//4.63) 1 (0.0813//9.33) 1   
(6.12//4.63) 1 (0.0813//9.33)

   ________________________  
161

   ] 1 0 6  5 1.32 GV

 f b  5   1  __________________________   
2� 3 1.32 3 1 0 9  3 30 3 1 0 212 

   5 4 Hz

FIGURE 6.60 The 2nd stage of the 741 op amp and its ac equivalent for the calculation 

of the resistance Req as seen by the frequency-compensation capacitor Cc. 
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632 Chapter 6 Frequency and Time Responses

 Alternatively, we can regard fb as arising from the interaction between the 

net input-node resistance Ro1//Ri2 and the Miller capacitance CM 5 [1 1 

Gm2(Ro2//Ri3)]Cc. With Ro1//Ri2 5 6.12//4.63 5 2.64 MV and Gm2(Ro2//Ri3) 5 

[(0.0813//9.33)y161]106 > 500 V/V we get CM 5 (1 1 500) 3 30 pF > 

15 nF. It is apparent that if it weren’t for the Miller effect, which makes Cc appear 

501 times as large, internal compensation would be unfeasible as a 15-nF ca-

pacitor cannot realistically be fabricated on chip!

  In Eq. (5.22) we calculated a0 5 241 3 103 V/V, so ft 5 a0 3 fb 5 241 3 

103 3 4 > 1 MHz. The manufacturer’s data sheets (which you can search on the 

Web) give a0 5 200 3 103 V/V, fb 5 5 Hz, and ft 5 200 3 103 3 5 5 1 MHz. 

The discrepancy between the calculated and the data-sheet values stems primar-

ily from the values assumed for �0 and VA in the course of our hand calculations. 
● Figure 6.61a shows the portion of the two-Stage CMOS op amp involved in 

frequency compensation (the resistance Rc appearing in Fig. 5.13 has been ig-

nored because Rc ! Req). Like the 741, this amplifi er is stabilized via Miller 

compensation, so

  f b  5   1 _______ 
2� R eq  C c 

  

 where Req is the equivalent resistance seen by Cc, 

  R eq  >  R o1
  1  R o2

  1  g m5
  R o1

  R o2
 

● Figure 6.61b shows the portion of the folded-cascode CMOS op amp involved 

in frequency compensation. This confi guration differs from the two op amps just 

FIGURE 6.61 Portions of the (a) two-stage and (b) folded-cascode CMOS op amps involved in frequency 

compensation, along with the ac equivalents showing the ac resistance seen by the compensation capacitance. 
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  6.9 Frequency and Transient Responses of Op Amps 633

investigated because the dominant pole is established by the output resistance Ro 

and the net output-node capacitance Cc as

  f b  5   1 _______ 
2� R o  C c 

  

 Here, Cc is the sum of the capacitances associated with the drains of M4 and M8 

and any external load capacitance CL. Moreover, by Eq. (5.39), 

  R o  > [( g m6
  1  g mb6

 ) r o6
  r o8

 ]//[( g m4
  1  g mb4

 ) r o4
 ( r o2

 // r o10
 )]

 Looking at the folded-cascode schematic of Fig. 5.16, we expect additional 

poles due to the stray capacitances of the other nodes along the signal path. 

However, each of these nodes exhibits an equivalent resistance on the order of 

1y(gm 1 gmb), which is much lower than Ro, so the output-node pole dominates 

the entire response. This is why the folded cascode is often regarded as a single 
stage op amp! 

 (a)  For the two-stage CMOS op amp of Example 5.2, fi nd fb and ft if Cc 5 3 pF. 

 (b)  Repeat, but for the folded-cascode CMOS op amp of Example 5.4 if Cc 5 2.5 pF. 

Solution
 (a)  From Example 5.2 we have a0 5 2,844 V/V, Ro1 5 ro2//ro4 5 400//200 5 

133 kV, Ro2 5 ro5//ro6 5 100//200 5 66.7 kV, and gm5 5 2 3 0.1y0.25 5 

1y(1.25 kV). We thus write Req 5 133 1 66.7 1 133 3 66.7y1.25 5 7.31 MV, so 

  f b  5   1  _________________________   
2� 3 7.31 3 1 0 6  3 3 3 1 0 212 

   5 7.34 kHz

  f t  5  a 
0
  3  f b  5 2,844 3 7.34 3 1 0 3  5 20.9 MHz

 (b)  From Example 5.4 we have a0 5 2,088 V/V and Ro 5 5.22 MV, so 

  f b  5   1  __________________________   
2� 3 5.22 3 1 0 6  3 2.5 3 1 0 212 

   > 12.2 kHz

  f t  5 2,088 3 12.2 3 1 0 3  5 25.5 MHz

EXAMPLE 6.23

The Transient Response 
Op amps are characterized both in the frequency and the time domains. An impor-

tant time-domain characteristic is the transient response, which shows how an op 

amp circuit reacts to an input voltage step. The circuit commonly used is the unity-
gain voltage follower of Fig. 6.62a because this is the most diffi cult confi guration 

to stabilize, as we shall see in Chapter 7. To facilitate the transient analysis, refer to 

the simplifi ed renditions of Fig. 6.63, where the second stage and the compensation 
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634 Chapter 6 Frequency and Time Responses

capacitance have been combined together to form an integrator. As long as the gain 

a2 of this stage is suffi ciently high, the integrator’s input terminal will approximate a 

virtual ground, so we have Ccd(vO 2 0)ydt 5 iC, or 

  C c   
d v O 

 ___ 
dt

   5  i C  (6.106)

We make the following considerations:

● In dc steady state both circuits yield iC 5 0 and vO > vI. Moreover, the input-

stage bias current I1 splits equally between the two halves of the differential pair. 
● Applying a positive voltage step at the input will make Q2yM2 less conductive, 

so a greater portion of I1 will be diverted to Q1yM1 to be subsequently replicated 

at the integrator’s input by the current mirror. This results in iC . 0 and causes 

Cc to charge up as per Eq. (6.106). As long as the step amplitude Vm is suffi ciently 

FIGURE 6.62 (a) Voltage follower and (b) small-signal transient 

response for a dominant-pole op amp. 
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FIGURE 6.63 Simplifi ed equivalents of (a) the 741 op amp and (b) the two-stage CMOS op amp (the folded-

cascode CMOS op amp is similar, except that there is no second stage and Cc is connected to ground.) 
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  6.9 Frequency and Transient Responses of Op Amps 635

small, we can use the small-signal approximation to write iC 5 Gm1(vP 2 vN) 5 

Gm1(Vm 2 vO), where Gm1 is the input-stage transconductance. Substituting into 

Eq. (6.106) and rearranging gives 

 �   
d v O 

 ___
 dt   1  v O  5  V m  (6.107)

 where

 � 5   
 C c  ____ 

 G m1
 
   (6.108)

 Recall from basic circuit courses that the solution to the above differential equa-

tion is an exponential transient governed by the time constant �. For vO 5 0, 

Eq. (6.107) reduces to �dvOydt 5 Vm, indicating an initial slope of dvOydt 5 Vmy� 

(see Fig. 6.62b). As the transient dies out, vO eventually settles at Vm. 
● We can obtain an insightful alternative expression for � by noting that for f 5 ft 

we have 

  V o ( j f t ) 5   1 ______ 
j2� f t  C c 

   I c  5   1 ______ 
j2� f t  C c 

   G m1
 ( V p  2  V n )

 But, we also have Vo( jft) 5 a( jft) 3 (Vp 2 Vn) 5 (1yj) 3 (Vp 2 Vn), so 

Gm1y(2�ftCc) 5 1. Combining with Eq. (6.108) gives

 � 5   1 ____ 
2� f t 

    (6.109)

 This provides a link between the frequency-domain parameter ft and the time-
domain parameter �. The 741 op amp has � 5 1y(2� 3 106) 5 159 ns. 

Slew-Rate (SR) Limiting
If we raise Vm further, the small-signal approximation ceases to hold. This is so be-

cause the iC characteristic as a function of the difference vP 2 vN takes on the familiar 

s-shaped form of Section 4.5, so the transient response becomes a sluggish expo-
nential. Still, vO will settle at Vm once the transient has died out. For Vm suffi ciently 

large, all of I1 will be diverted to Q2yM2, so iC will saturate at iC(max) 5 I1, causing vO 

to ramp up at the maximum possible rate. This rate is called the slew rate (SR) and is 

expressed in V/�s. By Eq. (6.106), 

 SR 5   
 
   
d v O 

 ___ 
dt

   |  
 max 

  5   
 I 

1
 
 ___ 

 C c 
   (6.110)

The 741 op amp has I1 5 19 �A, so SR 5 (19 �A)y(30 pF) 5 0.633 3 106 V/s 5 

0.633 V/�s, which is fairly close to the more conservative data-sheet value of 0.5 V/�s. 

It is of interest to know the step amplitude Vm(onset) that marks the onset of SR lim-

iting. This occurs for Vm(onset)y� 5 SR, or Vm(onset) 5 SRy(2�ft). The 741 has Vm(onset) 5 

0.5 3 106y(2�106) > 80 mV. 
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636 Chapter 6 Frequency and Time Responses

We can readily visualize transient responses via PSpice. The circuit of 6.64a uses 

the 741 macro-model available in PSpice’s Library to display the response to an input 

step of magnitude Vm 5 10 mV. Recall from Fig. 5.2 that the differential input stage of 

the 741 involves four base-emitter junctions, so each junction is subjected to a step of 

10y4 5 2.5 mV, which is quite adequate for the small-signal approximation. The ac-

tual response, shown in Fig. 6.64b, differs somewhat from the exponential form pre-

dicted by single-pole analysis, and also exhibits overshoot. This is due to the presence 

of additional pole frequencies above ft, as per Fig. 6.59 (more on this in Chapter 7). 

Using the 60-mV rule of thumb we can state that raising Vm to 2 3 60 5 120 mV 

will make the current of one side of the differential stage ten times as large as the other 

side, thus bringing the 741 on the verge of slew-rate limiting. The pulse response of 

Fig. 6.65a is based on Vm 5 1.0 V, a convincingly large overdrive. Consequently, vO 

ramps up at a constant rate of about 0.5 V/�s, taking about 2 �s to approach the 1.0-V 

plateau. As vO approaches the plateau, the op amp ceases to slew-rate limit and vO 

completes the last part of the transient in small-signal fashion, according to Fig. 6.64b. 

Slew-rate limiting is a form of nonlinear distortion that limits the useful fre-

quency range for large-signal operation. This distortion is illustrated in Fig. 6.65b for 

the case of a sinusoidal input

  v I  5  V m  sin(2�ft)

with Vm 5 10 V and f 5 15 kHz. The slope of a sinusoid is steepest at the 0-V cross-

ings, where we have 

   u   d v I  ___ 
dt

  u  
 max 

  5   u 22�f  V m  cos(2� ft)u   max 
  5 2�f  V m 

Exercise 6.6
Find �, SR, and Vm(onset) for (a) the two-stage and (b) the folded-cascode CMOS op 

amps of Example 6.23. Assume I1 5 100 �A for both circuits. 

Ans. (a) 7.73 ns, 33.3 V/�s, 257 mV; (b) 6.24 ns, 40 V/�s, 250 mV. 

FIGURE 6.64 (a) PSpice circuit to display the 741 transient responses. (b) Small-signal 

step response. 
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  6.9 Frequency and Transient Responses of Op Amps 637

If we want to avoid slew-rate limiting, this slope must be less than the slew rate, 

 2�  f  V m  # SR  (6.111)

For instance, a 741 op amp with Vm 5 10 V requires that its frequency f meet the 

condition 

 f #   SR _____ 
2� V m 

   5   
0.5y1 0 26 

 ________ 
2�10

    > 8 kHz

Figure 6.65b shows the effect of exceeding the above limit with f 5 15 kHz (. 8 kHz). 

It is apparent that as soon as the slope of vI exceeds the SR, vO ceases to track vI and 

ramps up or down at a fi xed rate of 60.5 V/�s. We can avoid slew-rate limiting either 

by lowering f to 8 kHz or less while keeping Vm 5 10 V, or by suitably lowering Vm 

while keeping f 5 15 kHz. In fact, we can turn around Eq. (6.111) and fi nd Vm # 

SRy(2�f) 5 (0.5y1026)y(2� 3 15 3 103) > 5.3 V. Likewise, if we wish the 741 fol-

lower to give an undistorted sine wave over the entire audio range, whose upper limit 

is f 5 20 kHz, then we must ensure that Vm # (0.5y1026)y(2� 3 20 3 103) > 4 V. 

Insightful Expressions for the Slew Rate 
Combining Eqs. (6.108) through (6.110) we can express the slew rate in the insight-

ful alternative form 

 SR 5 2�   
 I 

1
 
 

____
 

 G m1
 
     f t  (6.112)

where ft is the op amp’s transition frequency, Gm1 is the transconductance of the dif-

ferential input pair, and I1 is the pair’s bias current. In the case of CMOS op amps we 

use Gm1 5 2(I1y2)yVOV1 5 I1yVOV1 to obtain yet another insightful form, 

 S R 
CMOS

  5 2� V OV1
   f t  (6.113)

FIGURE 6.65 Slew-rate limited responses of the 741 follower to (a) a pulse and (b) a sinusoid.
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638 Chapter 6 Frequency and Time Responses

We make the following observations:

● Whether bipolar or CMOS, an op amp with a high ft is likely to exhibit also a 

high SR. 
● The IC designer can raise the SR by raising I1 so as to charge/discharge Cc more 

rapidly. The price is more power dissipation and, in the bipolar case, a higher 

input bias current IB (5I1y2�F). 
● The IC designer can raise the SR by suitably reducing the transconductance of 

the differential input pair, such as via degeneration or other forms (see, for in-

stance, Problem 5.11). The notoriously low transconductance of FETs compared 

to BJTs comes as a blessing in this case as it helps achieve higher slew rates. The 

price of a reduced transconductance is less voltage gain. 
● In the case of CMOS op amps the IC designer can raise the SR by raising the 

overdrive voltage VOV1 of the differential input pair (another way of signifying 

low Gm1). This is another reason why preference is given to pMOSTETs in the 

differential pair: for similar dimensions and biasing conditions, the lower mobil-

ity of holes compared to electrons makes VOVp two to three times higher than VOVn. 

Current-Feedback Amplifi ers 
The current-feedback amplifi er (CFA) circuit of Fig. 5.39 reveals the presence of a 

number of internal low-resistance nodes along with a single high-resistance node 

denoted as node C. We anticipate the frequency response to be dominated by the pole 

associated with this one node. Denoting this node’s total stray capacitance to ground 

as Ceq, as depicted in Fig. 6.66a, we have Vo 5 z(s)In, where z(s) 5 Req//[1y(sCeq)]. 

Expanding and letting s → j2�f, we readily fi nd the gain of the CFA as

 z( jf) 5   
 V o  __ 
 I n 

   5   
 R eq  ________ 

1 1 jfy f b 
   (6.114)

FIGURE 6.66 The frequency response of a current-feedback op amp (CFA).
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  6.10 Diode Switching Transients 639

where Req represents the dc value of gain, and 

  f b  5   1 ________ 
2� R eq  C eq 

   (6.115)

represents the frequency at which gain drops to 1y √ 
__

 2   (570.7%) of its low-frequency 

value. Above fb gain rolls off by one V-decade for every Hz-decade, or by 21 dec/dec, 

as shown. Since it has the dimensions of impedance, z is also referred to as tran-
simpedance gain, and the CFA as transimpedance amplifi er. 

We observe that the current dumped into Ceq at the onset of a step in Vp depends 

on the external resistance on which node Vn is terminated as well as the step magni-
tude. Consequently, there are no current-saturation effects in CFAs, and, hence, no 
slew-rate-limiting. For instance, with Ceq , 1 pF and In , 1 mA the initial slope is 

dVoydt , 1023y10212 5 109 5 1,000 V/�s. To fully appreciate the dynamic advan-

tages of the CFA we need to investigate its frequency response in negative-feedback 

operation, in Chapter 7. 

6.10 DIODE SWITCHING TRANSIENTS

Up to now diodes have been assumed to turn on or off instantaneously. An actual pn 

junction diode takes time to switch from one state to the other because charge must 

be transferred in or out of the device to effect the switching, and charge transfers 

cannot occur instantaneously. The transient behavior of a pn junction is governed by 

the charge-control equation1, 8 

  i D  5   
d Q j  ___ 
dt

   1   
d Q F 

 ____ 
dt

   1   
 Q F 

 ___  � F    (6.116)

where iD is the diode current, Qj is the charge of the junction capacitance Cj, and 

QF is the excess minority charge in forward bias. In words, the current iD supplied 

to a diode in the forward mode goes toward (a) charging up the capacitance Cj, 

(b) building up the excess charge QF, and (c) sustaining the charge QF built up to 

that point. Once all transients have died out, the diode reaches its dc steady state, 

where iD 5 QFy�F. Consequently, the time-constant �F represents the ratio QF/iD in the 

forward steady state. 

Recall that most practical junctions are fabricated with one side much more 

heavily doped than the other. For a junction with NA @ ND we can approximate QF > 

Qp; moreover, �F >  � p  5  L  p  
2 y D p  in the case of a long-base diode,  � F  5  W  n  

2 y(2 D p ) in the 

short-base case (refer to Figs. 1.43 and 1.45). Likewise, for a junction with ND @ NA 

we have QF > Qn, and �F >  � n  5  L  n  
2 y D n  for a long-base diode,  � F  5  W  p  

2 y(2 D n ) for a 

short-base diode. In the long-base case �F is called the minority-carrier mean recom-
bination time, or also the minority-carrier mean lifetime, whereas in the short-base 

case it is called the minority-carrier mean transit time and it is denoted as �T (this is 

also the symbol used by PSpice).

Figure 6.67 shows a PSpice circuit to display the switching characteristics of 

a diode having the parameters shown in the table. Figure 6.68 shows all relevant 
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640 Chapter 6 Frequency and Time Responses

FIGURE 6.67 PSpice circuit to visualize the switching 

transients of a pn junction diode. 

Is 5 2 fA, n 5 1, �T 5 10 ns,

Cj0 5 2.5 pF, �0 5 0.8 V, m 5 0.33
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vD

iD D

4.3 k�

1
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waveforms for the case in which the driving source vS is switched from VR (5 22 V) 

to VF (55 V) at t 5 t0 5 0 ns, and back to 22 V at t 5 t2 5 50 ns, with the diode in 

steady state prior to t 5 t0. We make the following observations. 

● Right after the leading edge of vS there is no excess charge QF yet, so Eq. (6.116) 

simplifi es as 

  i D  >   
d Q j  ___ 
dt

   (6.117)

 indicating that initially all of iD goes toward charging Cj. As Cj charges up, vD 

increases until the diode reaches the edge of conduction (EOC) at the instant t1 

when vD > 0.6 V. Recall from Chapter 1 that the junction capacitance is 

  C j ( v D ) 5   
 C j0 
 ___________  

 (1 2  v D y � 
0
 ) 

m 
   (6.118)

 where Cj0 is the zero-bias value of Cj, �0 is the built-in potential, and m the grad-

ing coeffi cient. Since Cj is nonlinear, its charging process is rather complex, but 

we can estimate its charging time t1 2 t0 (5t1) by approximating Eq. (6.117) as

  i D(avg)
  >   

D Q j  ____ 
Dt

   5   
 C j(eq)

 D v D 
 _______  t 

1
  2  t 

0
   

 where iD(avg) is the average of  i D ( t  0  
1 ) 5 [5 2 (22)]y4.3 5 1.63 mA and iD(t1) 5 

(5 2 0.6)y4.3 5 1.02 mA, that is, iD(avg) 5 (1.63 1 1.02)y2 5 1.3 mA, and 

DvD 5 vD(t1) 2 vD(t0) 5 0.6 2 (22) 5 2.6 V. Making the crude approximation 

Cj(eq) > Cj0 5 2.5 pF (see Problem 6.49 for a better estimate) we get t1 > 2.5 3 

10212 3 2.6y(1.3 3 1023) 5 5 ns. This well agrees with t1 5 4.77 ns measured 

via the cursor facility of PSpice.
● Following t1, the diode is brought from the EOC (vD > 0.6 V) to full conduction 

(vD > 0.7 V), and this is when QF comes into play. The change in vD from 0.6 V to 

0.7 V is small enough that we can ignore the term dQjydt and simplify Eq. (6.116) as 

  I F  >   
d Q F 

 ____ 
dt

   1   
 Q F 

 ___  � F    (6.119)
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  6.10 Diode Switching Transients 641

FIGURE 6.68 Relevant waveforms for the circuit of Fig. 6.67. 
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 where IF > (VF 2 VD(on))yR 5 (5 2 0.7)y4.3 5 1 mA. The solution to this equation 

is an exponential buildup of QF, governed by the time constant �F 5 �T 5 10 ns 

and tending asymptotically toward the steady-state value 

 QF(ss) 5 �FIF 5 10 3 1029 3 1023 5 10 pC
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642 Chapter 6 Frequency and Time Responses

 The buildup of QF is depicted in Fig. 6.69a for the case of a long-base diode with 

NA @ ND so that QF > Qp. Recall that IF defi nes the initial slope of the excess 

hole concentration in the n region, and the area defi nes Qp itself. Consequently, 

all curves exhibit the same slope at x 5 xn, and the area builds up exponentially 

with time.
● Following the trailing edge of vS at the instant t2 5 50 ns, we need to remove the 

stored charge QF if we want to bring the diode back to the edge of conduction, 

now more properly called the edge of cutoff (EOC). Charge removal is governed 

by the equation

  I R  >   
d Q F 

 ____ 
dt

   1   
 Q F 

 ___  � F    (6.120)

 where IR > (VR 2 VD(on))yR 5 (22 2 0.7)y4.3 5 20.62 mA. The solution to 

this equation is an exponential decay of QF, again governed by the time con-

stant �F 5 �T 5 10 ns and tending asymptotically toward the (fi ctitious) steady-

state value

 QF(̀ ) 5 �FIR 5 10 3 1029 3 (20.62)1023 5 26.2 pC

 The decay holds up to the instant t3 at which QF becomes to zero (hence the rea-

son for calling QF(`) fi ctitious). To fi nd the time interval tS 5 t3 2 t2, aptly called 

the storage time, we use7 

  t S  5  � F  ln   
 Q F ( t 

2
 ) 2  Q F (`)

  _____________  
 Q F ( t 

3
 ) 2  Q F (`)

   5  � F  ln    
 � F  I F  2  � F  I R 

 _________ 
0 2  � F  I R 

  

 that is, 

  t S  5  � F  ln    
 I F  2  I R 

 ______ 
2 I R 

   (6.121)

FIGURE 6.69 Minority hole distributions during (a) the buildup and (b) the removal of 

the hole charge Qp. 
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  6.10 Diode Switching Transients 643

 Presently, tS 5 (10 ns) ln[(1 1 0.62)y0.62] 5 9.6 ns. This well agrees with the 

measured PSpice value of 9.5 ns. The removal of QF is depicted in Fig. 6.69b, 

where we note that the initial slope is now defi ned by IR, which is negative. 
● Once all the stored charge has been removed, the diode will retrace the initial volt-

age transient, but in reverse. Were Cj linear, the reverse transient would be an ex-

ponential transient from 10.6 V to 22 V governed by the time constant � 5 RCj. 

In practice this transient is pseudo exponential, a bit slower at the beginning where 

Cj > 2Cj0, but getting faster as Cj decreases in reverse bias, where Cj , Cj0. 

Looking at the waveforms of vD and iD we observe that the diode starts conduct-

ing right away when we turn it on. However, when we try to turn it off, it continues 
to remain on for tS nanoseconds. During this time it acts as a ,0.7-V battery and 

the reverse current, far from dropping instantaneously to zero as it would in the 

case of an ideal diode, remains at IR (uIRu @ 0), as confi rmed by the waveform of iD. 

It is apparent that the storage time tS can be a drawback, especially in high-speed 

applications. 

According to Eq. (6.120) tS depends on the intrinsic pn-junction parameter �F 

as well as on the user-provided drives IF and IR. Short-base diodes are preferable in 

high-speed applications because they have �T ! �F. We can also reduce the loga-

rithmic term of Eq. (6.121) by driving the diode with a large reverse current IR to 

wipe out the stored charge more rapidly. However, other design constraints may 

limit the reverse drive, indicating that the circuit designer must learn to live with 

storage-time limitations.

If a diode has tS 5 25 ns with IF 5 10 mA and IR 5 22 mA, fi nd tS if IF 5 4 mA 

and IR 5 25 mA. Comment. 

Solution
Imposing 25 ns 5 �F ln [(10 1 2)y2] gives �F > 14 ns. (This provides a means of 

fi nding �F experimentally via storage-time and current-drive measurements.) Now 

tS 5 14 ln [(4 1 5)y5] 5 8.23 ns. Lowering IF from 10 mA to 4 mA reduces the 

amount of stored charge, and raising 2IR from 2 mA to 5 mA wipes out the stored 

charge more rapidly. However, because of the logarithmic dependence, the reduc-

tion in tS is not that dramatic. 

EXAMPLE 6.24

Schottky-Barrier Diodes
Schottky-barrier diodes (SBDs) overcome the charge-storage limitation of pn junc-

tions by avoiding minority charges altogether. The two diode types are compared in 

Fig. 6.70. A conventional monolithic diode, shown in Fig. 6.70a, consists of a p-n2 

junction and corresponding metal electrodes, for instance made of aluminum (Al). 

Consider now the Al-n2 junction of Fig. 6.70b. Because of the lightly doped n2 re-

gion (typically ND # 10216/cm3), a space-charge layer (SCL) with rectifying proper-

ties forms just below the Al electrode. Applying a positive bias to the Al electrode 
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644 Chapter 6 Frequency and Time Responses

relative to the n2 region will overcome the ensuing electrostatic barrier and cause 

electrons to fl ow from the n2 region, through the SCL, to the Al electrode. Since 

conduction is exclusively via electrons, which are the (only) charge carriers in the 

Al metal and are the majority carriers in the n2 material, there is no minority-charge 
storage in SBDs (aptly enough, SBDs are also called hot-carrier diodes because of 

this.) However, the SBD exhibits a junction capacitance Cj just like the conventional 

pn diode, indicating similar behavior during turn-on from t0 to t1 as well as during 

turnoff past t3. But, in the SBD case t3 coincides with t2 because tS 5 0. 

SBDs exhibit an exponential i-v characteristic just like ordinary pn diodes, ex-

cept that the saturation current Is of a SBD is some 5 orders of magnitude higher 

than that of a pn diode of comparable dimensions. Using the 60-mV/decade rule, we 

conclude that SBDs have typically VD(on) > 0.7 2 5 3 0.06 5 0.4 V. The advantages 

of (a) a lower voltage drop and (b) the absence of minority-charge storage effects 

makes SBDs preferable to pn diodes in applications such as switching power sup-

plies and high-speed diode circuits. Figure 6.70b shows also the circuit symbol in 

common use for the SBD. 

Before concluding, we observe that both structures of Fig. 6.70 include an Al-n1 

junction at the cathode side. This junction too results in the formation of an SCL 

below the cathode electrode; however, because of heavy doping, this SCL is so nar-

row that electrons can easily tunnel across it in either direction to form what is known 

as an ohmic contact. Were the n1 region absent, the “cathode” electrode would form 

another SBD with the n2 material underneath, resulting in a back-to-back diode pair 

that would serve no useful purpose. As we know, ohmic contacts play an important 

role in connection with the collector of bipolar transistors as well as the tubs of 

CMOS transistors.

6.11 BJT SWITCHING TRANSIENTS 

The analysis of BJT transients draws heavily from the diode treatment of the previ-

ous section, except that the BJT comprises two junctions and the analysis is therefore 

more complex. When used as a switch, a BJT usually alternates between the cutoff 
(CO) and saturation (Sat) modes, with brief transitions through the forward-active 

mode. In saturation both junctions are forward biased, so this mode is a combination 

FIGURE 6.70 (a) Ordinary pn diode structure, and (b) Schottky barrier diode (SBD) structure. 
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  6.11 BJT Switching Transients  645

of forward-active (FA) and reverse-active (RA) operation. The transient behavior of 

the npn BJT is governed by the charge-control equations1, 8

  i B  5   
 Q F 

 ___  � BF    1   
 Q R 

 ___  � BR    1   d __ 
dt

   ( Q F  1  Q R  1  Q je  1  Q jc )  (6.122)

  i C  5   
 Q F 

 ___  � F    2  Q R   (   1 __  � R    1  
 
  
 
   1 ___  � BR    )  2   d __ 

dt
   ( Q R  1  Q jc )  (6.123)

where iB and iC are the currents into the base and into the collector terminals; QF and 

QR are the FA and RA excess minority-carrier charges in the base; Qje and Qjc are 

the charges of the base-emitter (BE) and base-collector (BC) capacitances Cje and 

Cjc (5C� in ac analysis). The time constants �F and �BF are called, respectively, the 

mean transit time and the mean lifetime of the base minority carriers in FA operation. 

According to Eq. (6.4) the npn BJT has 

  � F  5   
 W  B  2

  
 ____ 

2 D n 
   (6.124)

where WB is the base width and Dn is the electron diffusivity. The two time constants 

are related as1

  � BF  5  � F  � F  (6.125)

where �F is the familiar FA current gain. Similar terminology holds for the time con-

stants �R and �BR (5�R�R), except that they pertain to RA operation, where the current 

gain is �R (! �F). Equation (6.122) describes the effect of iB on the various charges, 

whereas Eq. (6.123) describes the effect of these charges on iC, indicating a relation-

ship of cause-and-effect between the two currents. Also, once we know iB and iC, we 

can fi nd the emitter current via KVL as iE 5 iB 1 iE. 

However intimidating the above equations might appear, we shall use them in 

simple and intuitive ways to investigate the response of a basic BJT inverter/switch 

to an input pulse. To this end we use the PSpice circuit of Fig. 6.71 to display all 

FIGURE 6.71 PSpice circuit to visualize the switching transients of a 

BJT inverter/switch. 

vS

vC

VCC  (15 V)

iC

iB

vB
RB

RC
1 k�

10 k�

0

1

2

Q Is 5 10 fA, �F 5 50, �R 5 2, rb 5 100 V

�F 5 0.2 ns, �R 5 10 ns

Cje0 5 1.0 pF, �e 5 0.8 V, me 5 0.33

Cjc0 5 0.5 pF, �c 5 0.7 V, mc 5 0.5
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646 Chapter 6 Frequency and Time Responses

relevant waveforms for the case of a BJT inverter with the parameters shown in the 

table, and then we apply the above equations to calculate8 the various transient com-

ponents. As shown in Fig. 6.72, the driving source vS is switched from VR (5 22 V) 

to VF (55 V) at t 5 t0 5 0 ns and back to 22 V at t 5 t3 5 100 ns. Assuming the 

BJT is in steady state prior to t 5 t0, we identify the following operating regions and 

corresponding time intervals.

● Cutoff Region (t0 to t1): right after the leading edge of vS there are no base excess 

charges QF and QR yet, so Eqs. (6.122) and (6.123) simplify as 

  i B  5   d __ 
dt

  ( Q je  1  Q jc )    i C  5 2   
d Q jc  ____ 
dt

   (6.126)

 The fi rst equation states that iB merely goes toward charging up the capaci-

tances Cje and Cjc, and the second that the portion of iB fl owing through Cjc 

exits (hence the “2” sign in the second tem above) the collector terminal. This 

current then fl ows into RC to produce the initial voltage bump visible in the 

plot of vC. As Cje and Cjc charge up, vB rises until the BJT reaches the edge of 
conduction (EOC) at the instant t1 when vB > 0.6 V. As we know, the junction 

capacitances are 

  C je  5   
 C je0

 
 ____________  

(1 2  v BE y � e  ) 
 m e  

     C jc  5   
 C jc0

 
 ____________  

(1 2  v BC y � c  ) 
 m c  

   (6.127)

 where Cje0 and Cjc0 are their zero-bias values, �e and �c are the built-in potentials 

of the two junctions, and me and mc are their grading coeffi cients. Following the 

diode treatment of the previous section we estimate the charging time t1 2 t0 (5 t1) 

by approximating the fi rst of Eq. (6.126) as 

  i B(avg)
  >   

D Q je  1 D Q jc  ___________ 
Dt

   5   
 C je(eq)

 D v BE  1  C jc(eq)
 D v BC 
  ___________________   t 

1
  2  t 

0
   

 where iB(avg) is the average of  i B ( t  0  
1 ) 5 [5 2 (22)]y10 5 0.7 mA and iB(t1) 5 

(5 2 0.6)y10 5 0.44 mA, that is, iB(avg) 5 (0.7 1 0.44)y2 5 0.57 mA; more-

over, DvBE 5 vBE(t1) 2 vBE(t0) 5 0.6 2 (22) 5 2.6 V 5 DvBC. Making the 

crude approximations Cje(eq) > Cje0 5 1 pF and Cjc(eq) > Cje0y2 5 0.5y2 5 

0.25 pF (see Problem 6.53 for better estimates) we get t1 5 (1 1 0.5y2) 3 

10212 3 2.6y(0.57 3 1023) 5 5.7 ns, in fair agreement with the value t1 5 5.2 ns 

measured via the cursor facility of PSpice. 
● Active Region (t1 to t2): following t1, the BJT is brought from the EOC (vB > 0.6 V) 

to full conduction (vB > 0.7 V). During this time QR is still zero, but QF builds 

up, causing iC to rise and thus vC to drop. At the instant t2 when vC drops to 

vC 5 VCE(EOS) > 0.2 V the BJT reaches the edge of saturation (EOS). During this 

time interval Eq. (6.122) simplifi es as 

  i B  5   
 Q F 

 ___  � BF    1   d __ 
dt

  ( Q F  1  Q je  1  Q jc )  (6.128)
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  6.11 BJT Switching Transients  647

FIGURE 6.72 Plot of all relevant waveforms for the BJT inverter/switch of Fig. 6.71.
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648 Chapter 6 Frequency and Time Responses

 We estimate the time interval t2 2 t1 by approximating the above expression as 

  i B(avg)
  >   

 Q F(avg)
 
 _____  � BF    1   

D Q F  1 D Q je  1 D Q jc   _________________ 
Dt

   

 5   
 Q F(avg)

 
 _____  � BF    1   

D Q F  1   C je  (eq)
 D v BE  1  C jc(eq)

 D v BC 
   _________________________   t 

2
  2  t 

1
    (6.129)

 where iB(avg) is the average of iB(t1) 5 440 �A and iB(t2) 5 (5 2 0.7)y10 5 430 �A, 

that is, iB(avg) 5 435 �A. Moreover, DvBE 5 vBE(t2) 2 vBE(t1) 5 0.7 2 0.6 5 

0.1 V, DvBC 5 vBC(t2) 2 vBC(t1) 5 (0.7 2 0.2) 2 (0.6 2 5) 5 4.9 V, DQF 5 QF(t2) 2 

QF(t1) 5 �FiC(t2) 2 0 5 0.2 3 1029 3 (5 2 0.2)y103 5 0.96 pC, so QF(avg) 5 

(0 1 0.96)y2 5 0.48 pC. Using the crude approximations Cje > 2Cje0 5 2 pF and 

Cjc > Cjc0 5 0.5 pF we get 

 435 3 1 0 26  5   0.48 3 1 0 212   ______________  
50 3 0.2 3 1 0 29 

   1   
(0.96 1 2 3 0.1 1 0.5 3 4.9)1 0 212 

   _____________________________   t 
2
  2  t 

1
   

 Solving gives t2 2 t1 5 9.3 ns, in fair agreement with the value of 7.8 ns 

measured with the cursor. 
● Saturation Region (t2 to t3): past t2 the BJT enters deep saturation, where both 

junctions are forward biased and therefore both QF and QR are different from 

zero. Since vBE and vBC remain fairly constant in this region, Cje and Cjc play an 

insignifi cant role now, so we can simplify Eq. (6.122) as 

  I BF  5   
 Q F 

 ___  � BF    1   
 Q R 

 ___  � BR    1   d __ 
dt

  ( Q F  1  Q R )  (6.130)

 where 

  I BF  5   
 V F  2  V BE(sat)

 
 __________ 

 R B 
   >   5 2 0.8 _______ 

10
   5 420 �A (6.131)

 The total excess base charge in saturation is QB 5 QF 1 QR (see Fig. 6.73b). 

Rewriting as 

  Q B  5  Q F(EOS)
  1  Q S  (6.132)

 suggests that we can regard QB as the sum of the charge QF(EOS) needed to bring 

the BJT to the EOS (see Fig. 6.73a), and the charge QS arising as the BJT is driven 

deeply into saturation proper (see Fig. 6.73c). We can likewise express IBF as 

 
 I BF  5  I B(EOS)

  1  I BS 
 where 

  I B(EOS)
  5   

 I C(EOS)
 
 _____ 

 � F 
   5   

 (  V CC  2  V CE(EOS)
  ) y R C 
  ________________ 

 � F 
   >    (5 2 0.2)y1

 __________ 
50

   5 96 �A (6.133)

 is the base current needed to bring the BJT to the EOS, and 

 IBS 5 IBF 2 IB(EOS) 5 420 2 96 5 324 �A 

fra28191_ch06_564-684.indd   648fra28191_ch06_564-684.indd   648 13/12/13   11:14 AM13/12/13   11:14 AM



  6.11 BJT Switching Transients  649

 is the amount of base current above IB(EOS) that drives the BJT in deep saturation 

(note that the BJT is indeed saturated because �sat 5 4.9y0.42 5 11.7 ! �F). 

Aptly called the overdrive base current, IBS causes the overdrive base charge QS 

to build up according to the charge-control equation8

  I BS  5   
 Q S  ___  � S 

   1   
d Q S  ____ 
dt

   (6.134)

 where the time constant �S is a linear combination8 of �BF and �BR,

 �S 5   
( � R  1 1) � BF  1  � F  � BR 

  _________________  
 � F  1  � R  1 1

   (6.135)

 Using the data tabulated in Fig. 6.71 we get �S 5 [(2 1 1)50 3 0.2 1 50 3 

2 3 10]y(50 1 2 1 1) 5 19.4 ns. The solution to Eq. (6.134) is an exponen-
tial buildup of QS, governed by the time constant �S and tending asymptotically 

toward the steady-state value 

 QS(ss) 5 �SIBS 5 19.4 3 1029 3 324 3 1026 5 6.3 pC

● Storage Time (t3 to t4): once vS is switched back to 22 V at t 5 t3 5 100 ns, we 

need to remove the overdrive charge QS if we want to bring the BJT back to the 

EOS. The removal of QS is still governed by Eq. (6.134) provided we now use 

  I BS  5  I BR  2  I B(EOS)
  5   

 V R  2  V BE(sat)
 
 __________ 

 R B 
   2  I B(EOS)

  5    22 2 0.7 _________ 
10 3 1 0 3 

   2 (96 �A) 

 5 2 270 2 96 5 2 366 �A

 (Cognizant of the small step decrease in vB, which is DvB 5 rbDIB, we are now 

assuming VBE(sat) > 0.7 V instead of the usual 0.8 V.) Since IBS is now negative, the 

solution to Eq. (6.134) is an exponential decay in QS, still governed by the time 

constant �S but tending asymptotically toward the (fi ctitious) steady-state value

 QS(̀ ) 5 �SIBS 5 19.4 3 1029 3 (2366 3 1026 )5 27.1 pC

FIGURE 6.73 Excess minority charges in the base: (a) at the EOS, and (b), 

(c) in deep saturation. 
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650 Chapter 6 Frequency and Time Responses

 The decay holds up to the instant t4 at which QS becomes zero. The time interval 

tS 5 t4 2 t3, aptly called the storage time, is readily found as7 

  t S  5  � S  ln    
 Q S ( t 3 ) 2  Q S (`)

  _____________  
 Q S ( t 4 ) 2  Q S (`)

   5  � S  ln   
  � S  (  I BF  2  I B(EOS)

  )  2  � S  (  I BR  2  I B(EOS)
  ) 
   ___________________________   

0 2  � S  (  I BR  2  I B(EOS)
  ) 
  

 that is,

  t S  5  � S  ln    
 I BF  2  I BR 

 __________ 
 I B(EOS)

  2  I BR 
   (6.136)

 Presently we get tS 5 (19.4 ns) ln[(420 1 270)y(96 1 270)] 5 12.3 ns, which 

matches PSpice exactly. 
● Active Region Again (t4 to t5): after removing QS to bring the BJT back to the 

EOS, we need to remove QF to bring it back to the edge of conduction, now more 

properly called the edge of cutoff (EOC). The removal of QF is still governed 

by Eq. (6.128), but with iB 5 (VR 2 VBE)yRB. Using iB(avg) 5 (22 2 0.65)y10 5 

2265 �A, we suitably recycle Eq. (6.129) to write

 2265 3 1 0 26  5   0.48 3 1 0 212   ______________  
50 3 0.2 3 1 0 29 

   2   
(0.96 1 2 3 0.1 1 0.5 3 4.9)1 0 212 

   _____________________________   t 
5
  2  t 

4
   

 Solving gives t5 2 t4 5 11.5 ns, in fair agreement with the PSpice value of 9.2 ns. 
● Recovery Region (t . t5): once all the excess base charge has been wiped out, 

the BJT goes through a recovery phase to return Cje and Cjc to the steady-state 

conditions preceding t0. During this phase vB makes a pseudo exponential tran-

sistion from vB 5 VBE(EOC) > 0.6 V to vB 5 VR 5 22 V, as shown.

It is apparent that a BJT inverter/switch takes time to turn on and off. In particu-

lar, during turn-off, the BE junction continues to remain on from t3 to t5, during which 

time it acts as a 0.7-V battery. Of special signifi cance is the storage time tS from t3 

to t4, during which the BJT remains saturated. This is usually a serious drawback, 

especially in high-speed logic or in power-switch applications. 

Schottky-Clamped BJTs 
We can eliminate the storage time tS altogether by placing a Schottky barrier diode 

(SBD) in parallel with the base-collector (BC) junction, as shown in Fig. 6.74a for 

the case of the npn BJT. Recall that the saturation current of a SBD is typically 

fi ve orders of magnitude higher than that of an ordinary pn junction, indicating that 

the forward voltage drop across a SBD is lower than that across a pn junction by 

about 5 3 (60 mV) 5 0.3 V, giving VSBD(on) > 0.7 2 0.3 > 0.4 V typical. Because 

of the SBD clamp, the BC junction is subject to the constraint vBC # 0.4 V, which is 

insuffi cient to allow the BC junction to turn convincingly on. Hence, the BJT will 

always have QR 5 0 and, as such, it will never saturate. 

Shown in Fig.11.4b is the monolithic realization of a Schottky-clamped npn BJT. 

Comparing with the structure of Fig. 2.1, we observe that all it takes to Schottky-

clamp the BJT is to extend the metal electrode of the base over the n2 collector 
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FIGURE 6.74 (a) Schottky-clamped BJT and its circuit symbol. (a) Planar process fabrication.
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 (a)  Assuming the BJT of Fig. 6.71 is equipped with a SBD clamp having 

VSBD(on) > 0.4 V, fi nd the steady-state currents IB, IC, and ISBD when vS 5 VF 5 5 V, 

and comment on your fi ndings. 

 (b)  Rerun the PSpice circuit of Fig. 6.71, but using a SBD. Comment on your 

fi ndings. 

Solution
 (a)  The current through RB is I(RB) 5 (VF 2 VB)/RB > (5 2 0.7)/10 5 0.43 mA. 

By KVL, VC 5 VB 2 VSBD(on) > 0.7 2 0.4 5 0.3 V, so the current through RC 

is I(RC) 5 (VCC 2 VC)yRC > (5 2 0.3)y1 5 4.7 mA. Moreover, the BJT is 

operating in the FA region because VCE > 0.3 V, which is 0.1-V higher than 

VCE(EOS) (> 0.2 V). Consequently, we can write IC 5 �FIB 5 50IB. We need two 

more equations to solve for the three unknowns. These are provided by KCL 

at the base and at the collector nodes, where IB 5 I(RB) 2 ISBD 5 0.43 2 ISBD, 

and IC 5 I(RC) 1 ISBD 5 4.73 1 ISBD. Solving, we get

 IB 5 100.6 �A  IC 5 5.03 mA  ISBD 5 0.33 mA 

  Because of the SBD, only enough current is allowed into the base to keep the 

BJT about 0.1-V away from the EOS. The overdrive current is diverted by the 

SBD to the collector, thus preventing the BJT from ever saturating.

 (b)  The clamped BJT of Fig. 6.75a uses a SBD with the following PSpice model: 

.model DSBD D(IS51nA CJO50.25pF VJ51.6V M50.4 EG50.7)

  The waveforms of Fig. 6.75b confi rm the elimination of the storage time. The 

rise and fall times of vC are a bit longer than those of the unclamped circuit of 

Fig. 6.71 because of the SBD’s junction capacitance Cj, which is in parallel 

with Cjc. Moreover, vC is clamped at about 0.3 V, a bit higher than the 0.1 V of 

the circuit of Fig. 6.71.

EXAMPLE 6.25

region, where it forms the SBD. (Also shown at the right is the metal-n1 structure, 

which provides an ohmic contact between the metal electrode of the collector and the 

n2 epitaxial layer underneath.) 
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6.12 TRANSIENT RESPONSE OF CMOS GATES 
AND VOLTAGE COMPARATORS

In binary-output circuits such as logic gates and voltage comparators it is of interest to 

know how rapidly the output changes state in response to a sudden change at the input. 

It takes time for the stray capacitances of the transistors and their interconnections to 

charge/discharge in response to an input step. As a rule, the smaller the capacitances 

and the higher the currents available to charge/discharge them, the faster the response. 

Propagation Delays in Logic Gates 
The dynamics of a logic gate are characterized via the propagation delays, usually 

specifi ed for the case of an inverter (the most basic representative of a logic family) 

driving n similar inverters, or for a fanout of n in logic-design jargon (see Fig. 6.76). 

A propagation delay is the amount of time it takes for the output to accomplish 50% 

of its transition from one output level to the other following an input-step edge. De-

noting the output levels as VOL and VOH, we defi ne the 50%-point as 

  V 
50%

  5   
 V OL  1  V OH 

 _________ 
2
   (6.137)

FIGURE 6.75 (a) Schottky-clamped BJT inverter/switch, and (b) input and output waveforms. 
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  6.12 Transient Response of CMOS Gates and Voltage Comparators  653

The time it takes for vO to rise from VOL to V50% is denoted as tPLH, and the time it 

takes to drop from VOH to V50% is denoted as tPHL. (Because of inherent internal cir-

cuit dissymmetries, tPLH and tPHL are not necessarily identical.) In the following we 

investigate the propagation delays of CMOS gates, presently the predominant digital 

technology. These gates have VOL 5 0 and VOH 5 VDD, so V50% 5 VDDy2. As circuit 

complexity increases, transient analysis by paper and pencil can easily become pro-

hibitive, so we shall fi nd the propagation delays via PSpice, and then use simplifi ed 

hand analysis to obtain approximate estimates, both as a check on PSpice and as a 

means to gain insight into the inner workings of the gate. 

Transient Analysis of CMOS Gates via PSpice 
In order to display the transient response, PSpice calculates all parasitic capacitances 

in the gate, so we need to provide PSpice with suitable process and device param-

eters. To this end, refer to the conceptual rendition of Fig. 6.77, which is similar to 

the basic structure of Fig. 6.8, except for an additional detail hitherto omitted for 

simplicity; these are the p1 channel-stop implants surrounding the n1 source and 

drain regions on three sides other than that facing the channel. The function of these 

implants is to electrically isolate adjacent FETs sharing the same bulk. (The portion 

of the bulk between the source/drain regions of two adjacent FETs forms a spurious 

channel that might become accidentally conductive. The p1 implants are designed to 

greatly increase the Vt of these spurious channels and thus prevent them from acci-

dentally turning on. Typically, the doping of the p1 implants is an order of magnitude 
higher than that of the p2 bulk, or Nimplant > 10Nbulk.) Because of the channel stops, 

each of the junction capacitances Csb and Cdb consists of a bottom component Cj(btm) 

associated with the p2-n1 junction at the bottom of the source and drain region, and 

a sidewall component Cj(sw) associated with the p1-n1 junction around the region’s 

perimeter. The net junction capacitance of the drain region is expressed as 

  C db  5   
 A d  3  C j0(btm)

 
  ________________  

  ( 1 2  v BD y � 
0(btm)

  )  
 m btm 

 
   1   

 P d  3  C j0(sw)
 
  _______________  

  ( 1 2  v BD y � 
0(sw)

  )  
 m sw 

 
   (6.138)

FIGURE 6.76 (a) Logic inverter I0 with a fanout of n. (b) The propagation delays tPHL and tPLH. 
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654 Chapter 6 Frequency and Time Responses

FIGURE 6.77 Conceptual views (top as well as cross sectional) of 

an nMOSFET. Note the p1 channel-stop implants surrounding the 

source and drain regions on the three sides other than the side 

facing the channel.
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where

● Ad is the area of the drain’s bottom junction and Cj0(btm) is the zero-bias junc-
tion capacitance per unit area. Moreover, �0(btm) is the bottom-junction built-in 

potential and mbtm is the grading coeffi cient.
● Pd is the perimeter of the drain’s sidewall junction, Cj0(sw) is the zero-bias 

junction capacitance per unit perimeter, �0(sw) is the sidewall-junction built-in 

potential, and msw is the grading coeffi cient.

For the geometry depicted at the top of Fig. 6.77 we have Ad 5 Yd 3 W and Pd 5 

2Yd 1 W. Moreover, adapting Eq. (1.47b) to the present case, and simplifying owing 
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to the fact that NA(bulk) ! ND(drain) and NA(implant) ! ND(drain), we have 

  C j0(btm)
  >  √ 

_________

   
 � si q N A(bulk)

 
 ________ 

2 � 
0(btm)

 
       C j0(sw)

  >  X j  √ 
__________

   
 � si q N A(implant)

 
 __________ 

2 � 
0(sw)

 
     (6.139)

where Xj is the depth of the drain region, also shown in the fi gure. The process pa-

rameters of Eq. (6.139) apply also to the source region, the only possible differences 

being in its area As and perimeter Ps, depending on device layout geometry. The 

above expressions are readily adapted to the case of the pMOSFET, as the following 

example illustrates. 

 (a) Assuming an nMOSFET with the process parameters tox 5 20 nm, �n 5 

600  cm2/Vs, Vt 5 0.7 V, 	9 5 0.1 �m/V, Lov 5 0.15 �m, Xj 5 0.25 �m, 

ND(poly) 5 1020 cm23, NA(bulk) 5 3 3 1015 cm23, NA(implant) 5 10NA(bulk), mbtm 5 0.5, 

and msw 5 0.33, fi nd its process-related capacitances. Hence, fi nd Ad, Pd, As, 

and Ps if Ldrawn 5 1.0 �m, W 5 2.0 �m, and Yd 5 Ys 5 2.5 �m.

 (b) Assuming a pMOSFET with the process parameters tox 5 20 nm, �p 5 

250 cm2/Vs, Vt 5 20.7 V, 	9 5 0.05 �m/V, Lov 5 0.2 �m, Xj 5 0.3 �m, 

NA(poly) 5 1020 cm23, ND(bulk) 5 1.8 3 1016 cm23, ND(implant) 5 10ND(bulk), mbtm 5 0.5, 

and msw 5 0.33, fi nd its process-related capacitances. Hence, fi nd Ad, Pd, As, 

and Ps if Ldrawn 5 1.0 �m, W 5 4.0 �m, and Yd 5 Ys 5 3.0 �m.

Solution
 (a)  For the nMOSFET we have 

  C ox  5   
 � ox  ___  t ox 

   5   34.5 ____ 
20

   5 1.725   fF ____ 
� m 2 

  

  C ov  5  C ox  L ov  5 1.725 3 0.15 5 0.259   fF ____ �m   5 0.259   nF ___ m  

  � 
0(btm)

  5  V T  ln    
 N A(bulk)

  N D(poly)
 
 ___________ 

 n  i  
2 
   5 0.026 ln    3 3 1 0 15  3 1 0 20   _____________ 

2 3 1 0 20 
   5 0.909 V

  � 
0(sw)

  5  V T  ln    
 N A(implant)

  N D(poly)
 
  ____________ 

 n  i  
2 
   5 0.026 ln    30 3 1 0 15  3 1 0 20   ______________ 

2 3 1 0 20 
   5 0.968 V

  C j0(btm)
  >  √ 

___________________________________

      1.04 3 1 0 212  3 1.602 3 1 0 219  3 3 3 1 0 15     __________________________________   
2 3 0.909

     5 16.6   nF ____ 
c m 2 

   

 5 0.166   fF ____ 
� m 2 

   5 166   
�F

 ___ 
 m 2 

  

  C j0(sw)
  > (0.25 3 1 0 24 ) √ 

____________________________________

      1.04 3 1 0 212  3 1.602 3 1 0 219  3 30 3 1 0 15     ___________________________________   
2 3 0.968

     

 5 12.7   nF ___ cm   5 0.127   fF ____ �m   5 0.127   nF ___ m  

EXAMPLE 6.26
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656 Chapter 6 Frequency and Time Responses

  Finally, As 5 Ad 5 Yd 3 W 5 2.5 3 2 5 5 �m2 5 5 3 10212 m2, and Ps 5 Pd 5 

2Yd 1 W 5 2 3 2.5 1 2 5 7 �m. 

 (b)  For the pMOSFET we likewise fi nd 

  C ox  5 1.725   fF ____ 
� m 2 

    C ov  5 1.725 3 0.2 5 0.345   fF ____ �m  5 0.345   nF ___ m   

  � 
0(btm)

  5  V T  ln    
 N D(bulk)

  N A(poly)
 
 ___________ 

 n  i  
2 
   5 0.026 ln    1.8 3 1 0 16  3 1 0 20   _______________  

2 3 1 0 20 
   5 0.955 V

  � 
0(sw)

  5  V T  ln   
 N D(implant)

  N A(poly)
 
  ____________ 

 n  i  
2 
   5 0.026 ln   18 3 1 0 16  3 1 0 20   ______________ 

2 3 1 0 20 
   5 1.01 V

  C j0(btm)
  >  √ 

____________________________________

      1.04 3 1 0 212  3 1.602 3 1 0 219  3 1.8 3 1 0 16     ____________________________________   
2 3 0.955

     

 5 39.6   nF ____ 
c m 2 

   5 0.396   fF ____ 
� m 2 

   5 396   
�F

 ___ 
 m 2 

  

  C j0(sw)
  > (0.3 3 1 0 24 ) √ 

____________________________________

      1.04 3 1 0 212  3 1.602 3 1 0 219  3 18 3 1 0 16     ___________________________________   
2 3 1.01

     

 5 36.6   nF ___ cm   5 0.366   fF ____ �m   5 0.366   nF ___ m  

  Finally, As 5 Ad 5 Yd 3 W 5 3 3 4 5 12 �m2 5 12 3 10212 m2, and Ps 5 

Pd 5 2Yd 1 W 5 2 3 3 1 4 5 10 �m.

We are now ready to input the above data to PSpice for the transient analysis of 

a CMOS inverter based on the above MOSFETs and using VDD 5 3.3 V. The circuit, 

shown in Fig. 6.78, has been created by recycling that of Fig. 3.65, and then by suit-

ably editing the FET models and the circuit’s netlist. The example shown is for a 

fanout of 1, but it can easily be adapted to a higher fanout. The circuit includes also 

the wire capacitance Cw to model the parasitic capacitance of the interconnections. 

Following the instructions of Appendix 3A, we create the PSpice models as follows:

.model   Mn NMOS(Level51 Tox520n Uo5600 Vto50.7 Lambda50.1 
1 Ld50.15u Gamma50.18 phi50.64 Cj5166u Mj50.5 Cjsw50.127n
1 Mjsw50.33 Pb50.909 Cgso50.259n Cgdo50.259n) 

.model   Mp PMOS(Level51 Tox520n Uo5250 Vto5-0.7 Lambda50.05 
1 Ld50.2u Gamma50.42 phi50.73 Cj5396u Mj50.5 Cjsw50.366n 
1 Mjsw50.33 Pb50.955 Cgso50.345n Cgdo50.345n)

A few remarks are in order. First, note that the dimensions are V, A, m, and s, with the 

exception of mobilities, which must be expressed in cm2/Vs (also, doping densities, 

when specifi ed, must be expressed in atoms/cm3). In PSpice the zero-bias bottom and 

sidewall capacitances are denoted as Cj and Cjsw, and both use the same built-in po-

tential Pb. Moreover, the unit-length overlap capacitances associated with the source 
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and drain are denoted as Cgso and Cgdo. PSpice calculates automatically the parasitic 

capacitances of each FET in accordance with its instantaneous region of operation. 

Once the process parameters have been entered in the model statements, we 

need to enter the device parameters in the netlist. To this end, use PSpice → Create 
Netlist to direct PSpice to generate the netlist, and then use PSpice → View Netlist 
to visualize it. The result is

* source CKT_of_Fig_6.78
V_VDD VDD 0 3.3Vdc
C_Cw 0 VO 5fF
C_Cx 0 VX 5fF
M_M1 VO IN VDD VDD Mp
M_M2 VO IN 0 0 Mn
M_M3 VX VO VDD VDD Mp
M_M4 VX VO 0 0 Mn
V_VI IN 0 PULSE 0 3.3V 100ps 0.1ps 0.1ps 400ps 1ns

Next, type in the individual transistor dimensions L, W, As, Ps, Ad, and Pd as follows:

* source CKT_of_Fig_6.78
V_VDD VDD 0 3.3Vdc
C_Cw 0 VO 5fF 
C_Cx 0 VX 5fF
M_M1  VO IN VDD VDD Mp  L51u W54u As512p Ps510u Ad512p
1  Pd510u
M_M2  VO IN 0 0 Mn  L51u W52u As55p Ps57u Ad55p 
1  Pd57u
M_M3  VX VO VDD VDD Mp  L51u W54u As512p Ps510u Ad512p
1  Pd510u
M_M4  VX VO 0 0 Mn  L51u W52u As55p Ps57u Ad55p 
1  Pd57u
V_VI IN 0 PULSE 0 3.3V 100ps 0.1ps 0.1ps 400ps 1ns

FIGURE 6.78 PSpice circuit to display the transient response 

of CMOS inverter I0 with a fanout of 1. 
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658 Chapter 6 Frequency and Time Responses

Finally, use File → Save to save it, and PSpice → Run to launch PSpice. This gives 

the waveforms of Fig. 6.79. Using the cursor facility we measure the delays and fi nd 

tPHL > 39.6 ps and tPLH > 43.3 ps.

Hand Calculation of CMOS Gate Delays 
No matter how powerful the computational tools at hand, a scrupulous engineer will 

always try to anticipate/check the results of simulation via hand calculations, even if 

the latter may provide only gross approximations. Shown in Fig. 6.80 are all parasitic 

capacitances for the case of a CMOS inverter with a fanout of 1. To facilitate hand 

analysis we lump all stray capacitances into a single equivalent capacitance Ceq at the 

output node of the driving inverter I0. Using inspection, we express the net capaci-

tance between node vO and ground as 

 Ceq 5 C0 1 Cw 1 C1 (6.140)

FIGURE 6.79 Waveforms for the PSpice circuit of Fig. 6.78. 
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  6.12 Transient Response of CMOS Gates and Voltage Comparators  659

where:

● C0 is the equivalent capacitance seen looking into the output terminal of the 

inverter I0 made up of M1 and M2. We have 

 C0 5 Cdbn 1 Cdbp 1 2(Cgdn 1 Cgdp) (6.141)

 with the factor of 2 stemming from the Miller effect (as vI changes from 0 to VDD, 

vO changes from VDD to 0, subjecting each of Cgdn and Cgdp to a voltage change of 

2VDD, in effect doubling both capacitances). Note that Cgsn and Cgsp are not con-

nected to node vO, so they do not contribute to C0 (they only load down the input 

source vI). 
● Cw is the capacitance of the wire interconnecting the two inverters (Cw increases 

with the fanout.)
● C1 is the equivalent capacitance seen looking into the input terminal of the 

load inverter made up of M3 and M4. According to Fig. 6.79, the output vX of 

this inverter doesn’t change signifi cantly during I0’s tPLH or tPHL, so we can 

ignore Cdbn and Cdbp and approximate C1 > Cgsn 1 Cgdn 1 Cgsp 1 Cgdn. Regard-

less of how the gate-channel capacitance splits between source and drain, we 

simply have

 C1 > Cox ( Wn 3 Ln(drawn) 1 Wp 3 Lp(drawn) )   (6.142)

 where Ln(drawn) and Lp(drawn) are the drawn channel lengths, as depicted in Fig. 6.77.

FIGURE 6.80 Showing all stray capacitances for a CMOS inverter with a fanout of 1. To simplify hand 

calculations, I0 can be regarded as a parasitics-free inverter driving a suitable equivalent capacitance Ceq. 
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660 Chapter 6 Frequency and Time Responses

Calculate all relevant stray capacitances in the CMOS inverter of Example 6.26. 

Solution
Using the data of Example 6.26 we get 

  C dbn  5   
 C j0(btm)

  A dn   ________________  
  ( 1 2  v BD y � 

0(btm)
  )  

 m 
btm

 
 
   1   

 C j0(sw)
  P dn   _______________  

  ( 1 2  v BD y � 
0(btm)

  )  
 m sw 

 
   

 5   0.166 3 5  ______________  
  ( 1 1  v O y0.909 )  0.5 

   1   0.127 3 7  _______________  
  ( 1 1  v O y0.968 )  0.33 

  

  C dbp  5   
 C j0(btm)

  A dn   ________________  
  ( 1 2  v DB y � 

0(btm)
  )  

 m 
btm

 
 
   1   

 C j0(sw)
  P dn   _______________  

  ( 1 2  v DB y � 
0(btm)

  )  
 m sw 

 
   

 5   
0.396 3 12

  _____________________  
  [ 1 1 (3.3 2  v O )y0.909 ]  0.5 

   1   0.366 3 10  ______________________  
  [ 1 1 (3.3 2  v O )y0.968 ]  0.33 

  

that is, 

  C dbn  5   0.83 fF ______________  
  ( 1 1  v O y0.909 )  0.5 

   1   
0.89 fF
 _______________  

  ( 1 1  v O y0.968 )  0.33 
  

  C dbp  5   4.75 fF  _________________  
  ( 4.63 2  v O y0.909 )  0.5 

   1   3.66 fF  __________________  
  ( 4.41 2  v O y0.968 )  0.33 

  

Moreover, 

2(Cgdn 1 Cgdp) 5 2(Covn 3 Wn 1 Covp 3 Wp) 5 2(0.259 3 2 1 0.345 3 4) 

 5 3.80 fF

and 

C1 5 Cox ( Wn 3 Ln(drawn) 1 Wp 3 Lp(drawn) )  5 1.725(2 3 1 1 4 3 1) 

 5 10.35 fF

Taking also Cw 5 5 fF into account and combining according to Eq. (6.140) we 

fi nally obtain 

 C eq  5   0.83 fF ____________  
  ( 1 1   

 v O 
 _____ 

0.909
   )  

0.5

 
   1   

0.89 fF
 ____________  

  ( 1 1   
 v O 
 _____ 

0.968
   )  

0.33

 
   1   4.75 fF ______________  

  ( 4.63 2   
 v O 
 _____ 

0.909
   )  

0.5

 
   

1   3.66 fF _______________  
  ( 4.41 2   

 v O 
 _____ 

0.968
   )  

0.33

 
   1 19.15 fF

EXAMPLE 6.27
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We now wish to fi nd quick estimates for the propagation delays. To estimate 

tPHL refer to Fig. 6.81, showing the situation after the transition of vI from 0 to VDD. 

With Mp off, Mn pulls the current iDn out of Ceq, thus discharging it. Given the various 

approximations already made, we make one more and estimate the discharge from 

VDD to V50% (50.5VDD) via the rule CDV 5 IDt (cee delta vee equals aye delta tee), 

where C 5 Ceq, DV 5 0.5VDD, Dt 5 tPHL, and I 5 iDn(avg) is the average of iDn over the 

tPHL interval. We thus have 

  t PHL  >   
0.5 V DD  C eq  _________ 

 i Dn(avg)
 
   (6.143a)

Considering that at the beginning of the tPHL interval Mn is in saturation and at the end 

it is in the triode region, we write

 i Dn(avg)
  5   1 __ 

2
    k9   n   

 W n  ___ 
 L n 

    {   1 __ 
2
    (V DD  2  V tn ) 

2 (1 1  	 n  V DD ) 1  [ ( V DD  2  V tn )  
 V DD 

 ____ 
2
   2   1 __ 

2
    (    V DD 

 ____ 
2
   )  

2

  ]  ( 1 1  l n   
 V DD 

 ____ 
2
   )  } 

 (6.143b)

Similar considerations hold for the estimation of tPLH. Shown in Fig. 6.82 is the 

situation after the transition of vI from VDD to 0. Now Mn is off while Mp sources the 

current iDp to Ceq, thus charging it. Adapting the above equations we write

  t PLH  >   
0.5 V DD  C eq  _________ 

 i Dp(avg)
 
     (6.144a)

where

  i Dp(avg)
  5   1 __ 

2
    k9   p   

 W p  ___ 
 L p 

    {   1 __ 
2
   ( V DD  1  V tp ) 

2 (1 1  	 p  V DD ) 1  [ ( V DD  1  V tp )  
 V DD 

 ____ 
2
   2   1 __ 

2
    (    V DD 

 ____ 
2
   )  

2

  ]  ( 1 1  	 p   
 V DD 

 ____ 
2
   )  } 

 (6.144b)

FIGURE 6.81 (a) Equivalent circuit for the estimation of tPHL and (b) waveforms.
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FIGURE 6.82 (a) Equivalent circuit for the estimation of tPLH and (b) waveforms.

 (a) Using the data of Example 6.27, estimate the propagation delays of the 

CMOS inverter of Fig. 6.78 and compare with PSpice.

 (b) What would be the delays with a fanout of 0 and Cw 5 0? 

Solution
 (a) We have   k9   n  5 600 3 (1 0 22  ) 2  3 1.725 3 1 0 215 y(1 0 26  ) 2  5 103.5 �A/ V 2 , Ln 5 

1.0 2 2 3 0.15 5 0.7 �m,   k9   p  5 250 3 1.725 3 (0.1) 5 43.1 �A/ V 2 , and 

Lp 5 1.0 2 2 3 0.2 5 0.6 �m. By Eqs. (6.143b) and (6.144b), 

 i Dn(avg)
  5   1 __ 

2
  103.5  2 ___ 

0.7
  {  1 __ 
2
    ( 3.3 2 0.7 )  2 (1 1 0.1 3 3.3) 

1  [  ( 3.3 2 0.7 )   3.3 ___ 
2
   2   1 __ 

2
    (   3.3 ___ 

2
   )  

2

  ]  ( 1 1 0.1  3.3 ___ 
2
   ) }5 1.17 mA

 i Dp(avg)
  5   1 __ 

2
  43.1  4 ___ 

0.6
  {  1 __ 
2
    ( 3.3 2 0.7 )  2 (1 1 0.05 3 3.3)

1  [  ( 3.3 2 0.7 )   3.3 ___ 
2
   2   1 __ 

2
    (   3.3 ___ 

2
   )  

2

  ]  ( 1 1 0.05  3.3 ___ 
2
   ) }5 1.02 mA

  A problem with Ceq is that its components Cdbn and Cdbp depend on vO. We 

can simplify our analysis by computing them at the beginning and at the end 

of the propagation interval under consideration, and then using their average 

value. Thus, at the beginning of tPHL we have vO 5 3.3 V, where we calculate 

Cdbn(3.3) 5 0.93 fF and Cdbp(3.3) 5 8.41 fF. At the end of tPHL we have vO 5 

1.65 V, where we calculate Cdbn(1.65) 5 1.15 fF and Cdbp(1.65) 5 5.47 fF. 

The average of their sum is thus 0.5(0.93 1 8.41 1 1.15 1 5.47) 5 7.98 fF. 

Consequently, Ceq 5 7.98 1 19.15 5 27.13 fF, and 

  t PHL  >   1.65 3 27.13 3 1 0 215   __________________  
1.17 3 1 0 23 

   5 38.3 ps (39.6 ps with PSpice)

EXAMPLE 6.28
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  Likewise, at the beginning of tPLH we have vO 5 0, where Cdbn(0) 5 1.72 fF 

and Cdbp(0) 5 4.45 fF. At the end of tPLH we have vO 5 1.65 V, so we recycle 

Cdbn(1.65) 5 1.15 fF and Cdbp(3.3) 5 5.47 fF. The average of their sum is 

thus 0.5(1.72 1 4.45 1 1.65 1 5.47) 5 6.65 fF. Consequently, Ceq 5 6.65 1 

19.15 5 25.80 fF, and 

  t PLH  >   1.65 3 25.80 3 1 0 215   __________________  
1.02 3 1 0 23 

   5 41.7 ps (43.3 ps with PSpice) 

 (b) With a fanout of 0, only C0 will appear in the calculations, so we need to re-

calculate but with Ceq reduced by the sum C1 1 Cw (5 10.35 1 5 5 15.35 fF). 

So, for tPHL we have Ceq 5 27.13 2 15.35 5 11.78 fF, and we use proportional-

ity to fi nd tPHL 5 38.3(11.78y27.13) > 16.6 ps (20 ps with PSpice). Likewise, 

using Ceq 5 28.80 2 15.35 5 13.45 fF we get tPLH 5 41.7(13.45y25.80) > 

21.7 ps (18.7 ps with PSpice). 

Power Dissipation of CMOS Logic Gates 
As a CMOS inverter is sitting in either state (vO 5 0 or vO 5 VDD), one of its two tran-

sistors is off, drawing only leakage current. We say that the static power dissipation 

of a CMOS gate is virtually zero. However, when the output is switched from one 

state to the other, energy is expended to charge/discharge the stray capacitances, thus 

resulting in nonzero dynamic power dissipation. 

Specifi cally, to switch vO from 0 to VDD, Mp must expend some energy Ep in 

order to charge Ceq to VDD (see Fig. 6.82a). Once charged, Ceq holds the energy EC 5 

(1y2) C eq  V  DD  2
  . Likewise, to return vO from VDD to 0, Mn must expend some energy En in 

order to discharge Ceq to 0 (see Fig. 6.81a). By the energy conservation principle we 

must have En 5 EC. Also, by symmetry, Ep 5 En. The amount of energy dissipated by 

the gate during a complete cycle is thus Ecycle 5 Ep 1 En 5 2EC 5  C eq  V  DD  2
  . If the gate 

is operated at an average frequency of favg cycles/sec, the average power P dissipated 

by the gate equals, by defi nition, the amount of energy dissipated in 1 sec, or P 5 

Ecycle 3 favg. Consequently, we have 

 P 5  C eq  V  DD  2
   f avg  (6.145)

It is apparent that the higher the operating frequency, the higher the dissipation. 

Moreover, power scales quadratically with the power supply. 

Using the data of Example 6.28, estimate P for favg 5 1 kHz. What happens if favg 

is raised to 100 MHz? 

Solution
By Eq. (6.145), P 5 25.80 3 10215 3 3.32 3 103 5 0.281 nW. Now P 5 

(0.281 nW) 3 (108y103) 5 28.1 �W. 

EXAMPLE 6.29
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664 Chapter 6 Frequency and Time Responses

Transient Response of Voltage Comparators 
Being digital-ouput devices, comparators are characterized via propagation delays 

just like logic gates. However, being analog-input devices, the input test conditions are 

specifi ed differently. As shown in Fig. 6.83, the input is usually a pulse with a 100-mV 

baseline and an overdrive VOV designed to barely exceed a level that will cause the 

comparator to trip (typically, VOV is in the mV range). Given the circuit complexity of a 

comparator, hand analysis is generally prohibitive, so computer simulation becomes a 

necessity. The IC designer will simulate a comparator at the transistor level, whereas the 

user will most likely simulate it using the macro-model supplied by the manufacturer. 

FIGURE 6.83 (a) Test circuit to investigate (b) the transient 

response of a voltage comparator. 

(a)

vI

vO

1
2

2

1

(b)

vO

t

VOH

V50%

VOL

tP

vI
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�100 mV

Vov

FIGURE 6.84 PSpice circuit to display the transient responses of 

the LM339 voltage comparator for different input overdrives. 
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Shown in Fig. 6.84 is a PSpice circuit to display the transient response of the 

popular LM339 comparator, using its SPICE macro-model. Figure 6.85 shows the 

responses to the leading as well as the trailing edge of the input pulse (note the dis-

symmetry refl ecting internal circuit dissymmetries, particularly in the output stage). 

The overdrives used are VOV 5 5mV, 20 mV, and 100 mV. As a rule, the higher the 

overdrive, the shorter the propagation delays. 
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APPENDIX 6A

Transfer Functions and Bode Plots 

The frequency characteristics of circuits are represented mathematically via transfer 
functions and are visualized graphically via Bode plots. A transfer function is a func-

tion of the complex frequency s, the most common examples being gain and input/
output impedances. Gain is the ratio of the Laplace’s transforms of the output and input 

signals, or a(s) 5 So(s)ySi(s). The transfer functions of interest to us can always be put, 

through suitable algebraic manipulations, in the following insightful standard form

a(s) 5  a 
0
    
(1 1 sy � z1

 )(1 1 sy � z2
 ) . . . (1 1 sy � zn )

   ________________________________   
(1 1 sy � p1

 )(1 1 sy  � p  2 ) . . . (1 1 sy � pn )
  

where a0 is the value of a(s) in the limit s → 0 and is thus referred to as the low-
frequency gain. (This is the gain that we have been dealing with in the previous 

chapters). Since the numerator vanishes for s 5 2�z1, s 5 2�z2, … s 5 2�zn, the 

�zs are referred to as the zero frequencies of a(s). These frequencies are real, and 

may be positive, negative, or even infi nite. The denominator vanishes for s 5 2�p1, 

s 5 2�p2, … s 5 2�pn, causing a(s) to blow up to infi nity. The �ps are referred to as 

the pole frequencies of a(s), and in this chapter they are real and positive. Poles and 

zeros are jointly referred to as roots. 

FIGURE 6.85 The transient responses of the PSpice circuit of Fig. 6.84 for different input overdrives. 
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666 Chapter 6 Frequency and Time Responses

An important tenet of systems theory7 states that if we are interested only in the 

ac steady-state response of a circuit, also called the frequency response, then we can 

restrict our transfer-function calculations to the j� axis only. We do this simply by 

letting s → j�, after which we get

 a(j�) 5  a 
0
    
(1 1 j�y � z1

 )(1 1 j�y � z2
 ) . . . (1 1 j�y � zn )

    ___________________________________    
(1 1 j�y � p1

 )(1 1 j�y � p2
 ) . . . (1 1 j�y � pn )

   (6A.1)

Clearly, a(j�) is a complex function. Its magnitude uau and phase angle ph a are found as

  u a(j�)u  5 u a 
0
 u  √ 

____________________________________

      
(1 1  � 2 y �  z1  

2
  )(1 1  � 2 y �  z2  

2
  ) . . . (1 1  � 2 y �  zn  

2
  )
    ____________________________________    

(1 1  � 2 y �  p1  
2
  )(1 1  � 2 y �  p2  

2
  ) . . . (1 1  � 2 y �  pn  

2
  )

     (6A.2)

and 

ph a(j�) 5 ta n 21   � ___  � z1 
   1 ta n 21   � ___  � z2

    1
 . . . ta n 21   � ___  � zn 

   2 ta n 21   � ___  � p1
    2 ta n 21   � ___  � p2

   
 . . .  2 ta n 21   � ___  � pn 

  

 (6A.3)

The frequency behavior of ua(j�)u and ph a(j�) is best visualized via frequency 
plots. Magnitude is expressed in decibels as 

   u a( j�)u  dB
  5 20lo g 

10
  u a( j�)u  (6A.4)

and ph a(j�) is expressed in degrees, and both functions are plotted versus � on a 

logarithmic scale. The most common frequency intervals are decades (� 5 … 1022, 

1021, 100, 101, 102… rad/s), though octave intervals are also used (� 5 … 222, 

221, 20, 21, 22… rad/s), especially in connection with audio circuits. Following 

is a worth-remembering list of frequently occurring gains as well as their decibel 

values:

 u1udB 5 0 dB u261y2udB 5 63 dB u26nudB 5 66n dB u106nudB 5 620n dB 

 (6A.5)

Note that positive decibels imply amplifi cation and negative decibels imply attenu-
ation, with the borderline between the two being 0 dB, or unity gain. Moreover, 

given two transfer functions a1( j�) and a2( j�), we have, by familiar properties of 

logarithms,

 ua1 3 a2udB 5 ua1udB 1 ua2udB (6A.6a)

 ua1( j�)ya2( j�)udB 5 ua1udB 2 ua2udB (6A.6b)

that is, the magnitude plot of a product (ratio) is simply the sum (difference) of the 

individual magnitude plots. In particular, u1yaudB 5 2uaudB, that is, the magnitude plot 

of the reciprocal is simply the magnitude plot of the original, but refl ected about the 

horizontal axis. 

Given a root �0, we will make use of the following approximations: 

 (� !  � 
0
 ) ⇒ (1 1 j�y � 

0
 ) → 1  (6A.7a)

 (� @  � 
0
 ) ⇒ (1 1 j�y � 

0
 ) → j�y � 

0
  (6A.7b)
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The function j�y�0 is called the differentiator function, and its reciprocal 1y(j�y�0) 

is called the integrator function. These functions have, respectively, a zero and a pole 

at the origin, and their magnitudes are, uj�y�0udB 5 20 log(�y�0) and u1y(j�y�0)udB 5 

220 log(�y�0). With a logarithmic frequency scale, these equations are of the type 

y 5 620x, that is, straight lines with a slope of 120 dB/decade (16 dB/octave) in 

the differentiator case, and 220 dB/decade (26 dB/octave) in the integrator case. 

These curves are shown in Fig. 6A.1. Since the two functions are the reciprocal of 

each other, the plot of one is obtained from the other by a simple refl ection about the 

0-dB axis. Both curves intersect the 0-dB axis at � 5 �0, so �0 is aptly called the 

unity-gain frequency.

Bode Plots 
To speed up drawing frequency plots by hand, Hendrik W. Bode (1905–1982) pro-

posed a piecewise linear approximation consisting of suitably sloped straight seg-

ments joined together at the various root frequencies. This technique assumes the 

approximations of Eqs. (6A.7) to be valid not only far away from a given root, 

but also in the vicinity of it. It turns out that this technique is quite adequate if the 

roots are widely spaced, say by a decade or more. Even if they aren’t, it still provides 

 valuable insight into the frequency behavior of a circuit.

To illustrate the technique, consider the function 

 a(  j�) 5 100   
(1 1 j�y1 0 1 )(1 1 j�y1 0 5 )

   ________________________________    
(1 1 j�y1 0 2 )(1 1 j�y1 0 3 )(1 1 j�y1 0 4 )

   (6A.8)

having a dc gain of 100, two zero frequencies at 101 and 105 rad/s, and three pole 

frequencies at 102, 103, and 104 rad/s. (For simplicity the roots have been assumed to 

have nicely rounded values, spaced a decade apart from each other.) To construct the 

FIGURE 6A.1 Frequency plots of the (a) differentiator j�y�0 and (b) integrator 

1y( j�y�0) functions. 
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668 Chapter 6 Frequency and Time Responses

Bode plot, start out at low frequencies and proceed toward high frequencies, stopping 

at each root to determine the slope of the next segment. 

● For � ! 101 rad/s (fi rst root), all numerator and denominator terms in Eq. (6A.8) 

satisfy Eq. (6A.7a), giving a(j�) > 100 5 40 dB. Bode’s approximation is to 

assume that this holds all the way up to the fi rst root of 101 rad/s, that is, for 

� # 101 rad/s (not just for � ! 101 rad/s). Consequently, the fi rst portion of the 

plot is a horizontal segment positioned at 40 dB.
● For 101 ! � ! 102 rad/s, the fi rst numerator term satisfi es Eq. (6A.7b) while 

all others still satisfy Eq. (6A.7a), giving a(j�) > 100 3 (j�y101). This is a 

differentiator function with a unity-gain frequency of � 5 101 rad/s, but shifted 

upwards by 40 dB, as per Eq. (6A.6a). The result is a segment with a slope of 

120 dB/dec. Bode’s approximation is to assume that this holds over the entire 

interval 101 # � # 102 rad/s, not just well away from its extremes. 
● Proceeding in similar manner, we can say that for 102 # � # 103 rad/s, the fi rst 

numerator and the fi rst denominator terms satisfy Eq. (6A.7b) while all others 

still satisfy Eq. (6A.7a). Consequently, a(j�) > 100 3 (j�y101)y(j�y102) 5 

1000 5 60 dB. This is again a horizontal segment but positioned at 60 dB.
● For 103 # � # 104 rad/s, the fi rst numerator term, and the second and third 

denominator terms satisfy Eq. (6A.7b) while all others still satisfy Eq. (6A.7a), 

so a(j�) > 100 3 (j�y101)y[(j�y102)(j�y103)] 5 1000y(j�y103). This is an 

integrator function with a unity-gain frequency of � 5 103 rad/s, but shifted 

upwards by 60 dB, as per Eq. (6A.6a). The result is a segment with a slope of 

220 dB/dec. 
● Likewise, for 104 # � # 105 rad/s we write a(  j�) > 1000y[(j�y103)(j�y104)], 

indicating that another integrator term has kicked in at � 5 104 rad/s, caus-

ing an additional 220-dB change in slope, for a net slope of 240 dB/dec over 

this frequency interval. We can say that over this frequency interval our transfer 

function exhibits double-integrator behavior.
● For � $ 105 rad/s, all numerator and denominator terms satisfy Eq. (6A.7b), 

thus giving, after simplifi cations, a(j�) > 1y(j�y105). This is again an integrator 

function, now with a unity-gain frequency of 105 rad/s. Above this breakpoint 

gain rolls off with frequency with a slope of 220 dB/dec. 

To get an idea of the errors incurred in using linearized magnitude plots, con-

sider the gain at � 5 101 rad/s (fi rst root). By Eq. (6A.2) we have

  u a(j10)u  5 100 √ 
_______________________________________

      
 [ 1 1 (10y1 0 1  ) 2  ]  [ 1 1 (10y1 0 5  ) 2  ] 

   ______________________________________    
 [ 1 1 (10y1 0 2  ) 2  ]  [ 1 1 (10y1 0 3  ) 2  ]  [ 1 1 (10y1 0 4  ) 2  ] 

     

 > 100 √ 
__

 2   5 (40 1 3) dB 5 43 dB

indicating that our linearized plot underestimates magnitude by 3 dB at the fi rst root 

frequency. Likewise, you can verify that ua(j102)u > 1000y √ 
__

 2   5 60 2 3 5 57 dB, 

indicating a 3-dB overestimate at the second root . A quick look at Fig. 6A.2 con-

fi rms that the piecewise linear approximation is fairly close to the exact plot, shown 

in shaded form. 
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The procedure for drawing linearized Bode plots can be speeded up consider-

ably as follows:

● Starting out at low frequencies, draw the low-frequency asymptote up to the fi rst 
nonzero root. This asymptote will be horizontal if the transfer function has no roots 

at the origin, or will have a slope of 620-dB/dec for each zero/pole at the origin. 
● As you move toward the right and hit a root frequency, change the present slope 

by either 120 dB/dec or by 220 dB/dec, depending on whether this root is, 

respectively, a zero (1) or a pole (2). 
● Proceed toward the right till all roots have been exhausted. 

As another example, consider the function 

 a(j�) 5 10   
j�(1 1 j�y1 0 3 )

   ________________________________    
(1 1 j�y1 0 1 )(1 1 j�y1 0 2 )(1 1 j�y1 0 4 )

   (6A.9)

To draw the linearized magnitude plot, proceed as follows: 

● At low frequencies all terms within parentheses reduce to unity, so the low-

frequency asymptote is a(j�) > 10j� 5 j�y1021. This is a differentiator func-

tion with a unity-gain frequency of � 5 1021 rad/s, so the asymptote is a straight 

line with a slope of 120 dB/dec and a 0-dB axis intercept at 1021 rad/s. 
● Coming from the left, draw this asymptote till you hit the fi rst nonzero root at 

101 rad/s. 
● Since 101 rad/s is a pole, change the present slope by 220 db/dec, that is, change 

it from 120 dB/dec to 120 2 20 5 0 dB/dec. This yields a horizontal segment 

till the next root at 102 rad/s. 
● Since 102 rad/s is a pole, change the slope from 0 to 220 dB/dec, and continue 

till the next root at 103 rad/s.
● Since 103 rad/s is a zero, change the slope from 220 dB/dec back to 220 1 

20 5 0 dB/dec, and continue till the next root at 104 rad/s.
● Since 104 rad/s is a pole, change the slope to 220 dB/dec, and draw the fi nal 

asymptote accordingly. The fi nal plot is shown in Fig. 6A.3.

FIGURE 6A.2 Linearized Bode plot for the gain of 

Eq. (6A.8). The shaded curves show the exact plot. 
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670 Chapter 6 Frequency and Time Responses

Impedance Plots 
Just like gain, impedances are plotted using logarithmic scales. However, imped-

ances are expressed in Ohms (not in dBs!), so while the horizontal axis is still marked 

in frequency decades (or octaves), the vertical axis is now marked in resistance de-

cades (or octaves). To give an idea, consider Fig. 6A.4a, showing the magnitude plots 

of the impedances 

  Z R  5 R 5 1 0 3  V   Z C  5   1 ____ 
j�C

   5   1 ______ 
j�1 0 26 

   5 2 j   1 0 6  ___ �  

The plot of uZRu (5R) is just a horizontal line positioned at 103 V, whereas that of 

uZCu (5 106/�) is a slanted line with a slope of 2(1 resistance-decade)/(frequency-

decade), or simply 21 dec/dec. Moreover, the two curves intersect each other at 

�0 5 1 krad/s. 

Knowing the individual plots of uZRu and uZCu, we fi nd it instructive to construct 

the magnitude plots of their series and parallel combinations Zs and Zp using mere 

FIGURE 6A.3 Linearized Bode plot for the gain 

of Eq. (6A.9) 
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FIGURE 6A.4 Magnitude plots of (a) the individual impedances ZR and ZC, (b) their series combination 

Zs 5 ZR 1 ZC, and (c) their parallel combination Zp 5 ZR//ZC. 
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inspection. To this end, recall that in a series combination the larger of the two im-

pedances dominates, whereas in a parallel combination the smaller of the two domi-

nates. We make the following observations: 

● At low frequencies, where uZCu @ uZRu, we have Zs > ZC and Zp > ZR. 
● At high frequencies, where uZCu ! uZRu, the opposite holds, namely, Zs > ZR and 

Zp > ZC. 
● The individual impedances exhibit equal magnitudes (51 kV in the example) at 

a special frequency that we shall call �0 (51 krad/s in the example), so this fre-

quency marks the breakpoint between the low-frequency and the high-frequency 

asymptotes. Imposing uZC(j�0)u 5 uZRu, or 1y(�0C) 5 R, we readily fi nd �0 5 

1y(RC) 5 1y(103 3 1026) 5 1 krad/s. At this frequency we have uZs(j�0)u5 R√2 

(51.414 kV in our example), and uZp(j�0)u5 Ry√2 (5 0.707 kV in the example). 

As an additional example, let us apply the above intuitive reasoning to plot the 

magnitude of the equivalent impedance Z presented by the network of Fig. 6A.5. 

First, plot the individual impedances as in Fig. 6A.6a. Then, starting at the low-

frequency end and gradually moving toward higher frequencies, construct the plot of 

uZu as in Fig 6A.6b, based on the following observations. 

● At suffi ciently low frequencies, where Z2 and Z4 act as open circuits, Z1 dominates. 
● Next, Z2 kicks in � 5 101 rad/s because uZ2u 5 uZ1u there. 
● Z2 dominates till � 5 103 rad/s, where Z3 kicks in and dominates till � 5 

105 rad/s. 
● At this fi nal point Z4 kicks in to dominate for the rest of the frequency spectrum. 

FIGURE 6A.5 An impedance network.
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FIGURE 6A.6 Magnitude plots of (a) the individual impedances of Fig. 6A.5, and (b) the 

overall equivalent impedance Z. 
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PROBLEMS 

6.1 High-Frequency BJT Model 

 6.1  A bipolar IC designer is using a planar pro-

cess with npn BJTs having Cje0 5 1.0 pF, 

�F 5 0.3 ns, and C�0 5 0.4 pF, and lateral pnp 

BJTs having Cje0 5 0.5 pF, �F 5 25 ns, and 

C�0 5 1.5 pF. Both devices have u�cu5 0.55 V and 

mc 5 1y2. 

  (a) Compare their fT s at IC 5 1 mA and base-

collector reverse voltages of 5 V, and comment. 

  (b) Repeat if IC is lowered to 0.01 mA, compare 

with (a), and comment.

 6.2 Suppose the BJT of Fig. P6.2 has C� 5 40 fF 

and its current gain � 5 IcyIb is measured at f 5 

500 MHz for two different dc-bias conditions. 

  (a) If it is found that u�u 5 13.5 at IC 5 1.0 mA, 

and u�u 5 9.2 at IC 5 0.25 mA, estimate Cje 

and �F. Assume these parameters are dc-bias 

independent and there are no high-level injec-

tion effects. 

  (b) What is the value of u�u at IC 5 0.1 mA and 

f 5 200 MHz? 

  Hint: exploit the constancy of the gain-bandwidth 

product. 

  FIGURE P6.2

1

2

vBEiB

iC

vCE

1

2

 6.3  (a) Sketch the high-frequency model of the pnp BJT 

of Fig. P6.3, and fi nd its element values if �0 5 

75, VA 5 50 V, �F 5 25 ps, rb 5 300 V, Cje0 5 

0.5 pF, �e 5 0.8 V, me 5 1y3, C�0 5 0.3 pF, �c 5 

0.6 V, and mc 5 1y2. What is the value of fT? 

  (b) How do the various element values change if 

the 4.3-kV resistance is increased to 10 kV? 

What is the new value of fT?

  FIGURE P6.3

�5 V

5 V

3.0 kV

4.3 kV

 6.4  An engineer is using the setup of Fig. P6.2 to char-

acterize a BJT. 

  (a) Given that with iB 5 0.8 �A the BJT gives iC 5 

100 �A for vCE 5 0.7 V, what is the value of �F? 

  (b) If raising vCE from 0.7 V to 5.7 V while keeping 

iB constant at 0.8 �A causes iC to change from 

100 �A to 110 �A, what is the value of VA? 

  (c) If it is found that with vCE 5 0.7 V the maxi-

mum fT achievable with this BJT is 8.0 GHz, 

what is the value of �F? What is the effective 

base width WB if Dn 5 10 cm2/s? 
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  (d) If it is found that with vCE 5 0.7 V fT 5 

4.0 GHz at iC 5 0.1 mA, what is the value of 

the sum (Cje 1 C�)? 

  (e) If raising vCE from 0.7 V to 5.7 V while 

adjusting iB so as to keep iC constant at 

100 �A causes fT to increase from 4.0 GHz 

to 4.30 GHz, what are the values of Cje0 and 

C�0? Assume Cje 5 2Cje0, �c 5 0.6 V, and 

mc 5 1y2. 

  ( f) Suppose the collector terminal is disconnected 

so as to leave only the B-E junction active. If it 

is found that with iB 5 100 �A the BJT gives 

vBE 5 650 mV and with iB 5 200 �A it gives 

vBE 5 700 mV, what is the value of rb? 

   Hint: by a well-known rule of thumb, dou-

bling iB should require only an 18-mV in-

crease in vBE. The additional voltage drop is 

due to iB fl owing through the bulk resistance 

rb appearing in series with the pn junction 

formed by the base and emitter regions. 

  (g) Sketch and label the high-frequency equiv-

alent of the BJT at the operating point 

Q(IC, VCE) 5 Q(0.5 mA, 3 V). 

 6.5  Let the BJT of Fig. P6.5 have rb 5 300 V, �0 5 

100, and fT 5 600 MHz. 

  (a) Assuming C� 5 0 and VA 5 `, sketch and 

label the high-frequency equivalent circuit. 

Hence, use physical insight to predict the as-

ymptotic values of Z in the limits f → 0 and 

f → `. 

  (b) Use the test method to obtain an expres-

sion for Z(f), put it in the standard form 

of Eq.  6A.1, and sketch and label the fre-

quency plot of uZ(jf)u (use logarithmic 

scales). What are the values of its zero and 

pole frequencies? 

  (c) Use physical insight to discuss how the above 

frequency plot will change if C� 5 0.5 pF. 

  Hint: the effect of C� Þ 0 is to introduce an ad-

ditional high-frequency pole, thus causing a 

21-dec/dec bend in the high-frequency asymptote 

(refer also to Appendix 6A). 

  FIGURE P6.5

1 mA

Z

6.2 High-Frequency MOSFET Model 

 6.6  (a) Show that if the capacitance (2y3)WLCox is 

much greater than all other parasitic capaci-

tances in a FET, then 

 f T(max)
  >   1.5 ___ 

�L
   √ 

______

   
 � n  I D 

 ______ 
2 C ox WL

    

   indicating that faster operation is achieved 

with small FETs operated at high currents. 

  (b) If �n 5 500 cm2/Vs and Cox 5 3.5 fF/�m2, 

estimate fT(max) for a FET with W/L 5 (10 �m)/

(1 �m) that is operating at ID 5 100 �A. 

  (c) Repeat part (b) if ID is doubled. 

  (d) Repeat part (b) if both W and L are halved, 

assuming everything else remains the same. 

 6.7 A CMOS IC designer is working with nMOSFETs 

characterized by k9 5 125 �A/V2 and 	 5 

(0.04 �m)/L V21. 

  (a) Assuming the designer wants to bias a particular 

device at ID 5 200 �A with VOV 5 0.25 V, what 

is the required value of W if L 5 1 �m? What is 

the value of the intrinsic gain aintrinsic 5 gmro? 

  (b) Given that Cox 5 2.5 fF/�m2, Lov 5 0.1L, and Cgb 5 

5 fF, what are the values of Cgs, Cgd, and fT? 

  (c) Dissatisfi ed with the estimated value of fT, the 

designer decides to reduce W to 1⁄4 of the value 

of part (a) so as to reduce Cgs, Cgd and thus 

raise fT. What is the required VOV to retain the 

same operating point at ID 5 200 �A? What 

are the new values of aintrinsic, Cgs, Cgd, and fT? 

Comment on your fi ndings. 

 6.8  (a) Find the operating point of the pMOSFET 

of Fig. P6.8 if k9 5 50 �A/V2, W 5 10 �m, 

L 5 1 �m, Vt0 5 20.5 V, 
 5 0.445 V1y2, 

2�n 5 0.6 V, and 	 5 0.05 V21. 

   Hint: assume 	 5 0 for dc analysis, and use 

iterations. 

  FIGURE P6.8
�5 V

5 V

8 kV

12 kV
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674 Chapter 6 Frequency and Time Responses

 6.11  The CE amplifi er of Fig. P6.11 utilizes the 

feedback-bias scheme. Assume the BJT is biased at 

IC 5 1 mA, and has �0 5 150, VA 5 75 V, rb 5 300 V, 

fT 5 500 MHz, and C� 5 0.3 pF. Estimate a0 and f23 dB 

if Rsig 5 1.0 kV, RC 5 10 kV, and RB 5 100 kV. 

  Hint: beware that both C� and RB are subject to the 

Miller effect. 

  FIGURE P6.11
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RB
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 6.12  (a) Show that as long as C� ! C�, the small-signal 

impedance Zc seen looking into the collector 

of the BJT of Fig. P6.12 can be modeled with 

the all-passive network shown at the right. 

What are the expressions for Rx, Cx, and Cy? 

   Hint: apply the test method to the high-

frequency equivalent of the circuit at the left, 

and exploit the condition C� ! C� to simplify 

your calculations. 

  (b) Calculate Rx, Cx, and Cy if the BJT has gm 5 

1y(40 V), �0 5 150, ro 5 100 kV, rb 5 300 V, 

fT 5 400 MHz, C� 5 0.45 pF, Cs 5 0.55 pF, and 

the input source has Rsig 5 2.0 kV. (c) Sketch 

and label the frequency plot of uZc(jf)u from 

1 kHz to 10 GHz (use logarithmic scales). 

   Hint: fi rst sketch and label the plot of the series 

combination of uZx(jf)u, where Zx 5 Rx 1 1ysCx. 

Next, use physical insight to assess the effect of 

adding ro in parallel. Finally, use again physical 

insight to assess the effect of adding Cy. 

FIGURE P6.12
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Cy ro
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  (b) Find the element values in the small-signal 

model of the MOSFET and show the fi nal 

circuit, given that Cox 5 3.6 fF/�m2, Lov 5 

55 nm, Csb0 5 Cdb0 5 25 fF, Cgb 5 5 fF, �0 5 

0.6 V, and m 5 0.5. (c) Estimate fT. 

 6.9  Let the diode-connected FET of Fig. P6.9 have 

Vt 5 0.5 V, �0 5 0.6 V, and m 5 0.5. 

  (a) Given that with ID 5 0.28 mA it gives VDS 5 

1.5 V, and with ID 5 1.20 mA it gives VDS 5 

2.5 V, what are the values of k and 	? 

  (b) Given that at (ID, VDS) 5 (0.28 mA, 1.5 V) 

the FET has Cgs 5 (2y3)WLCox 1 WLovCox 1 

Cgb 5 (30 1 2 1 3) fF and Cdb 5 5 fF, sketch 

and label its small-signal model. Hence, fi nd 

the small-signal impedance Z(jf), and sketch 

and label the frequency plot of uZ(jf)u using 

logarithmic scales. 

  (c) Repeat part (b), but for the case in which the 

FET is operated at (ID, VDS) 5 (1.20 mA, 2.5 V). 

   Hint: increasing VDS reduces both L and Cdb, 

so you can utilize the data of part (a) to calcu-

late the percentage reductions in L and in Cdb 

as VDS is raised from 1.5 V to 2.5 V.

  FIGURE P6.9
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VDS ID

6.3 Frequency Response of CE/CS Amplifi ers

 6.10  This problem investigates the frequency response 

of the CE amplifi er of Fig. 6.14a to a source with 

a high resistance Rsig. 

  (a) Show that if Rsig @ rb 1 r�, the low-frequency 

gain can be estimated as a0 > 2�0[(RC//ro)y
Rsig]. 

  (b) Show that if gm(RC//ro)C� @ C�, the 23-dB 

frequency can be estimated as f23 dB > 

1y[2��0(RC//ro)C�], and the gain-bandwidth 

product as GBP > 1y(2�RsigC�). 

  (c) Investigate the specifi c case of a BJT with 

�0 5 125, VA 5 75 V, rb 5 200 V, and 

C� 5 1.0 pF. Assume the BJT is biased at IC 5 

1 mA, and the external resistances are Rsig 5 

30 kV and RC 5 10 kV. Hence, sketch and 

label the Bode plot of gain, and comment on 

your results.
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  (b) Calculate Rx, Cx, and Cy if the FET has gm 5 

2.0 mA/V, ro 5 50 kV, Cgs 5 100 fF, Cgd 5 

10 fF, Cdb 5 20 fF, and the input source has 

Rsig 5 10 kV. (c) Sketch and label the fre-

quency plot of uZd(jf)u from 1 MHz to 10 GHz 

(use logarithmic scales). 

   Hint: fi rst plot the impedance uZxu 5 uRx 1 

1ysCxu. Next, use physical insight to assess 

the effect of adding ro in parallel. Finally, use 

again physical insight to assess the effect of 

adding Cy. 

FIGURE P6.15
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6.4 Frequency Response of Differential Amplifi ers 

 6.16 Shown in Fig. P6.16 is the ac equivalent of a bipo-

lar differential amplifi er driving a load consisting 

of RL and CL. Let the BJTs have gm 5 1y(50 V), 

�0 5 250, ro 5 120 kV, rb 5 250 V, fT 5 400 MHz, 

C� 5 0.45 pF, and Cs 5 1 pF. Moreover, let RB 5 

2.0 kV, RC 5 10 kV, RL 5 50 kV, and CL 5 4.5 pF. 

FIGURE P6.16
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 6.13  This problem investigates the frequency response 

of the CS amplifi er of Fig. 6.15a to a source with 

a low resistance Rsig, ideally Rsig → 0. 

  (a) Redraw the high-frequency equivalent of 

Fig.  6.15b, but with Rsig 5 0, and also add 

a load capacitance CL in parallel with RD 

for a more general analysis. Writing a node 

equation at the output node, show that 

   
 V o  ___ 
 V sig 

   5  a 
0
   
1 2 jfy f z  _______ 
1 1 jfy f p 

  , 

 where  a 
0
  5 2 g m ( R D // r o ),  f z  5   

 g m 
 _____ 

2� C gd 
  , 

 and  f p  5   1 ________________  
2�( R D // r o )( C gd  1  C L )

  

   indicating that the pole frequency is now es-

tablished by the net resistance and capacitance 

of the output (rather than the input) node. 

  (b) Investigate the specifi c case of a FET with 

gm 5 1.8 mA/V, ro 5 50 kV, and Cgd 5 0.5 pF, 

driving RD 5 10 kV and CL 5 2 pF. 

  (c) Sketch and label the Bode plot of gain, and 

estimate the GBP of this amplifi er. 

 6.14  The CS amplifi er of Fig. P6.14 utilizes the 

feedback-bias scheme. Assume the FET has gm 5 

1.5 mA/V, ro 5 50 kV, Cgs 5 2.0 pF, and Cgd 5 

0.2  pF. Estimate a0 and f23 dB, and the GBP if 

Rsig 5 100 kV, RD 5 10 kV, and RG 5 3.0 MV. 

  Hint: beware that both Cgd and RB are subject to 

the Miller effect.

  FIGURE P6.14
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 6.15  (a) Show that as long as Cgd ! Cgs, the small-

signal impedance Zd seen looking into the 

drain of the FET of Fig. P6.15 can be modeled 

with the network shown at the right. What are 

the expressions for Rx, Cx, and Cy? 

   Hint: apply the test method to the high-

frequency equivalent of the circuit at the left, 

and exploit the condition Cgd ! Cgs to simplify 

your calculations. 
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676 Chapter 6 Frequency and Time Responses

and label the magnitude plot of a(jf) and Zo(jf) 
for the follower of part (b) if C� 5 1 pF. As-

sume z� is negligible at the break frequency of 

each plot. Verify with PSpice.

 6.19  (a) Assuming C� 5 0, show that the voltage gain 

of the emitter follower of Fig. 6.30a has the 

pole-zero frequency pair 

 � pa  5   
( � 

0
  1 1) R 

2
  1  R 

1
  1  r � 
  ________________  

( R 
1
  1  R 

2
 ) r �  C � 

  

 � za  5   1 ____ 
 r e  C � 

  

   where R1 5 Rsig 1 rb and R2 5 RL//ro. 

   Hint: expand the gain expression of 

Eq. (6.60) and put it in the standard form of 

Eq. (6.63). 

  (b) Show that the impedance Zi has the pole-zero 

frequency pair

 � pi  5   1 ____ 
 r �  C � 

  

 � zi  5   
( � 

0
  1 1) R 

2
  1  r b  1  r � 

  ________________  
( r b  1  R 

2
 ) r �  C � 

  

  (c) Show that the impedance Zo has the zero-pole 

frequency pair

 � zo  5   1 ________ 
( R 

1
 // r � ) C � 

  

 � po  5   
( � 

0
  1 1) r o  1  R 

1
  1  r � 
  ________________  

( R 
1
  1  r o ) r �  C � 

  

   How do the above expressions simplify if �0 is 

large? 

 6.20  (a) Show that the impedance Zb seen looking 

into the base of the BJT of Fig. P6.20 can be 

modeled with the network shown at the right.

FIGURE P6.20

RE

RE@@ro

Zb

Zb

Rx

rb

Cx

C�

  (a) Use the half-circuit technique to fi nd the low-

frequency value as well as the zero frequency 

and the two pole frequencies of adm(jf). What 

is the GBP of this amplifi er? 

  (b) Use the half-circuit technique to estimate the 

low-frequency value as well as the zero fre-

quency of acm(jf) if REE 5 3 MV and CEE 5 

0.35 pF.

 6.17 Shown in Fig. P6.17 is the ac equivalent of a 

CMOS differential amplifi er driving a load con-

sisting of RL and CL. Let all FETs have gm 5 

2.5 mA/V,  5 0.2, ro 5 100 kV, fT 5 750 MHz, 

Cgd 5 30 fF, and Cdb 5 100 fF. Moreover, let RG 5 

3.0 kV, RD 5 20 kV, RL 5 75 kV, and CL 5 0.45 pF. 

  (a) Use the half-circuit technique to fi nd the low-

frequency value as well as the zero frequency 

and the two pole frequencies of adm(jf). What 

is the GBP of this amplifi er? 

  (b) Use the half-circuit technique to estimate 

the low-frequency value as well as the zero 

frequency of acm(jf) if RSS 5 1 MV and 

CSS 5 50 fF. 

FIGURE P6.17
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6.5 Bipolar Voltage and Current Buffers 

 6.18 (a) Show that if the emitter follower of Fig. 6.30a 

satisfi es the condition gm(Rsig 1 rb) 5 1, then, as 

long as C� 5 0, we have a` 5 a0 and Zo` 5 Zo0. 

  (b) Find the current to which the emitter follower 

of Example 6.11 has to be biased in order to 

achieve the condition of part (a). (c) Sketch 
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  FIGURE P6.23
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6.6 MOS Voltage and Current Buffers 

 6.24 (a) Derive the MOS buffer’s input-impedance 

characteristics of Eq. (6.72). 

  (b) Repeat, but for the output-impedance charac-

teristics of Eq. (6.74).

 6.25 (a) Sketch and label the frequency plot of uZo(jf) u 
for the source follower of Example 6.14a (use 

logarithmic scales). 

  (b) Repeat part (a), but for Rsig 5 100 V. (c) Re-

peat part (a), but for Rsig 5 1 kV. Compare the 

three cases, and comment. 

 6.26 (a) Assuming Cgb, Cgd, Csb are negligible com-

pared to Cgs, show that the input impedance 

Zi of the source follower of Fig. P6.26 can be 

modeled with RG in parallel with the series 

combination of a suitable capacitance Cx and 

resistance Rx, as shown. What are the expres-

sions for Cx and Rx? 

  (b) Find Cx and Rx if RG 5 100 kV and RS 5 2 kV, 

and the FET has k 5 4 mA/V2, 	 5 0.05 V21, 

 5 0.125, and Cgs 5 3 pF, and is biased at 

ID 5 2 mA. 

  (c) Sketch and label the frequency plot of 

uZi(jf)u from 100 kHz to 10 GHz (use logarith-

mic scales). 

  (d) Now consider the case Cgb 5 50 fF, Cgd 5 100 fF, 

and Csb 5 500 fF. To account for the presence 

of these capacitances, the model needs to be 

augmented with Cy and Cz, as shown. What 

does Cy model, and what is its value? What 

does Cz model, and what is its value? 

  (e) Discuss how Cy and Cz affect the plot of part (c). 

   Hint: fi nd Zi`. 

FIGURE P6.26
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   Hint: apply the test method to the high-fre-

quency equivalent of the circuit shown at the 

left, and express Zb as Zb 5 rb 1 [Rx//(1ysCx)] 1 

(RE//ro). Do this fi rst with C� 5 0, and then 

add C� to your circuit at the end. What are the 

expressions for Rx and Cx? 

  (b) Calculate all element values using the data of 

the emitter follower of Example 6.11.

 6.21 The BJT of Fig. P6.21 is a lateral pnp with VEB(on) 5 

0.7 V, �F 5 50, rb 5 250 V, VA 5 50 V, Cje 5 0.6 pF, 

C� 5 0.3 pF, and �F 5 15 ns. 

  (a) Assuming C� 5 0, fi nd the gain a(jf). 
  (b) Find the element values of the inductive net-

work modeling Zo(jf). 

  FIGURE P6.21

Vo

Vsig 1
2

Zo

�5 V

5 V

3.0 kV

10 kV

 6.22  The BJT in the current buffer of Fig. 6.35a has �0 5 

125 and C� 5 20 pF, and is biased at IC 5 2 mA. 

  (a) Assuming rb 5 0, sketch and label the fre-

quency plots of uasc(jf)u and uZi(jf)u from 

1 MHz to 10 GHz (use logarithmic scales). 

  (b) Repeat, but with rb 5 265 V. Compare and 

comment. 

 6.23  This problem investigates the CB confi guration 

as a voltage amplifi er. Assuming the collector 

in Fig. P6.23 is terminated on an ideal active 

load, sketch and label the magnitude plots of the 

voltage gain a(j�) 5 VoyVi and the impedances 

Zi(j�) and Zo(j�) if the BJT has gm 5 25 mA/V, 

r� 5 6 kV, ro 5 100 kV, C� 5 10 pF, C� 5 

0.25 pF, and Cs 5 0.5 pF. Assume rb 5 0 for 

simplicity. 

  Hint: write Zi 5 Zi1//Zi2, where Zi1 5 z� and Zi2 5 

Ri2 1 1y(sCi2) is the impedance presented to 

the driving source by the rest of the circuit. 

Obtain expressions for Ri2 and Ci2, and use the 

impedance plotting techniques described in 

Appendix 6A. 
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678 Chapter 6 Frequency and Time Responses

 6.30 This problem investigates the CG confi guration 

as a voltage amplifi er. Referring to the ac equiv-

alent of Fig. P6.30, and assuming gm 1 gmb 5 

0.35 mA/V, ro 5 40 kV, Cgs 1 Csb 5 750 fF, and 

Cgd 1 Cdb 5 150 fF, sketch and label the magni-

tude plots of the unloaded voltage gain VoyVi and 

the terminal impedances Zi and Zo. 

  Hint: write Zi 5 Zi1//Zi2, where Zi1 is the impedance 

of Cgs 1 Csb, and Zi2 is the impedance of Cgd 1 Cdb 

refl ected to the input. Hence, use the impedance 

plotting techniques described in Appendix 6A. 

  FIGURE P6.30
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6.7 Open-Circuit Time-Constant (OCTC) Analysis

 6.31  A student is experimenting with a certain amplifi er 

that has f23 dB 5 995 kHz, and wishes to fi nd exper-

imentally the contribution from the stray capaci-

tance Cxy and equivalent resistance Rxy between a 

specifi c pair of externally accessible nodes X and 

Y. Writing f23 dB 5 1y[2�(RxyCxy 1 �rest)], where 

�rest is the sum of the time constants due to the rest 

of the stray capacitances, the student decides to 

measure f23 dB under different loading conditions 

to indirectly fi nd Rxy and Cxy. 

  (a) If connecting an external capacitance Cext 5 

10 pF between nodes X and Y lowers the band-

width to f23 dB 5 612 kHz, what is the value of 

Rx? 

  (b) If the student connects in parallel with Cext also 

a resistance Rext 5 Rx (to avoid perturbing the 

dc operating conditions of the circuit, the stu-

dent uses a 0.1-�F capacitance in series with 

Rx) and fi nds that f23 dB 5 884 kHz, what is the 

value of Cx? What is the value of �rest? 

 6.32  Because of the distributed nature of rb, we can 

better approximate high-frequency BJT behav-

ior by splitting C� into two parts, as shown in 

Fig. P6.32. Assuming Rsig 5 1 kV, rb 5 300 V, 

�0 5 100, gm 5 1y(15 V), ro//RL 5 10 kV, C� 5 

10 pF, and C�1 5 C�2 5 0.5 pF, estimate f23 dB via 

OCTC analysis. Comment on your fi ndings, and 

specify under what conditions it is acceptable to 

lump C�1 with C�2.

 6.27  (a) Assuming Cgb, Cgd, Csb are negligible com-

pared to Cgs in the source follower of 

Fig. P6.27, fi nd Rx, Lx, and Ry if RG 5 5 kV and 

IBIAS 5 1 mA, and the FET has k 5 2 mA/V2, 

	 5 0.05 V21,  5 0.125, and Cgs 5 1 pF. 

  (b) Sketch and label the frequency plot of 

uZo(jf)u from 1 MHz to 100 GHz (use logarith-

mic scales). 

  (c) Use physical insight to discuss how the plot is 

affected if Cgb 5 Cgd 5 50 fF and Csb 5 100 fF. 

   Hint: fi nd Zo`. 

FIGURE P6.27
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 6.28 (a) For the MOS current buffer equivalent of 

Fig. 6.41b we can write Zo 5 Zo1//Zo2, where 

Zo2 is the impedance presented by Cgd 1 Cdb, 

and Zo1 5 Ro1 1 1y(sCo1) is the impedance 

presented by the rest of the circuit. Obtain 

expressions for Ro1 and Co1, and then prove 

Eq. (6.78). 

  (b) Assuming gm 1 gmb 5 0.5 mA/V, ro 5 20 kV, 

Cgs 1 Csb 5 450 fF, and Cgd 1 Cdb 5 100 fF, 

sketch and label the magnitude plots of Zo1(jf), 
Zo2(jf), and Zo(jf) using the impedance-plotting 

techniques of Appendix 6A. 

  (c) How does the plot of Zo(jf) change if the signal 

source, instead of being ideal, has a parallel 

resistance Rsig 5 30 kV? 

 6.29 The FET in the current buffer of Fig. 6.41a has 

k 5 2.5 mA/V2, x 5 0.1, Cgs 1 Csb 5 1 pF, and 

Cgd 1 Cdb 5 100 fF, and is biased at ID 5 1.25 mA. 

  (a) Sketch and label the frequency plot of uZi(jf)u 
assuming 	 5 0. 

  (b) Sketch and label the frequency plot of uZo(jf)u 
if 	 5 1y(20 V). 

  (c) Sketch and label the frequency plots of the 

current gain ua(jf)u for the cases RL 5 0 and 

RL 5 1.0 kV, compare and comment. 
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 6.35  This problem investigates the CB confi guration as 

an I-V converter. With reference to the ac equiva-

lent of Fig. P6.35, fi nd the low-frequency gain 

a0 5 voyisig and use OCTC analysis to estimate f23 dB 

if Rsig 5 RL 5 10 kV. Assume the BJT is biased at 

IC 5 0.5 mA and has �0 5 150, rb 5 250 V, VA 5 50 V, 

C� 5 10 pF, C� 5 0.25 pF, and Cs 1 CL 5 1 pF. 

  FIGURE P6.35
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 6.36  This problem investigates the CG confi guration 

of Fig. P6.36 as a voltage amplifi er and assumes 

ro Þ `. Find the low-frequency gain a0 5 voyvsig 

and use OCTC analysis to estimate f23 dB if Rsig 5 

3 kV and RL 5 30 kV. Assume the FET has gm 5 

1.25 mA/V, x 5 0.2, ro 5 15 kV, Cgs 5 250 fF, and 

Cgd 1 Cdb 5 100 fF. 

  FIGURE P6.36

Vo

Vsig

Rsig

1
2 RL

 6.37  Shown in Fig. P6.37 is the ac equivalent of a bipolar 

current mirror operating as a high-frequency current 

amplifi er. Since the emitter area of Q2 is four times 

that of Q1, the mirror provides a nominal gain of 

4 A/A. Draw the high-frequency small-signal equiv-

alent; then, assuming the diode-connected transistor 

Q1 is biased at 0.25 mA, fi nd the low-frequency gain 

a0 5 ioyii and use OCTC analysis to estimate f23 dB, 

given the following parameter values: �01 5 �02 5 

250, �F1 5 �F2 5 0.25 ns, Cje2 5 4Cje1 5 4 pF, C�2 5 

4C�1 5 1 pF, and Cs2 5 4Cs1 5 6 pF. Explain what 

makes this circuit a high-frequency type. 

  FIGURE P6.37
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FIGURE P6.32
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 6.33 Find the low-frequency gain a0 5 voyvsig and use 

OCTC analysis to estimate f23 dB for the feedback-

bias amplifi er shown in ac form in Fig.  P6.33, 

given that Rsig 5 1 kV, RF 5 100 kV, and ro//RL 5 

5 kV, and that the BJT has gm 5 1y(25 V), r� 5 

5 kV, C� 5 15 pF, C� 5 0.5 pF, and Cs 1 CL 5 

2 pF. Assume rb ! r�.

  FIGURE P6.33
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 6.34  Find the low-frequency gain a0 5 voyii and use 

OCTC analysis to estimate f23 dB for the I-V 

converter of Fig. P6.34 assuming k 5 2 mA/V2, 

	 5 0.04 V21, Cgs 5 1 pF, Cgd 5 0.1 pF, and 

Cdb 1 CL 5 1 pF. 

  FIGURE P6.34
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  FIGURE P6.40
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 6.41  Find the low-frequency gain a0 5 voyvsig and use 

OCTC analysis to estimate f23 dB for the BiCMOS 

folded-cascode circuit of Fig. P6.41 if Rsig 5 10 kV 

and RL 5 100 kV. Assume both transistors are bi-

ased at 0.25 mA and have fT 5 400 MHz. More-

over, Mn has k 5 1.28 mA/V2, 	 5 1y(15 V), and 

Cgd 5 Cdb 5 25 fF, and Qp has �01 5 200, VA 5 

50 V, C� 5 Cs 5 0.25 pF. 

  FIGURE P6.41
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6.9 Frequency and Transient Responses of Op Amps 

 6.42  If the gain of a constant-GBP op amp has a mag-

nitude of 80 dB at f 5 10 Hz and a phase angle 

of 2588 at f 5 320 Hz, estimate a0, fb, ft, and the 

GBP. What are the gain magnitude and phase at 

f 5 440 Hz?

 6.43  (a) Discuss how a fabrication process variation of 

610% in the 741’s second-stage loaded gain 

a20 5 Gm2(Ro2//Ri3) affects the overall param-

eters a0, fb, ft, and SR. 

  (b) Repeat, but for a 610% variation in Cc. 

 6.44  A certain constant-GBP op amp consists of two 

inverting stages with individual dc gains of 

2Gm1R1 and 2Gm2R2, and is Miller compensated 

via a capacitance Cc across the second stage. 

  (a) If the differential input pair is biased at I1 5 

50 �A and the op amp has SR 5 5 V/�s, fi nd Cc. 

  (b) If in voltage-follower operation the small-

signal transient response is governed by the 

 6.38  (a) Shown in Fig. P6.38 is the ac equivalent of 

a MOS current mirror operating as a high-

frequency current amplifi er. Since the channel 

width of M2 is fi ve times that of M1, the mirror 

provides a nominal gain of 5 A/A. Draw the 

high-frequency small-signal equivalent; then, 

assuming the diode-connected transistor M1 is 

biased at 0.2 mA, fi nd the low-frequency gain 

a0 5 ioyii and use OCTC analysis to estimate 

f23 dB, given the following parameter values: 

k2 5 5k1 5 12.5 mA/V2, 	2 5 	1 5 0.05 V21, 

Cgs2 5 5Cgs1 5 1 pF, Cgd2 5 5Cgd1 5 200 fF, 

Cdb2 5 5Cdb1 5 50 fF. Explain what makes this 

circuit a high-frequency type. 

  (b) Repeat, if M2’s drain is terminated on a load RL 5 

2 kV. Compare with part (a), and comment.

  FIGURE P6.38
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 6.39  Reconsider the EC pair of Example 6.9, but with 

the inclusion of a pair of degeneration resistances 

RE1 5 RE2 5 200 V in series with the emitters, 

in the manner of Fig. P4.44. Assuming the dc 

bias conditions and the values of the internal ca-

pacitances are unaffected by the addition of RE1 

and RE2, use OCTC analysis, along with half-

circuit techniques, to investigate how the inclu-

sion of degeneration affects adm(jf) acm(jf), and 

uadm(jf)yacm(jf)u. Compare with the example, and 

comment. 

6.8 Frequency Response of Cascode Amplifi ers 

 6.40  Find the low-frequency gain a0 5 voyvsig and use 

OCTC analysis to estimate f23 dB for the BiCMOS 

folded-cascode circuit of Fig. P6.40 if Rsig 5 

2 kV and RL 5 100 kV. Assume both transistors 

are biased at 0.5 mA and have fT 5 500 MHz. 

Moreover, Qn has �01 5 250, VA 5 50 V, rb 5 

250  V, and C� 5 Cs 5 0.25 pF, and Mp has 

k 5 2.25 mA/V2, 	 5 1/(20 V),  5 0.2, and Cgd 5 

Cdb 5 50 fF. 
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 6.48  An IC designer is considering the folded-cascode 

op amp of the type of Fig. 5.16 under the follow-

ing constraints: IBIAS 5 1.2ISS, and all FETS must 

operate with the same overdrive voltage VOV. The 

op amp is to have a dc gain of 7,500 V/V and a 

slew rate of 20 V/�s for a 6-pF output load. 

  (a) If 	n 5 	p 5 1y(22 V), fi nd VOV, ISS, and IBIAS 

(for simplicity ignore the body effect and as-

sume 	 5 0 in the course of dc calculations). 

  (b) What is the GBP for the given load? 

  (c) What happens if CL is doubled? 

6.10 Diode Switching Transients 

 6.49  Because of its dependence on vD, the junction capac-

itance Cj is nonlinear. To simplify the calculations it 

is often convenient to work with the equivalent ca-
pacitance Cj(eq) that, in response to a voltage change 

DVD 5 VD2 2 VD1, displaces the same amount of 

charge DQj 5 Qj(VD2) 2 Qj(VD1) as Cj, or

D Q j  5  C j(eq)
 D V D  5  ∫ 

 V D1
 
  

 V D2
 

  C j ( v D )d v D   

  (a) Calculate the above integral using Eq. (6.118), 

and show that 

 C j(eq)
  5   

2 C j0  � 
0
 
  __________________  

( V D2
  2  V D1

 ) 3 (1 2 m))
   

3  [   ( 1 2   
 V D2

 
 ___ 

 � 
0
 
   )  

12m

  2   ( 1 2   
 V D1

 
 ___ 

 � 
0
 
   )  

12m

  ] 
  (b) With reference to Fig. 6.68, calculate Cj(eq) 

for vD changing from VD1 5 22 V to VD2 5 

10.6 V, and compare with the approximation 

Cj > Cj0 made in the text. 

 6.50  (a) To what value must we lower VR in Fig. 6.68 if 

we want to halve the storage time tS? 

  (b) Suppose we reduce the duration of the pulse 

of Fig. 6.68 so that vS switches from VF back 

to VR at t2 5 15 ns (instead of t2 5 50 ns, as 

shown). Recalculate the storage time tS and 

comment. 

 6.51  In Fig. P6.51 let R 5 3 kV and let the diode have 

VD(on) 5 0.7 V. Suppose vS in Fig. P6.51a, after hav-

ing been at 14 V for a suffi ciently long time, is 

switched to 24 V, and the storage time is measured 

to be 25 ns. If D and R are swapped as shown in 

Fig. P6.51b and vS, after having been at 15 V for a 

long time, is switched to 25 V at t 5 0, sketch and 

label vS and vO vs. time for t $ 0 and comment (for 

simplicity assume Cj 5 constant 5 5 pF).

time constant � 5 40 ns, fi nd the step magni-

tude Vm(onset) corresponding to the onset of SR 

limiting. 

  (c) If the overall dc gain is a0 5 100 dB, fi nd fb as 

well as the equivalent resistance Req seen by Cc. 

  (d) If the dc gain of the second stage is 1.6 times as 

large as that of the fi rst stage, fi nd the effective 

capacitance resulting from the Miller effect, as 

well as the fi rst-stage parameters Gm1 and R1. 

 6.45 A two-stage CMOS op amp of the type of 

Fig.  5.13 has Cc 5 2 pF and is fabricated in a 

process characterized by   k9   p  5 65 �A/ V 2 , 	n 5 

0.02 V21, and 	p 5 0.05 V21. If SR 5 40 V/�s 

and ft 5 25 MHz, fi nd the bias current ISS of the 

SC input pair, the overdrive voltage VOV and the 

WyL ratio of the individual SC transistors, and 

the 1st-stage dc gain a10.

 6.46  (a) A student is characterizing the folded-cascode 

op amp of Fig. 5.16 using an oscilloscope. If 

loading the output node with a capacitance CL 5 

3 pF causes SR to drop from 60 V/�s to 

24 V/�s, fi nd the differential input pair’s bias 

current ISS as well as the stray output-node 

capacitance Co. 

  (b) If loading the output with a resistance RL 5 

10 MV causes the dc gain a0 to drop from 

5000 V/V to 2500 V/V, fi nd the output 

resistance Ro. 

  (c) Find the overdrive voltage VOV of the 

differential-pair transistors, the corner fre-

quency fb, and the GBP for the unloaded case. 

  (d) Find a0, GBP, and SR if the amplifi er is loaded 

with CL 5 2 pF. 

  (e) Repeat part (d), but for the case of a load RL 5 

15 MV. 

  (f) Repeat part (d), but for the case in which the 2-pF 

and 15-MV loads are present simultaneously. 

 6.47  Suppose that because of some design error the 

folded-cascode op amp of Example 5.4 is fabri-

cated with W9 5 W10 5 24 �m instead of 40 �m. 

  (a) Assuming Cc 5 2.5 pF, discuss how this error 

affects a0, fb, and ft, compare with Example 

6.23b, and comment. 

  (b) Find all drain currents during positive SR lim-

iting (vP @ vN), compare with Exercise 6.6b. 

  (c) Repeat (b), but for negative SR limiting 

(vP ! vN), and compare. 

  (d) Discuss the main functional difference be-

tween the correct and the erroneous circuit. 
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FIGURE P6.53
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 6.54  Let the BJT of Fig. P6.53a have VBE(sat) 5 0.7 V, 

VCE(EOS) 5 0.2 V, VCE(sat) 5 0.1 V, and �F 5 75. 

Moreover, let VCC 5 5V, VBB 5 22 V, R1 5 10 kV, 

R2 5 20 kV, and RC 5 1.2 kV. 

  (a) If vS, after having been at 5 V for a long time, 

is switched to 0 V and the storage time is 

tS 5 30 ns, fi nd the time constant �S. 

  (b) We can make tS → 0 by adding a capacitance 

C as in Fig. P6.53b and adjusting it to the 

value CEOS that, as vS switches from 5 V to 0 V, 

will pull out of the base the charge QS needed 

to bring the BJT right to the EOS. What is the 

required CEOS? 

  (c) Find tS if C is made equal to CEOSy2.

 6.55  The circuit of Fig. P6.55, known as Baker clamp 

and much in use before SBDs became more pop-

ular, uses two regular diodes to prevent the BJT 

from saturating. Assuming VBE(on) 5 VD(on) 5 0.7 V, 

fi nd all voltages and current in the circuit for 

vS 5 0 V and vS 5 5 V.

  FIGURE P6.55
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 6.52  In Fig. P6.52 let R 5 2 kV and v2 5 2.5 V, and let 

the diode have VD(on) 5 0.7 V and �F 5 20 ns. 

  (a) If v1, after having been at 0 V for a long time, 

is switched to 15 V at t 5 0, sketch and label 

v1 and vO vs. time for t $ 0 and comment (for 

simplicity assume Cj 5 constant 5 5 pF). 

  (b) Repeat part (a), but for the case in which v1 is 

switched to 12.5 V (instead of 15 V). 

  FIGURE P6.52
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6.11 BJT Switching Transients

 6.53  Suppose the BJT of Fig. P6.53 has �F 5 2 ns, 

Cje0 5 5 pF, �e 5 0.8 V, me 5 0.33, Cjc0 5 1 pF, 

�c 5 0.75 V, mc 5 0.33, VBE(EOC) 5 0.6 V, and 

VCE(EOS) 5 0.2 V. Moreover, let VCC 5 2VBB 5 5V, 

R1 5 3 kV, R2 5 10 kV, and RC 5 1 kV. 

  (a) If vS in P6.53a, after having been at 0 V for a 

long time, is switched to 15 V, fi nd the time 

tEOC it takes to bring the BJT to the EOC (use 

the formula of Problem 6.49 to calculate Cje(eq) 

and Cjc(eq)). 

  (b) We can make tEOC → 0 by adding a capaci-

tance C as in Fig. P6.53b and adjusting it to 

the value CEOC that, as vS switches from 0 V to 

5 V, will inject into the base the charge needed 

to bring the BJT right to the EOC. What is the 

required CEOC? 

  (c) In fact, we can go one step further, and in-

crease the capacitance to the value CEOS that 

will bring the BJT from CO, through the 

FA region, right to the EOS. What is the re-

quired CEOS? 
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 6.58  (a) Shown in Fig. P6.58 are three CMOS invert-

ers connected to form a ring. Sketch v1, v2, and 

v3 vs. time (for simplicity assume approxi-

mately triangular waveforms), and verify that 

the circuit oscillates (hence the name ring 
oscillator). Find a relationship between the 

frequency of oscillation fosc and the average 

propagation delay tP of each gate. 

  (b) What happens if a fourth inverter is inserted 

in the loop? What if the number of inverters is 

fi ve? What conclusions do you draw? 

  (c) If it is found that loading the gates with three 

external capacitances C1 5 C2 5 C3 5 2 pF as 

shown in shaded form causes fosc to drop from 

300 MHz to 100 MHz, estimate the net stray 

capacitance Cstray of each node as well as the av-

erage current supplied by each gate to charge/

discharge Cstray during consecutive half periods. 

  (d) Estimate the frequency of oscillation if the 

circuit drives an external 5-pF capacitive load 

connected to v3. Compare with PSpice and 

comment.

   FIGURE P6.58
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 6.56  The BJT in Fig. P6.56 is designed to operate 

within the FA region, where DvBE is small enough 

that we can ignore DQje. Moreover, R3 is made de-

liberately small so that DvBC is also small enough 

that we can ignore DQjc. Under these conditions, 

Eq. (6.128) simplifi es as iB 5 QFy�BF 1 dQFydt. 
  (a) Given that in response to a 1-V input step the 

circuit yields an exponential transient with a 

0.1-V magnitude, fi nd �F, VOH, and VOL. 

  (b) Suppose we now add a capacitor and adjust 

its value until the output transition becomes 

the perfect step shown in shaded form. If this 

occurs for C 5 2 pF, fi nd �BF and �F. 

  (c) Sketch and label vO vs. time if C is lowered to 

1 pF. (d) Repeat part (c) if C is raised to 3 pF. 

  (d) Sketch and label vO vs. time if C 5 2 pF and R1 

is removed from the circuit. 

FIGURE P6.56
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6.12  Transient Response of CMOS Gates and Voltage 

Comparators 

 6.57  If the CMOS inverter of Fig. P6.57 has the cur-

rent transfer curve shown at the right, estimate tPHL 

and tPLH under the assumption that all stray capaci-

tances can be modeled with Ceq 5 1 pF. 

FIGURE P6.57
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 6.61  The biCMOS inverter of Fig. P6.61 takes advan-

tage of the best of both technologies (high input 

impedance of MOSFETs and high current-drive 

capabilities of BJTs) to handle large capaci-

tive loads. As vI is switched to 0V, M1 pulls Q1’s 

base to 5 V, giving VOH > 5 2 0.7 5 4.3 V. At 

the same time, M4 pulls Q2’s base to 0 V to rap-

idly turn it off. As vI is switched to 5 V, M2 pulls 

Q1’s base to 0 V to rapidly turn it off. At the same 

time, M3 turns Q2 on in Darlington fashion while 

also clamping its collector at VOL 5 VBE2 1 VDS3 > 

0.7 1 0 5 0.7 V, thus preventing it from saturat-

ing. Assuming the FETs have Vt 5 1 V and k 5 

100 �A/V2, and the BJTs have VBE(on) 5 0.7 V and 

�F 5 75, estimate tPLH and tPHL for CL 5 25 pF.

  FIGURE P6.61

5 V

CL

vO

vI
1
2

Q1

Q2

M1

M2

M3

M4

 6.59 For the inverter of Fig. P6.59, known as a pseudo 

CMOS inverter, fi nd VOH, VOL, tPLH and tPHL for 

Ceq 5 0.75 pF. Assume Vtn 5 2Vtp 5 0.5 V, kn 5 

6.25kp 5 500 �A/V2, and 	n 5 	p 5 0. Comment. 

  FIGURE P6.59
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Mp

Mn Ceq

1
2

3 V

 6.60  Let the FETs of the NAND gate of Fig. P6.60 have 

Vtn 5 2Vtp 5 0.6 V, kn 5 2.5kp 5 100 �A/V2, and 

	n 5 	p 5 0. Assuming that all stray capacitances 

can be modeled with Ceq 5 1 pF, estimate the 

propagation delays for the following cases: 

  (a) A and B are switched from 0 V to 3 V 

simultaneously. 

  (b) A is switched from 0 V to 3 V while B is al-

ready at 3 V. 

  (c) A and B are switched from 3 V to 0 V 

simultaneously. 

  (d) B is switched from 3 V to 0 V while A is kept 

at 3 V. Explain the differences. 

  FIGURE P6.60
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F eedback in electronics refers to the situation whereby a signal derived from the 

output port of an amplifi er is returned to the input port, where it is combined 

with the externally applied input signal to create a new signal to be processed 

by the amplifi er itself. The most common forms of combination are addition and sub-

traction. When the feedback signal is added to the external signal, we have positive 
feedback, and when it is subtracted we have negative feedback. 

In positive feedback the returned signal is designed to reinforce the input signal 

in such a way as to deliberately drive the amplifi er in saturation. Also referred to as 

regenerative feedback, it is used in the synthesis of digital circuits such as fl ip fl ops 

and Schmitt triggers. 

In negative feedback the returned signal is designed to oppose (rather than rein-

force) the input signal, this being the reason why it is also referred to as degenera-
tive feedback. This type of feedback is far more interesting than positive feedback 

because of the many potential advantages it offers. First, it tends to stabilize the gain
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686 Chapter 7 Feedback, Stability, and Noise

against parameter variations and drift of the components making up the amplifi er 

itself. Second, it tends to reduce distortion as well as certain types of noise. Third, 

it can be used to control the input and output resistances in such a way as to reduce 

the unwanted effects of loading. Finally, it can be exploited to control the ampli-

fi er’s dynamics, like extending the bandwidth (broadbanding) and speeding up its 

transient response. 

Like many inventions, negative feedback comes with a price and a risk: 

● As we move along we’ll see that in order to fully realize the benefi ts available 

from this type of feedback we need to start out with a much higher gain than that 

fi nally demanded by the application at hand. (The student who has been exposed 

to the operational amplifi er, the most popular amplifi er type intended for negative-

feedback operation, already knows this.) However, in today’s integrated-circuit 

technology, high-gain amplifi ers such as op amps are manufactured readily and 

inexpensively, so price is generally not much of an issue. 
● Far more serious is the fact that negative feedback poses the risk of oscillation. 

As the signal propagates through the amplifi er, it experiences unavoidable de-

lays, collectively referred to as phase lag. If, by the time it returns to the input, 

the signal has acquired a shift of 21808, feedback turns from negative to posi-

tive. Moreover, if the signal is at least as strong as when it started out, feedback 

becomes regenerative, resulting in high-frequency oscillation. Though this effect 

is exploited on purpose in the design of oscillators, it is otherwise undesirable as 

it may render a circuit totally useless. Mercifully, a variety of techniques have 

been developed to tame unwanted oscillations. Generally known as frequency 
compensation techniques, they constitute one of the most fascinating aspects of 

systems theory as applied to electronics and control. 

Negative feedback was conceived in 1928 by Harold Black in his quest to re-

duce distortion in telephone repeaters. For instance, when using a gain-of-ten volt-

age amplifi er, we expect the circuit to respond to a given input vI with the output 

vO 5 10vI. In practice, due to the nonlinearities of the devices making up the amplifi er 

(vacuum tubes then, transistors today), such a relationship holds only in small-signal 

operation. In large-signal operation an amplifi er generally yields a much-distorted 

output, as we have already seen when transistor amplifi ers are being overdriven as in 

Sections 2.5 and 3.6. We can model this situation by regarding the actual output as 

consisting of the desired component 10vI plus an unwanted component (or noise) vU, 

 vO 5 10vI 1 vU

In his attempt to reduce vU, Harold Black reasoned that if (a) we take a fraction of 

the actual output equal to the reciprocal of the desired gain, or (1y10)vO in the pres-

ent example, (b) we subtract this fraction from the input to create a new signal vE 

(subsequently named error signal)

  v E  5  v I  2   1 ___ 
10

   v O  5  v I  2   
10 v I  1  v U 

 ________ 
10

   5   
2 v U 

 ____ 
10

  

(c) we feed this new signal vE to the amplifi er (now renamed error amplifi er), and 

(d) we substantially increase the gain (now called open-loop gain) so that the amplifi er 
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  Chapter Highlights 687

can sustain vO with a vanishingly small vE, (or vE → 0), then also vU (5 210vE) 

will be small, resulting in the virtual elimination of the distortion vU from the output 

to give 

 vO → 10vI 

It is fascinating that such a terse and disarmingly simple line of reasoning would 

result in one of the most important inventions of electronics! 

Like other revolutionary inventions, negative feedback wasn’t immediately ac-

cepted by the engineering community because of the risk of oscillation that it posed. 

However, once this risk became better understood and suitable cures were developed 

to tame unwanted oscillations, negative feedback became a cornerstone not only in 

electronic circuit design, but also in such disparate disciplines as automatic control 

and modeling of biological systems. The student has already been exposed infor-

mally to negative feedback in a variety of different situations: op amp circuits use 

negative feedback; the feedback bias technique stabilizes dc biasing for transistors; 

emitter/source degeneration is a negative-feedback example designed to stabilize 

gain against transistor parameter variations. After our informal exposure to negative 

feedback, we are now ready to tackle it in a thorough and systematic fashion. 

CHAPTER HIGHLIGHTS

The chapter begins with basic negative-feedback concepts and terminology, empha-

sizing the loop gain as a central parameter of a negative feedback system. The cura-

tive properties of feedback are illustrated in a variety of situations such as distortion 

reduction, noise reduction, and broadbanding. 

Next, the chapter introduces the four basic negative-feedback topologies and 

discusses the effect of feedback on gain as well as the input and output resistances. 

Prerequisite courses have already exposed the student to negative feedback via oper-

ational amplifi ers, if only informally. This is the right juncture to capitalize on basic 

op-amp background and expand it to illustrate the different feedback topologies in a 

more systematic fashion. 

In real-life feedback circuits the basic amplifi er and the feedback network tend to 

load each other, so we need suitable methods to investigate the various topologies in 

the presence of loading. The fi rst such method, known as two-port analysis, is illus-

trated via a variety of circuit examples, ranging from full-blown op amps and current-

feedback amplifi ers, to multi-transistor confi gurations, to single-transistor stages (the 

student will fi nally be able to appreciate the stabilizing effect of already familiar single-

transistor feedback schemes such as emitter/source degeneration and feedback bias). 

A powerful alternative to two-port analysis, known as return-ratio analysis, is 

also illustrated in a variety of circuit examples. Directly related to this type of analy-

sis are Blackman’s impedance formula and injection methods, which are particularly 

useful in laboratory measurements and in the course of computer simulations.

The chapter progresses to the study of stability and frequency compensation 

techniques. After introducing graphical as well as experimental and computer tools to 

assess the stability of a negative-feedback circuit, the chapter investigates the internal 
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688 Chapter 7 Feedback, Stability, and Noise

frequency compensation of the most common op amps discussed in Chapter 5: the 

bipolar 741-type op amp, and the two-stage and cascode CMOS op amps.

The chapter concludes with noise in integrated circuits. After an introduction to 

basic noise properties, analytical tools, and noise types, the noise models of diodes and 

transistors are discussed. The chapter ends with the noise analysis of important circuit 

confi gurations such as op amp circuits and differential pairs, both bipolar and CMOS. 

The chapter makes abundant use of PSpice both as a verifi cation tool for pa-

per-and-pencil calculations and as a software oscilloscope to display critical wave-

forms, especially when investigating the curative properties on distortion, the 

complex issues of stability and frequency compensation, or understanding the noise 

performance of a circuit. 

7.1 NEGATIVE-FEEDBACK BASICS

Figure 7.1 shows the structure of a negative feedback system. Its main ingredients 

are an error amplifi er and a feedback network. The system receives an external input 
signal si (which in an electronic circuit is typically a voltage or a current) and pro-

duces in turn an output signal so (again, a voltage or a current). The feedback network 

senses so to produce a scaled version of it, called the feedback signal sf , such that 

  s f  5 b s o  (7.1)

where b is called the feedback factor. The feedback signal is then fed to an input 

summer, where it is subtracted from the input signal to produce a signal called the 

error signal s�,

  s �  5  s i  2  s f  (7.2)

This, in turn, is fed to the error amplifi er, thus closing a signal-propagation loop 

around the amplifi er. 

As implied by Eq. (7.2), the aim of negative feedback is to reduce the input sig-

nal si to a smaller signal s�. Were we to add (rather than subtract) sf to si, then s� would 

be greater than si. After undergoing further magnifi cation by the amplifi er, the signal 

would return to the summer even greater, continuously feeding upon itself until the 

FIGURE 7.1 Block diagram of a 

negative-feedback circuit. 

S a

b

so
1

2

si

s�

sf

Error amplifier

Feedback network
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  7.1 Negative-Feedback Basics 689

amplifi er is ultimately driven in saturation. Aptly called positive feedback, this form 

of feedback is used in the synthesis of highly nonlinear circuits such as fl ip fl ops and 

Schmitt triggers. This chapter will deal with negative feedback only. 

We now wish to obtain a relationship between the system’s output so and input 

si. By defi nition, the error amplifi er yields 

  s o  5 a s �  (7.3)

where a is the amplifi er’s gain. Were we to break the feedback loop to make sf 5 0, 

then the amplifi er would yield so 5 asi, indicating that a is the gain by which si would 

be magnifi ed in the absence of any feedback loop. Consequently, a is called the open-
loop gain. Combining the above equations, 

 so 5 a(si 2 sf) 5 a(si 2 bso)

Collecting and solving for so gives

  s o  5 A s i  (7.4)

where 

 A 5   a ______ 
1 1 ab

   (7.5)

is the gain by which the overall negative-feedback system amplifi es the input si. 

Aptly called the closed-loop gain, A (5soysi) should not be confused with the open 

loop gain a (5soys�). In fact, to underscore the distinction, we shall use upper-case 
letters to indicate closed-loop parameters, such as gain and (later) input and output 

resistances (A, Ri, Ro), and lower-case letters to indicate the parameters of the basic 

error amplifi er, aptly called open-loop parameters (a, ri, ro). 

As a signal propagates around the loop, starting, say, at the amplifi er’s input, it 

undergoes fi rst magnifi cation by a as it goes through the amplifi er, then attenuation 

by b as it returns through the feed-back network, and fi nally inversion (2) as it goes 

through the summer Σ. The overall gain around the loop is thus 2ab. The negative of 

this overall gain is (somewhat improperly) called the loop gain L, 

 L 5 ab  (7.6)

As we shall see, L plays a central role in a feedback system. Manipulating Eq. (7.5) as 

 A 5   1 __ 
b
     ab ______ 
1 1 ab

   5   1 __ 
b
     1 __________ 
1 1 1y(ab)

  

allows us to express the closed-loop gain in the insightful alternative form

 A 5   1 __ 
b
   3   1 _______ 

1 1 1yL
   (7.7)
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690 Chapter 7 Feedback, Stability, and Noise

Of particular interest is the condition L @ 1, for then Eq. (7.7) can be approximated as 

 A >   1 __ 
b
   ( 1 2   1 __ 

L
   )  >   1 __ 

b
   (7.8)

This result alone underscores two of the most important benefi ts accruing from the 

use of negative feedback under the condition L @ 1, namely: 

● The closed-loop gain A is virtually independent of the open loop gain a. This 

is highly desirable as the open-loop gain a is usually an ill-defi ned parameter 

that depends on the parameters of the transistors making up the amplifi er. As 

we know, these parameters vary with the dc biasing conditions, drift with tem-

perature and time, and vary from device to device due to fabrication process 

variations. 
● We can tailor A to a wide variety of applications by a suitable choice of the feed-

back network. This network is usually implemented with passive components 

such as resistors and capacitors. By using components of adequate quality, we 

can make A as predictable, accurate, and stable as needed.

If we regard 1yL as an error term in Eq. (7.8), it is apparent that L gives a mea-

sure of how close the actual gain A is to the ideal gain 1yb. Specifi cally, the larger 

L the better. Since L 5 ab, it follows that to ensure a suitably large L for a given 

b we need an amplifi er with an adequately high gain a. In other words, we need 

to start out with a high open-loop gain a to achieve a much lower but much more 

stable and predictable closed-loop gain A. Since gain drops from a to ay(1 1 L), 

we are in affect throwing away gain by the amount of feedback (1 1 L). Consider-

ing the benefi ts as well as the fact that modern integrated circuit (IC) technology 

allows for high gains to be achieved readily and inexpensively, this price is well 

worth paying.

As we move along, we shall refer to the limit L → ` as representing the ideal 
situation. The corresponding closed-loop gain is then

  A 
ideal

  5  lim   
T→`

    A 5   1 __ 
b
   (7.9)

Though the ideal condition is physically unattainable, a circuit designer will strive 

to approach it within a specifi ed degree of accuracy by ensuring an adequately high 

loop gain L, and hence, by using an amplifi er with a correspondingly high open-loop 

gain a (5Lyb). 

 (a) An engineer is asked to design a voltage amplifi er having a closed-loop gain 

of 10 V/V with an error of 1% or less. What values of a and b are needed? 

What is the resulting value of A?

 (b)  To be on the safe side, the engineer decides to use an amplifi er with a gain a ten 

times as large as that calculated in part (a). What is the resulting value of A?

EXAMPLE 7.1
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Solution
 (a) Impose 10 V/V 5 1yb, or b 5 0.1 V/V. For a 1% error we need 1yL 5 1y100, 

so a 5 Lyb 5 100y0.1 5 1000 V/V. Moreover, A > (1yb) 3 (1 2 1yL) 5 

10(1 2 1y100) 5 9.9 V/V.

 (b)  Now L 5 1000, so A > 10(1 2 1y1000) 5 9.99 V/V, even closer to the ideal 

value of 10 V/V.

The Error Signal s« and the Feedback Signal sf

Additional properties of negative feedback are readily found by writing

  s �  5   
 s o  __ a   5   

A s i  ___ a   5   a _____ 
1 1 L

     
 s i  __ a  

or 

  s �  5   
 s i  _____ 

1 1 L
   (7.10)

Moreover, 

  s f  5 b s o  5 bA s i  5 b   1 __ 
b
     1 _______ 
1 1 1yL

    s i 

which gives 

  s f  5   
 s i  _______ 

1 1 1yL
    (7.11)

These (equivalent) results indicate that for a suffi ciently large loop gain (ideally, for 

L → `), the error signal becomes vanishingly small (ideally, s� → 0), causing the 

feedback signal to closely follow the input signal (sf  → si). These properties are worth 

keeping in mind as we attempt to develop a quick (if approximate) feel for the inner 

workings of a negative-feedback circuit. 

Gain Desensitivity
Given that the open-loop gain a is an ill-defi ned parameter because of production 

variations as well as environmental changes, we wish to investigate the impact of 

these uncertainties upon the closed-loop gain A. To this end, let us differentiate A 

with respect to a in Eq. (7.5),

  dA ___ 
da

   5   
1 3 (1 1 ab) 2 a 3 b

  ___________________  
(1 1 ab ) 2 

   5   1 ________ 
(1 1 ab ) 2 

   5   1 ______ 
1 1 ab

   3   a ______ 
1 1 ab

     1 __ a   5   1 ______ 
1 1 ab

   3   A __ a  
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Multiplying both sides by 100dayA and replacing differentials (d) with small differ-

ences (D), we obtain

 100   DA ___ 
A

   >   1 _____ 
1 1 L

    ( 100  Da ___ a   )  (7.12)

This result indicates that the percentage variation in the closed-loop gain 

(100 3 DAyA) due to a given percentage variation in the open-loop gain (100 3 

DAyA) is approximately (1 1 L) times as small. With L suffi ciently large, even an 

outlandish variation in a will have a minimal effect upon A! To refl ect this stabiliz-

ing effect, the amount of feedback (1 1 L) is also called the gain desensitivity. Once 

again we observe that the size of L offers a measure of how close a negative-feedback 

system is to ideal. 

Suppose the open-loop gain a of the amplifi er of Example 7.1a has a tolerance 

of 620%. Estimate the tolerance of the closed-loop gain A. Repeat, but for 

Example 7.1b, and comment on your fi ndings.

Solution
In Example 7.1a we have L 5 100, so the approximate tolerance of A is (620%)y
(1 1 100) > 60.2%. In Example 7.1b, L is ten times as large, so the tolerance of 

A will be about ten times as small, or 60.02%. In either case negative feedback 

has a dramatic stabilizing effect upon the closed-loop gain A. 

EXAMPLE 7.2

A Classic Example: The Non-Inverting Op Amp Confi guration
A circuit example conforming exactly to the diagram of Fig. 7.1, and thus embodying 

all the features discussed so far, is the familiar non-inverting op amp confi guration 

of Fig. 7.2. The op amp combines the roles of error amplifi er as well as summer, the 

latter thanks to the fact that the op amp responds to the difference between its input 

voltages. The feedback network is a plain voltage divider, giving

 b 5   
 v f  __  v o 

   5   
 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   5   1 _________ 

1 1  R 
2
 y R 

1
 
   (7.13)

Op amps are deliberately designed to have very high open-loop gains so as to ensure 

high loop gains, and hence, nearly ideal behavior in negative-feedback operation. In 

the ideal limit a → `, the circuit would give L → ` and thus v� → 0 and vf → vi. The 

closed-loop gain would then take on the ideal value

  A 
ideal

  5   
 v o  __  v i 

   5   1 __ 
b
   5 1 1   

 R 
2
 
 __ 

 R 
1
 
   (7.14)
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FIGURE 7.2 The non-inverting op amp circuit as a 

classic example of a negative-feedback system.
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network

 (a)  Let the op amp of Fig. 7.2 be the popular 741-type, whose data sheets report 

the typical gain a 5 200,000 V/V. Find the closed-loop gain if R1 5 1.0 kV 

and R2 5 3.0 kV. 

 (b)  Find vo, vf, and v� if vi 5 2.0 V. Comment on your results. 

 (c)  The data sheets also report that because of fabrication process variations, the 

gain a can be as low as 50,000 V/V. How does this impact the results found in 

part (a)? Comment.

Solution
 (a)  We have b 5 1y(1 1 3) 5 1y4, L 5 ab 5 200,000y4 5 50,000, and A > 

4(1 2 1y50,000) 5 3.99992 V/V. Thanks to the high loop gain, A is very 

close to Aideal (5 4.0 V/V). 

 (b) We have vo 5 Avi, 5 3.99992 3 2.0 5 7.99984 V, vf 5 viy(1 1 1yL) 5 2.0y
(1 1 1y50,000) 5 1.99996 V, and v� 5 viy(1 1 L) > 2.0y50,000 5 40 3 

1026 V 5 40 �V. For practical purposes, we can state that vo > 8 V, vf > 2 V, 

and v� > 0. We observe that just as the voltage divider divides down vo by 4 

to give vf, the op amp performs the inverse operation, namely, it multiplies up 

vi by 4 to give vo.

 (c) We now have L 5 ab 5 50,000y4 5 12,500, so A > 4(1 2 1y12,500) 5 

3.99968  V/V. The change in A is insignifi cant (20.006%), and so are the 

changes in vo and vf, both of which continue to be extremely close to their 

ideal values of 8.0 V and 2.0 V, respectively. However, due to the drop in a, 

we now have v� 5 voya > 8y50,000 5 160 �V, higher than in part (b) but still 

truly negligible compared to the other voltages in the circuit. 

EXAMPLE 7.3

 (a)  Suitably modify the circuit of Fig. 7.2 so that it amplifi es a transducer signal 

vi 5 5 mV with a closed loop gain of 1000 V/V. 

 (b)  Assuming a 741-type op amp, estimate A, vo, vf, and v�. 

 (c)  Compare with Example 7.3a and comment.

EXAMPLE 7.4
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FIGURE 7.3 (a) A single-transistor circuit as an example of a 

negative-feedback system, and (b) its ac equivalent. 
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(b)

Solution
 (a) Imposing 1000 5 1 1 R2yR1 we get R2yR1 5 999. One way to proceed is to 

leave R1 5 1.0 kV and make R2 5 999 kV. (In practice one would pick the 

closest standard value of 1.0 MV.) 

 (b) We now have b > 0.001 V/V, L 5 ab > 200,000 3 0.001 5 200, A > 

1000(1 2 1y200) 5 995 V/V, vo 5 995 3 5 mV 5 4.975 V, vf 5 (5 mV)y
(1 1 1y200) 5 4.975 mV, and v� > (5 mV)y(1 1 200) > 25 �V. 

 (c)  Due to the much higher gain A sought, b is much lower compared to 

Example 7.3a, so the loop gain drops to 200. This implies a 0.5% deviation of 

A and vf from their ideal values—still a fairly small deviation. The op amp’s 

input is always v� 5 voya, that is, the departure of v� from its ideal value of 

0 V depends only on vo and a, regardless of the loop gain L. 

A Single-Transistor Example of a Negative-Feedback System
If Fig. 7.2 illustrates feedback around a complex circuit such as an op amp, consist-

ing of many transistors, Fig. 7.3 depicts the opposite extreme of feedback around just 

one transistor. The latter is a CG amplifi er utilizing the voltage divider R1-R2 as its 

feedback network. As long as (R1 1 R2) @ RD, we can write 

 v o  > 2 g m ( R D // r o ) v gs  5 2 g m ( R D // r o ) 3 ( v g  2  v s ) 5  g m ( R D // r o ) 3 ( v s  2  v g )

where the body effect has been ignored. This expression is of the type 

 vo 5 a(vi 2 vf) 5 a(vi 2 bvo) 
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provided we let vs → vi, vg → vf, and vsg → v�, as depicted in Fig. 7.3b. Also, the open-

loop gain is a 5 gm(RD//ro), and the feedback factor is 

 b 5   
 v g  __  v d 

   5   
 R 

2
 
 _______ 

 R 
1
  1  R 

2
 
   5   1 _________ 

1 1  R 
2
 y R 

1
 
  

Just like the op amp example above, the present circuit conforms exactly to the 

diagram of Fig. 7.1. 

Let the FET of Fig. 7.3 have gm 5 2 mA/V and ro 5 60 kV. Estimate L and A, 

and comment.

Solution
We have a 5 gm(RD//ro) 5 2(12//60) 5 20 V/V, b 5 1y(1 1 10y10) 5 1y2, 

L 5 ab 5 20y2 5 10, and 

A 5   1 __ 
b
     1 _______ 
1 1 1yL

   5 2   1 ________ 
1 1 1y10

   5 1.82 V/V

Given the notoriously low voltage gains achievable with FETs, it is not surprising 

that the loop gain is so low compared to that of an op amp, resulting in a notice-

able departure of A from its ideal value of 2 V/V. Yet, it is instructive to investigate 

the given single-transistor circuit from a negative-feedback standpoint!

EXAMPLE 7.5

Exercise 7.1
As we move along we shall fi nd that negative feedback affects not only the gain, 

but also the input and output resistances. Using the test method, show that for 

R1 1 R2 @ RD in Fig. 7.3, the resistance Ri seen looking into the input terminal and 

the resistance Ro seen looking into the output terminal are 

 R i  5   1 ___  g m   (1 1 L)   R o  5   
 R D // r o  _____ 
1 1 L

  

7.2 EFFECT OF FEEDBACK ON DISTORTION, NOISE, 
AND BANDWIDTH 

Equation (7.3) implies a relationship of linear proportionality between output and 

input, with the proportionality constant representing the open-loop gain a. A practical 

amplifi er, such as an IC op amp, is made up of transistors, which are inherently non-

linear devices. Moreover, the amplifi er cannot swing its output beyond its own power-

supply voltages. Consequently, the voltage transfer curve (VTC) of a practical amplifi er 

is not a straight line, but a nonlinear curve of the type exemplifi ed in Fig. 7.4a (top). As 

long as operation is restricted in the vicinity of the origin, the curve can be regarded as 

approximately linear, and its slope, representing the gain a, is the steepest there. How-

ever, as we move away from the origin, slope progressively decreases until the VTC 
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696 Chapter 7 Feedback, Stability, and Noise

eventually fl attens out (or saturates), making the gain a drop to zero. (In the example 

shown vO saturates at 610 V.) The open loop gain is now more aptly defi ned as 

 a 5   
d v O 

 ___ 
d v E 

   (7.15)

where vO is the instantaneous voltage at the output and vE the instantaneous error 

voltage at the input. As shown in Fig. 7.4a (bottom), the gain a reaches its maximum 

of 1000 V/V at the origin, progressively decreasing away from the origin, and fi nally 

dropping to zero as the amplifi er is driven in saturation. 

Because of its nonlinear VTC, a practical amplifi er will generally yield a dis-
torted output. This is depicted in Fig. 7.4b for the case of a triangular wave at the 

input (top). The output (bottom) can be regarded as a magnifi ed version of the input, 

but with signifi cantly compressed peaks because of the decreased gain there. What are 

we to do with a nonlinear device of this sort in demanding applications such as high-

fi delity (hi-fi ) audio or precision instrumentation, where distortion is intolerable? As 

we shall see next, this is another instance where negative feedback comes to our rescue. 

Once a nonlinear amplifi er is placed inside a negative-feedback loop, a closed-

loop VTC results, whose slope represents the closed loop gain A,

 A 5   
d v O 

 ___ 
d v I 

   (7.16)

FIGURE 7.4 (a) The voltage transfer curve (VTC) of a practical error amplifi er (top), and its slope 

(bottom), representing the open-loop gain a. (b) Input (top) and output (bottom) waveforms.
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  7.2 Effect of Feedback on Distortion, Noise, and Bandwidth  697

where vO and vI are the instantaneous output and input voltages. Rewriting Eq. (7.15) as

   1 __ a   5   [   d v O 
 _________ 

d( v I  2  v F )
   ]  

21

  5   
d v I  2 d(b v O )

 ___________ 
d v O 

   5   1 __ 
A

   2 b 

and rearranging, we get the familiar result

 A 5   a ______ 
1 1 ab

   5  A 
ideal

  3   1 _______ 
1 1 1yL

   (7.17)

where Aideal 5 1yb, and L 5 ab is the familiar loop gain. This indicates that as long 

as the open-loop gain a is suffi ciently large to ensure an adequately high loop gain L, 

the closed-loop gain A will be fairly close to Aideal, even though the gain a decreases 

as we move away from the origin. Consequently, negative feedback can linearize the 

VTC of an amplifi er dramatically! 

To illustrate, consider the PSpice circuit of Fig. 7.5, where an error amplifi er 

with the nonlinear VTC of Fig. 7.4a is placed inside a negative-feedback loop with 

b 5 R1y(R1 1 R2) 5 1⁄4. The linearizing properties of negative feedback are demon-

strated in Fig. 7.6. Compared to the open-loop VTC of Fig. 7.4a, the closed-loop 

VTC of Fig. 7.6a is far more linear, and the gain A is close to its ideal value of 1yb 

(5 4 V/V in this example) over a much wider range of output voltages. So long as we 

restrict circuit operation within this range, the output will be a faithful (magnifi ed-

by-four) replica of the input. This is shown in Fig. 7.6b (top) for the case in which 

vI is a triangular waveform with peak values of 62 V, so vO is a fairly undistorted 

triangular wave with peak values of 68 V. Even more revealing is the error signal 

vE displayed in Fig. 7.6b (bottom), because it shows the effort required of the error 

amplifi er to make vO 5 4vI. It is apparent that in order to compensate for the decrease 

in its open-loop gain away from the origin, the amplifi er suitably pre-distorts its own 

error signal! Historically, it was precisely to reduce output distortion that Harold 

Black conceived negative feedback in the fi rst place.

FIGURE 7.5 PSpice circuit to display the waveforms of a negative-feedback 

system utilizing an error amplifi er with the nonlinear VTC of Fig. 7.4a. 
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698 Chapter 7 Feedback, Stability, and Noise

Effect of Negative Feedback on Noise 
We now wish to investigate the effect of negative feedback upon disturbances. Hence-

forth referred to as noise, disturbances may enter the amplifi er at the input node (vn1), 

at some intermediate node (vn2), or at the output node (vn3). As depicted in Fig. 7.7, we 

use summers to model the points of entry of the various noise components. Moreover, 

to model the entry of intermediate noise, we split the amplifi er into two stages with 

individual gains a1 and a2, respectively (clearly, the overall gain is a 5 a1 3 a2). Start-

ing out at the right and progressively moving toward the left, we write 

  v o  5  v n3
  1  a 

2
 [ v n2

  1  a 
1
 ( v i  1  v n1

  2 b v o )]

FIGURE 7.6 Illustrating the linearizing properties of negative feedback: (a) the closed-loop 

VTC (top) and its slope (bottom), representing the closed-loop gain A; (b) the input and output 

waveforms (top) and the error waveform (bottom). 
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feedback upon voltage noise.
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where we have used vf 5 bvo. Collecting, letting a 5 a1 3 a2, and solving for vo, we 

get, after minor algebra, 

  v o  5 A (  v i  1  v n1
  1   

 v n2
 
 ___  a 

1
    1   

 v n3
 
 _______ 

 a 
1
  3  a 

2
 
   )  (7.18)

where A is the closed-loop gain of Eq. (7.17). We observe that a negative-feedback 

circuit amplifi es all three noise terms with the same gain A as the useful signal vi. 

However, while vn1 is unchanged, vn2 is divided by a1, and vn3 is divided by a1 3 a2. 

We summarize this by saying that in a negative-feedback circuit a noise compo-

nent, refl ected to the input, gets divided by the gain(s) of the stage(s) preceding it. 

This property is often exploited to reduce the effect of a given noise source, such as 

hum creeping into the power stage of an audio system. If we precede this stage by 

an additional amplifi er with suitably high gain, and we close a negative-feedback 

loop around the composite circuit, we can make the hum component, refl ected to the 

input, as small as desired compared to the audio signal vi, thus raising the signal-to-
noise ratio to an acceptable level. 

As a dramatic demonstration of the curative properties of negative feedback 

upon noise, consider the situation of Fig. 7.8a, where a source vI is buffered to a load 

RL via the Class AB push-pull stage Q1-Q2. Ideally, the buffer should give 

 vO(ideal) 5 vI

FIGURE 7.8 (a) PSpice circuit simulating a source vI driving a load RL via a push-pull stage 

Q1-Q2. (b) Input and output waveforms (top), and output noise vN 5 vO 2 vO(ideal) (bottom). 
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700 Chapter 7 Feedback, Stability, and Noise

However, since it takes about 0.7 V for each BJT to turn on, the circuit gives vO 5 0 

for 20.7 V , vI , 0.7 V, vO > vI 2 0.7 V for vI . 0.7 V, and vO > vI 1 0.7 V for vI 

, 0.7 V. The waveforms, shown in Fig. 7.8b (top), reveal a much distorted output. In 

fact, things go as if the non-linearity of the push-pull stage resulted in the injection 

of the voltage noise 

 vN 5 vO 2 vO(ideal) 

depicted in Fig. 7.8b (bottom). We can reduce vN by preceding the buffer by a suit-

able error amplifi er and then closing a negative-feedback loop around the composite 

circuit. The example depicted in Fig. 7.9a uses an amplifi er with gain of only a 5 

10 V/V, and a plain wire as the feedback network to yield b 5 1 V/V. The ensuing 

reduction in distortion can be appreciated by comparing the waveforms of Fig. 7.9b 

(top and middle) with their counterparts of Fig. 7.8b (top and bottom). One can read-

ily see that the insertion of the amplifi er makes the 0.7-voltage drops appear as if they 

were reduced to about (0.7 V)ya, or 0.07 V in our example. 

FIGURE 7.9 (a) Preceding the push-pull stage of Fig. 7.8a by an amplifi er, and closing a negative-feedback 

loop around the whole circuit in order to reduce output distortion. (b) Input and output waveforms (top), 

output noise vN 5 vO 2 vO(ideal) (middle), and the op amp output waveform vOA (bottom).
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To fully appreciate the role of the amplifi er, it is instructive to display also its 

output vOA, which is shown in Fig. 7.9b (bottom). In its attempt to make vO follow 

vI, the amplifi er will have to swing its output vOA about 0.7 V above vO during the 

positive alternations, and 0.7 V below vO during the negative alternations. In this 

example we have used an amplifi er with a gain of only 10 V/V, but a unit with much 

higher gain will reduce distortion in proportion, making vO a much more faithful rep-

lica of vI. Recall that we have already observed this behavior in connection with the 

superdiode circuit of Section 1.10. Now we are simply revisiting an already-familiar 

concept, but from a negative-feedback perspective.

Remark: The goal of the negative-feedback circuit example of Fig. 7.9a is to imple-

ment an amplifi er with gain A 5 1 V/V and reduced distortion. To this end, we insert 

an error amplifi er with gain a 5 10 V/V. In so doing we are in effect throwing away a 

gain-of-ten to achieve only a gain-of-one, but this price is well worth the ensuing re-

duction in distortion. Needless to say, it is important to distinguish between the basic 
error amplifi er and the overall amplifi er resulting from operating the former in con-

junction with the negative feedback network (a mere wire in the present example). 

Effect of Negative Feedback on the Frequency Bandwidth
Negative feedback has a profound effect also on the frequency response. In fact, if 

used carelessly, it may lead to unwanted oscillation, in which case suitable measures 

need to be taken to stabilize the system. Though the subject of stability will be treated 

in detail later in this chapter, here we examine the effect of feedback upon two op 

amp representatives, the voltage-feedback amplifi er (VFA) and the current-feedback 

amplifi er (CFA). 

Let us start out with the noninverting VFA confi guration of Fig. 7.2, repeated in 

Fig. 7.10a for convenience. As seen in Chapter 6, the open-loop gain of the VFA is 

of the type 

 a(jf) >   
 a 

0
 
 ________ 

1 1 jfy f b 
   (7.19)

FIGURE 7.10 (a) Noninverting VFA confi guration. (b) Visualizing the open-loop 

response uau and the closed-loop response uAu, both in dB.
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702 Chapter 7 Feedback, Stability, and Noise

where f is the input-signal frequency, a0 is the dc gain, and fb is the open-loop band-
width. As depicted in Fig. 7.10b, the gain a is high (> a0) from dc up to fb, after which 

it rolls off with f at the rate of 220 dB/decade. As we know, an important fi gure of 

merit of such an amplifi er is its gain-bandwidth product 

 GBP 5 a0 3 fb 5 ft (7.20)

For instance, the popular 741 op amp has a0 5 200,000 V/V and fb 5 5 Hz, so 

GBP 5 200,000 3 5 5 1 MHz. The closed-loop gain is, by Eqs. (7.6) and (7.7),

 A( jf) 5   
 V o  __ 
 V i 

   5   1 __ 
b
     1 ___________  

1 1   
1 1 jfy f b  ________ 

b a 
0
 
  

   5   1 __ 
b
   3   1 __________ 

1 1 1y(b a 
0
 )
   3   1 _____________  

1 1   
jf
 _________ 

(1 1 b a 
0
 ) f b 

  
  

where b 5 1y(1 1 R2yR1), by Eq. (7.13). This is put in the more insightful form 

 A(jf) 5   
 A 

0
 
 ________ 

1 1 jfy f B 
   (7.21)

where 

  A 
0
  5  ( 1 1   

 R 
2
 
 __ 

 R 
1
 
   )  3   1 __________ 

1 1 1y(b a 
0
 )
   > 1 1   

 R 
2
 
 __ 

 R 
1
 
   (7.22)

is the already familiar closed-loop dc gain, and 

  f B  5 (1 1 b a 
0
 )   f b  >   

 a 
0
 
 __ 

 A 
0
 
      f b  5   

 f t  __ 
 A 

0
 
   (7.23)

is the closed-loop bandwidth. (Again, note the use of lower-case letters to designate 

open-loop parameters, and upper-case letters to designate their closed-loop coun-

terparts.) With reference to Fig. 7.10b we observe that negative feedback, while 

reducing the dc gain from a0 to A0 > 1 1 R2yR1, also expands the bandwidth from 

fb to fB > (a0yA0)fb, so the closed-loop GBP (5 A0 3 fB 5 ft) remains constant. Gain-
bandwidth tradeoff is exploited on purpose by the circuit designer to control ampli-

fi er dynamics.

 (a)  Let the non-inverting op amp of Fig. 7.2 be implemented with the popular 

741 op amp, for which a0 5 200,000 V/V and fb 5 5 Hz. Estimate A0 and fB if 

R1 5 1.0 kV and R2 5 999 kV. 

 (b) Repeat if R2 is lowered to 9.0 kV. 

 (c) What is the closed-loop gain that results in the widest closed-loop bandwidth?

Solution
 (a) We have A0 > 1yb 5 1 1 R2yR1 5 1 1 999y1 5 1000 V/V, a0b 5 200,000y

1000 5 200, and fB 5 (1 1 a0b)fb 5 (1 1 200)5 > 1.0 kHz.

EXAMPLE 7.6
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Next, let us turn to the CFA amplifi er of Fig. 7.11a. Recall from Eq. (6.114) that 

the CFA’s open loop transimpedance gain is of the type

 z(jf) >   
 R eq  ________ 

1 1 jfy f b 
   (7.24)

where f is the input-signal frequency, Req is the dc gain, and fb is the open-loop band-

width (the magnitude plot of z is repeated in Fig. 7.11b for convenience). To fi nd the 

closed-loop gain A(jf), we adapt the expression for A derived in Section 5.6, but with 

Req replaced by z(jf). The result is 

 A(jf) 5   
 V o  __ 
 V i 

   5  ( 1 1   
 R 

2
 
 __ 

 R 
1
 
   )  3   1 _______________  

1 1   
 R 

2
 (1 1 jfy f b ) ___________ 

 R eq 
  

   

 5  ( 1 1   
 R 

2
 
 __ 

 R 
1
 
   )  3   1 _________ 

1 1  R 
2
 y R eq 

   3   1 ________________  

1 1   
jf
 ____________  

(1 1  R eq y R 
2
 ) f b 

  
  

We put this in the more insightful form 

 A(jf) 5   
 A 

0
 
 ________ 

1 1 jfy f B 
   (7.25)

 (b)  We now have A0 > 10 V/V, a0b 5 20,000, and fB > 100 kHz. Compared to 

part (a), A0 has been reduced by two decades while fB has been increased by 

two decades. 

 (c)  The widest bandwidth is achieved with b 5 1, that is, when we confi gure 

the op amp as a unity-gain voltage follower by replacing R2 with a wire and 

removing R1 altogether. Then, A0 > 1 V/V, a0b 5 a0 3 1 5 a0, and fB 5 

(1 1 a0)fb > a0   fb 5 ft 5 1 MHz. 

FIGURE 7.11 (a) Noninverting CFA confi guration. (b) Visualizing the open-loop response 

uzu and the closed-loop bandwidth fB.

f (dec)

fBfb

21 dec/dec

)z( jf )) (dec)

Req

R2

(b)

Vi

Vo

R2

R1

CFA

z

1
2

2

1

(a)

fra28191_ch07_685-826.indd   703fra28191_ch07_685-826.indd   703 13/12/13   11:15 AM13/12/13   11:15 AM
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where 

  A 
0
  5  ( 1 1   

 R 
2
 
 __ 

 R 
1
 
   )  3   1 _________ 

1 1  R 
2
 y R eq 

   > 1 1   
 R 

2
 
 __ 

 R 
1
 
   (7.26)

is the already familiar closed-loop dc gain, and 

  f B  5  ( 1 1   
 R eq  ___ 
 R 

2
 
   )   f b  >   

 R eq  ___ 
 R 

2
 
   3   1 ________ 

2� R eq  C eq 
   5   1 _______ 

2� R 
2
  C eq 

   (7.27)

is the closed-loop bandwidth (both approximations exploit the fact that in a well-

designed circuit we have R2 ! Req). Using simple geometry we visualize fB as the 

frequency at which uzu drops to R2, as illustrated in Fig. 7.11b. This frequency is 

established by the user via R2 regardless of the closed-loop gain A0, which is set 

separately via R1. Consequently, CFA circuits are not subject to the gain-bandwidth 

tradeoff of their VFA counterparts. Along with the absence of slew-rate limiting, this 

is a fundamental advantage of CFAs compared to VFAs. (See also Problem 7.10 for 

higher-order effects.)

Suppose the CFA of Fig. 7.11 has Req 5 750 kV and Ceq 5 2.21 pF. If the data 

sheets recommend using R2 5 1.2 kV, specify R1 for a closed-loop dc gain of 

10 V/V. What is the closed-loop bandwidth?

Solution
Imposing 1 1 1,200yR1 5 10 gives R1 5 133.3 V. Moreover, 

 f B  >   1 _______ 
2� R 

2
  C eq 

   5   1  _______________________   
2� 3 1200 3 2.21 3 1 0 212 

   5 60 MHz

EXAMPLE 7.7

7.3 FEEDBACK TOPOLOGIES AND CLOSED-LOOP 
I/O RESISTANCES

The most basic parameters characterizing an amplifi er are its unloaded gain, and its 

input and output resistances, also called the terminal resistances. These resistances 

come into play in actual application, when the amplifi er is driven by a non-ideal 

input source and drives an output load. The input resistance forms a divider with the 

source’s resistance, and the output resistance forms a divider with the load, thereby 

reducing the overall gain from source to load twice. This reduction is known as the 

loading effect. We will see next that besides stabilizing gain, negative feedback alters 

the terminal resistances in ways that tend to reduce the loading effect. 

As mentioned, the input and output signals can be either currents or voltages, 

so we have four possible amplifi er types: (a) the voltage amplifi er, giving vo 5 Avi, 

A in V/V; (b) the current amplifi er, giving io 5 Aii, A in A/A; (c) the transresistance 
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  7.3 Feedback Topologies and Closed-Loop I/O Resistances 705

amplifi er, giving vo 5 Aii, A in V/A; and (d) the transconductance amplifi er, giving 

io 5 Avi, A in A/V. When negative feedback is applied around an amplifi er, four dif-

ferent topologies arise. We wish to investigate how negative feedback affects gain as 

well as the terminal resistances of each confi guration. 

The Series-Shunt Confi guration
We start out by investigating the application of negative feedback around a voltage 
amplifi er, the fi rst of the aforementioned amplifi er types. As shown in Fig. 7.12a, 

the amplifi er’s output port is modeled with a Thévenin equivalent consisting of the 

dependent source av� and the series output resistance ro. The input port, assumed to 

play a purely passive role, is modeled with the input resistance ri. The quantities a, 

ri, and ro are referred to as open-loop parameters, and are thus denoted with lower-
case letters. The role of the feedback network is to sense the output voltage vo and 

produce a scaled version of it, or vf 5 bvo, such that 2vf is then summed to the input 

vi to generate the error signal v� 5 vi 2 vf. Note that the operation of voltage sensing 

at the output is performed in parallel, or shunt, just as in ordinary voltmeter measure-

ments (in the lab we always measure voltage in parallel, never in series!). However, 

the operation of voltage summing at the input is performed in series, which is how 

we connect together different voltage sources when we want to add or subtract their 

voltages—never connect different voltage sources in parallel! 

To be able to focus on the effect of negative feedback upon a, ri, and ro alone, 

irrespective of the surrounding circuitry’s details, we deliberately assume the absence 
of any loading from both ports of the amplifi er (the presence of loading encountered 

in practical circuits will be taken up in the next section). Thus, to prevent loading at 

the amplifi er’s input port, assume the vi and bvo sources have zero series resistances 

so we can write v� 5 vi 2 vf (had these resistances been different from zero, we would 

have had voltage division there). Likewise, to prevent loading at the amplifi er’s out-

put port, assume this port is left open circuited, and the feedback-network’s presents 

infi nite resistance to said port so we can write vo 5 av� (had this not been the case, 

FIGURE 7.12 The series-shunt confi guration or voltage amplifi er: (a) error amplifi er (top) 

and idealized feedback network (bottom); (b) equivalent circuit. 
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706 Chapter 7 Feedback, Stability, and Noise

we would have had voltage division at the output port as well). With reference to 

Fig. 7.13a, we have, by inspection, vo 5 av� 5 a(vi 2 vf) 5 a(vi 2 bvo). Collecting 

yields the familiar result

  A oc  5   
 v o  __  v i 

   5   1 __ 
b
     1 _______ 
1 1 1yL

   (7.28)

where L 5 ab. As we know, negative feedback stabilizes gain by making Aoc → 1yb 

in the limit L → `.

To fi nd the effect upon ri, apply a test voltage vi as in Fig. 7.13a, fi nd the ensu-

ing current ii, and obtain the closed-loop input resistance as the ratio Ri 5 viyii. Thus, 

Ohm’s law gives ii 5 v�yri. But Eq. (7.10) predicts v� 5 viy(1 1 L), so 

  R i  5   
 v i  __ 
 i i 
   5  r i (1 1 L)  (7.29)

indicating that negative feedback takes the input resistance ri, which in a well-

designed voltage amplifi er is high to begin with, and multiplies it by (1 1 L) to make 

it even higher. This is quite desirable in voltage-input amplifi ers as it helps reduce 

input loading dramatically. Physically, we justify as follows. In the absence of any 

feedback we would have vf 5 0, so the entire test voltage vi would appear across ri 

to give ii 5 viyri. However, with feedback in place, the voltage across ri is reduced to 

v�, which is (1 1 L) times as small as vi, by Eq. (7.10). This lowers ii by a factor of 

(1 1 L), effectively raising ri by (1 1 L). In the ideal limit L → ` we get ii → 0 and 

thus Ri → `, indicating that the input port of an amplifi er of the series-input type, 

with suffi cient loop gain, tends to act as an open circuit. 
Next, set vi 5 0 and subject the output port to a test current io, as in Fig. 7.13b. 

Then, fi nd the ensuing voltage vo and obtain the closed-loop output resistance as 
Ro 5 voyio. By KVL and Ohm’s law, 

 vo 5 av� 1 roio 5 a(2vf) 1 roio 5 2abvo 1 roio 

FIGURE 7.13 (a) Test circuit to fi nd the closed-loop parameters A 5 voyvi and Ri for the series-shunt 

confi guration. (b) Test circuit to fi nd Ro.
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Collecting and simplifying gives

  R o  5   
 v o  __ 
 i o 

   5   
 r o  _____ 

1 1 L
   (7.30)

indicating that negative feedback takes the output resistance ro, which in a well-

designed voltage amplifi er is low to begin with, and divides it by (1 1 L) to make it 

even lower. This is highly desirable in voltage-output amplifi ers as it helps reduce 

output loading dramatically. Physically, we justify as follows. In the absence of feed-

back (b 5 0) the circuit of Fig. 7.13b would give av� 5 0 and thus vo 5 roio. However, 

with feedback in place, the amplifi er, in its attempt to drive v� close to zero, adjusts 

its dependent source so that vo (5 vfyb 5 2v�yb) becomes (1 1 L) times as small, 

effectively lowering ro by (1 1 L). In the ideal limit L → ` we get vo → 0 and thus 

Ro → 0, indicating that in the absence of any input signal, the output port of an ampli-

fi er of the output-shunt type, with suffi cient loop gain, tends to act as a short circuit. 
In light of the above results, it is apparent that the series-shunt confi guration of 

Fig. 7.12a admits the voltage-amplifi er equivalent of Fig. 7.12b, with the closed-loop pa-

rameters A, Ri, and Ro as given in Eqs. (7.28) through (7.30). Note the use of upper-case 

letters to distinguish these parameters from their open-loop counterparts a, ri, and ro. 

An op amp with a 5 105 V/V, ri 5 1 MV, and ro 5 100 V is operated in the series-

shunt mode with b 5 0.01 V/V. Estimate Aoc, Ri, and Ro, and comment. 

Solution
We have L 5 105 3 0.01 5 103. Thus, Aoc > 100(1 2 1y103) 5 99.9 V/V, 

Ri 5 106(1 1 103) > 109 V 5 1 GV, and Ro 5 100y(1 1 103) > 0.1 V. Compared 

with the resistances surrounding an op amp, which are typically in the kV-range, 

Ri effectively appears as an open circuit and Ro as a short circuit. 

EXAMPLE 7.8

The Shunt-Series Confi guration
We now turn our attention to the application of negative feedback around a current 
amplifi er, the dual of the voltage amplifi er. As shown in Fig. 7.14a, the amplifi er’s 

output port is modeled with a Norton equivalent consisting of the dependent source 

ai� and the parallel output resistance ro. The input port, assumed to play a purely pas-

sive role, is modeled with the input resistance ri. The role of the feedback network is 

to sense the output current io and produce a scaled version of it, or if 5 bio, such that if 

is then summed to the input ii to generate the error signal i� 5 ii 2 if. The operation of 

current sensing at the output port is performed in series, just as in laboratory current 

measurements, where we break the circuit to insert the ammeter in series (recall that 

currents are always measured in series, voltages always in parallel!). However, the 

operation of current summing at the input is performed in parallel, or shunt, as this is 

how we connect together different current sources when we want to add or subtract 

their currents—never connect different current sources in series! 
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708 Chapter 7 Feedback, Stability, and Noise

To be able to focus on the effect of negative feedback upon the open-loop param-

eters a, ri, and ro alone, irrespective of the surrounding circuitry’s details, we again 

deliberately assume the absence of any loading from both ports of the amplifi er (the 

presence of loading encountered in practical circuits will be taken up in the next 

section). Thus, to prevent loading at the amplifi er’s input port, assume the ii and bio 

sources have infi nite parallel resistance so we can write i� 5 ii 2 if (had these sources 

had non-infi nite resistances, we would have had current division at the input port). 

Likewise, to prevent loading at the amplifi er’s output port, assume this port is short 
circuited, and the feedback-network’s presents zero resistance to said port so we can 

simply write io 5 ai� (had this not been the case, we would have had current divi-

sion at the amplifi er’s output port as well). With reference to Fig. 7.14a, we have, 

by inspection, io 5 ai� 5 a(ii 2 if) 5 a(ii 2 bio). Collecting yields the familiar result

  A sc  5   
 i o  __ 
 i i 
   5   1 __ 

b
     1 _______ 
1 1 1yL

   (7.31)

where L 5 ab. As we know, negative feedback stabilizes gain by making Asc → 1yb 

in the limit L → `.

To fi nd the effect upon ri, apply a test current ii as in Fig. 7.15a, fi nd the ensuing 

voltage vi, and obtain the closed-loop input resistance as Ri 5 viyii. Thus, Ohm’s law 

gives vi 5 rii�. But Eq. (7.10) predicts i� 5 iiy(1 1 L), so 

  R i  5   
 v i  __ 
 i i 
   5   

 r i  _____ 
1 1 L

   (7.32)

indicating that negative feedback takes the input resistance ri, which in a well-

designed current amplifi er is usually low to begin with, and divides it by (1 1 L) to 

make it even lower. This is highly desirable in current-input amplifi ers, as it helps 

reduce input loading dramatically. Physically, we justify as follows. In the absence 

of any feedback, the entire test current ii would fl ow through ri, giving vi 5 riii. 

However, with feedback in place, the current through ri reduces to the error current 

FIGURE 7.14 The shunt-series confi guration or current amplifi er: (a) error amplifi er (top) and idealized 

feedback network (bottom). (b) Equivalent circuit. 
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i�, which is (1 1 L) times as small as ii, by Eq. (7.10). This reduces vi by a factor of 

(1 1 L), effectively dividing ri by (1 1 L). In the ideal limit L → ` we get vi → 0 

and Ri → 0, indicating that the input port of an amplifi er of the input-shunt type, with 

suffi cient loop gain, tends to act as a short circuit. 
Next, set ii 5 0 and subject the output port to a test voltage vo as shown in 

Fig. 7.15b. Then, fi nd the ensuing current io and obtain the closed-loop output resis-

tance as Ro 5 voyio. By KCL and Ohm’s law, 

 io 5 ai� 1 voyro 5 a(2if) 1 voyro 5 2abio 1 voyro 

Collecting and simplifying gives

  R o  5   
 v o  __ 
 i o 

   5  r o (1 1 L)  (7.33)

indicating that negative feedback takes the output resistance ro, which in a well-

designed current amplifi er is usually high to begin with, and multiplies it by (1 1 L) 

to make it even higher. This is quite desirable in current-output amplifi ers as it helps 

reduce output loading dramatically. Physically, we justify as follows. In the absence 

of any feedback we would have io 5 voyro. However, with feedback in place, the 

amplifi er, in its attempt to drive i� close to zero, adjusts its dependent source so that 

io (5ifyb 5 2i�yb) becomes (1 1 L) times as small, effectively raising ro by (1 1 L). 

In the ideal limit L → ` we get io → 0 and thus Ro → `, indicating that in the absence 

of any input, the output port of an amplifi er of the output-series type, with suffi cient 

loop gain, tends to act as an open circuit. 
In light of the above results, it is apparent that the shunt-series confi guration of 

Fig. 7.14a admits the current-amplifi er equivalent of Fig. 7.14b, with the closed-loop 

parameters Asc, Ri, and Ro as given in Eqs. (7.31) through (7.33). Note that what is 

good for a current amplifi er (Ri → 0 and Ro → `) is just the opposite of what is good 

for a voltage amplifi er (Ri → ` and Ro → 0). This is yet another manifestation of the 

duality principle. 

FIGURE 7.15 (a) Test circuit to fi nd the closed-loop parameters A 5 voyvi and Ri for the 

shunt-series confi guration. (b) Test circuit to fi nd Ro.
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710 Chapter 7 Feedback, Stability, and Noise

The Shunt-Shunt Confi guration
Figure 7.16a shows the application of negative feedback around a transresistance 
amplifi er. The input signal is a current, so input current summing is done in shunt fash-

ion, as in the case of the current amplifi er of Fig. 7.14a. On the other hand, the output 

signal is a voltage, so the amplifi er’s output port is modeled with the Thévenin source 

ai�, and output voltage sensing is done in shunt fashion, as in the case of the voltage 

amplifi er of Fig. 7.12a. The transresistance amplifi er is thus of the shunt-shunt type. 

To fi nd the closed-loop gain Aoc we write vo 5 ai� 5 a(ii 2 if) 5 a(ii 2 bvo). 

Collecting yields the familiar result

  A oc  5   
 v o  __ 
 i i 
   5   1 __ 

b
     1 _______ 
1 1 1yL

   (7.34)

where L 5 ab. To fi nd the closed-loop resistances Ri and Ro, we use the test-signal 

techniques already utilized above. Actually, since the input port is similar to that of 

the shunt-series confi guration, and the output port is similar to that of the series-shunt 

confi guration, we recycle the results developed in connection with Figs. 7.15a and 

7.13b, and write

  R i  5   
 r i  _____ 

1 1 L
     R o  5   

 r o  _____ 
1 1 L

   (7.35)

In the limit L → ̀  the shunt-shunt confi guration gives Aoc → 1yb, Ri → 0, and Ro → 0.

The Series-Series Confi guration
Figure 7.17a shows the application of negative feedback around a transconductance 
amplifi er. The input signal is a voltage, so input voltage summing is done in series 

fashion, as in the case of the voltage amplifi er of Fig. 7.12a. Conversely, the output 

signal is a current, so the amplifi er’s output port is modeled with the Norton source 

FIGURE 7.16 The shunt-shunt confi guration or transresistance amplifi er: (a) error amplifi er (top) and 

idealized feedback network (bottom). (b) Equivalent circuit. 
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av�, and output current sensing is done in series fashion, as in the case of the current 

amplifi er of Fig. 7.14a. The transconductance amplifi er is thus of the series-series 

type, the dual type of the shunt-shunt amplifi er. 

To fi nd the closed-loop parameters we proceed in the usual fashion, obtaining 

  A sc  5   
 i o  __  v i 

   5   1 __ 
b
     1 _______ 
1 1 1yL

   (7.36)

  R i  5  r i (1 1 L)    R o  5  r o (1 1 L)  (7.37)

where L 5 ab. In the limit L → `, the series-series confi guration gives Asc → 1yb, 

Ri → `, and Ro → `.

Summary
In light of the above results, we can state that the closed-loop gain A of each of the 

four negative-feedback confi gurations can be expressed in the form 

 A 5  A 
ideal

   1 _______ 
1 1 1yL

   (7.38)

where Aideal 5 1yb is the closed-loop gain in the limit L → `, L 5 ab is the loop 

gain, a is the open-loop gain, and b is the feedback factor. Moreover, the closed-loop 

terminal resistances Riyo can be expressed in terms of the open-loop resistances riyo as 

  R 
iyo

  5  r 
iyo

 (1 1 L ) 61  (7.39)

with 11 for the series cases, and 21 for shunt cases. Table 7.1 summarizes the four 

negative-feedback topologies, along with the terminal resistances in the idealized 

limit L → `. 

FIGURE 7.17 The series-series confi guration or transconductance amplifi er: (a) error amplifi er (top) and 

idealized feedback network (bottom). (b) Equivalent circuit. 
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712 Chapter 7 Feedback, Stability, and Noise

The Four Feedback Confi gurations Using Op Amps
Sometimes the operations of input summing and output sensing are not that obvious. 

So, to develop a quick feel, let us examine actual circuit examples using the op amp, 

the most popular building block designed for negative-feedback operation. Even 

though the op amp is, strictly speaking, a voltage-type amplifi er (to stress this, we use 

the symbol av to denote its voltage gain), it can be used in any of the four feedback 

topologies discussed above, giving further credence to the designation operational.

● Series-Shunt Confi guration (Fig. 7.18a): we have already examined this con-

fi guration in connec-tion with Fig. 7.2. With suffi ciently high loop gain, as 

is generally the case with op amp circuits, the input error voltage v� will be 

TABLE 7.1  The four feedback topologies, and their idealized 
closed-loop terminal resistances. 

si so Name a b Topology Ri(ideal) Ro(ideal)

vi vo Voltage amp V/V V/V Series-shunt ` 0

ii io Current amp A/A A/A Shunt-series 0 `

ii vo Transresistance amp V/A A/V Shunt-shunt 0 0

vi io Transconductance amp A/V V/A Series-series ` `

FIGURE 7.18 Illustrating the four basic negative-feedback topologies using op amps.
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vanishingly small, indicating a vanishingly small current through the op amp’s 

internal resistance ri. Consequently, for all practical purposes the op amp’s input 

port appears as an open circuit to the feedback network. This allows us to apply 

the voltage divider rule and write 

 b 5   
 v f  __  v i 

   5   
 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   5   1 _________ 

1 1  R 
2
 y R 

1
 
   (7.40)

 In the ideal op-amp limit av → ̀  this circuit gives Aoc 5 voyvi → 1yb 5 1 1 R2yR1, 
Ri → `, and Ro → 0.

● Shunt-Shunt Confi guration (Fig. 7.18b): the student will recall from basic op 

amp theory that in the ideal limit av → ` the inverting-input node, also called a 

current-summing junction, acts as a virtual ground. The natural input signal is 

in this case a current, so the error signal is i� 5 ii 2 if, as shown. Moreover, with 

the inverting-input node at 0 V, we have, by Ohm’s law, if 5 (0 2 vo)yR, so 

 b 5   
 i f  __  v o 

   5 2  1 __ 
R

   (7.41)

 In the ideal op-amp limit av → `, this circuit gives Aoc 5 voyii → 1yb 5 2R. 
Moreover, the resistance seen by the input source is Ri → 0, and that seen by the 

output load is Ro → 0.

  The shunt-shunt confi guration forms the basis of the popular inverting volt-
age amplifi er of Fig. 7.19a. Even though this is a voltage-in, voltage-out ampli-

fi er, from a feedback viewpoint it is a shunt-shunt confi guration. This becomes 

more apparent if we perform a source transformation to convert from the voltage 

vi to the current ii 5 viyR1. Then, the closed-loop voltage gain is 

  A v  5   
 v o  __  v i 

   5   
 v o  __ 
 i i 
   3   

 i i  __  v i 
   5 (2 R 

2
 ) 3   1 __ 

 R 
1
 
   5 2  

 R 
2
 
 __ 

 R 
1
 
   (7.42)

● Series-Series Confi guration (Fig. 7.18c): the natural signals for this circuit are 

a voltage at the input and a current at the output. The task of the feedback net-

work is to sense the output current io in series, and convert it to the feedback 

voltage vf to be summed to the input vi in series. Amazingly, both operations are 

performed by means of a single resistance, R. As discussed earlier, the op amp’s 

input port appears for all practical purposes as an open circuit to the feedback 

network. We can thus use Ohm’s law and write vf 5 Rio, so 

 b 5   
 v f  __ 
 i o 

   5 R (7.43)

FIGURE 7.19 The popular inverting voltage amplifi er is actually a shunt-shunt amplifi er, 

as demonstrated by the source transformation. 
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714 Chapter 7 Feedback, Stability, and Noise

 In the ideal op-amp limit av → `, this circuit gives Asc 5 ioyvi → 1yb 5 1yR. 

Moreover, the resistance seen by the input source is Ri → `, and that seen by the 

output load is Ro → `. 
● Shunt-Series Confi guration (Fig. 7.18d): the natural signals for this circuit are 

a current at the input and a current at the output. Given that the inverting-input 

node is at 0 V, we can apply the current-divider rule and write 

 2 i f  5   
 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   i o 

 so

 b 5   
 i f  __ 
 i o 

   5   
 2 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   5    21 _________ 

1 1  R 
2
 y R 

1
 
   (7.44)

 In the ideal op-amp limit av → `, this circuit gives Asc 5 ioyii → 2(1 1 R2yR1). 
Moreover, the resistance seen by the input source is Ri → 0, and that seen by the 

output load is Ro → `.

7.4 PRACTICAL CONFIGURATIONS AND THE EFFECT 
OF LOADING

The feedback networks of Section 7.3 were deliberately assumed idealized so we 

could focus on the effects of negative feedback upon the amplifi er’s parameters a, 

ri, and ro alone. In a practical circuit the feedback network introduces loading both 

at the amplifi er’s input and output. Moreover, the amplifi er and the feedback net-

work are sometimes interwoven with each other, making the separation between the 

two not always obvious. A negative-feedback circuit can always be analyzed in its 

entirety via standard techniques such as nodal or loop analysis. However, as circuit 

complexity increases, this approach soon becomes prohibitive.

Mercifully, suitable approximations can be made that allow us to separate the 

circuit into a basic amplifi er incorporating the effects of loading, and a distinct 

feedback network. With this separation in hand, we can then apply Eqs. (7.38) and 

(7.39) to fi nd the closed-loop parameters A, Ri, and Ro. These approximations ex-

ploit a priori the fact that with a suffi ciently high loop gain T, a terminal resistance 

Riyo satisfi es 

  lim   
L→`

    R 
iyo

  5 `  for the series case (7.45a)

  lim   
L→`

    R 
iyo

  5 0  for the shunt case (7.45b)

In words, the feedback network sees in effect an open circuit (OC) when looking into 

an amplifi er’s port where summing or sensing is done in series, and a short circuit (SC) 

when summing or sensing is done in shunt. These claims, and their usefulness, will 

become clearer as we proceed. 

fra28191_ch07_685-826.indd   714fra28191_ch07_685-826.indd   714 13/12/13   11:16 AM13/12/13   11:16 AM



  7.4 Practical Confi gurations and the Effect of Loading 715

Series-Shunt Circuits
In Fig. 7.18a we have investigated the non-inverting op amp confi guration as a 

classic example of a series-shunt circuit. We now re-examine it with an eye on the 

interaction between the error amplifi er’s internal resistances ri and ro and the external 

resistances R1 and R2 making up the feedback network. This interaction results in 

loading both at the amplifi er’s input and output. To be able to focus on loading by the 

feedback network alone, we continue to assume a driving source vi with zero series 

resistance, and an unloaded (open-circuited) output port, as shown in Fig. 7.20.

FIGURE 7.20 The non-inverting op amp with its 

internal resistances ri and ro explicitly shown.
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FIGURE 7.21 Decomposing the circuit of Fig. 7.20 into (a) the error amplifi er 

and (b) the feedback network. 
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2

1
1

22 avvd

rivd

ria

roa

OC

SC

ro vov�
1
2

R1

R2

R2R1

(a)

vf

SC
OC

R1

OC

vo
1
2

(b)

R2

To investigate loading at the input port, note that the external resistance seen by 

this port would appear to be R1//(R2 1 ro). But we know a priori that in feedback op-

eration the system will present a very low resistance (Ro → 0) at the output node due 

to shunt-type sensing there. This swamps out the effect of ro, causing the external re-

sistance seen by the amplifi er’s input port to be in effect R1//R2. This is depicted in the 

amplifi er’s equivalent of Fig. 7.21a, where R2 is shown short-circuited (SC) to ground. 

To investigate loading at the output port, note that the external resistance seen 

by this port would appear to be R2 1 (R1//ri). But we know a priori that in feedback 
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716 Chapter 7 Feedback, Stability, and Noise

operation the system will present a very high resistance (Ri → `) at the input node 

due to series-type summing there. This stems from the fact that v� → 0, making the 

current through ri truly negligible and thus swamping out the effect of ri. For practi-

cal purposes, the amplifi er’s input port appears as an open circuit to the feedback 

network. This too is depicted in Fig. 7.21a, where the node common to R1 and R2 

is shown as open-circuited (OC), indicating that the external resistance seen by the 

amplifi er’s output port is in effect R2 1 R1.

With the feedback path interrupted both at the output (via short circuiting) 

and at the input (via open circuiting), the circuit of Fig. 7.21a represents the error 

amplifi er in open-loop operation, but with loading by the external feedback net-

work specifi cally taken into account at both ports. Next, we wish to fi nd its open-

loop parameters, now denoted as a (5voyv�), ria and roa. By the voltage divider 

rule we have 

  v o  5   
 R 

1
  1  R 

2
 
 ___________ 

 r o  1  R 
1
  1  R 

2
 
    a v  v d  5   

 R 
1
  1  R 

2
 
 ___________ 

 r o  1  R 
1
  1  R 

2
 
    a v   

 r i  ___________ 
 r i  1 ( R 

1
 // R 

2
 )
    v � 

so that 

 a 5   
 v o  __  v � 

   5   
 r i  ___________ 

 r i  1 ( R 
1
 // R 

2
 )
   a v   

 R 
1
  1  R 

2
 
 ___________ 

 r o  1  R 
1
  1  R 

2
 
   (7.46)

Note that a , av because of input and output loading. We also have, by inspection 

 ria 5 ri 1 (R1//R2)  roa 5 ro//(R2 1 R1) (7.47)

Next, we seek a representation for the feedback network that is separate from 

the basic amplifi er. Referring back to Fig. 7.20 we observe that at the sensing side 

this network is driven by a voltage source vo expected to exhibit extremely low series 

resistance Ro, and that at the summing side it drives the amplifi er’s input port which, 

for practical purposes, appears as an open circuit (OC). The circuit for the calculation 

of b is thus as in Fig. 7.21b, from which we readily fi nd 

 b 5   
 v f  __  v o 

   5   
 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   5   1 _________ 

1 1  R 
2
 y R 

1
 
   (7.48)

Finally, we apply Eq. (7.28) to fi nd the unloaded gain Aoc, and Eqs. (7.29) and 

(7.30), but with ri and ro replaced by ria and roa, to fi nd the closed-loop terminal 

resistances Ri, and Ro. Once these three parameters are known, we can use them in 

the general case in which the feedback amplifi er is driven by a signal source vsig with 

nonzero series resistance Rsig, and drives a noninfi nite output load RL. With reference 

to the circuit model of Fig. 7.22, the source-to-load gain voyvsig, also called the loaded 
gain, is readily found as 

   
 v o  ___  v sig 

   5   
 R i  _______ 

 R sig  1  R i 
    A oc   

 R L  _______ 
 R o  1  R L 

   (7.49)
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  7.4 Practical Confi gurations and the Effect of Loading 717

FIGURE 7.22 Modeling a closed-loop voltage amplifi er 

driven by a source vsig and driving an external load RL.

vsig

Rsig

Rivi
1
2

1
1

2
2

Ro

RLAocvi vo

1

2

 (a)  In the circuit of Fig. 7.20 let the op amp be a mediocre type with av 5 

1000 V/V, ri 5 10 kV, and ro 5 1.0 kV. If R1 5 1.0 kV and R2 5 9.0 kV, fi nd 

Ri, Ro, and the unloaded gain Aoc.

 (b)  Find the source-to-load gain A 5 voyvsig if the feedback amplifi er is driven by 

a signal source vsig having a series resistance Rsig 5 20 kV, and drives a load 

RL 5 2.0 kV. 

Solution
 (a) Using Eqs. (7.46) through (7.48) we have 

 a 5   10 _____________  
10 1 (1.0//9.0)

   1000   
1.0 1 9.0

 ______________  
1.0 1 1.0 1 9.0

   5 0.917 3 1000 3 0.909 

 5 833.3 V/V (,1000 V/V)

 ria 5 10 1 (1.0//9.0) 5 10.9 kV  roa 5 1.0//(9.0 1 1.0) 5 0.909 kV 

 b 5   1.0 ________ 
1.0 1 9.0

   5   1 ___ 
10

   V/V

  Thus, L 5 ab 5 833.3y10 5 83.33, so 

  A oc  5   10 ___________ 
1 1 1y83.33

   5 9.881 V/V 

  R 
i
  5 10.9(1 1 83.33) > 920 kV 

  R 
o
  5   

909
 ________ 

1 1 83.33
   > 10.8 V

 (b) By Eq. (7.49), the source-to-load gain is 

   
 v o  ___  v sig 

   5   
920
 ________ 

20 1 920
   9.88   2000 ___________ 

10.8 1 2000
   5 0.979 3 9.881 3 0.995 

 5 9.618 V/V (,Aoc)

EXAMPLE 7.9

The line of reasoning developed for the above example can be generalized to the 

following Series-Shunt Procedure: 

● To calculate loading at the input of the basic amplifi er, short-circuit (SC) the 

sensing-side port of the feedback network. 
● To calculate loading at the output of the basic amplifi er, open-circuit (OC) the 

summing-side port of the feedback network. 
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718 Chapter 7 Feedback, Stability, and Noise

● To fi nd b, apply a voltage vo to the sensing-side port of the feedback network, 

fi nd the open-circuit (OC) voltage vf at the summing-side port of the feedback 

network, and let b 5 vfyvo.

We shall illustrate the procedure with additional examples.

 (a)  In the circuit of Fig. 7.23 let R1 5 1.0 kV, R2 5 3.0 kV, and R3 5 R4 5 R5 5 

10 kV. Moreover, let all BJTs have gm 5 1y(25 V), r� 5 5 kV, and ro 5 `. 

Find Ri, Ro, and the unloaded gain Aoc.

EXAMPLE 7.10

FIGURE 7.24 Decomposing the circuit of Fig. 7.23 into (a) the error amplifi er and 

(b) the feedback network. 

vf
v�

vo

1
2

Q1

R1 R3

R4

R5

R2

Q2vc1

vc2

OC

SC

Q3

R1R2 R1

ria
roa

SC
OCOC

vo
1
2

(b)(a)

R2

vi
vf

v�1

1

22

Q1

R1 R3

R4

R5

R2

Q2

Q3

Ri
Ro

vo

FIGURE 7.23 Series-shunt feedback triple.

In the feedback circuit of Fig. 7.23, Q1 responds to the difference v� 5 vi 2 vf, so we 

have series-type summing. Q2 is a CE stage designed to provide additional voltage gain 

and thus boost the system’s loop gain L. Q3 is an emitter follower designed to provide 

current gain at low output resistance. Finally, we note that vo is shunted to the feedback 

network consisting of R1 and R2, indicating shunt-type sensing. Functionally, this circuit 

is similar to the non-inverting op amp of Fig. 7.20. Applying the aforementioned Series-

Shunt Procedure, we end up with the error amplifi er and feedback network of Fig. 7.24. 
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  7.4 Practical Confi gurations and the Effect of Loading 719

 (b)  Verify your results via PSpice.

Solution
 (a)  For the BJTs we have �0 5 gmr� 5 5000y25 5 200. Using Fig. 7.24a, we 

fi nd, by inspection, 

  r ia  5  r �1
  1 ( � 

01
  1 1)( R 

1
 // R 

2
 ) 5 5 1 201(1//3) > 156 kV

  r oa  5   
 R 

5
  1  r �3

 
 _______ 

 � 
03

  1 1
  // R 

3
 //( R 

1
  1  R 

2
 ) 5   10 1 5 ______ 

201
  //10//(1.0 1 3.0) > 73 V

  To fi nd the overall voltage gain a, examine one stage at a time. We note that 

Q1 is a CE-ED stage, so we use the popular rule of thumb stating that the gain 

is the negative of the ratio of the total collector-node resistance to the total 

emitter-node resistance, or 

   
 v c1

 
 ___  v � 
   5 2   

 R 
4
 // r �2

 
 ___________  

 r e1
  1 ( R 

1
 // R 

2
 )
   5 2   10//5 _______________  

0.025 1 (1.0//3.0)
   5 2 4.3 V/V

  One can readily verify that the resistance Rb3 seen looking into Q3’s base is 

such that Rb3 @ R5, so the gain provided by Q2 is 

   
 v c2

 
 ___  v c1
    5 2 g m2

 ( R 
5
 // R b3

 ) > 2 g m2
  R 

5
  5 210y0.025 5 2 400 V/V

  We expect the gain of the voltage follower Q3 to be very close to unity, 

   
 v o  ___  v c2

    > 1 V/V

  Combining the above results, we fi nally obtain

 a 5   
 v o  __  v � 

   5   
 v c1

 
 ___  v � 
   3   

 v c2
 
 ___  v c1
    3   

 v o  ___  v c2
    > (24.3)(2400)(1) 5 1720 V/V

  We also have, from Fig. 7.24b, 

 b 5   
 v f  __  v o 

   5   
 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   5   1.0 ________ 

1.0 1 3.0
   5   1 __ 

4
   V/V

  so the loop gain is L 5 ab 5 1720y4 5 430. Finally, 

  A oc  5   
 v o  __  v i 

   5   4 _________ 
1 1 1y430

   5 3.991 V/V

  R i  5 156 3 1 0 3 (1 1 430) 5 67 MV    R o  5   73 _______ 
1 1 430

   5 0.17 V

Remark: Note that if Q1 weren’t part of the negative-feedback loop, the resistance 

seen looking into its emitter would be re1, or 25 V in our example, a rather low value. 

However, in feedback operation the situation changes dramatically. To get a feel, 

consider the case vi 5 1.0 V. Then, the base current is ib1 5 viyRi 5 1y(67 MV) > 
15 nA, and the emitter current is ie1 5 (�01 1 1)ib1 5 201(15 nA) > 3 �A. On the 

other hand, the current through R1 is i1 5 vfyR1 > viyR1 5 (1 V)y(1 kV) 5 1 mA. 

Given that 3 �A ! 1 mA, there is no question that for all practical purposes Q1’s 

emitter appears as an open circuit (OC) to R1 and R2!
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720 Chapter 7 Feedback, Stability, and Noise

 (b)  The PSpice circuit of Fig. 7.25 uses three VCCSs to model the BJTs in small-

signal operation, and it includes the 0-V dummy source V0 to sense the current 

out of Q1’s emitter. After directing PSpice to perform the dc analysis as well as 

the transfer function (.TF) analysis, we get Aoc 5 3.99 V/V, Ri 5 65.13 MV, 

and Ro 5 0.1739 V. Moreover, the current through the test source V0 for vi 5 

1.0 V is 3.086 �A. All data are amazingly close to those calculated by hand! 

vi

vovf

R1

R4 R5

R2

V0

1
2

r�1

5 kV

r�2

5 kV

r�3

5 kV

1.0 kV R3 10 kV

10 kV 10 kV

0

0 0

0

0

3.0 kV

0 Vdc

1�(25 V)

G1

1

2

1

2

1�(25 V)

G2

1

2

1�(25 V)

G3

1

2

FIGURE 7.25 PSpice circuit to verify the series-shunt triple of Example 7.10.

Assuming gm 5 1 mA/V and ro 5 50 kV for all FETs in the circuit of Fig. 7.26, 

along with �5 5 0.25, fi nd the unloaded gain Aoc and the output resistance 

Ro (Ri 5 ` because the input source is looking right into M1’s gate).

1
2

VDD

VSS

ISS

IS5

vi

vo

Ro

M4 M3

M1

M5

M2

FIGURE 7.26 Series-shunt circuit of Example 7.11.

EXAMPLE 7.11
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  7.4 Practical Confi gurations and the Effect of Loading 721

Solution
This is a unity-gain non-inverting amplifi er whose decomposition appears as in 

Fig. 7.27. The voltage gain of the fi rst stage is gm(rop//ron) 5 gmroy2 and that of the 

M5 source follower is 1y(1 1 �5), so we write 

a 5   
 v o  __  v � 

   5   
 g m  r o y2

 ______ 
1 1  � 

5
 
   5   

1 3 50y2
 ________ 

1 1 0.25
   5 20 V/V  b 5 1.0 V/V  L 5 20

We also have roa 5 1y[gm5(1 1 �5)] 5 1y1.25 5 800 V. Consequently,

 A oc  5   
 v o  __  v i 

   5   1 ________ 
1 1 1y20

   5 0.9524 V/V   R o  5   800 ______ 
1 1 20

   5 38.1 V

vo

vf

SC
OC

1
2

1
2

vo

roa

M4 M3

M1

M5

OC

SC
M2

v�

(a) (b)

FIGURE 7.27 Decomposing the circuit of Fig. 7.26 into (a) the error amplifi er 

and (b) the feedback network. 

As our last example, let us investigate the emitter follower of Fig. 7.28a. On a va-

riety of occasions it has been said that a resistance in series with the emitter of a BJT 

or with the source of a FET introduces degeneration, and that, among other things, 

it stabilizes the dc bias point. We now wish to reexamine this issue from the view-

point of negative feedback. The BJT responds to the signal v� 5 vi 2 vo, indicating 

FIGURE 7.28 The emitter follower as a negative-feedback system: (a) ac 

equivalent and (b) small-signal representation. 

vo

Ro

v�
1

1

22
vi

Ri RE
RE

1

2

1
2vi

vf
vo

rogmv�v� r�

(b)(a)
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722 Chapter 7 Feedback, Stability, and Noise

a series-shunt confi guration with b 5 1 V/V. To decompose the circuit into the error 

amplifi er and the feedback network, refer to the small-signal equivalent of Fig. 7.28b. 

Following the aforementioned Series-Shunt Procedure, we fi rst ground node vo 

to fi nd loading at the amplifi er’s input. This yields the left portion of the circuit of 

Fig. 7.29a. Next, we open-circuit node vf to fi nd loading at the amplifi er’s output. 

This yields the right portion of the circuit of Fig. 7.29a. (It is certainly intriguing 

that the same node, namely, the emitter node, acts as a short or as an open circuit, 

depending on the viewpoint!) Finally, the feedback network appears as in Fig. 7.29b, 

giving b 5 1 V/V. 

(a) (b)

vf

vo

OC
SC

1
2

ria

vo

RE

OCSC

rogmv�

1

2

1
2v� r�v�

roa

FIGURE 7.29 Decomposing the feedback circuit of Fig. 7.28 into (a) the error 

amplifi er and (b) the feedback network. 

In the emitter follower of Fig. 7.28a let RE 5 10 kV. Moreover, let the BJT have 

gm 5 1y(25 V), r� 5 5 kV, and ro 5 100 kV. Find Ri, Ro, and the unloaded gain 

Aoc. Comment on your fi ndings.

Solution
With reference to Fig. 7.29a we have, by inspection, 

 r ia  5  r �  5 5 kV   r oa  5  R E // r o  5 10//100 5 9.09 kV

a 5   
 v o  __  v � 

   5  g m ( R E // r o ) 5 9.09y0.025 > 364 V/V

With reference to Fig. 7.29b we have b 5 vfyvo 5 1 V/V, so

L 5 a 3 1 5  g m ( R E // r o ) 5 364 

Finally, 

  A oc  5   1 _______________  
1 1 1y[ g m ( R E // r o )]

   5   1 _________ 
1 1 1y364

   5 0.997 V/V

  R i  5  r � [1 1  g m ( R E // r o )] 5 5(1 1 364) 5 1.83 MV

  R o  5   
 R E // r o  ____________  

1 1  g m ( R E // r o )
   5   1 ___  g m   // R E // r o  >   1 ___  g m    >  r e  5 25 V

EXAMPLE 7.12
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  7.4 Practical Confi gurations and the Effect of Loading 723

Shunt-Shunt Circuits
In Fig. 7.30 we re-examine the shunt-shunt op amp confi guration of Fig. 7.18b, but 

with an eye on the interaction between the amplifi er’s internal resistances ri and ro 

and the external feedback network, in this case consisting of R. To be able to focus 

on loading by the feedback network alone, we continue to assume a driving source ii 

with infi nite parallel resistance, and an unloaded (open-circuited) output port. 

As we know, because of the high gain av, the differential input voltage vd is 

going to be vanishingly small, indicating that the inverting-input node will be kept 

at virtual-ground potential. Thus, to calculate loading at the amplifi er’s output port, 

we regard R as if its left terminal were short-circuited (SC) to ground. To fi nd load-

ing at the input, we note that sensing at the output is of the shunt type, just as in the 

case of the series-shunt circuit of Fig. 7.20. Consequently, to calculate loading at the 

amplifi er’s input port, we regard R as if its right terminal were short-circuited (SC) 

to ground. Both situations are depicted in Fig. 7.31a, which shows the error am-

plifi er in open-loop operation, but with loading by the external feedback network 

specifi cally taken into account at both ports. Next, we wish to fi nd its open-loop 

parameters, now denoted as a (5voyi�), ria and roa. By the voltage divider rule and 

Ohm’s law, 

  v o  5   R ______ 
 r o  1 R

    a v  v d  5   R ______ 
 r o  1 R

    a v ( r i  //R)(2 i � )

The interested student can, after suitable manipulations, compare the above ex-

pressions with their exact counterparts of Section 2.9. The minor differences (such 

as �0 instead of �0 1 1) stem from the fact that the method used here is based on 

Eqs. 7.45a and b, and as such it is an approximation—though a fairly good one in 

this case, as confi rmed by the numerical results. 

Remark: It is interesting to note that a feedback circuit can in turn be part of 

another more complex feedback circuit: an example is the emitter follower 

subcircuit (Q3) of the series-shunt triple of Fig. 7.23.

FIGURE 7.30 The transresistance op amp with 

its internal resistances ri and ro explicitly shown.

1

1
1

2

2

2 avvd

ri
i�

Ri

RoR

ro

ifii

vo
vd
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724 Chapter 7 Feedback, Stability, and Noise

so that

 a 5   
 v o  __ 
 i � 

   5 2 ( r i  //R) a v   
R ______ 

 r o  1 R
   (7.50)

Note that a now has the dimensions of V/A, and is negative. Moreover, by inspection, 

we have

  r ia  5  r i  //R   r oa  5  r o //R (7.51)

Next, we seek a representation for the feedback network that is separate from 

the basic amplifi er. Referring back to Fig. 7.30, we observe that at the sensing side 

this network is driven by a voltage source vo expected to exhibit extremely small 

series resistance Ro, and that at the summing side it drives the amplifi er’s input port 

which, for practical purposes, appears as a short circuit (SC). The circuit for the cal-

culation of b is thus as in Fig. 7.31b, from which we readily fi nd if 5 (0 2 vo)yR, so

 b 5   
 i f  __  v o 

   5 2   1 __ 
R

   (7.52)

The dimensions of b are A/V, the reciprocal of those of a. Moreover, b is negative, 

just like a. Both properties are consistent with the fact that L 5 ab must be dimen-
sionless and positive. We can now apply Eq. (7.34) to fi nd the unloaded gain Aoc, and 

Eq. (7.35), but with ri and ro replaced by ria and roa, to fi nd the closed-loop terminal 

resistances Ri, and Ro. 

FIGURE 7.31 Decomposing the circuit of Fig. 7.30 into (a) basic amplifi er and 

(b) feedback network. 

avvd

ri

R

ro

i�

vo
vd

R

SC

SC

RSC SC

vo

if

1
2

(a) (b)

1

1
1

2

2

2

ria

roa

In the circuit of Fig. 7.30 let the op amp have av 5 105 V/V, ri 5 2 MV, and ro 5 

100 V. If R 5 1.0 MV, fi nd Ri, Ro, and the unloaded gain Aoc.

Solution
Using Eqs. (7.50) through (7.52) we have 

ria 5 (2//1) 3 106 5 667 kV  roa 5 100//106 5 100 V 

a 5 2 (2//1)1 0 6  3 1 0 5   1 0 6  _________ 
100 1 1 0 6 

   5 26.66 3 1 0 10  V/A  b 5 21026 A/V

EXAMPLE 7.13
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 L 5 (26.667 3 1010)(21026) 5 66,667

  A oc  5   21 0 6  ____________  
1 1 1y66,667

   > 21.0 V/�A

  R i  5   667 kV _______ 
66,667

   5 10 V 

  R o  5   100 V ______ 
66,667

   5 1.5 mV

The line of reasoning developed for the above example can be generalized to the 

following Shunt-Shunt Procedure: 

● To calculate loading at the input of the basic amplifi er, short-circuit (SC) the 

sensing-side port of the feedback network. 
● To calculate loading at the output of the basic amplifi er, short-circuit (SC) the 

summing-side port of the feedback network. 
● To fi nd b, apply a voltage vo to the sensing-side port of the feedback network, 

fi nd the short-circuit current if fl owing into the summing-side port of the feed-

back network, and let b 5 ifyvo. 

We shall illustrate the procedure with additional examples.

The feedback circuit of Fig. 7.32 is similar to that of Fig. 7.23, except that the 

input source is now a current that has been moved to Q1’s emitter, while the base has 

been grounded. Thus, Q1 is now operating in the CB mode. As we know, the resis-

tance seen looking into its emitter is low to begin with, and we anticipate that feed-

back will make it even lower. Applying the aforementioned Shunt-Shunt Procedure, 

we end up with the basic amplifi er and feedback network of Fig. 7.33. 

FIGURE 7.32 Shunt-shunt feedback triple.

ii
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i�
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R3R1
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726 Chapter 7 Feedback, Stability, and Noise

FIGURE 7.33 Decomposing the circuit of Fig. 7.32 into (a) the error amplifi er 

and (b) the feedback network. 

i�

vo

ve1

vc2

vc1

Q1

R3R2R2R1

R5

Q2

SCSC

Q3

roa
R2

SC SC

vo

if

1
2

(b)
(a)
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R4

 (a) Let the circuit of Fig. 7.32 have the same parameters of Example 7.10, 

namely, R1 5 1.0 kV, R2 5 3.0 kV, and R3 5 R4 5 R5 5 10 kV. Moreover, 

let all BJTs have gm 5 1y(25 V), r� 5 5 kV, and ro 5 `. Find Ri, Ro, and the 

unloaded gain Aoc.

 (b)  Compare with Example 7.10, and justify similarities as well as differences. 

Solution
 (a) Retracing similar steps as in Example 7.10 using the circuit of Fig. 7.33 

we fi nd

  r ia  5  r e1
 // R 

1
 // R 

2
  5 24.2 V   r oa  5   

 R 
5
  1  r �3

 
 _______ 

 � 
03

  1 1
  // R 

2
 // R 

3
  > 72.3 V

   
 v e1

 
 ___ 

 i � 
   5  r ia  5 24.2 V/A    

 v c1
 
 ___  v e1
    5  g m1

 ( R 
4
 // r �2

 ) 5 133 V/V

   
 v c2

 
 ___  v c1
    5 2 g m2

 ( R 
5
 // R b3

 ) 5 2400 V/V    
 v o  ___  v c2

    > 1 V/V

 a 5   
 v o  __ 
 i � 

   5   
 v e1

 
 ___ 

 i � 
   3   

 v c1
 
 ___  v e1
    3   

 v c2
 
 ___  v c1
    3   

 v o  ___  v c2
     > (24.2)(133)(2400)(1) 5 21.29 3 1 0 6  V/A

 b 5   
 i f  __  v o 

   5 2  1 __ 
 R 

2
 
   5 2  1 _______ 

3 3 1 0 3 
   A/V  L 5 ab 5   

21.29 3 1 0 6 
  ___________ 

23 3 1 0 3 
   5 430

  A oc  5   
 v o  __ 
 i i 
   5   23 3 1 0 3  _________ 

1 1 1y430
   5 22.993 V/mA

  R i  5   24.2 _______ 
1 1 430

   5 0.056 V   R o  5   72.3 _______ 
1 1 430

   > 0.168 V

EXAMPLE 7.14
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  7.4 Practical Confi gurations and the Effect of Loading 727

 (b) We immediately observe that even though a and b are quite different in the 

two examples, both in values and dimensions, their product L 5 ab is the same 

(430). However, some of the closed-loop parameters have changed drastically 

because of the different feedback topology. In both cases, output sensing is 

of the shunt type, so Ro is virtually unchanged. By contrast, Ri changes from 

67 MV in the input-series circuit of Example 7.10, to 0.056 V in the input-

shunt circuit of the present example—quite a change! Also, the closed-loop 

gain has changed in value, dimensions, and even polarity, as it should be.

As our last example, we turn to the ac circuit of Fig. 7.34a, representing the 

familiar feedback-bias scheme. As we know, this scheme offers a good dc biasing 

alternative for a transistor. By inspection we fi nd that this circuit is a shunt-shunt 

type. We thus apply the aforementioned Shunt-Shunt Procedure to end up with the 

decompositions of Fig. 7.34b and c.

FIGURE 7.34 (a) The feedback-bias BJT confi guration as a shunt-shunt circuit. 

(b) Error amplifi er and (c) feedback network.

(a)

ii

if
i�

Ri

Ro
roa

vo

RB

RC

i�

ria

vo

vb

RB

RB

SC

SC

RC

RBSC SC

vo

if

1
2

(c)(b)

 (a) In the shunt-shunt circuit of Fig. 7.34a let RB 5 100 kV and RC 5 10 kV. 

Moreover, let the BJT have gm 5 1y(25 V), r� 5 5 kV, and ro 5 100 kV. Find 

Ri, Ro, and the unloaded gain Aoc. 

 (b) Repeat if RB is lowered to 5.0 kV. Comment.

Solution
 (a)  With reference to Figs. 7.34b and c we have, by inspection, 

  r ia  5  R B // r �  5 100//5 5 4.76 kV  r oa  5  R C // R B // r o  5 10//100//100 5 8.33 kV

   
 v b  __ 
 i � 

   5  r ia  5 4.76 V/mA    
 v o  __  v b 

   5 2 g m  r oa  5 2   8.333 _____ 
0.025

   5 2333 V/V

 a 5   
 v o  __ 
 i � 

   5   
 v b  __ 
 i � 

   3   
 v o  __  v b 

   5 2 g m  r ia  r oa  5 (4.76 3 1 0 3 )(2333) 5 21.59 3 1 0 6  V/A

EXAMPLE 7.15
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728 Chapter 7 Feedback, Stability, and Noise

Series-Series Circuits
In Fig. 7.35 we re-examine the series-series op amp confi guration of Fig. 7.18c, but 

with the usual eye on the interaction between the amplifi er’s internal resistances ri 

and ro and the external feedback network, in this case consisting of R. To be able to 

focus on loading by the feedback network alone, we continue to assume the absence 

of any external loading, meaning a driving source vi with zero series resistance, and 

a short-circuit output load (note that an unloaded output port is an open circuit for a 

voltage-output device, but a short circuit for a current-output type).

As already seen in connection with the circuit of Fig. 7.20, the op amp’s input port 

appears as an open circuit to the feedback network, so to calculate loading at the ampli-

fi er’s output we regard the wire to the left of R as an open circuit (OC). To fi nd loading 

at the input, we note that sensing at the output is of the series type, where we anticipate 

a high closed-loop resistance. Consequently, to calculate loading at the amplifi er’s 

input port, we regard R as if its terminal facing the load was open-circuited (OC). 

 b 5   
 i f  __  v o 

   5 2  
1
 

___
 

 R B    5 2  
1
 

___
 

1 0 5 
   A/V  L 5 ab 5   

21.59 3 1 0 6 
  ___________ 

21 0 5 
   5 15.9

  A oc  5   
 v o  __ 
 i i 
   5 2   1 0 5  __________ 

1 1 1y15.9
   5 294 V/mA 

  R i  5   4.76 ________ 
1 1 15.9

   > 0.28 kV    R o  5   8.33 ________ 
1 1 15.9

   > 0.5 kV

 (b) With RB 5 5.0 kV we get ria 5 2.5 kV, roa 5 3.23 kV, a 5 23.23 3 105 V/A, 

and b 5 21y(5 3 103) A/V. Consequently, 

 L 5 65.5  Aoc 5 24.925 V/mA  Ri 5 38.2 V  Ro 5 49.2 V

  Note the signifi cant increase in the value of L, from 15.9 to 65.5. Can you 

justify this intuitively?

FIGURE 7.35 The transconductance op amp with 

its internal resistances ri and ro explicitly shown.

1

2

1
1

2
2 avv�

riv�

Ri

ro

vf

vi
1
2

R

Ro
io
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  7.4 Practical Confi gurations and the Effect of Loading 729

The two situations are depicted in Fig. 7.36a, which represents the error amplifi er in 

open-loop operation, but with loading by the external feedback network specifi cally 

taken into account at both ports. Next, we wish to fi nd its open-loop parameters, now 

denoted as a, ria and roa. By Ohm’s law and the voltage divider rule, 

  i o  5   
 a v  v d  ______ 

 r o  1 R
   5   1 ______ 

 r o  1 R
    a v    

 r i  ______ 
 r i  1 R

   v � 

so

 a 5   
 i o  __  v � 

   5   
 r i  ______ 

 r i  1 R
    a v    

1 ______ 
 r o  1 R

   (7.53)

Note that a now has the dimensions of A/V. Moreover, the resistances seen by the 

input source v� and by the short-circuit load are, respectively,

  r ia  5  r i  1 R   r oa  5  r o  1 R (7.54)

Next, we seek a representation for the feedback network that is separate from 

the basic amplifi er. Referring back to Fig. 7.35, we observe that at the sensing side R 

is driven by a current source io expected to exhibit extremely high parallel resistance 

Ro, and that at the summing side it drives the amplifi er’s input port which, for practi-

cal purposes, appears as an open circuit (OC). The circuit to calculate b is thus as in 

Fig. 7.36b, from which we readily fi nd vf 5 Rio, so

 b 5   
 v f  __ 
 i o 

   5 R  (7.55)

The dimensions of b are V/A, the reciprocal of those of a, as it must be in order to 

make L dimensionless. As usual, we now apply Eq. (7.36) to fi nd the unloaded gain 

Asc, and Eq. (7.37), but with ri and ro replaced by ria and roa, to fi nd the closed-loop 

terminal resistances Ri and Ro. 

FIGURE 7.36 Decomposing the circuit of Fig. 7.35 into (a) the 

error amplifi er, and (b) the feedback network. 

1

2

1
1

2
2 avvd

rivd

ria

OCOC

rov�
1
2

R

roa

R

io

R

OC

io
vf

(a) (b)
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730 Chapter 7 Feedback, Stability, and Noise

The line of reasoning developed for the above example can be generalized to the 

following Series-Series Procedure: 

● To calculate loading at the input of the basic amplifi er, open-circuit (OC) the 

sensing-side port of the feedback network. 
● To calculate loading at the output of the basic amplifi er, open-circuit (OC) the 

summing-side port of the feedback network. 
● To fi nd b, apply a current io to the sensing-side port of the feedback network, fi nd 

the open-circuit voltage vf at the summing-side port of the feedback network, 

and let b 5 vfyio. 

Let us illustrate the procedure using the single BJT circuit of Fig. 7.37, here 

operated in the series-series mode to act as a voltage-to-current (V-I) converter. The 

circuit is similar to the CC of Fig. 7.28, except that the output is now the short-circuit 

collector current instead of the open-circuit emitter voltage. To decompose the feed-

back circuit into the basic error amplifi er and the feedback network, refer to the 

small-signal equivalent of Fig. 7.37b, where we note that the current being sensed is 

not io itself, but ioy�0. 

 (a)  In the circuit of Fig. 7.35 let the op amp have av 5 103 V/V, ri 5 100 kV, and 

ro 5 1.0 kV. If R 5 10 kV, fi nd Ri, Ro, and the unloaded gain Asc. 

 (b)  If vi 5 5.0 V, what is the short-circuit output current? If the short-circuit is 

replaced by a load that develops a 4.0-V voltage drop, by how much will the 

output current change? Comment.

Solution
 (a) Using Eqs. (7.53) through (7.55) we have 

 a 5   100 ________ 
100 1 10

  1 0 3   1 __________ 
(1 1 10)1 0 3 

   5   1 ____ 
12.1

   A/V  b 5 1 0 4  V/A  

 L 5   1 0 4  ____ 
12.1

   5 826

  r ia  5 100 1 10 5 110 kV   r oa  5 1 1 10 5 11 kV

  A sc  5   
1y1 0 4 
 _________ 

1 1 1y826
   5 99.88 �A/V   R i  5 110(1 1 826) 5 91 MV  

  R o  5 11(1 1 826) 5 9.1 MV

 (b)  The short-circuit output current is io 5 Ascvi 5 99.88 3 5.0 5 499.4 �A 

(ideally, 500 �A). Visualizing the output port via its Norton equivalent, we 

note that with a 4.0-V load-voltage increase, the current will decrease by 

(4.0 V)y(9.1 MV) 5 0.44 �A, an insignifi cant amount. This, thanks to the 

high output resistance brought about by negative feedback!

EXAMPLE 7.16
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  7.4 Practical Confi gurations and the Effect of Loading 731

FIGURE 7.37 The single-BJT voltage-to-current (V-I) converter as a series-series 

feedback system. (a) Ac equivalent and (b) small-signal representation. 

vi
1
2

Ri
RE

Roio

vi

vf

1
1

2
2

io

ro

RE io��0

gmv�v� r�

(a) (b)

Following the aforementioned Series-Series Procedure, we open-circuit at the 

right-hand side of RE to fi nd loading at the input, thus obtaining the left portion of 

the circuit of Fig. 7.38a. Likewise, we open-circuit at the left-hand side of RE to fi nd 

loading at the output, thus obtaining the right portion of the circuit of Fig. 7.38a. 

Finally, we drive the feedback network RE with the current ioya0 to fi nd vf. 

In the V-I converter of Fig. 7.37a let RE 5 10 kV. Moreover, let the BJT have 

gm 5 1y(25 V), r� 5 5 kV, and ro 5 100 kV. Find Ri, Ro, and the unloaded gain 

Asc. Comment on your fi ndings.

Solution
With reference to Fig. 7.38a we have, by inspection, 

 r ia  5  r �  1  R E  5 5 1 10 5 15 kV   r oa  5  r o  1  R E  5 100 1 10 5 110 kV

 i o  5  i 
 R E   5   

 r o  _______ 
 R E  1  r o 

   g m  v �  5   
 r o  _______ 

 R E  1  r o 
   g m   

 r � 
 _______ 

 r �  1  R E 
   v � 

EXAMPLE 7.17

(a) (b)

OC

vf

RE

io��0

1

2

1
2

OC OC

ro
gmv�

ria

roa

io

v� v� r�

RE RE

FIGURE 7.38 Decomposing the circuit of Fig. 7.37 into (a) the error amplifi er and 

(b) the feedback network. 

fra28191_ch07_685-826.indd   731fra28191_ch07_685-826.indd   731 13/12/13   11:16 AM13/12/13   11:16 AM



732 Chapter 7 Feedback, Stability, and Noise

so 

a 5   
 i o  __  v � 

   5   
 r � 
 _______ 

 r �  1  R E 
   g m   

 r o  _______ 
 R E  1  r o 

   5   5 ______ 
5 1 10

   3   1 ___ 
25

   3   100 ________ 
10 1 100

   5   1 ____ 
82.5

   A/V

Moreover, with reference to Fig. 7.38b we have  v f  5  R E  i o y � 
0
 , so 

b 5   
 v f  __ 
 i o 

   5   
 R E 

 ___  � 
0
    5   

10,000
 ________ 

200y201
   5 10,050 V/A  L 5 ab 5   

10,050
 ______ 

82.5
   5 122

Finally,

 A sc  5   
 i o  __  v i 

   5   1 ______ 
10,050

     1 _________ 
1 1 1y122

   5 98.7 �A/V 

 R i  5 15(1 1 122) 5 1.85 MV   R o  5 110(1 1 122) 5 13.5 MV

Remark: The student should compare the above (approximate) results with those 

provided by the exact expressions of Section 2.6, and verify that the differences 

are reasonably small. Even though the V-I converter of Fig. 7.37a is similar to the 

emitter follower of Fig. 7.28 and uses the same component values, the loop gains 

are quite different (L 5 364 for the emitter follower, L 5 122 for the V-I con-

verter). On the other hand, the series-shunt circuit of Example 7.10 and its shunt-

shunt counterpart of Example 7.14 have the same value of L (430). It must be said 

that L generally depends on the feedback topology being used, even if the source-

less circuits are the same. This issue will be taken up again in the next section. 

Shunt-Series Circuits
In Fig. 7.39 we re-examine the shunt-series op amp confi guration of Fig. 7.18d, but 

using the full-blown op amp model. Again, we assume the absence of any external load-

ing, meaning zero parallel resistance for the input current source, and a short circuit as 

the load. With shunt summing, the op amp’s input port appears to the feedback network 

as a short circuit (SC), while with series sensing, the op amp’s output port appears to the 

feedback network as an open circuit (OC). Consequently, we end up with the situation 

FIGURE 7.39 The op amp as a current amplifi er 

with its internal resistances ri and ro explicitly shown.

1

2

1
1

2
2 avvd

rii�

R2
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ifii
Roio

vd
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  7.4 Practical Confi gurations and the Effect of Loading 733

of Fig. 7.40a, showing the error amplifi er in open-loop operation, but with loading by 

the feedback network specifi cally taken into account at both ports. Next, we wish to fi nd 

its open-loop parameters, now denoted as a, ria and roa. By inspection

  r ia  5  r i //( R 
2
  1  R 

1
 )   r oa  5  r o  1 ( R 

2
 // R 

1
 ) (7.56)

Moreover,

  i o  5   
 a v  v d  ____  r oa 

   5   1 ___  r oa 
   a v  r ia (2 i � )

so that

 a 5   
 i o  __ 
 i � 

   5 2   
 r ia  ___  r oa 

   a v  (7.57)

Note that a now has the dimensions of A/A, and it is negative. 

Next, we seek a representation for the feedback network that is separate from 

the basic amplifi er. Referring back to Fig. 7.39 we observe that at the sensing side 

the feedback network is driven by a current source io expected to exhibit extremely 

high parallel resistance Ro, whereas at the summing side it drives the amplifi er’s input 

port which, for practical purposes, appears as a short circuit (SC). The circuit for the 

calculation of b is thus as in Fig. 7.40b. Using the current divider rule, we have 

 b 5   
 i f  __ 
 i o 

   5 2   
 R 

1
 
 _______ 

 R 
1
  1  R 

2
 
   5 2   1 _________ 

1 1  R 
2
 y R 

1
 
   (7.58)

Note that b is negative and is in A/A, just like a. As usual, we now apply Eq. (7.31) to 

fi nd the unloaded gain Asc, and Eqs. (7.32) and (7.33), but with ri and ro replaced by ria 

and roa, to fi nd the closed-loop terminal resistances Ri, and Ro. Moreover, the general case 

in which a feedback current amplifi er is driven by a signal source isig with noninfi nite 

FIGURE 7.40 Decomposing the circuit of Fig. 7.39 into (a) the error amplifi er and 

(b) the feedback network. 

1
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1
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2
2 avvd
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vd

R1R2R1

OC

SC

(b)(a)

if
SC

R2

R1

io

OC
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734 Chapter 7 Feedback, Stability, and Noise

parallel resistance Rsig and drives a nonzero output load RL, is readily investigated with 

reference to the circuit model of Fig. 7.41. Its source-to-load current gain is 

   
 i o  ___ 
 i sig 

   5   
 R sig  _______ 

 R sig  1  R i 
    A sc   

 R o  _______ 
 R o  1  R L 

   (7.59)

FIGURE 7.41 Modeling a closed-loop current 

amplifi er driving a load RL and driven by a source 

having output resistance Rsig. 

isig Rsig ii Ri Ascvi Ro ioRL

 (a) In the circuit of Fig. 7.39 let the op amp have av 5 103 V/V, ri 5 100 kV, and 

ro 5 100 V. If R1 5 1.0 kV and R2 5 9.0 kV, fi nd Ri, Ro, and the unloaded 

gain Asc.

 (b) Find the signal-to-load gain ioyisig if the feedback amplifi er is driven by a 

signal source isig having a parallel resistance Rsig 5 1.0 kV, and drives a load 

RL 5 1.0 kV. 

Solution
 (a) Using Eqs. (7.56) through (7.58) we have 

  r ia  5 100//(9.0 1 1.0) 5 9.09 kV   r oa  5 0.1 1 (9.0//1.0) 5 1.0 kV

 a 5 2   
9.09

 ____ 
1.0

  1 0 3  5 29,090 A/A

 b 5 2   1 _______ 
1 1 9y1

   5 20.1 A/A 

 L 5 ab 5 909

  A sc  > 210 ( 1 2   1 ____ 
909

   )  5 2 9.989 A/A 

  R i  5   
9100

 _______ 
1 1 909

   5 10 V 

  R o  5 1(1 1 909) 5 910 kV

 (b) Refer to the equivalent representation of Fig. 7.41, where we note that we 

have current division both at the input and at the output. The signal-to-load 

gain is readily found as 

   
 i o  ___ 
 i sig 

   5   1.0 __________ 
1.0 1 0.010

   (29.989)   
910
 _________ 

910 1 2.0
   5 2 9.868 A/A

EXAMPLE 7.18
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  7.4 Practical Confi gurations and the Effect of Loading 735

The line of reasoning developed for the above example can be generalized to the 

following Shunt-Series Procedure: 

● To calculate loading at the input of the basic amplifi er, open-circuit (OC) the 

sensing-side port of the feedback network. 
● To calculate loading at the output of the basic amplifi er, short-circuit (SC) the 

summing-side port of the feedback network.
● To fi nd b, apply a current io to the sensing-side port of the feedback network, 

fi nd the short-circuit current if through the summing-side port of the feedback 

network, and let b 5 ifyio. 

FIGURE 7.42 Shunt-series feedback pair.

ii

Ri

io
if

i�

R1

R2

Ro

R3

Q1

Q2

i�

ria

io

vb1

vc1

ve2

R1R2R1

roa

OC

R3

Q1

Q2

R2

(b)(a)

ifSC

SC

R2

R1

io

OC

FIGURE 7.43 Decomposing the circuit of Fig. 7.42 into (a) the error amplifi er and 

(b) the feedback network. 

Let us illustrate the procedure using the shunt-series pair of Fig. 7.42, also re-

ferred to as a current amplifi er pair. Applying the aforementioned Shunt-Series Pro-

cedure, we end up with the basic amplifi er and feedback network of Fig. 7.43. 
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736 Chapter 7 Feedback, Stability, and Noise

 (a)  In the shunt-series pair of Fig. 7.42 let R1 5 1.0 kV, R2 5 3.0 kV, and 

R3 5 10 kV. Moreover, let the BJTs have gm 5 1y(25 V), r� 5 4.0 kV, and 

ro 5 50 kV. Find Ri, Ro, and the unloaded gain Asc. 

 (b)  Verify your results via PSpice.

Solution
 (a)  We have �0 5 gmr� 5 4y0.025 5 160. With reference to Fig. 7.43 we have, 

by inspection, 

  r ia  5 ( R 
2
  1  R 

1
 )// r �1

  5 (3.0 1 1.0)//4 5 2.0 kV

  r oa  5   
( r o1

 // R 
3
 ) 1  r �2

 
  ____________ 

 � 
02

  1 1
   1 ( R 

2
 // R 

1
 ) >   

(50//10) 1 4
 ___________ 

161
   1 (3.0//1.0) 5 0.827 kV

   
 v b1

 
 ___ 

 i � 
   5  r ia  5 2.0 kV

   
 v c1

 
 ___  v b1
    5 2 g m1

 { R 
3
 // r o1

 //[ r �2
  1 ( � 

02
  1 1)( R 

1
 // R 

2
 )]} 

 5 2   
10//50//[4 1 161(1.0//3.0)]

   ______________________  
0.025

   5 2312 V/V

   
 v e2

 
 ___  v c1
    5   1 __________________  

1 1   
( R 

3
 // r o2

 ) 1  r �2
 
  ______________  

( � 
02

  1 1)( R 
1
 // R 

2
 )
  

   5   1 _______________  
1 1   10//50 1 4 ___________  

161(1.0//3.0)
  
   5 0.907 V/V

   
 i o  ___  v e2

    5   1 _____ 
 R 

1
 // R 

2
 
   5   1 _______ 

1.0//3.0
   5   1 _______ 

0.75 kV
  

 a 5   
 i o  __ 
 i � 

   5   
 v b1

 
 ___ 

 i � 
   3   

 v c1
 
 ___  v b1
    3   

 v e2
 
 ___  v c1
    3   

 i o  ___  v e2
    5   

(2)(2312)(0.907)
  _______________ 

0.75
   5 2 755 A/A

 b 5 2   1.0 ________ 
1.0 1 3.0

   5 2   1 __ 
4
   A/A  L 5 ab 5 (2755)(20.25) 5 189

  Finally, the closed-loop parameters are

  A sc  5   
 i o  __ 
 i i 
   >    24 _________ 

1 1 1y189
   5 2 3.979 A/A 

  R i  5   2000 _______ 
1 1 189

   > 10.5 V 

  R o  5 0.827(1 1 189) 5 157 kV

EXAMPLE 7.19
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  7.4 Practical Confi gurations and the Effect of Loading 737

 (b) The PSpice circuit, shown in Fig. 7.44, includes the 0-V dummy source VL to 

measure the short-circuit load current. After directing PSpice to perform the 

transfer function (.TF) analysis we get Asc 5 23.980 A/A, Ri 5 9.877 V and 

Ro 5 167.4 kV, all in fair agreement with our calculations above.

  

ii

io
VL

0 Vdc

R3

R2

R1

10 kV
0

0
0

0

r�1

4 kV

r�2

4 kV

3.0 kV
1.0 kV

ro1

50 kV

ro2

50 kV
1�(25 V)

G1

1

2

1�(25 V)

G2

1

2

1

2

FIGURE 7.44 PSpice circuit to verify Example 7.19.

If an even higher output resistance is desired, the load can be moved to the collector 

side, which usually presents a much higher ac resistance than the emitter. This results in 

the alternative of Fig. 7.45a. Note that the load is now outside the feedback loop; how-

ever, the B-E port of Q2 is still inside the loop, so the current being regulated is still Q2’s 

emitter current ie2. This current is related to the load current as ie2 5 ioy�0. Moreover, as 

depicted in Fig. 7.45b, negative feedback in effect places in series with Q2’s emitter a 

resistance equal to that found in connection with Fig. 7.42, namely, roa(1 1 L). 

ii

io

if

i�

R1

R2

Ro

R3

Q1

Q2 io Ro

SC

Q2

roa(1 1 L)

io
�0

(b)(a)

Ri

FIGURE 7.45 (a) Shunt-series feedback pair with the load in series with Q2’s 

collector. (b) Equivalent circuit for fi nding io and Ro. 
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738 Chapter 7 Feedback, Stability, and Noise

Finding the Source-to-Load Gain Directly 
As illustrated in Figs. 7.22 and 7.41, once we know Ri, Ro, and the unloaded gain Aoc or 

Asc, we can fi nd the signal-to-source gain for the case of a non-ideal driving source and 

an arbitrary output load. However, the need often arises to fi nd the signal-to-load gain 

directly, without having to go through the intermediate calculations of Ri and Ro. This is 

achieved by including also the signal source resistance Rsig and the load resistance RL in 

the circuit of the basic amplifi er when calculating its open-loop gain a. Then, the source-

to-load gain is simply A 5 ay(1 1 ab). We shall demonstrate for the cases of voltage and 

current amplifi ers, but the technique is applicable also to the other two amplifi er types.

Assuming the same parameters of Example 7.19, along with r� 5 `, fi nd the un-

loaded gain ioyii as well as Ro for the circuit of Fig. 7.45a. Hence, verify via PSpice.

Solution
We now have io 5 �0(23.979)ii, or

  
 i o  __ 
 i i 
   5   160 ____ 

161
   (23.979) 5 23.954 A/A

 R o  >  r o2
 [1 1  g m2

 { r �2
 //[ r oa (1 1 L)]}] 5 50 3 1 0 3  3 [1 1 (4//157)y0.025] > 7.8 MV

To verify with PSpice we still use the circuit of Fig. 7.44, but with the current-

sensing source VL now in series with the collector. This gives ioyii 5 23.955 A/A, 

Ri 5 9.877 V, and Ro 5 7.5 MV, again in good agreement with the calculations. 

EXAMPLE 7.20

Use direct calculation to fi nd the signal-to-load gain A 5 voyvsig of Example 7.9b, 

for which av 5 1000 V/V, ri 5 10 kV, ro 5 1.0 kV, R1 5 1.0 kV, R2 5 9.0 kV, 

Rsig 5 20 kV, and RL 5 2.0 kV. 

1

2

1
1

2
2 avvd

rivd

Rsig

OC

SC

ro vov�
1
2

R1R1 R2

RL
R2

FIGURE 7.46 Modifying the basic voltage amplifi er of 

Fig. 7.21a to account for external loading due to Rsig and RL.

Solution
Redraw the circuit of Fig. 7.21a, but with Rsig and RL also included. This results in 

the circuit of Fig. 7.46, where we note that Rsig appears in series and RL in shunt, in 

accordance with the present topology type. Thus, Eq. (7.46) changes to 

EXAMPLE 7.21
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a 5   
 v o  __  v � 

   5   
 r i  ________________  

 R sig  1  r i  1 ( R 
1
 // R 

2
 )
    a v    

( R 
1
  1  R 

2
 )// R L   _________________  

 r o  1 [( R 
1
  1  R 

2
 )// R L ]

  

or

a 5   10 _________________  
20 1 10 1 (1.0//9.0)

  1000   
(1.0 1 9.0)//2.0

  __________________  
1 1 [(1.0 1 9.0)//2.0]

   

5 0.324 3 1000 3 0.625 5 202 V/V

By Eq. (7.48) we still have b 5 0.1 V/V, so L 5 202 3 0.1 5 20.2 and 

  
 v o  ___  v sig 

   5   
1yb
 _______ 

1 1 1yL
   5   10 __________ 

1 1 1y20.2
   5 9.528 V/V

in reasonable agreement with the result of Example 7.9b. 

Use direct calculation to fi nd the signal-to-load gain A 5 ioyisig of the circuit of 

Example 7.18b. 

Solution
Redraw the circuit of Fig. 7.40a, but with Rsig and RL also included. The result is 

shown in Fig. 7.47, where we note that Rsig appears in shunt and RL in series, in 

accordance with the present feedback topology. Thus, Eq. (7.57) changes to 

a 5   
 i o  __ 
 i � 

   5 2   
 R sig // r i  //( R 

1
  1  R 

2
 )
  _______________  

 r o  1  R L  1 ( R 
1
 // R 

2
 )
    a v  5 2   

1.0//100//(1.0 1 9.0)
  __________________  

1.0 1 2.0 1 (1.0//9.0)
   1 0 3  5 2231 A/A

With b still given as in Eq. (7.58), or b 5 20.1 A/A, we get

  
 i o  ___ 
 i sig 

   5   a ______ 
1 1 ab

   5   2231 ________________  
1 1 (2231)(20.1)

   5 29.585 A/A

in reasonable agreement with the result of Example 7.18b.

FIGURE 7.47 Modifying the basic current amplifi er of 

Fig. 7.40a to account for external loading due to Rsig and RL.

avvd

ri

R2

i�

R1R2

RL io

R1

OC

SC

Rsig

1

2

1
1

2
2
vd

ro

EXAMPLE 7.22
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740 Chapter 7 Feedback, Stability, and Noise

Identifying Feedback Type and Topology 
The analytical tools developed so far can be applied to any feedback circuit provided 

feedback is itself negative. To assess feedback polarity, apply a stimulus si at the 

input, follow its effect around the loop, and determine whether the returned signal 

sf opposes or reinforces si. Only if it opposes is feedback negative. The procedure is 

readily visualized via signal “bumps” as exemplifi ed in Fig. 7.48. 

In Fig. 7.48a we have frozen the ac input vi during a positive alternation, signi-

fi ed by a positive bump. This bump is amplifi ed and inverted by Q1 and then by Q2, 

and is fi nally buffered by Q4 back to the input port via the voltage divider R2-R1. With 

two inversions, the returned vf bump has the same polarity as the original vi bump. 

Since Q1 responds to the difference vi 2 vf , it is apparent that vf tends to neutralize the 

effect of vi, so feedback is negative. Had R2 been returned to Q1’s base instead of the 

emitter, vf would have reinforced vi, so feedback would have been positive.

In Fig. 7.48b a positive current bump in ii is converted by Q1 to a negative volt-

age bump at the collector, which is then buffered by Q2 back to Q1’s base via R2. With 

a negative bump at its right side, R2 will sink current away from to Q1’s base. Since 

Q1 responds to the difference ii 2 if , it is apparent that if tends to neutralize the effect 

of ii, so feedback is negative. Had we inserted an additional inverting stage between 

Q1 and Q2 in the manner of Fig. 7.48a, the direction of if would have been reversed, 

causing if to reinforce ii, so feedback would have been positive. 

To identify the feedback topology we must determine the type of signal sensing 

at the output as well as the type of signal summing at the input. To identify the type 

of output sensing, proceed like this: 

● To test for voltage sensing, set vo → 0 by short-circuiting the output port. Then, if 

the signal returned to the input port also drops to zero, sensing is of the shunt type. 
● To test for current sensing, set io → 0 by open-circuiting the output port. Then, if 

the signal returned to the input port also drops to zero, sensing is of the series type. 

As an example, short-circuiting the output port in Fig. 7.48a yields vf → 0, confi rm-

ing voltage feedback. Conversely, open-circuiting the output port in Fig. 7.48b yields 

FIGURE 7.48 Using voltage “bumps” to investigate signal propagation around the 

feedback loop of (a) the series-shunt triple and (b) the shunt-series pair studied above. 

vo

1

1

22

Q1

Q2

R2

R5

R1

vfvi
v�

R3

Q3R4

ii
if

i�

R1

R2

R3

Q1

Q2

(b)(a)
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  7.5 Return-Ratio Analysis 741

if → 0, confi rming current feedback. In general one would apply both tests, one to 

identify and the other to corroborate. 

To identify the type of input summing, proceed as follows: 

● To test for voltage summing, look for an input mesh comprising the series com-

bination of the input voltage, the voltage controlling the amplifi er, and the volt-

age fed back from that across the output load. If such a mesh can be found, then 

summing is of the series type. If this test fails, then test for current summing. 
● To test for current summing, look for an input node comprising the shunt combi-

nation of the input current, the current controlling the amplifi er, and the current 

fed back from that through the output load. If such a node can be found, then 

summing is of the shunt type. If this test fails, then test for voltage summing.

In Fig. 7.48a we identify a mesh comprising the series combination of vi, v�, and vf, 

indicating series summing. In Fig. 7.48b we identify a node comprising ii, i�, and if, 

indicating shunt summing. No such node is present in Fig. 7.48a, just as no mesh 

counterpart is present in Fig. 7.48b. 

It also helps exercising intuition to anticipate the expected resistance level: a high 

resistance implies series type, and a low resistance implies shunt type. The student is 

urged to apply the sensing and summing tests to all circuits investigated so far. With 

enough practice, you will soon be able to identify a topology by mere inspection! 

7.5 RETURN-RATIO ANALYSIS

There is no doubt that the loop gain plays a central role in a negative-feedback sys-

tem. Since it gives a measure of how close circuit behavior comes to ideal, the de-

signer often needs to come up with a quick estimate for this gain to see whether the 

circuit under development meets the design specifi cations or needs improvement. 

Two-port techniques require that we fi nd a and b separately via suitable circuit ma-

nipulations and approximations, and then estimate the loop gain as L 5 ab (as seen 

in the previous section, both a and b vary with the feedback topology in use). Unlike 

two-port methods, direct methods are based on the idea of injecting a stimulus into 

the feedback loop and then observing the system’s response to fi nd the overall loop 

characteristics (as such, they are topology independent). As we inject a stimulus we 

must be careful (a) not to upset the existing dc bias conditions and (b) not to alter the 

local loading conditions. Two techniques are available for the direct estimation of 

the feedback loop characteristics. The fi rst method, discussed in the present section, 

is suited to hand calculations on circuit schematics involving dependent sources. 

The second method, discussed in the next section, is suited to test and measurement 

environments such as lab measurements or transistor-level computer simulations.

The Return Ratio of a Dependent Source
Given a dependent source inside a single-loop feedback circuit, we fi nd its return 
ratio as follows: 

● Set the external driving source si to zero, that is, replace si with a short circuit if 
it is a voltage source, or with an open circuit if it is a current source. 
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742 Chapter 7 Feedback, Stability, and Noise

● Break the feedback loop right downstream of the dependent source, and leave 

this source open-circuited if it is of the voltage type, or short-circuited it if it is 

of the current type.
● If the dependent source is of the voltage type, drive the circuit downstream with a 

test voltage vt having the same polarity as the dependent source (see Fig. 7.49a). 

Hence, fi nd the open-circuit voltage vr returned by the dependent source, and 

obtain the source’s return ratio, denoted as T, as 

 T 5 2   
 v r  __  v t 

   (7.60a)

● If the dependent source is of the current type, drive the circuit downstream with a 

test current it having the same direction as the dependent source (see Fig. 7.49b). 

Hence, fi nd the short-circuit current ir returned by the dependent source, and 

obtain the source’s return ratio as 

 T 5 2   
 i r  __ 
 i t 
   (7.60b)

Comparing T and L 
Intuitively, it would seem that T  is the same as L (in fact, it is common practice to 

refer also to T as the loop gain, further adding to the confusion.) Though they may 

coincide in some some cases, T and L are generally different (when necessary to 

distinguish between the two, we shall refer to T as the return-ratio loop gain, and to 

L as the two-port loop gain). To understand the difference, recall that L as defi ned in 

Eq. (7.6) is predicated on two premises, namely, 

● Forward signal transmission occurs exclusively through the amplifi er (in Fig. 7.1 

we signify this by representing the amplifi er with an arrowhead in the forward 

direction)
● Reverse signal transmission occurs exclusively through the feedback network (in 

Fig. 7.1 we signify this by representing the feedback network with an arrowhead 

in the reverse direction)

1
2

2

1
1

2
vr vt ir it

Feedback loopFeedback loop

(a) (b)

FIGURE 7.49 Finding the return ratio T of a dependent source of the (a) voltage type 

and (b) current type.
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  7.5 Return-Ratio Analysis 743

When this is the case, the amplifi er and feedback network are said to be unilateral. 
However, most real-life feedback networks are bilateral. Add to this the fact that 

in the two-port approach we use short-circuit (SC) and open-circuit (OC) approxi-

mations to expedite the calculation of a and b, and we have additional reasons for 

possible differences between T and L. At this juncture it must be stressed that the 

calculation of T does not predicate any premises and thus yields exact results. 

We can better appreciate the similarities and differences between T and L by 

examining the manner in which each intervenes in the expression for the closed-loop 

gain A. Let the gain of the dependent source in question be denoted as k (for instance, 

k 5 av for an op amp, k 5 �0 for a BJT, k 5 gm for a FET or a BJT, k 5 z for a CFA). 

As we know, the closed-loop gain A is related to the loop gain L as 

 A 5   
 s o  __  s i 

   5   
 A 

ideal
 
 ______ 

111yL
   (7.61)

where 

  A 
ideal

  5  lim   
k→`

     
 s o  __

  s i   
 (7.62)

is the value of A in the idealized limit of the dependent source having infi nite gain. 

We visualize Eq. (7.61) via the familiar block diagram of Fig. 7.50a, which has been 

derived from Fig. 7.1 by letting b → 1yAideal and a → abyb 5 Lyb 5 LAideal. As we 

know, a signal starting at the error amplifi er’s input and going around the loop clock-

wise undergoes an overall amplifi cation of (LAideal) 3 (1yAideal) 3 (21), or 2L.

By contrast, the dependence of the closed-loop gain A upon the return ratio T 

takes on the form1, 4

 A 5   
 s o  __  s i 

   5   
 A 

ideal
 
 _______ 

1 1 1yT
   1   

 a 
ft
 
 _____ 

1 1 T
   (7.63)

FIGURE 7.50 Block diagrams illustrating the roles of (a) the loop gain L, and (b) the 

return ratio T.

1

2

Ssi soLAideal

1�Aideal

1 1
1

2

S Ssi soTAideal

1�Aideal

aft

(a) (b)
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744 Chapter 7 Feedback, Stability, and Noise

where

  a 
ft
  5  lim   

k→0

     
 s o  __  s i 

   (7.64)

is the feedthrough gain, that is, the gain with the dependent source set to zero. This 

gain stems from forward transmission around the dependent source. We visualize 

Eq. (7.63) via the block diagram of Fig. 7.50b, which is a generalization of that of 

Fig. 7.50a because it includes also the feedthrough path shown at the top. 

Compared to two-port analysis, return-ratio analysis is more insightful as it splits 

A into two separate components, both stemming from forward transmission, but one 

through the error amplifi er and the other through the feedback network. Two-port 

analysis, on the other hand, attempts at making the entire feedback system conform 

to the simpler diagram of Fig. 7.50a, this being the reason why it gives only approxi-

mate results compared to the exact results of the return-ratio method.1, 4 It is apparent 

from Eq. (7.63) that if the condition 

 uaftu ! uTAidealu (7.65)

is met, the feedthrough component of A in Eq. (7.63) can be ignored, implying that 

Eq. (7.63) becomes formally identical to Eq. (7.61). Even so, T and L may still differ 

from each other due to the approximations at the basis of L. As such, T and L tend to pro-

vide different values for A, though this difference may be very small for large T and L. 

As an alternative viewpoint, we can regard the signal component aftsi that man-

ages to creep to the output as a form of output noise. Refl ected to the input, this noise 

gets divided by the gain TAideal, thus resulting in the equivalent input noise component 

sni 5 aftsiy(TAideal). It is clear that as long as Eq. (7.65) is met, then usniu ! usiu, so the 

fact that the feedback network is not unilateral is of little consequence in this case. 

Return-Ratio Calculation Examples
The above concepts are best illustrated via practical examples. Let us start with the 

familiar op amp circuit of Fig. 7.51, now shown in a more general setting that includes 

loading both at the input (Rsig) and at the output (RL). To fi nd T, suppress vsig by 

grounding it, break the loop right at the source avvd and leave the latter open-circuited, 

inject a test source vt, positive at the top, into the circuit downstream, and calculate the 

return voltage vr. With reference to Fig. 7.52a, we start out at the left and work our way 

toward the right via repeated application of the voltage divider rule to obtain

 v r  5  a v  v d  5  a  v    
2 r i  _______ 

 R sig  1  r i 
   3   

( R sig  1  r i )// R 
1
 
  _________________  

[( R sig  1  r i )// R 
1
 ] 1  R 

2
 
   3   

{[( R sig  1  r i )// R 
1
 ] 1  R 

2
 }// R L    ___________________________   

({[( R sig  1  r i )// R 
1
 ] 1  R 

2
 }// R L ) 1  r o 

   v t 

After minor algebra we get

T 5 2  
 v r  __  v t 

   5  a v  3   1 _______ 

1 1   
 R sig  ___  r i 

  
   3   1 _______________  

1 1   
 R 

2
 
 ___________  

( R sig  1  r i )// R 
1
 
  

   3   1  __________________________   
1 1   

 r o   ______________________   
{[( R sig  1  r i )// R 

1
 ] 1  R 

2
 }// R L 

  
  

 (7.66)
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  7.5 Return-Ratio Analysis 745

To fi nd aft, let av → 0, so that the dependent-source side of ro goes to 0 V, or ground. 

This gives us the situation of Fig. 7.52b. Starting out at the right, and applying the 

voltage divider rule twice, we get

  v o  5   
 r o // R L  ___________ 

 R 
2
  1 ( r o // R L )

   3   
 R 

1
 //[ R 

2
  1 ( r o // R L )]  __________________________   

 R sig  1  r i  1 { R 
1
 //[ R 

2
  1 ( r o // R L )]}

    v sig 

or

  a 
ft
  5  lim   

 a v →0

     
 v o  ___  v sig 

   5   1 _________ 

1 1   
 R 

2
 
 _____ 

 r o // R L 
  
   3   1 ___________________  

1 1   
 R sig  1  r i  _______________  

 R 
1
 //[ R 

2
  1 ( r o // R L )]

  

   (7.67)

1

2

1
1

2
2 avvd

rivd

Rsig

ro vovsig
1
2

R1

RL

R2

FIGURE 7.51 Non-inverting op amp 

with input and output loading.

FIGURE 7.52 Modifying the circuit of Fig. 7.51 to fi nd (a) its return ratio T, and 

(b) the forward transmission aft around the dependent source.
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746 Chapter 7 Feedback, Stability, and Noise

Use return-ratio analysis to fi nd the signal-to-load gain A 5 voyvsig of the (medio-

cre) op amp circuit of Example 7.21, for which av 5 1000 V/V, ri 5 10 kV, ro 5 

1.0 kV, R1 5 1.0 kV, R2 5 9.0 kV, Rsig 5 20 kV, and RL 5 2.0 kV. Compare with 

Example 7.21 and comment.

Solution
Using Eqs. (7.66) and (7.67), we get

T 5 1 0 3  3   1 _______ 
1 1   20 ___ 

10
  
   3   1 ________________  

1 1   
9.0
 ____________  

(20 1 10)//1.0
  
   

3   1  ____________________________   
1 1   1.0  ________________________   

{[(20 1 10)//1.0] 1 9.0}//2.0
  
   5 1 0 3  3   1 __ 

3
   3   1 ____ 

10.3
   3   1 ___ 

1.6
   5 20.2

and

 a 
ft
  5   1 ___________ 

1 1   
9.0
 _______ 

1.0//2.0
  
   3   1  ______________________   

1 1   20 1 10  __________________  
1.0//[9.0 1 (1.0//2.0)]

  
   

5   1 ____ 
14.5

   3   1 ____ 
34.1

   5 2.02 3 1 0 23  V/V

Also, we know from basic op amp theory that in the limit av → ` we have Aideal 5 

1 1 R2yR2 5 1 1 9.0y1.0 5 10 V/V, so Eq. (7.63) gives

A 5   10 __________ 
1 1 1y20.2

   1   2.02 3 1 0 23  __________ 
1 1 20.2

   5 9.528 1 0.000095 > 9.528 V/V

The value of T found here matches the value of L of Example 7.21, so the effect 

of feedthrough is truly negligible in this example. Indeed, the numerical decom-

position of A reveals that the term due to aft accounts for only 0.001% of the 

overall gain A. Alternatively, the fact that TAideal 5 20.2 3 10 5 202 V/V and aft 5 

2.02 3 10023 indicates that Eq. (7.65) is met abundantly. 

Remark #1: Looking at the circuit of Fig. 7.52b we observe that if the op amp had 

ro 5 0, then none of vsig would be transmitted to vo, so we would have aft 5 0, as also 

confi rmed by Eq. (7.67). The feedback network would be unilateral in this case. 

Remark #2: To gain additional insight, consider the limiting case av → 0, which 

by Eq. (7.19) occurs for f → `. With av → 0 the loop is interrupted, giving L 5 

T 5 0. Then, Eq. (7.61) predicts A 5 0 and thus vo 5 Avsig 5 0. On the other hand, 

Eq. (7.63) predicts vo 5 aftvsig 5 (2.02 3 1023)vsig Þ 0. As we know, the latter is 

correct whereas the former is not. 

EXAMPLE 7.23

Next, let us re-examine the feedback-bias BJT circuit of Fig. 7.53, but using 

return-ratio analysis. 

To fi nd T, refer to the ac equivalent of Fig. 7.54a, where the loop has been broken 

right at the upper terminal of the dependent source, which must be short-circuited in 
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  7.5 Return-Ratio Analysis 747

order to provide a path for its current to fl ow. Next, subject the rest of the circuit to a 

test source it fl owing downward like the dependent source. Using the voltage divider 

rule and Ohm’s law we get

  i r  5  g m  v �  5  g m   
 r � 
 _______ 

 r �  1  R B 
   v o  5  g m   

 r � 
 _______ 

 r �  1  R B 
  [( R B  1  r � )// R C  // r o ](2 i t )

Letting gmv� → �0 we obtain, after minor manipulation,

 T 5 2  
 i r  __ 
 i t 
   5   

 � 
0
 
 ___________ 

1 1   
 R B  1  r � 

 _______ 
 R C  // r o 

  
   (7.68)

(Note that T , �0.) To fi nd aft, suppress the dependent source to obtain the situation 

of Fig. 7.54b. Using the voltage divider rule and Ohm’s law, we get

  a 
ft
  5  lim   

 g m →0

   
 v o  __ 
 i i 
   5   

 r o // R C 
 ___________ 

 R B  1 ( r o // R C )
   3 { r �  //[ R B  1 ( r o // R C )]} (7.69)

RB

RC

vo

ii

FIGURE 7.53 The feedback-

bias BJT confi guration. 

r� v�
gmv�

1

2

vo

1

2

RB Break here

ir

it ro RC vo

1

2

ii r� ro RC

RB

(b)(a)

FIGURE 7.54 Ac models of the circuit of Fig. 7.53 to fi nd (a) T and (b) aft. 
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748 Chapter 7 Feedback, Stability, and Noise

Next, consider the generalized BJT circuit of Fig. 7.55a, shown with the external 

driving source already suppressed. Depending on where we apply the input and where 

we obtain the output, different topologies can be realized with just this one circuit! Thus, 

applying a voltage to the base or a current to the emitter we have, respectively, series 

or shunt summing. Using as output the emitter voltage or the collector current we have, 

respectively, shunt or series sensing. Yet, T is an intrinsic characteristic of the circuit 

that must be invariant irrespective of the topology in use. On the contrary, both L and 

aft will generally vary with the topology. To fi nd T, break the loop right downstream of 

the controlled source, short-circuit the latter, and then subject the circuit downstream to 

the test source it as in Fig. 7.55b. Using the voltage divider rule and Ohm’s law we get

  i r  5  g m  v �  5  g m    
 r � 
 _______ 

 R B  1  r � 
   (2  v e ) 5  g m   

 r � 
 _______ 

 R B  1  r � 
  [( R B  1  r � )// R E  // r o ](2 i t )

Letting gmv� → �0, we obtain, after minor manipulation,

 T 5 2   
 i r  __ 
 i t 
   5   

 � 
0
 
 ___________ 

1 1   
 R B  1  r � 

 _______ 
 R E // r o 

  
   (7.70)

Find T, aft, and A for the feedback-bias BJT circuit of Example 7.15. Compare 

with the results found there, and comment. 

Solution
 (a) Using the component values given in Example 7.15a we get Aideal 5 2RB 5 

2100 V/mA,

 T 5   200 ___________  
1 1   100 1 5 _______ 

10//100
  
   5 15.9

  a 
ft
  5   100//10 ______________  

100 1 (100//10)
   3  { 5//[100 1 (100//10)] }  5 0.4 V/mA

 A 5   2100 __________ 
1 1 1y15.9

   1   0.40 ________ 
1 1 15.9

   5 294.08 1 0.024 5 2 94.1 V/mA

  In Example 7.15a we found L 5 15.9 and A 5 294.0 V/mA. In this case T and 

L coincide, and feedthrough accounts for only 0.025% of A, a truly negligible 

amount. 

 (b)  Lowering RB from 100 kV to 5.0 kV gives 

 Aideal 5 25.0 V/mA  T 5 95.2

 aft 5 2.4 V/mA  A 5 24.948 1 0.025 5 24.923 V/mA

  In Example 7.15b we found L 5 65.5 and A 5 24.925 V/mA. Even though 

the values of A are still very close, T and L differ appreciably, and feedthrough 

has increased from 0.025% to about 0.5% of A. Note that the value of A 

obtained via T is exact, whereas that obtained via L is only approximate.

EXAMPLE 7.24
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RB

RE

RB

r� gmv� ir it

ve

RE

ro

(a) (b)

v�

1

2

FIGURE 7.55 (a) A generalized BJT ac circuit, and (b) its small-signal model to fi nd T. 

 (a)  In the generalized ac circuit of Fig. 7.55a, let RB 5 0 and RE 5 10 kV. More-

over, let the BJT have gm 5 1y(25 V), r� 5 5 kV, and ro 5 100 kV, as in 

previous examples. Find T. 

 (b)  Repeat, but with RB 5 30 kV. 

 (c)  Under what conditions is T maximized, and what is its value in this example? 

Solution
 (a)  Applying Eq. (7.70) we get

 T 5   200 ___________ 
1 1   5 _______ 

10//100
  
   5 129

 (b)  Changing RB from zero to 30 kV lowers the return ratio to T 5 41. 

 (c)  Equation (7.70) indicates that T is maximized when RB 5 0 and RE 5 `, 

implying the use of an ideal current sink to provide emitter bias for the CB 

transistor. Then, T max 5 �0y(1 1 r�yro) 5 190.5.

EXAMPLE 7.25

 (a) Using the value of T calculated in Example 7.25a, fi nd the gain A for the case 

in which the generalized BJT circuit of Fig. 7.55a is operated in the series-
shunt mode as in Example 7.12, with the output being the emitter voltage. 

Compare and comment.

 (b)  Find the gain A if the generalized BJT circuit of Fig. 7.55a is operated in the 

series-series mode as in Example 7.17, with the output being now the collec-

tor current. Compare and comment.

Solution
From Example 7.25a we know that T 5 129 regardless of the feedback topology.

 (a)  For series-shunt operation, refer to Fig. 7.56. To fi nd Aideal, let gm → ` in 

Fig. 7.56a. In this limit the dependent source will require a vanishingly small 

control voltage v� to sustain a fi nite output vo. So, both the voltage across and 

EXAMPLE 7.26

(Note that T , �0.) Interestingly enough, there is a formal similarity with Eq. (7.68), 

provided we let RC → RE. Can you explain why?
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750 Chapter 7 Feedback, Stability, and Noise

the current through r� will approach zero, giving, for RB 5 0, vo 5 vb 5 vsig, 

or Aideal 5 voyvsig 5 1 V/V. To fi nd aft, suppress the BJT’s dependent source by 

replacing it with an open circuit. This results in the situation of Fig. 7.56b, 

where we have, by the voltage divider rule,

  a 
ft
  5  lim   

 g m →0

    
 v o  ___  v sig 

   5   
 R E  // r o  _______________  

 R B  1  r �  1 ( R E  // r o )
   5   1 ___________ 

1 1   
 R B  1  r � 

 _______ 
 R E  // r o 

  
   5   1 ___________ 

1 1   0 1 5 _______ 
10//100

  
   5   1 ____ 

1.55
  

  Using Eq. (7.63) we fi nally get

 A 5   1 _________ 
1 1 1y129

   1   
1y1.55

 _______ 
1 1 129

   5 0.992 1 0.005 5 0.997 V/V

  This result matches exactly that of Example 7.12. To test for the accuracy of 

both methods, recall from Section 2.9 that the exact gain for RB 5 0 is

  A exact  5   1 _________________  

1 1   
 r � 
 _____________

  
( � 

0
  1 1)( R E  // r o )

  

   5   1 _______________  

1 1   
5
 

___________
  

201(10//100)
  

   5 0.997 V/V

  Viewing the above expression as Aexact 5 1y(1 1 1yLexact), we readily fi nd 

  L exact  5   
( � 

0
  1 1)( R E  // r o )

  _____________  r �    5   
201(10//100)

  ___________ 
5
   5 365.5

  which is in excellent agreement with L 5 364 of Example 7.12. Thus, whether 

we use Eq. (7.61) with L 5 364 (as we did in Example 7.12), or we use Eq. (7.63) 

with T 5 129 and aft 5 1y1.55 (as we are doing presently), we obtain consistent 

results for A.

 (b) For series-series operation refer to Fig. 7.57. As we know, negative feedback 

regulates the emitter current ie. The output current io is outside the feedback 

loop, but it is related to the former as io 5 �0ie. Given that ie 5 veyRE, we can 

recycle the value of veyvsig found in part (a) and write 

   
 i o  ___  v sig 

   5   
 i o  __ 
 i e 

   3   
 i e  __  v e 

   3   
 v e  ___  v sig 

   5  � 
0
  3   1 ___ 

 R E 
   3 A 5   200 ____ 

201
   3   1 ___ 

1 0 4 
   3 0.997 5 99.2 �A/V

RB

r� gmv�

RE

v�

1

2

vo

1

2

rovsig
1
2

RB

r�

RE vo

1

2

rovsig
1
2

(b)(a)

FIGURE 7.56 (a) Ac model for the BJT of Fig. 7.55a in series-shunt operation. 

(b) Circuit to fi nd aft.
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  7.5 Return-Ratio Analysis 751

  Comparing the gain of 98.7 �A/V of Example 7.17 against the exact gain 

of 99.2 �A found here we conclude that the discrepancy stems from the ap-

proximations at the basis of the circuits of Fig. 7.38. 

  

RB

r� gmv�

RE

v�

1

2

ie

ve

ro

io

vsig
1
2

FIGURE 7.57 Ac model for the BJT of Fig. 7.55a 

in series-series operation. 

Remark: As mentioned, L generally varies with the feedback topology, even though 

the sourceless circuit is the same. However, T remains invariant. 

We conclude our list of examples with the circuit of Fig. 7.58a, which uses a 

CMOS inverter to implement an inverting amplifi er with ideal voltage gain Av 5 voyvi 5 

2R2yR1. As we know, this is a shunt-shunt confi guration, so to prepare the circuit for 

two-port analysis we perform the input source transformation of Fig. 7.58b. To fi nd 

Av, we fi rst fi nd the transresistance gain A 5 voyii, then we let 

  A v  5   
 v o  __  v i 

   5   
 v o  __ 
 i i 
   3   

 i i  __  v i 
   5   A __ 

 R 
1
 
   (7.71)

As we know, the two FETs of a CMOS inverter reinforce each other in providing 

transconductance, acting like a single equivalent FET with equivalent parameters

 gm 5 gmn 1 gmp   ro 5 ron//rop 

FIGURE 7.58 (a) Using a CMOS inverter as an inverting amplifi er. (b) Its shunt-shunt ac 

equivalent. 

vi

vo

1
2

R1C R2

VDD

CMOS

(a)(a) (b)

R1

R2

Mp

Mn

vo

ii 5
vi

R1
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752 Chapter 7 Feedback, Stability, and Noise

This is shown in the small-signal equivalent of Fig. 7.59a. This circuit is simple 

enough that we can fi nd its exact gain A directly. We will also fi nd A via loop-gain 
analysis and via return-ratio analysis, so we can compare the three methods and get 

a better feel for similarities and differences. 

Exercise 7.2
Use node analysis to prove that the circuit of Fig. 7.59a gives 

 A 5   
 v o  __ 
 i i 
   5 2 R 

2
   1  _______________________   

1 1   
(1 1  R 

2
 y R 

1
 )(1 1  R 

2
 y r o )
  ___________________  

 g m  R 
2
  2 1

  

   (7.72)

so that, expressing as A 5 (2R2)y(1 1 1yLexact) we get, after minor manipulation, 

  L exact  5   
 g m ( R 

2
 // r o ) 2 1y(1 1  R 

2
 y r o )
   ______________________  

1 1  R 
2
 y R 

1
 
   (7.73)

Next, estimate L via two-port analysis. With reference to Fig. 7.59b we readily 

fi nd 

 a 5   
 v o  __ 
 i � 

   5 2 g m ( R 
1
 // R 

2
 ) 3 ( R 

2
 // r o )  b 5  lim   

 i � →0

    
 i f  __  v o 

   5 2  1 __ 
 R 

2
 
  

 L 5 ab 5   
 g m ( R 

2
 // r o )
 _________ 

1 1  R 
2
 y R 

1
 
   (7.74)

Note that the two-port approximation gives, for this circuit, L . Lexact. The difference 

between the two depends on the ratio R2yro: the higher this ratio, the smaller the 

difference.

Finally, we turn to Fig. 7.60a and b to calculate T and aft, respectively. The re-

sults are easily found to be

 T 5 2   
 i r  __ 
 i t 
   5   

 g m  r o  ______________  
1 1 ( R 

2
  1  r o )y R 

1
 
     a 

ft
  5  lim   

 g m →0

    
 v o  __ 
 i i 
   5   

 r o  ______________  
1 1 ( R 

2
  1  r o )y R 

1
 
   (7.75)

FIGURE 7.59 (a) Small-signal equivalent of the circuit of Fig. 7.58. (b) Circuit to fi nd a and b. 

i�R1ii rogmvg

vg R2 vo

R1 R2 R2

SC SC

vg

ro

vo

gmvgif

(a) (b)
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  7.5 Return-Ratio Analysis 753

FIGURE 7.60 Small-signal circuits to fi nd (a) T and (b) aft for the circuit of Fig. 7.58. 

R1 vg
gmvg

1

2

vo

1

2

R2 Break here

ir

it ro

(b)(a)

ii R1

R2

vo

1

2

ro

 (a)  In the circuit of Fig. 7.58a let gm 5 2 mA/V and ro 5 50 kV. Assuming the 

circuit has been confi gured for unity voltage-gain operation using R1 5 R2 5 

100 kV, fi nd Av 5 voyvi via exact analysis, via two-port analysis, and via 

return-ratio analysis. Compare the three cases, and comment. 

 (b)  Repeat, but for the case R1 5 R2 5 10 kV. Compare with part (a), and 

comment. 

Solution
 (a)  We have Av(ideal) 5 2100y100 5 21 V/V. Applying Eqs. (7.71) through (7.73) 

we get

  L exact  5   
2(100//50) 2 1y(1 1 100y50)

   _________________________  
1 1 100y100

   5 33.33 2 0.17 5 33.17

  A v  5   
2100y100

 ___________ 
1 1 1y33.17

   5 2 0.9707 V/V

  Applying Eqs. (7.74) and (7.61) gives 

 L 5 2   100//50 ___________  
1 1 100y100

   5 33.33   A v  5   
2100y100

 __________ 
1 1 1y33.3

   5 2 0.9709 V/V

  Applying Eq. (7.75) we fi nd 

 T 5   2 3 50  _________________  
1 1 (100 1 50)y100

   5 40.0  a 
ft
  5   50 _________________  

1 1 (100 1 50)y100
   5 20 V/A

  so Eq. (7.63) gives 

  A v  5   1 ____ 
100

    (   2100 ________ 
1 1 1y40

   1   20 ______ 
1 1 40

   )  5   1 ____ 
100

   (297.56 1 0.49) 5 2 0.9707 V/V

  As mentioned, two-port analysis for this circuit slightly overestimates the 

value of L compared to the exact value, but in this case the effect upon Av 

is negligible. Note also that T . L as aft and Av(ideal) have opposite polari-

ties. Forward transmission through the feedback network accounts for about 

0.5% of Av. 

EXAMPLE 7.27
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754 Chapter 7 Feedback, Stability, and Noise

 (b) Recalculating with R1 5 R2 5 10 kV we have Av(ideal) 5 210y10 5 21 V/V and 

 Lexact 5 7.917  Av 5 20.8879 V/V

 L 5 8.333  Av 5 20.8929 V/V

 T 5 14.29  aft 5 7.14 V/A  Av 5 20.9346 1 0.047 5 20.8879 V/V

  Again, the gain via the return-ratio matches the exact gain. Lowering R1 and 

R2 simultaneously by an order of magnitude leaves Av(ideal) unchanged but al-

ters the loading as well as the forward transmission conditions appreciably. 

Indeed, T is now almost twice as large as L and forward transmission through 

the feedback network now accounts for 5% of Av.

The Feedback Factor b 
By analogy with the two-port loop gain L, which takes on the form of a product L 5 

ab, it is convenient to express also the return-ratio loop gain T as a product, 

 T 5 a�  (7.76)

where �, the counterpart of b, shall be called the return-ratio feedback factor (this, to 

distinguish it from b, which shall be called the two-port feedback factor). The deriva-

tion of � is similar to that of T of Eq. (7.60), except that the return signal is now the 

signal controlling the dependent source (alternatively, we can fi nd T and then let � 5 
Tya). Just as T and L are generally different, so are � and b, though they may coincide 

in particular cases. Let us illustrate via the noninverting op amp of Fig. 7.20, repeated 

for convenience in Fig. 7.61a. With reference to Fig. 7.61b, we readily fi nd � using 

the voltage divider twice. So, we write 

 � 5 2  
 v d  __

  v t    5   1 _________ 

1 1   
 R 

2
 
 _____ 

 r i // R 
1
 
  

   3   1 _____________  
1 1   

 r o  _________ 
 r i // R 

1
  1  R 

2
 
  
    a 5 av

FIGURE 7.61 (a) Noninverting amplifi er and (b) circuit to fi nd �. 

(av 5 1000 V/V, ri 5 10 kV, ro 5 1.0 kV, R1 5 1.0 kV, and R2 5 9.0 kV.)

1

2

1
1

2
2 avvd

rivd

ro vo
vi

1
2
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R2

vt

ro R2

1
2 R1

2

1

vdri

(b)(a)
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  7.6 Blackman’s Impedance Formula and Injection Methods 755

On the other hand, according to Eqs. (7.48) and (7.46), we have, respectively, 

 b 5   1 _________ 
1 1  R 

2
 y R 

1
 
    a 5   

 r i  ___________ 
 r i  1 ( R 

1
 // R 

2
 )
    a v    

 R 
1
  1  R 

2
 
 ___________ 

 r o  1  R 
1
  1  R 

2
 
  

Plugging in the component values of Fig. 7.61 we get 

 L 5 ab 5 833.3 3   1 ___ 
10

   5 83.33  T 5 a� 5 1000 3   1 ___ 
12

   5 83.33

We now make the following generalizations: 

● Two-port analysis makes the feedback factor b depend exclusively on the feed-

back network such that b 5 1yAideal (5 1y10 in the above example). Loading by 

the feedback network is absorbed by the amplifi er, causing gain to drop from 

av 5 1000 to a 5 833.3 in the example. 
● Return-ratio analysis leaves the amplifi er gain unchanged at av (5 1000 in the 

example). Loading by amplifi er is absorbed by the feedback network, causing 

the feedback factor to drop from b 5 1y10 to � 5 1y12 in the example. 

Consequently, Aideal Þ 1y� (to avoid confusion, always calculate Aideal in the 

limit k → `, or av → ` in the case of an op amp circuit). 
● In this particular case we have T 5 L, though in general T and L differ. As 

mentioned, even when T and L are equal, they contribute differently to A as per 

Eqs (7.61) and (7.63). 

As we embark upon the study of stability, in Section 7.7, we shall use return-

ratio analysis because it shifts loading to � and it makes easier to investigate stability 

graphically, starting with the Bode plot of the gain a. 

7.6 BLACKMAN’S IMPEDANCE FORMULA AND 
INJECTION METHODS

The return ratio is a powerful tool also for the calculation of the closed-loop resistance 

R between any pair of nodes of a negative-feedback circuit 2 not just the nodes of the 

input and output ports. Such a resistance is given by Blackman’s impedance formula5

 R 5  r 
0
    
1 1  T sc  _______ 
1 1  T oc 

   (7.77)

where 

  r 
0
  5  lim   

k→0

   R  (7.78)

is the resistance between the given node pair with the dependent source set to zero, 

and Tsc and Toc are the return ratios of the same source with the two nodes short-
circuited and open-circuited, respectively. Blackman’s formula holds regardless of 

the feedback topology in use. Oftentimes either Tsc or Toc is zero, indicating that nega-

tive feedback will either raise r0 by (1 1Tsc) (this is the case of a series topology), or 

lower r0 by (1 1 Toc) (shunt topology). 
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756 Chapter 7 Feedback, Stability, and Noise

Consider the feedback-bias shunt-shunt circuit of Fig. 7.62, which has already 

been the focus of our attention in Examples 7.15 and 7.24. Assuming the param-

eter values of Example 7.15b (RB 5 5.0 kV, RC 5 10 kV, gm 5 1y(25 V), r� 5 

5 kV, and ro 5 100 kV), use Blackman’s impedance formula to fi nd (a) Ri and 

(b) Ro. Compare with the example and comment.

FIGURE 7.62 Feedback-bias BJT 

circuit of Example 7.28. 

RB

RC
vo

ii

Ri

Ro

Solution
To fi nd ri0 and ro0, we let gm → 0 while suppressing the input source ii and leaving 

the output port open-circuited. This yields the situation of Fig. 7.63a. To fi nd the 

return ratios we use Fig. 7.63b.

 (a) By inspection, 

 ri0 5 r� //[RB 1 (ro//RC)] 5 5//[5 1 (100//10)] 5 3.69 kV

  Short-circuiting the input port in Fig. 7.63b yields v� 5 0, and thus ir 5 0, so 

Tsc 5 0. Leaving the input port open-circuited results in the same situation of 

Example 7.24b, so we recycle the result obtained there and write Toc 5 95.2. 

Consequently,

  R i  5  r i0   
1 1  T sc  _______ 
1 1  T oc 

   5 3.69   1 1 0 ________ 
1 1 95.2

   5 38.4 V

EXAMPLE 7.28

(b)(a)

r� v�
gmv�

1

2

RB Break here

ir

it ro RCr� ro RC

RB

ri0 ro0

FIGURE 7.63 Ac models of the circuit of Fig. 7.62 for fi nding (a) ri0 and ro0, and (b) the return ratios.
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  7.6 Blackman’s Impedance Formula and Injection Methods 757

 (b) Referring again to Fig. 7.63a, we have, by inspection, 

 ro0 5 RC//ro//(RB 1 r�) 5 4.76 kV

  Short-circuiting the output port in Fig. 7.63b gives again v� 5 0, and thus Tsc 5 0. 

Likewise, leaving it open-circuited gives again Toc 5 95.2. Consequently, 

  R o  5  r o0
    
1 1  T sc  _______ 
1 1  T oc 

   5 4.76   1 1 0 ________ 
1 1 95.2

   5 49.5 V

  The values of 38.2 V and 49.2 V found in Example 7.15b are fairly close to 

the present (exact) ones.

The Wilson current mirror, shown in ac form in Fig. 7.64a, is a shunt-series feed-

back circuit based on Q3. This is better understood via the small-signal equivalent 

of Fig. 7.64b, where we note that diode-connected Q2 senses Q3’s emitter current, 

and current mirror Q1 replicates this current with a feedback factor of unity and 

then sinks it from the input summing node. We wish to use Blackman’s imped-

ance formula in connection with the dependent source modeling Q1 to fi nd expres-

sions for (a) Ri and (b) Ro. 

Q2

Q3

Q1

ii

io

ii i1r� ro
io

1i2

�0i1
Ri Ro

i2 gm

1

(a) (b)

FIGURE 7.64 (a) The Wilson current mirror, and (b) its small-signal equivalent.

Solution
To fi nd ri0 and ro0, we suppress the input source ii and set the dependent source 

modeling Q1 to zero. This yields the situation of Fig. 7.65a. By inspection,

  r i0  5  r �  1 ( � 
0
  1 1) (   1 ___  g m   // r o  )  > 2 � �    r o0

  5  r o  1   1 ___  g m    >  r o 

To fi nd the return ratios, refer to Fig. 7.65b. 

 (a)  With the input terminal open circuited as in Fig. 7.65b we have ir 5 1i2 > (�0 

1 1)i1 5 2(�0 1 1)it, where we have ignored ro because it is in parallel with 

1ygm, and ro @ 1ygm. Consequently, Toc 5 2 iryit 5 (�0 1 1). Shorting the 

EXAMPLE 7.29
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758 Chapter 7 Feedback, Stability, and Noise

input terminal to ground will cause it to fl ow through this short, giving i1 5 

i2 5 0. So, ir 5 0 and Tsc 5 0. Then, 

  R i  5  r i0    
1 1  T sc  _______ 
1 1  T oc 

   5 2 r �    
1 1 0

 
__________

 
1 1  � 

0
  1 1

   >   2 ___  g m   

 (b)  With the output terminal shorted to ground as in Fig. 7.65b we can recycle 

the result of (a) and write Tsc 5 (�0 11). Open-circuiting the output terminal 

will cause the current �0i1 to fl ow through ro, yielding ir 5 1i2 5 i1 5 2it. So, 

Toc 5 2iryit 5 1, and 

  R o  5  r o0
   
1 1  T sc  _______ 
1 1  T oc 

   >  r o    
1 1  � 

0
  1 1
 __________ 

1 1 1
   5  r o    

 � 
0
  1 2
 ______ 

2
   >   

 � 
0
 
 __ 

2
   r o 

  Both results coincide with those derived in Section 4.8. It is interesting to 

note that in part (b) both Toc and Tsc are different from zero. Moreover, Tsc in 

part (b) is the same as Toc in part (a). 

Finding T via Successive Voltage and Current Injections 
When dealing with a feedback circuit in physical form in the lab, or in transistor-

level schematic form in the course of computer simulation, we do not have access to 

any internal dependent sources, so we need alternative techniques for fi nding T. An 

elegant technique, devised by R. D. Middlebrook, is the successive voltage and current 
injection technique6 depicted in Fig. 7.66. Its steps are as follows.

● First, set all external signal sources to zero so as to put the circuit in its dormant 
state. 

● Break the feedback loop and insert a series test source vt as shown in Fig. 7.66a. 

The perturbation introduced by vt will cause a signal vf to propagate in the 

forward direction, in turn causing the feedback system to respond with a 

return signal vr. Measure the voltage ratio 

  T v  5 2   
 v r  __  v f 

   (7.79a)

FIGURE 7.65 Modifying the circuit of Fig. 7.64b to fi nd (a) ri0 and ro0, and (b) to fi nd the return ratios.
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  7.6 Blackman’s Impedance Formula and Injection Methods 759

● Remove the test source vt and apply between the same set of wires a shunt test 

source it as shown in Fig. 7.66b. The perturbation introduced by it will cause 

a signal if to propagate in the forward direction, in turn causing the feedback 

system to respond with a return signal ir. Measure the current ratio

  T i  5 2   
 i r  __ 
 i f 
   (7.79b)

● It has been proved6 that the loop’s return ratio T is such that 

   1 _____ 
1 1 T

   5   1 ______ 
1 1  T v 

   1   1 ______ 
1 1  T i 

   (7.80)

 Solving for T we get 

 T 5   
 T v  T i  2 1

 __________ 
 T v  1  T i  1 2

   (7.81)

 It should be noted that T is independent of the particular point of the loop at 

which the two injections are made. 

Depending on the point of signal injection, the ac signals vt and it may need to be 

kept suitably small to prevent the circuit from behaving nonlinearly. Note that both 

test setups preserve the existing dc biasing conditions as well as the existing loading 

conditions. An actual example will better illustrate. 

vr

vt

vf

Feedback loop

�
��

�

�

�

Feedback loop

it

ir if

(a) (b)

FIGURE 7.66 Illustrating the (a) voltage injection and (b) current injection method.

Shown in Fig. 7.67 is the feedback-bias BJT that we have already investigated in 

Examples 7.15 and 7.24. Lacking any input signal source, the circuit is already in 

its ac dormant state. Assuming the BJT has Is 5 2 fA, �F 5 200, and VA 5 100 V, 

use PSpice to fi nd the return ratio of this circuit, compare with Example 7.24, and 

comment. 

EXAMPLE 7.30
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Q

RB
5 kV

RC
10 kV

VCC (10.8 V)

Z

X

Y

FIGURE 7.67 The feedback-bias 

BJT confi guration.

Solution
In this circuit rendition feedback signal fl ow is counterclockwise, and there are three 

points where we can apply our double injection, namely, X, Y, and Z. In the laboratory 

one would choose a point where signal levels are the highest and therefore easier to 

measure, especially in the presence of noise. In the PSpice circuits of Fig. 7.68 we 

have arbitrarily chosen point Y, but the procedure can readily be repeated for the other 

two. (Note that the current injection circuit requires the use of two 0-V dummy sources 

V1 and V2 to sense the currents ir and if.) The results of the simulation are as follows:

At point X:  Tv 5 179.8 Ti 5 201.1 T 5 94.4 

At point Y:  Tv 5 353.4  Ti 5 129.4  T 5 94.3 

At point Z:  Tv 5 1983 Ti 5 99.26  T 5 94.4 

It is interesting that Tv and Ti change with the point of injection whereas T is 

invariant (within roundoff errors). Also, T agrees well with the value found in 

Example 7.24b via hand calculations. 

FIGURE 7.68 Applying (a) voltage and (b) current injection to the 

feedback-bias circuit of Fig. 7.67. 
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  7.6 Blackman’s Impedance Formula and Injection Methods 761

Single-Injection Approximations 
According to Eq. (7.80), the terms (1 1 Tv) and (1 1 Ti) combine like resistances in 
parallel. If one happens to be much larger than the other, the smaller will prevail and 

we can estimate T more quickly by limiting ourselves to just one signal injection, 

namely, the one that results in the much smaller return ratio. For instance, had we 

anticipated the condition Tv @ Ti at point Z in the circuit of Fig. 7.67, we could have 

skipped the voltage injection to approximate T > Ti > 99, for an error of less than 

5%. The choice of where to break the feedback loop is facilitated by the fact that Tv 

and Ti are constrained as6

   
1 1  T v  ______ 
1 1  T i 

   5   
 Z r  __ 
 Z f 

   (7.82)

where Zf and Zr are the impedances seen looking in the forward and in the return 

directions from the point of signal injection, as depicted in Fig. 7.69. For instance, 

if we select point Z in Fig. 7.67, then Zr is the impedance seen looking into the col-

lector, which is much higher than the impedance Zf seen looking toward the node 

common to RC and RB. Consequently, Eq. (7.82) predicts (1 1 Tv) @ (1 1Ti), as we 

already know from Example 7.30.

FIGURE 7.69 The impedances Zf and Zr seen 

looking in the forward and the return directions. 

Feedback loop

Zr Zf

Using the 741 macro-model available in PSpice’s library, fi nd T for the case in 

which the 741 is confi gured to function as an inverting amplifi er with a gain of 

2100 V/V by means of two resistances R1 5 1.0 kV and R2 5 100 kV. Pick a 

point where only one injection is suffi cient.

Solution
After setting the input source to zero to put the circuit in its dormant state, we end 

up with the situation of Fig. 7.70. The point of injection has been chosen right at 

the op amp’s inverting input, where Zf (5ri) is in the MV range, while Zr [5R1//

(R2 1 ro)] is less than 1 kV. With a disparity on the order of three orders of magni-

tude it is hardly worth performing the current-injection test, so we limit ourselves 

to a mere voltage test, as shown. The simulation yields 

 Tv 5 1970

EXAMPLE 7.31
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762 Chapter 7 Feedback, Stability, and Noise

The student can verify that a current-injection test at the same node would yield 

Ti 5 1.983 3 106 (@Tv), thus validating the approximation T > Tv.

3

2
4

6

7

0

0

21

vtvf vr

R2

100 kV

R1 1.0 kV

VCC (10 V)

VEE (210 V)

1 mVac

�A741

1

2

FIGURE 7.70 Circuit of Example 7.31, 

where only voltage injection suffi ces.

7.7 STABILITY IN NEGATIVE-FEEDBACK CIRCUITS 

For all its benefi ts, negative feedback poses the potential risk of oscillation. Because 

of this, negative feedback was met with skepticism when fi rst proposed by Harold 

Black, in 1928. However, once this risk became better understood and suitable cures 

were developed to tame unwanted oscillations, negative feedback established itself 

as the cornerstone of electronics and control we know today. To develop a basic feel 

for stability (or lack thereof), let us assume negligible feedthrough, so both the ampli-

fi er and the feedback network can be regarded as unilateral as in Fig. 7.71. Moreover, 

we take the viewpoint of the IC designer, whose concern is to ensure that the ampli-

fi er is stable when operated with purely resistive feedback networks. With this type of 

feedback, the feedback factor � is frequency independent and its phase angle is thus 

zero. (If the feedback network contains reactive elements such as capacitors, then � 

too will be frequency dependent and the responsibility for ensuring stability is now 

shifted to the user.7) 

Let us start out by expressing the closed-loop gain in the more insightful form 

 A(  jf  ) 5   
 S o  __ 
 S i 

   5  A 
ideal

  3 D(  jf  )  (7.83)

where Aideal 5  lim   
a→`

   A, and the quantity

 D(  jf  ) 5   1 ___________ 
1 1 1yT(  jf  )

   (7.84)
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  7.7 Stability in Negative-Feedback Circuits  763

is called the discrepancy function because it gives a measure of the deviation of 

A(jf) from Aideal. Moreover, T(  jf  ) 5 �a(  jf  ) is the familiar loop gain. As a signal 

S� propagates around the loop and returns to the summer Σ as Sf, it experiences a 

frequency-dependent phase shift, which we shall denote as ph T(  jf  ). If this shift 

reaches 21808, then feedback turns from negative to positive. Denoting the frequency 

at which this happens as f21808, it follows that T(  jf21808) is a real, negative number such 

as 20.5, 21, 22, etc. We have three possibilities: 

● uT(  jf21808)u , 1. Even though feedback is positive at f21808, S� gets attenuated each 

time it goes around the loop, so if we set Si → 0, any signal present in the loop 

will eventually decay to zero, and the system is said to be stable. 
● T(  jf21808) → 21. By Eq. (7.84) we have D(  jf21808) → ` and so A(  jf21808) → `, 

indicating that the system can sustain an output signal So Þ 0 with a vanishingly 

small input Si → 0. Once a signal component S�(jf21808) is initiated in the circuit (for 

instance by electronic noise, which is always present in one form or another), this 

component will emerge from the feedback network as Sf (  jf21808) 5 2S�(  jf21808), 

and then undergo one more inversion at the summer Σ to reappear at the ampli-

fi er’s input as the original signal S�(  jf21808) itself! A circuit’s ability to sustain a sig-

nal at f21808 qualifi es it as an oscillator, and such the circuit is regarded as unstable. 
● uT(  jf21808)u . 1. Suppose we change T(  jf21808) from 21 to a more negative value, say, 

21.1. This implies a 10% increase in magnitude each time a signal goes around 

the loop, thus resulting in oscillations of growing magnitude. The oscillations will 

grow until some inherent circuit nonlinearity, such as op amp saturation, will limit 

T to 21 exactly and thus sustain steady oscillation. Though this mechanism can 

be exploited on purpose to design oscillators, when it comes to amplifi ers, buffers, 

V-I and I-V converters, voltage and current sources, and active fi lters, oscillations 

must be avoided by all means. As we shall see, unwanted oscillations are tamed via 

suitable techniques generally referred to as frequency compensation. 

FIGURE 7.71 Negative-feedback system with 

unilateral amplifi er and feedback network, and 

a frequency independent feedback factor �. 

1

2

SSi So

Sf

S«
a( jf )

�

Suppose the circuit of Fig. 7.71 is unstable and such that its own internal noise 

has initiated a growing oscillation at 1 MHz. If amplitude increases by 10% from 

one oscillation cycle to the next, fi nd the number of cycles as well as the amount 

of time it takes for the oscillation to grow from 1 nV to 1 V. 

EXAMPLE 7.32
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764 Chapter 7 Feedback, Stability, and Noise

Solution 
After going around the loop once, the amplitude will be (1 nV) 3 1.1; after going 

around twice, it will be (1 nV) 3 1.12, and so forth. Imposing (1 nV) 3 1.1n 5 1 V 

and solving, we get n ù 217. Since one period of oscillation is 1y106 5 1 �s, the 

signal takes about 217 3 (1 �s) 5 217 �s to grow from 1 nV to 1 V. 

Graphical Visualization of the Loop Gain T 
Given the impact of the loop gain T upon the stability of a circuit, we seek a quick 

way to visualize the frequency plots of the magnitude uT(jf)u and the phase angle 

ph T(  jf  ). By defi nition, 

 uTudB 5 20 loguTu 5 20 log  u a�u  5 20 log  u   a ____ 
1y�

  u  5 20 loguau 2 20 log  u   1 __ 
�

  u 
that is, 

 uT(  jf)udB 5 ua(  jf)udB 2   u   1 __ 
�

  u  
dB

  (7.85a)

Similarly, ph T(  jf  ) 5 ph a(  jf  ) 2 ph �. So long as � is frequency independent we have 

ph � 5 0, so 

 ph T(  jf ) 5 ph a(  jf ) (7.85b)

Based on these relationships, we proceed as follows: 

● On the decibel plot of ua(jf)u, draw the decibel plot of the noise gain 1y� as de-

picted in Fig. 7.72a, top. Since � is assumed to be frequency independent and 

FIGURE 7.72 Visualizing the loop gain uT( jf )u, the crossover frequency fx, and the phase margin �m.
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  7.7 Stability in Negative-Feedback Circuits  765

0 , � # 1, the 1y� curve will be a horizontal line positioned somewhere above 

the 0-dB axis (or right on the 0-dB axis if � 5 1). 
● Visualize the plot of uT(  jf  )u as the difference between the plot of ua(  jf  )u and the 

1y� curve. Equivalently, visualize the plot of uT(  jf  )u as the plot of ua(  jf  )u, but 

with the 1y� curve as its new 0-dB axis, as depicted in Fig. 7.72b, top. 
● The plot of uT(  jf  )u starts out at the typically high dc value T0 5 �a0, and then it 

rolls off with frequency with the same profi le as ua(  jf  )u.
● The frequency at which the 1y� curve intersects the ua(  jf  )u curve is aptly 

called the crossover frequency fx. At this frequency we have uT(  jfx)u 5 0 dB, or 

uT(  jfx)u 5 1 V/V, so we can write T(  jfx) 5 1 exp(  j�x), where �x 5 ph a(  jfx), as 

depicted in Fig. 7.72a (bottom).
● For f . fx the decibel value of uT(  jf  )u becomes negative, indicating loop sig-

nal attenuation. For uT(  jf  )u ! 1 we can approximate Eq. (7.84) as uD(  jf  )u > 

u1y(1yT)u 5 uT(  jf  )u.

The Phase Margin fm 
In light of the discussion at the beginning of this section, we want the crossover to 

occur well before the dreaded condition T 5 1 e j(2180°)  5 21 occurs, which is the 

recipe for oscillation. The degree of stability of a circuit is quantifi ed via the phase 
margin, defi ned as �m 5 �x 2 (21808), that is, 

  � m  5 180 1  � x  (7.86)

This margin is depicted in Fig. 7.72b (bottom). As we move along, we shall be in-

terested in the value of the discrepancy function at fx. Letting T(jfx) 5 1 exp(j�x) 5 
1exp[j(�m 2 1808)]5 21 exp( j�m) in Eq. (7.84), we get

  u D(j f x )u  5  u   1 _____________  
1 1 1y(21 e j � m  )

  u  5  u   1 ________ 
1 2  e 2j � m  

  u  5  u   1 ___________________  
1 2 (cos  � m  2 j sin  � m )

  u  

 5   1  _____________________  
 √ 
____________________

   (1 2 cos  � m ) 2  1  (sin  � m ) 2   
  

where Euler’s formula has been used. Expanding and using the identity co s 2  � m  1 
si n 2  � m  5 1 gives 

  u D( j f x )u  5   1 _____________  
 √ 
____________

  2(1 2 cos  � m )  
   (7.87)

An Illustrative Example 
Let us illustrate the above concepts using the feedback circuit of Fig. 7.73 as a 

vehicle. The circuit utilizes a three-stage amplifi er consisting of a pair of transcon-

ductance stages with dc gains a10 5 Gm1R1 5 103 V/V and a20 5 Gm2R2 5 103 V/V, 

followed by a unity-gain buffer, so a0 5 a10a20 5 106 V/V. The pole frequencies of 
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766 Chapter 7 Feedback, Stability, and Noise

the three stages are f1 5 1y(2�R1C1) 5 1 kHz, f2 5 1y(2�R2C2) 5 100 kHz, and 

f3 5 1y(2�R3C3) 5 10 MHz, so the open-loop gain is 

 a(jf) 5   1 0 6   ______________________________   
(1 1 jfy1 0 3 )(1 1 jfy1 0 5 )(1 1 jfy1 0 7 )

   (7.88)

Magnitude and phase are calculated as

  u a( jf)u  5   1 0 6    ________________________________________    
 √ 
_______________________________________

     [ 1 1 ( fy1 0 3  ) 2  ]  3  [ 1 1 ( fy1 0 5  ) 2  ]  3  [ 1 1 ( fy1 0 7  ) 2  ]   
   (7.89a)

 ph a( jf) 5 2 [ ta n 21 ( fy1 0 3 ) 1 ta n 21 ( fy1 0 5 ) 1 ta n 21 ( fy1 0 7 ) ]  (7.89b)

and are plotted via PSpice, as depicted in Fig. 7.74a (magnitude is in dB, as marked 

at the left, and phase in degrees, as marked at the right). 

FIGURE 7.73 PSpice circuit to investigate a three-pole op amp under different amounts of feedback.
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FIGURE 7.74 (a) Frequency plots of magnitude uau and phase \a for the error amplifi er of Fig. 7.73. 

(b) Linearized magnitude plot associating phase with slope.
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If the roots are widely spaced apart as in the present example, we can combine 

magnitude and phase in the more concise and visually intuitive form of Fig. 7.74b. 

Specifi cally, we draw a linearized magnitude plot using segments with progressively 

steeper slopes, and we mark signifi cant phase values using the correspondence 

 Phase(in 8) ↔ 4.5 3 Slope(in dB/dec) (7.90)

Thus, from dc to f1 we draw a segment with a slope of 0 dB/dec, for which Eq. (7.90) 

implies a phase of 08. From f1 to f2 we draw a segment with a slope of 220 dB/dec, 

implying a phase of 4.5 3 (220), or 2908. Right at f1 the slope is 210 dB/dec, so 

the corresponding phase is 4.5 3 (210), or 2458. Likewise, the segment from f2 to f3 

has a slope of 240 dB/dec, which implies a phase of 21808. The phase at f2 is 21358. 

Past f3 slope approaches 260 dB/dec and phase approaches 22708.

We now wish to investigate the closed-loop response under increasing amounts 

of feedback, which we implement by varying the feedback factor �. We have the 

following signifi cant cases:

● Starting out with � 5 1025, we observe that if we draw the 1y� line (1y� 5 105 5 

100 dB) in Fig. 7.74b, it will intersect the gain curve at fx > 10 kHz, where �x > 

2908. Consequently, �m > 1808 2 908 5 908. Figure 7.75 shows that the closed-

loop gain starts out as A0 5 (1y�)y(1 1 1yT0) 5 105y(1 1 1y10) 5 90,909 V/V 

(about 10% lower than Aideal 5 100,000 V/V because of low T0), and it exhibits 

a dominant pole frequency of fx. Shown in Fig. 7.76a is the response to an input 

step of � V (510 �V). This is an approximately exponential transient, so once 

the input is stepped back to zero, vO(t) will decay in approximately exponential 

fashion, indicating a stable circuit. 

FIGURE 7.75 Closed-loop responses of the circuit of Fig. 7.73 for different amounts 

of feedback. Raising � lowers the 1y� curve, shifting the crossover frequency towards 

regions of greater phase shift and thus lower phase margin. This, in turn, increases the 

amount of peaking as well as ringing (see Fig. 7.76). 
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FIGURE 7.76 Step responses and pole locations of the circuit of Fig. 7.73 

for increasing values of �.
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● Raising � to 1024 lowers the 1y� line to 80 dB in Fig. 7.74b, giving fx > 100 kHz 

and �x > 21358, so �m > 1808 2 1358 5 458. The closed-loop gain now 

exhibits a bit of peaking just before fx, after which it rolls off with frequency 

as ua(  jf  )u. By Eq. (7.87) we have uD(  jfx)u 5 1y √ 
____________

  2(1 2 cos 45°)   5 1.307, so 
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Eq. (7.83) predicts uA(  jfx)u 5 104 3 1.307 5 13,070 V/V, which is 30.7% 

higher than Aideal. Recall from systems theory that peaking in the frequency 

domain is accompanied by ringing in the time domain. This is confi rmed by 

Fig. 7.76b, showing the transient response to an input step of � V (5 0.1 mV). 

Once we step the input back to zero, vO(t) will decay to zero, albeit with a bit of 

ringing. We conclude that a circuit with �m 5 458 is still a stable circuit, though 

its (moderate) amount of peaking and ringing may be undesirable in certain 

applications. 
● For � 5 1023 the 1y� line is lowered further to 60 dB in Fig. 7.74b, so fx 

is now the geometric mean of 100 kHz and 1 MHz, or fx >  √ 
_________

 1 0 5  3 1 0 6    5 

316 kHz, and �x is the arithmetic mean of 21458 and 21808, or �x > 

2162.58, so �m > 1808 2162.58 5 17.58. With a reduced phase margin, both 

peaking and ringing are more pronounced. In fact we now have uD(  jfx)u 5 

1y √ 
______________

   2(1 2 cos 17.5°)   5 3.29, so Eq. (7.83) predicts uA(  jfx)u > 1,000 3 3.29 5 

3,290 V/V, or almost 3.3 3 Aideal! Figure 7.76c shows the response to an input 

step of � V (51 mV). Once we step the input back to zero, vO(t) will decay 

with quite a bit of ringing. We conclude that a circuit with �m 5 17.58, though 

still stable, is likely to be unacceptable in most applications because of exces-

sive peaking and/or ringing.
● Cursor measurements on the PSpice plots of Fig. 7.74a give f21808 5 1.006 MHz, 

where ua(jf21808)u 5 98.02 V/V, so if we let � 5 1y98.02 5 1.02 3 1022, we get 

fx 5 1.006 MHz and �x 5 21808, or �m 5 08. Consequently, uD(  jfx)u → `, indi-

cating oscillatory bevavior. This is confi rmed by the response to a 10-mV input 

step of Fig. 7.76d.
● Raising � to 2 3 1022 lowers the 1y� curve further, pushing fx into a region 

of additional phase shift and thus �m , 08. All it takes now is internal noise to 

trigger a growing oscillation. Using an input step of just 1 nV to simulate noise, 

we obtain the response of Fig. 7.76e. 

It is instructive to visualize circuit behavior also in terms of its poles in the com-

plex plane. Letting jf → sy(2�) in Eq. (7.88), substituting into Eq. (7.84) and then 

into Eq. (7.83), gives 

 A(s) 5   1 0 6   ______________________________________    
�1 0 6  1  ( 1 1   s ______ 

2�1 0 3 
   )  ( 1 1   s ______ 

2�1 0 5 
   )  ( 1 1   s ______ 

2�1 0 7 
   ) 
  

The roots of the denominator are the poles of A(s). Using a scientifi c calculator or 

similar, we fi nd the poles tabulated in Table 7.2. These data are best visualized in 

the s-plane as shown (not to scale) on the right side of Fig. 7.76. Starting out with 

no feedback (� 5 0) and gradually increasing � brings the two lowest poles closer 

together, until they become coincident and then split apart to become complex con-

jugate and move toward the imaginary axis (see the shaded root locus). Once on the 

imaginary axis, they result in sustained oscillation, and once they spill into the right 

half of the complex plane, they result in a growing oscillation. 

Looking at Fig. 7.75, we observe that if we can tolerate the amounts of peak-

ing and ringing that come with, say, �m 5 458, then we must restrict operation to 
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770 Chapter 7 Feedback, Stability, and Noise

 (a)  What is the minimum allowable noise gain 1y� if we want to operate the 

amplifi er of Fig. 7.73 with a phase margin of 608? 

 (b)  Find uD(jfx)u and comment.

 (c)  Verify with PSpice.

Solution 
 (a)  By Eq. (7.86) we have �x 5 �m 2 1808 5 608 2 1808 5 21208. Figure 7.74a 

indicates that f21208 occurs a bit below 100 kHz. Start out with the initial esti-

mate f21208 5 50 kHz and iterate using Eq. (7.89b) until you settle at f21208 5 

59.2 kHz. Next, use Eq. (7.89a) to fi nd ua(jf21208)u > 14,534 V/V. This is the 

minimum value of 1y� for �m $ 608 with this particular amplifi er. 

 (b) Proceeding in the usual manner we get 

  u D( j f x )u  >   1 _____________  
 √ 
____________

  2(1 2 cos 60°)  
   5 1

  Since T0 5 106y14,534 5 68.8, we also have D0 5 1y(1 1 1y68.8) 5 0.986, 

indicating a very small amount of peaking. 

 (c)  Using the circuit of Fig. 7.73 with � 5 1y14,534 5 68.8 3 1026 V/V we 

get the plots of Fig. 7.77. It is fair to say that, aside for a slight amount of 

peaking and ringing, which is acceptable in many applications, the condi-

tion �m 5 608 is almost as good as �m 5 908 in terms of stability, yet it 

expands the range of possible closed-loop gains by decreasing the lower 

limit of acceptable values for 1y� from 100,000 V/V to 14,534 V/V, or by 

almost 17 dB. 

EXAMPLE 7.33

TABLE 7.2 Poles of the closed-loop gain of the circuit of Fig. 7.73. 

b p1(s
21) p2(s

21) p3(s
21)

0 2�(21.0 k) 2�(2100 k) 2�(210 M)

1025 2�(212.4 k) 2�(288.5 k) 2�(210 M)

1024 2�(250 k 1 j87.2 k) 2�(250 k 2 j87.2 k) 2�(210 M)

1023 2�(245.4 k 1 j313 k) 2�(245.4 k 2 j313 k) 2�(210.01 M)

1.02 3 1022 2�(0 1 1.0 M) 2�(0 2 1.0 M) 2�(210.1 M)

2 3 1022 2�(46.7 k 1 1.34 M) 2�(46.7 k 2 1.34 M) 2�(210.19 M)

1y� $ 104 V/V. What if we want to operate the amplifi er with lower closed-loop 

gains, such as 1y� 5 50 V/V, or 1y� 5 2 V/V? As is, the circuit will simply oscillate 

for these values of �! Mercifully, some clever frequency-compensation techniques 

have been developed that allow us to stabilize an amplifi er for virtually any closed-

loop gain we wish, including what by now we recognize as the most diffi cult confi gu-

ration to stabilize, namely, the voltage follower, for which � 5 1.
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  7.7 Stability in Negative-Feedback Circuits  771

FIGURE 7.77 (a) Frequency and (b) step responses for the special case �m 5 608.
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Peaking and Ringing as Functions of the Phase Margin fm

Figure 7.78 depicts peaking and ringing by the circuit of Fig. 7.73 as functions of the 

phase margin �m. These characteristics are quantifi ed in terms of the gain peaking 

GP and the overshoot OS, defi ned as 

 GP 5 20 log10uAp 2 A0u  OS(%) 5 100   
 V p  2  V ̀  

 _______ 
 V ̀  

   (7.91)

Peaking occurs for �m less than about 658, and ringing for �m less than about 758. 

FIGURE 7.78 (a) Peaking and (b) ringing as functions of the phase margin �m. 
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772 Chapter 7 Feedback, Stability, and Noise

Using PSpice to Plot T and to Measure fm

The signal injection technique of Section 7.6 constitutes a powerful tool for the in-

vestigation of stability, especially when complex frequency responses need to be 

plotted and examined. The PSpice circuit of Fig. 7.79a uses the 741 macro-model, 

along with the voltage injection technique discussed in connection with Fig. 7.70, 

to generate the plots of uT(jf)u and ph T(jf) for the case of a capacitively loaded 741 

voltage buffer. The plots, shown in Fig. 7.79b, are obtained, respectively, as

  u T( jf)u  5  u 2  
 V r  __

 
 V f 

  u   ph T( jf) 5 ph ( 2  
 V r  __

 
 V f 

   )  (7.92)

Using the cursor facility of PSpice we fi nd fx 5 864 kHz and ph T(jfx) 5 21248, so 

�m 5 180 2 124 5 568. Rerunning the simulation for the unloaded case (CL 5 0 and 

RL 5 `) gives fx 5 888 kHz and �m 5 62.88, indicating that the present load erodes 

�m by 6.88 (this is due to the high-frequency pole formed by CL with the output 

resistance ro of the op amp7).

FIGURE 7.79 Using the voltage injection technique to fi nd the phase margin of a capacitively loaded 741 

voltage buffer. 
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7.8 DOMINANT-POLE COMPENSATION

If a negative-feedback system fails to meet the desired degree of stability, its loop gain 

T(jf) must be altered in such a way as to raise the phase margin �m to an acceptable 

value. Altering T(jf) to stabilize a circuit is referred to as frequency compensation. 

Since T(jf) 5 a(jf)�(jf), we can alter T(jf) by altering a(jf), or �(jf), or both. Here 

we take the viewpoint of the IC designer, who strives to ensure a given �m for the 

hardest-to-compensate confi guration with frequency-independent feedback, namely, 

the voltage-follower, for which � 5 1 V/V. In this particular case we have 

 T( jf) 5 a( jf)� 5 a( jf) 3 1 5 a( jf) (7.93)
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  7.8 Dominant-Pole Compensation 773

that is, T(  jf  ) coincides with a(  jf  ). If the op amp utilizes frequency-dependent feed-

back, then it may be necessary for the user to take additional measures7 to stabilize it 

(see also the end-of-chapter problems). 

A popular compensation technique involves lowering the fi rst pole frequency f1 

to a new value fD such that the compensated response is dominated by this lone pole 

all the way up to the crossover frequency fx, which, for � 5 1 V/V, coincides with 

the already-familiar transition frequency ft. The phase shift at fx is then �x 5 2908 1 

�x(HOR), where 2908 is the phase shift due to fD, and �x(HOR) is the combined phase 
shift due to the higher-order roots (poles and possibly zeros) at fx. (For instance, the 

loaded 741 op amp of Fig. 7.79 has �x(HOR) 5 908 1 �x 5 908 2 1248 5 2348.) The 

phase margin after compensation is �m 5 1808 1 �x 5 1808 2 908 1 �x(HOR), that is,

 �m 5 908 1 �x(HOR)  (7.94)

By making fD suffi ciently low, we can keep �x(HOR) as small as needed. For instance, 

for �m 
 608 we need to ensure �x(HOR) 
 2308. An obvious drawback of dominant-

pole compensation is a drastic gain reduction above fD, but this is the price we must 

pay for the sake of stability. Though there are other, more sophisticated techniques7 
that preserve gain over a wider portion of the frequency spectrum, here we limit our-

selves to the dominant-pole types. Two popular techniques for shifting f1 to fD (! f1) 
are the shunt-capacitance technique and the Miller-compensation technique. 

Shunt-Capacitance Compensation 
A simple technique for lowering a pole frequency f1 is to deliberately increase the 

capacitance of the node responsible for f1 itself. In the case of the 3-pole amplifi er 

example of the previous section we simply add a shunt capacitance Cshunt in parallel 

with C1 to lower its pole frequency from f1 5 1y(2�R1C1) to 

  f D  5   1 _______________  
2� R 

1
 ( C 

1
  1  C 

shunt
 )
   (7.95)

To visualize the required location of fD, refer to the linearized plot of Fig. 7.80 and 

proceed as follows:

● Identify the frequency fx at which the phase of a(jf) is �x 5 �m 2 1808, where �m 

is the desired phase margin (e.g. 458, 608, etc.) This is going to be the transition 
frequency ft after compensation. (We can read out �x from the phase plot of a(jf), 
if available, or from slope readings on the magnitude plot of a(jf), in the manner 

illustrated in Fig. 7.74b.)
● Starting at fx on the 0-dB axis of the decibel plot of ua(jf)u, draw a line with a 

slope of 220 dB/dec till it intersects the a0 curve. The corresponding frequency 

is going to be fD. Exploiting the constancy of the gain-bandwidth product, we 

write a0 3 fD 5 1 3 fx, which allows us to calculate the new pole location as 

  f D  5   
 f x  __  a 

0
    (7.96)
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774 Chapter 7 Feedback, Stability, and Noise

If the fi rst two poles are widely spaced, and any higher-order root frequencies 

(such as f3 in our example) are suffi ciently high, a graphically and computationally 

convenient starting point is �x 5 21358, for then fx 5 f2, giving fD 5 f2ya0. The cor-

responding phase margin is only 458, but we can always lower fD further to increase 

�m, for instance to 608, which Example 7.33 has demonstrated to be often adequate. 

FIGURE 7.80 Graphical method for locating 

the dominant pole fD for the case of shunt-

capacitance compensation (the shaded curve 

shows gain before compensation).
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 (a)  Find the capacitance Cshunt that will stabilize the amplifi er of Fig. 7.72 for 

�m 5 458 when used with � 5 1. Verify with PSpice.

 (b)  To what value must we increase Cshunt if we want to achieve �m 5 608?

Solution 
 (a)  Letting fx 5 f2 5 100 kHz and a0 5 106 V/V in Eq. (7.96) gives fD 5 105y106 5 

0.1 Hz. By Eq. (7.95), 

  C 
shunt

  5   1 _______ 
2� R 

1
    f D 

   2  C 
1
  5   1 ___________ 

2�1 0 7  3 0.1
   2 15.9 3 1 0 212  5 159.1 nF

  Using the PSpice circuit of Fig. 7.81 we get the curves of Fig. 7.82, which 

show unequivocally the large amount of gain that needs to be sacrifi ced for 

the sake of shunt-capacitance stabilization. But it is better to have a stable 

circuit with sacrifi ced gain than an unstable one!

FIGURE 7.81 Three-pole amplifi er with shunt-capacitance compensation. 

vi
1
2

100 �A/V

R1

10 MV

C1

15.92 pF

C2

15.92 pF

R3

Gm2

vo

R2

100 kV

1.0 kV

C3

15.92 pF
10 mA/V

0

Cshunt

159.1 nF

1

2

E3

1 V/V

1
1
2

2

Gm1

1

2

EXAMPLE 7.34
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  7.8 Dominant-Pole Compensation 775

 (b)  For �m 5 608 the crossover must be placed at the frequency fx where �x 5 

�m 2 1808 5 608 2 1808 5 21208. Example 7.33 indicated that fx 5 

59.2 kHz, so Eq. (7.96) gives fD 5 0.0592 Hz, and Eq. (7.95) gives Cshunt > 

269 nF. Re-running PSpice with Cshunt 5 269 nF and using the cursor facility, 

we measure fx 5 59.4 kHz and �x 5 21188, in fairly good agreement with 

the predicted values. 

  

FIGURE 7.82 Magnitude and phase plots with shunt-

capacitance compensation for �m 5 458. The shaded curves 

show the response before compensation (Cshunt 5 0). 
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Miller Compensation 
The low value required of fD for dominant-pole compensation results in a relatively 

large Cshunt. This may not necessarily be a problem if Cshunt is a discrete capacitor 

external to the op amp. However, in integrated circuits it is desirable to fabricate the 

compensation circuitry directly on chip, and capacitors higher than a few tens of 

picofarads would take up too much chip area. A clever way around this limitation is 

to start out with a small enough capacitance Cf that can be fabricated on chip, and 

then use the Miller effect to make it appear as large as needed for frequency com-

pensation. We shall see that two additional benefi ts accrue from this scheme, namely, 

pole splitting as well as higher slew rates. 
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776 Chapter 7 Feedback, Stability, and Noise

In order to focus on the essentials of Miller compensation, let us fi rst investigate 

the two-pole amplifi er of Fig. 7.83, which, in the absence of Cf, exhibits the pole 

frequencies 

  f 
1
  5   1 _______ 

2� R 
1
  C 

1
 
     f 

2
  5   1 _______ 

2� R 
2
  C 

2
 
   (7.97)

With Cf present, the circuit resembles that of Fig. 6.21 (one is readily obtained from 

the other via a mere source transformation at the input). Adapting Eqs. (6.45) and 

(6.46) to the present circuit, we fi nd that the presence of Cf results in a new pole-

frequency pair 

  f 
1(new)

  5   
1y2�
  _________________________________    

 R 
1
 [ C 

1
  1  C f (1 1  G m2

  R 
2
  1  R 

2
 y R 

1
 )] 1  R 

2
  C 

2
 
  

  f 
2(new)

  5   
1y2�
  ____________________________   

 R 
1
  R 

2
 ( C 

1
  C f  1  C 

1
  C 

2
  1  C f  C 

2
 )2� f 

1(new)
 
  

Anticipating f1(new) ! f1, we recognize that the denominator of f1(new) must be dom-

inated by the term R1CfGm2R2, so we simplify as f1(new) > 1y(2�R1CfGm2R2) 5 
1y(2�R1C1Gm2R2Cf yC1). Using Eq. (7.97), along with straightforward algebra, we 

express the new pole pair in the more insightful form 

  f 
1(new)

  >   
 f 
1
 
 ___________  

( G m2
  R 

2
  C f )y C 

1
 
     f 

2(new)
  >   

( G m2
  R 

2
  C f ) f 2 
  _________________  

 C 
1
  1  C f (1 1  C 

1
 y C 

2
 )
   (7.98)

Since f1 is divided by Gm2R2Cf whereas f2 is multiplied by the same term, we conclude 

that increasing Cf moves the fi rst pole down in frequency and the second pole up 

in frequency, a phenomenon aptly called pole splitting. Depicted in Fig. 7.84, pole 

splitting is highly benefi cial because it pushes the second pole and its phase lag up 
in frequency, making the placement of the dominant pole less stringent compared to 

shunt-capacitance compensation. 

Recall from Eq. (6.43) that the presence of Cf results also in the creation of a 

right-half-plane (RHP) zero at s 5 Gm2 yCf.. Noting that the dc gain in Fig. 7.83 is 

a0 5 (2Gm1R1) 3 (2Gm2R2), we summarize by stating that with Miller compensation 

gain takes on the form 

 a(jf) 5  a 
0
    

1 2 jfy f 
0
 
  _______________________   

 ( 1 1 jfy f 
1(new)

  )  ( 1 1 jfy f 
2(new)

  ) 
   (7.99)

FIGURE 7.83 Two-pole amplifi er with Miller compensation. 
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  7.8 Dominant-Pole Compensation 777

where 

  a 
0
  5  G m1

  R 
1
  G m2

  R 
2
    f 

0
  5   

 G m2
 
 _____ 

2� C f 
   (7.100)

   f 
1(new)

  >   
1y2�
  _________________________________    

 R 
1
 [ C 

1
  1  C f (1 1  G m2

  R 
2
  1  R 

2
 y R 

1
 )] 1  R 

2
  C 

2
 
   >   1 ___________  

2� R 
1
  G m2

  R 
2
  C f 

   (7.101)

  f 
2(new)

  >   
 G m2

 y2�
  _________________  

 C 
1
  1  C 

2
 (1 1  C 

1
 y C f )

   (7.102)

Also, the gain-bandwidth product after compensation is GBP 5 a0 3 f1(new). Combin-

ing Eqs. (7.100) and (7.101), we readily fi nd

 GBP >   
 G m1

 
 _____ 

2� C f 
   (7.103)

Magnitude and phase are readily found as 

  u a( jf)u  5  a 
0
  √ 
__________________________

     
1 1 ( fy f 

0
  ) 2 
  __________________________   

 [ 1 1   ( fy f 
1(new)

  )  2  ]  [ 1 1   ( fy f 
2(new)

  )  2  ] 
     (7.104a)

 ph a( jf) 5 2ta n 21  ( fy f 
0
  )  2 ta n 21  ( fy f 

1(new)
  )  2 ta n 21  ( fy f 

2(new)
  )  (7.104b)

Remark: Note that a RHP zero contributes phase lag, just like a pole in the left half 

plane! (As we shall see, this can be an issue in two-stage CMOS op amps.) 

Pole splitting is readily visualized via PSpice. The circuit of Fig 7.85 uti-

lizes only the fi rst two stages of our three-pole working example to show how 

FIGURE 7.84 Miller compensation and pole splitting for the 

two-pole amplifi er of Fig. 7.83 (the shaded curve shows the 

gain before compensation).
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778 Chapter 7 Feedback, Stability, and Noise

increasing Cf causes the poles to split apart from their initial values f1 5 1 kHz and 

f2 5 100 kHz (see Fig. 7.86). The phase plot indicates that the maximum phase shift 

before compensation is 21808 (with each pole contributing a maximum of 2908), 

but after compensation it becomes 22708 because of the additional 2908 phase lag 

due to the RHP zero.

FIGURE 7.85 Using the fi rst two stages of the amplifi er of Fig. 7.81 

to investigate pole splitting. 

vo

1

2

vi
1
2

100 �A/V

R1

10 MV

C1

15.92 pF

C2

15.92 pF

Gm2

Cf

R2

100 kV
10 mA/V

0

1

2

Gm1

1

2

FIGURE 7.86 Pole splitting as a function of Cf for the two-stage amplifi er 

of Fig. 7.85. The values used are Cf 5 0.143 pF, 1.59 pF, and 15.9 pF, 

which lower f1 from 1 kHz to f1(new) 5 100 Hz, 10 Hz, and 1 Hz, respectively. 

The gray curves show the response before compensation (Cf 5 0). 
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 (a)  Estimate the pole and zero frequencies of the two-stage amplifi er of Fig. 7.85 

if Cf 5 5 pF. 

 (b)  Estimate Cf for a phase margin of 608. 

 (c)  Verify part (b) with PSpice and comment.

EXAMPLE 7.35
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Solution 
 (a) By Eq. (7.100) we have f0 5 1022y(2� 3 5 3 10212) 5 318 MHz. Moreover, 

using Gm2R2 5 103, we calculate Eq. (7.98) as 

  f 
1(new)

  >   1 0 3  ____________  
1 0 3  3 5y15.92

   5 3.18 Hz

  f 
2(new)

  >   1 0 3  3 5 3 1 0 5   ________________________   
16.92 1 5(1 1 15.92y15.92)

   5 18.6 MHz

  It is apparent that the fi rst pole has moved down from 1 kHz to 3.18 Hz, 

whereas the second pole has moved up from 100 kHz to 18.6 MHz. More-

over, f0 @ f2(new). 
 (b)  By Eq. (7.94) the combined phase shift at fx due to f2(new) and f0 must be 

�x(HOR) 5 �m 2 908 5 608 2 908 5 2308. Since in this particular example 

f0 is so high, we can ignore its phase contribution at fx and impose 2308 5 

2tan21[  fxyf2(new)], which gives fx 5 (tan 308) 3 f2(new) 5 0.577 3 f2(new). 

Exploiting the constancy of the gain-bandwidth product we write 

 a0 3 f1(new) 5 1 3 fx 5 0.577 3 f2(new)

  Using Eqs. (7.102) and (7.103) we express this as 

   
 G m1

 
 _____ 

2� C f 
   5 0.577 3   

 G m2
 y2�
  ________________  

 C 
1
  1  C 

2
 (1 1  C 

1
 y C f )

  

  Substituting the given values of Gm1, Gm2, C1, and C2, and solving for Cf fi nally 

gives Cf 5 2.388 pF. Plugging into Eqs. (7.101) and (7.102) we get f1(new) 5 
6.66 Hz and f2(new) 5 11.54 MHz, so fx 5 0.577 3 11.54 5 6.66 MHz. 

 (c)  Running the PSpice circuit of Fig. 7.85 with Cf 5 2.388 pF gives fx > 

5.9 MHz and �m > 628. Considering all the approximations made, the calcu-

lated values are in reasonable agreement with PSpice. 

Turning to the full-blown three-pole amplifi er of Fig. 7.81 we observe that the 

phase lag due to f3 will erode the phase margin calculated for the two-pole version of 

Fig. 7.85, so Cf will have to be increased slightly if the same phase margin is to be 

retained. In particular, we use PSpice to fi nd empirically that with Cf 5 4.7 pF the 

three-pole amplifi er of Fig. 7.81 exhibits fx > 3.2 MHz and �m > 628. 

Shunt-Capacitance and Miller Compensation Comparison 
We wish to compare the shunt-capacitance and the Miller compensation schemes 

for the case of the three-pole amplifi er operated with � 5 1 and �m > 608. Running 

the PSpice circuit of Fig. 7.87, fi rst with Cshunt 5 269 nF (and Cf 5 0), and then with 

Cf 5 4.7 pF (and Cshunt 5 0), we obtain the closed-loop frequency and step responses 

of Fig. 7.88. It is apparent that the Miller scheme results in much faster dynam-

ics, thanks to the pole splitting effect, which pushes the second pole toward higher 

frequencies, thus relaxing the constraints on the dominant pole location. Also, the 
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780 Chapter 7 Feedback, Stability, and Noise

Miller-multiplication effect allows for Cf to be much smaller than Cshunt so it can 

be fabricated on chip. Finally, not immediately apparent from the amplifi er model 

used above, is the fact that the slew rate SR is likely to be much higher with the 

Miller compensation scheme as the much smaller Cf can get charged/discharged 

much more rapidly.

FIGURE 7.88 (a) Frequency and (b) step responses for the unity-gain amplifi er of Fig. 7.87.
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FIGURE 7.87 PSpice circuit to compare the shunt-capacitance and the Miller compensation schemes for the 

case � 5 1 and �m > 608. 
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7.9 FREQUENCY COMPENSATION OF MONOLITHIC OP AMPS 

We are now ready to apply the techniques of the previous section to the compensa-

tion of the monolithic op amp representatives of Chapter 5, namely, the 741 bipolar 
op amp and the CMOS op amps of the two-stage and the folded-cascode types. 

Historically, the 741 was the fi rst op amp to incorporate frequency compensation 

on chip, in the mid 1960s, a feature that contributed to making the 741 one of the 

most popular ICs ever. MOS analog technology reached commercial maturity later, 
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  7.9 Frequency Compensation of Monolithic Op Amps  781

and the fi rst signifi cant articles on CMOS op amp frequency compensation started 

to appear only in the early 1980s. 

Frequency Compensation of the 741 Op Amp 
With two dozen transistors, an uncompensated 741 op amp exhibits a multitude of 

pole and zero frequencies, including complex-conjugate pole pairs,1 whose cumu-

lative phase lag far exceeds 21808. As depicted in the 741 schematic of Fig. 5.1, the 

741 is Miller compensated via the capacitance Cc 5 30 pF across the intermediate 

stage consisting of the CC-CE pair Q16-Q17. After compensation, the roots undergo 

a drastic rearrangement in the complex plane,1 such that their combined phase lag 

is pushed suffi ciently above the transition frequency ft (>1 MHz). To estimate the 

dominant pole frequency, refer to the ac equivalent of Fig. 5.11, repeated for con-

venience in Fig. 7.89 along with the Miller capacitance Cc. (In anticipation of the 

dominant role played by Cc, the much smaller stray capacitances of the nodes at 

either side of Cc have been omitted for simplicity.) This circuit is similar to that of 

Fig. 7.83, provided we let Cf 5 Cc 5 30 pF, R1 5 Ro1//Ri2 5 6.12//4.63 5 2.64 MV, 

and R2 5 Ro2//Ri3 5 81.3//9330 5 80.6 kV. Adapting Eq. (7.101) and retaining only 

the dominant denominator term, we estimate the 23-dB frequency fb as 

 f b  >   
1y2�
 ______________  

 R 
1
  C c (1 1  G m2

  R 
2
 )
   5   

1y2�
  ___________________________________    

2.64 3 1 0 6  3 30 3 1 0 212 (1 1 80.6y0.161)
   5 4 Hz

 (7.105)

Considering all the approximations made, this is close enough to data-sheet value of 5 Hz. 

A simulation with the 741 macro-model available in PSpice’s library gives, for 

the case of 610-V power supplies, a0 5 199,220 V/V, fb 5 5.0 Hz, ft 5 888 kHz, 

and ph a(jft) 5 2117.28, so �m 5 62.88. As we know from Chapter 6, Cc also sets the 

slew rate at a nominal value of 0.5 V/�s. The Miller effect boosts the apparent value 

of Cc by 1 1 80.6y0.161 5 501.6, making it appear as an equivalent capacitance of 

501.6 3 30 pF 5 150 nF! Were we to use shunt-capacitance compensation, such a 

large value could not be fabricated on chip and it would also result in a much lower 

slew rate. 

FIGURE 7.89 Ac equivalent of the 741 op amp for the estimation of the dominant pole fD. 
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782 Chapter 7 Feedback, Stability, and Noise

Frequency Compensation of the Two-Stage CMOS Op Amp 
We wish to investigate the frequency compensation of the two-stage CMOS op 

amp of Fig. 7.90, assuming a 1-pF load. We assume the process parameters of 

Section 6.12, which are based on Ldrawn 5 1 �m and are listed in the following 

PSpice models: 

.model  Mn NMOS(Level51 Tox520n Uo5600 Vto50.7 Lambda50.1 
1  Ld50.15u Gamma50.6 phi50.75 Cj5166u Mj50.5 Cjsw50.127n 
1   Mjsw50.33 Pb50.909 Cgso50.259n Cgdo50.259n) 

.model   Mp PMOS(Level51 Tox520n Uo5250 Vto5-0.7 Lambda50.05 
1   Ld50.2u Gamma50.5 phi50.7 Cj5396u Mj50.5 Cjsw50.366n 
1 Mjsw50.33 Pb50.955 Cgso50.345n Cgdo50.345n)

Following the procedure of Section 6.12, we specify the individual transistor dimen-

sions As, Ps, Ad, and Pd so as to refl ect the device geometries of Fig. 7.90. Here, the Ws 

have been calculated on the basis of VOV 5 0.25 V for all FETs as well as the effective 

channel lengths Ln 5 Ldrawn 2 2Lovn 5 1 2 2 3 0.15 5 0.7 �m and Lp 5 Ldrawn 2 2Lovp 5 

1 2 2 3 0.2 5 0.6 �m. The outcome is the following PSpice netlist 

* source CKT_of_Fig_7.90
V_VDD DD 0 2.5V
V_VSS 0 SS 2.5V
I_IREF GP SS DC 100uA
V_Vi IN 0 DC 0Vdc AC 1Vac 
M_M1  GN 0 SP SP Mp L51u W522u As566p Ps528u Ad566p 
1  Pd528u
M_M2  V1 IN SP SP Mp L51u W522u As566p Ps528u Ad566p 
1  Pd528u
M_M3  GN GN SS SS Mn L51u W512u As530p Ps517u Ad530p 
1  Pd517u
M_M4  V1 GN SS SS Mn L51u W512u As530p Ps517u Ad530p 
1  Pd517u
M_M5  VO V1 SS SS Mn L51u W522U As555p Ps527u Ad555p 
1  Pd527u
M_M6  VO GP DD DD Mp L51u W544u As5132p Ps550u Ad5132p 
1  Pd550u
M_M7  SP GP DD DD Mp L51u W544u As5132p Ps550u Ad5132p 
1  Pd550u
M_M8  GP GP DD DD Mp L51u W544u As5132p Ps550u Ad5132p 
1  Pd550u
C_CL VO 0 5pF
C_Cc V1 VO {Ccvar}
.INC “CKT_of_Fig_7.90-SCHEMATIC1.par”
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  7.9 Frequency Compensation of Monolithic Op Amps  783

The small-signal (.TF) analysis yields the following low-frequency parameter 

values: 

 a0 5 4245 V/V  gm1 5 0.425 mA/V  ro2//ro4 5 143.3 kV

 gm5 5 0.9344 mA/V  ro5//ro6 5 74.59 kV

The ac analysis gives the open-loop responses of Fig. 7.91. Using the cursor facility 

of PSpice on the uncompensated curves (Cc 5 0), we fi nd that gain crosses the 0-dB 

axis at fx > 366 MHz, where �x > 21848, indicating an amplifi er in dire need of 

frequency compensation. 

The logical candidate for dominant-pole compensation is the CS stage M5, where 

we can take advantage of the Miller effect to multiply a small compensation capaci-

tance Cc placed between its gate and drain terminals for the purpose of establishing 

a dominant pole at a suitably low frequency. To investigate further, refer to the ac 

equivalent of Fig. 7.92, where 

 R1 5 ro2//ro4   R2 5 ro5//ro6  (7.106)

and C1 and C2 are the net capacitances associated with the gate and drain terminals 

of M5, 

  C1 5 Cgd2 1 Cdb2 1 Cgd4 1 Cdb4 1 Cgs5  C2 5 Cdb5 1 Cdb6 1 Cgd6 1 CL (7.107)

(Usually the load capacitance CL dominates all the output-node parasitic capaci-

tances, so we approximate C2 > CL and ignore C1 compared to C2.) Moreover, the 

feedback capacitance is 

 Cf 5 Cc 1 Cgd5  (7.108)

FIGURE 7.90 PSpice circuit to plot the frequency response a two-stage 

CMOS op amp using conventional Miller compensation. 
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784 Chapter 7 Feedback, Stability, and Noise

FIGURE 7.91 Magnitude and phase plots for the op amp of 

Fig. 7.90. The dark curves show the uncompensated (Cc 5 0) 

response. The shaded curves indicate that conventional Miller 

compensation fails to convincingly bend the phase curves toward 

2908 in the vicinity of crossover. 
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FIGURE 7.92 Approximate ac equivalent of the two-stage CMOS amplifi er of Fig. 7.90.
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(Usually Cc @ Cgd5, so we approximate Cf > Cc.) Ignoring the stray capacitance Ci, 

we observe that this circuit is similar to that of Fig. 7.83, so we adapt the formulas 

developed there (after dropping the subscripts “new” to simplify the notation), and 

state that in the presence of Cc, gain takes on the form 

 a( jf) 5  a 
0
    

1 2 jfy f 
0
 
  _________________  

(1 1 jfy f 
1
 )(1 1 jfy f 

2
 )
    (7.109)
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where

 a0 5 gm1R1gm5R2 (7.110)

 f 
1
  >   

1y2�
  _________________________________    

 R 
1
 [ C 

1
  1  C f (1 1  g m5

  R 
2
  1  R 

2
 y R 

1
 )] 1  R 

2
  C 

2
 
   >   1 ___________ 

2� R 
1
  g m5

  R 
2
  C f 

   >   1 ___________ 
2� R 

1
  g m5

  R 
2
  C c 

  

 (7.111)

  f 
2
  >   

 g m5
 y2�
  _________________  

 C 
1
  1  C 

2
 (1 1  C 

1
 y C f )

   >   
 g m5

 
 _____ 

2� C 
2
 
   >   

 g m5
 
 _____ 

2� C L 
   (7.112)

  f 
0
  5   

 g m5
 
 _____ 

2� C f 
   >   

 g m5
 
 _____ 

2� C c 
    (7.113)

Moreover, the gain-bandwidth product over the frequency region dominated by f1 is 

GBP 5 a0 3 f1, or

 GBP 5   
 g m1

 
 _____ 

2� C f 
   >   

 g m1
 
 _____ 

2� C c 
   (7.114)

(Beside confi rming the pole pair and RHP zero, the plots of Fig. 7.91 reveal the 

existence of an additional RHP zero in the 10-GHz range, stemming from forward 

transmission from Vi to V1 via the parasitics of the input stage. However, given its 

high frequency, its impact on the phase margin will be negligible and it shall be 

ignored. Moreover, the fi rst stage introduces an additional pole-zero pair spaced an 

octave apart, as per Fig. 6.29b. This too will be ignored for the sake of simplicity.)

Equations (7.111) through (7.113) indicate that increasing Cc will downshift both 

f1 and f0 by about the same amount, while leaving f2 approximately unchanged. In fact, 

for Cc 5 CL (51 pF), f0 overlaps f2, and for Cc 5 10CL (510 pF), f0 is a decade below 

f2 (this is confi rmed also by the magnitude plots of Fig. 7.91). We make the important 

observation that regardless of the value of Cc, f1 and f0 are generally not separated 

widely enough to prevent the phase lag of the RHP zero from eroding the phase mar-

gin. This inherent limitation of MOSFETs stems from their notoriously low gms (gm5 

in the present case, as evidenced by the fact that the separation f0yf1 is proportional to  
g  m5  

2
  ). Were it possible to raise gm5 by, say, a decade without altering the capacitances, 

the GBP would remain unchanged, while both f0 and f2 would move up and away from 

fx by a decade, raising the phase margin signifi cantly (see Problem 7.64). 

 (a)  Estimate the phase margin of the amplifi er of Fig. 7.90 for the special case 

Cc 5 CL (5 1 pF). 

 (b)  Comment on your results. 

Solution 
 (a)  Equations (7.111) through (7.113) give f1 5 1y(2� 3 143.3 3 103 3 0.9344 3 

1023 3 74.59 3 103 3 1 3 10212) 5 15.9 kHz and f0 5 f2 5 0.9344 3 

1023y(2� 3 1 3 10212) 5 149 MHz, so the gain is 

 a(jf) 5   
4245[1 2 jfy(149 3 1 0 6 )]

   _____________________________________    
[1 1 jfy(15.9 3 1 0 3 )] 3 [1 1 jfy(149 3 1 0 6 )]

  

EXAMPLE 7.36
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786 Chapter 7 Feedback, Stability, and Noise

  We easily fi nd that the magnitude 

  u a(jf)u  5 4245 √ 
_____________________________________

      
1 1  f   2 y(149 3 1 0 6  ) 2 

   _____________________________________    
 [ 1 1  f    2 y(15.9 3 1 0 3  ) 2  ]  [ 1 1  f    2 y(149 3 1 0 6  ) 2  ] 

     

 5   4245  ___________________  
 √ 
__________________

  1 1  f    2 y(15.9 3 1 0 3  ) 2   
  

  drops to 1 V/V at fx 5 67.5 MHz, where 

  � x  5 2ta n 21    67.5 3 1 0 6  _________ 
15.9 3 1 0 3 

   2 ta n 21    67.5 3 1 0 6  _________ 
149 3 1 0 6 

   2 ta n 21    67.5 3 1 0 6  _________ 
149 3 1 0 6 

   

 > 290° 2 24.4° 2 24.4° > 2139°

  Consequently, �m 5 180 2 139 5 418, which is generally not suffi ciently 

high. (PSpice gives fx 5 63.5 MHz, �x 5 2141.68, and �m 5 38.48, in reason-

able agreement with the calculations.)

 (b)  For Cc 5 CL the RHP zero and the second pole cancel each other from the 

magnitude expression, leaving only the dominant pole (this is confi rmed by 

the magnitude curve corresponding to Cc 5 1 pF in Fig. 7.91). However, their 

individual phase lags, far from canceling out, reinforce each other!

To fi gure ways around the effect of low gm5, we need to take a closer look at 

the physical basis of the zero frequency f0. With reference to Fig. 7.92, we decom-

pose the current through Cf into a forward component Ifw(jf) 5 V1y(1yj2�fCc) and a 

reverse component Irv(jf) 5 Voy(1yj2�fCc), or 

 Ifw( jf) 5 j2� fCcV1  Irv( jf) 5 j2� fCcVo (7.115)

We make the following observations: 

● Irv(jf) is responsible for making Cc appear magnifi ed by the Miller multiplier 

when refl ected to the input node V1. As such, Irv(jf) is desirable because it estab-

lishes the dominant pole. 
● Ifw(jf) is responsible for creating the RHP transmission zero at the output node Vo. 

As such, it is undesirable because the presence of this zero erodes the phase mar-

gin and halts the gain roll-off that is needed to stabilize the circuit. Recall from 

Section 6.3 that f0 is the frequency at which the condition uIfw(jf0)u 5 gm5V1 is met, 

which causes Vo to drop to zero (hence the name). Rewriting as u j2� f0CfV1u 5 

gm5V1 gives the familiar result f0 5 gm5y(2�Cf). For f . f0 we have uIfw(jf)u . 

gm5V1, indicating a polarity reversal of Vo that turns feedback from negative to 

positive. This is not necessarily a problem if f0 @ fx, which is usually the case 

with bipolar amplifi ers. However, in MOS amplifi ers f0 tends to be much lower 

due to the aforementioned low gms of FETs. 
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The best way to cope with the undesirable RHP zero is to eliminate it altogether 

or at least to shift it to a less harmful location. Figure 7.93 shows three different tech-

niques for achieving this goal.

● The scheme8 of Fig. 7.93a exploits the unilateral nature of a CD voltage buffer to 

transmit Irv to node V1 while diverting Ifw to VDD and thus preventing it from reach-

ing node Vo, where it would create the RHP zero (see Problem 7.69). A drawback 

of this scheme is a reduction in the OVS, as vO(min) is raised from VSS 1 VOV5 to 

VSS 1 V(IS)min 1 VGS(CD), where V(IS)min is the minimum allowable voltage drop 

across the IS current sink, and VGS(CD) is the gate-source voltage drop of the 

CD buffer.
● The scheme9 of Fig. 7.93b uses a CG current buffer to transmit Irv to node V1 

while inhibiting the formation of Ifw because of the high resistance seen looking 

into the buffer’s drain (see Problem 7.70). A drawback of this scheme is that IS 

and ID must be closely matched to avoid creating an intolerable offset error (see 

Ref. [10] for an ingenious way around this). 
● The scheme11 of Fig. 7.93c utilizes a series resistance Rc to curb Ifw at high fre-

quencies. At low frequencies, where Rc ! u1y(j2� fCc)u, Cc still dominates, giv-

ing Irv(jf) > j2� fCcVo to sustain the dominant pole f1. But at high frequencies, 

the presence of Rc changes the location of the transmission zero because we now 

have Ifw(s) 5 V1y(Rc 1 1ysCc). Vo will drop to zero at the complex frequency s0 

such that Ifw(s0) 5 gm5V1, or 

   
 V 

1
 
 ____________  

 R c  1 1y( s 
0
  C c )

   5  g m5
  V 

1
 

 Solving for s0, we get the s-plane zero 

  s 
0
  5   1 _____________  

(1y g m5
  2  R c ) C c 

  

FIGURE 7.93 The RHP zero can be eliminated via (a) a voltage buffer or (b) a current buffer, or it can be 

relocated via (c) a suitable series resistance Rc. 
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788 Chapter 7 Feedback, Stability, and Noise

 As a consequence, the zero frequency in the numerator of Eq. (7.109) takes on 

the modifi ed form 

  f 
0(new)

  5   1 _______________  
2�(1y g m5

  2  R c ) C c 
   (7.116)

 We observe that the presence of Rc reduces the denominator (at least so long 

as Rc , 1ygm5), in turn raising f0(new) and pushing its phase lag above and away 

from the crossover frequency fx. Making Rc 5 1ygm5 pushes f0(new) to infi nity and 

reduces the numerator of Eq. (7.109) to unity. Raising Rc further (Rc . 1ygm5) 

changes the polarity of f0(new) in the numerator of Eq. (7.109), thus resulting in 

a left-half-plane (LHP) zero. As we know, this is highly desirable because it 

produces phase lead (as opposed to the phase lag of a RHP zero). The resis-

tance Rc is usually the channel of a MOSFET biased in the ohmic region (see 

Problem 7.71 for a popular circuit realization of Rc). 

 (a)  Find Rc and Cc to compensate the two-stage op amp of Fig. 7.90 for �m 5 

758 with f0 5 `. Hence, estimate the open-loop gain a(jf), the gain-bandwidth 

product GBP, and the slew rate SR. 

 (b)  Compare with PSpice, and comment. 

 (c)  Assuming � 5 1, plot the closed-loop frequency response as well as the tran-

sient response to a pulse alternating between 2100 mV and 1100 mV. Is the 

pulse response slew-rate limited? 

Solution 
 (a)  The pole frequency due to CL is still f2 5 gm5y(2�CL) > 149 MHz. For �m 5 

758 we need �x 5 75 2 180 5 21058. With 2908 coming from the dominant 

pole frequency f1, the cumulative phase contribution by f2 and higher-order 

root frequencies must be 90 2 105 5 2158. Ignoring the higher-order roots, 

we require that 2158 > 2tan21(fxyf2), or 

 fx > f2 3 tan 158 5 149 3 0.268 5 39.8 MHz

  The required dominant pole frequency is 

  f 
1
  5   

 f x  __  a 
0
    5   

39.8 3 1 0 6 
 _________ 

4245
   5 9.39 kHz

  so Eq. (7.111) gives 

  C c  >   1 ___________ 
2� R 

1
  g m5

  R 
2
    f 

1
 
   

 5   1   ______________________________________________________      
2� 3 143.3 3 1 0 3  3 0.9344 3 1 0 23  3 74.59 3 1 0 3  3 9.39 3 1 0 3 

   

 > 1.70 pF

  Finally, to move the zero frequency to infi nity we need 

  R c  5 1y g m5
  5 1y(0.9344 3 1 0 23 ) 5 1.07 kV

EXAMPLE 7.37

fra28191_ch07_685-826.indd   788fra28191_ch07_685-826.indd   788 13/12/13   11:16 AM13/12/13   11:16 AM



  7.9 Frequency Compensation of Monolithic Op Amps  789

FIGURE 7.94 Frequency compensation for op amp of Example 7.37. 
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FIGURE 7.95 Magnitude and phase plots for the op amp of Fig. 7.94. 
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  Ignoring higher-order roots, the gain after compensation is approximately 

 a(jf) >   4245  _____________________________________    
[1 1 jfy(9.39 3 1 0 3 )] 3 [1 1 jfy(149 3 1 0 6 )]

  

  We also have GBP > fx 5 39.8 MHz and SR 5 ID7yCc 5 (100 �A)y(1.70 pF) > 

59 V/�s. 

 (b) Using the PSpice circuit of Fig. 7.94, we obtain the plots of Fig. 7.95. Compared 

to Fig. 7.91, the phase curve at crossover is now far more convincingly bent 
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790 Chapter 7 Feedback, Stability, and Noise

toward 2908. In fact, using PSpice’s cursor facility, we fi nd fx 5 35.2 MHz, 

where �x 5 2107.28, and, hence, �m 5 180 2 107.2 5 72.88. These data are in 

fair agreement with the hand calculations, which are based on the assumption 

that all internal stray capacitances are negligible compared to Cc and CL. 

 (c)  To achieve � 5 1 in Fig. 7.94, lift M1’s gate off ground and tie it to node Vo. 

This yields the closed-loop responses of Fig 7.96. Note the absence of slew-

rate limiting in Fig. 7.96b. 

FIGURE 7.96 (a) Frequency (b) pulse responses of the CMOS op amp of Fig. 7.94 

confi gured for negative-feedback operation with � 5 1.
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(b)

If CL is doubled in the circuit of Example 7.37, fi nd Rc so as to retain the same 
phase margin without increasing Cc. What is the expression for a(jf) after 

compensation? Verify with PSpice and comment. 

Solution 
Doubling CL will halve f2 to 74.5 MHz, bringing it an octave closer to fx, where 

it will erode �m. Its phase at fx is 2tan21(fxyf2) 5 2tan21(39.8y74.5) 5 228.18, 

which exceeds the original 2158 by 228.1 2 (215) 5 213.18. To retain the 

original �m, we must neutralize this excess phase lag with the phase lead of a 

LHP zero. Its frequency 2f0(new) must be such that 113.18 5 tan21[  fxy(2f0(new))] 5 

tan21[39.8y(2f0(new))], which gives 2f0(new) > 171 MHz. Using Eq. (7.116)

2171 3 1 0 6  5   1  _________________________   
2�(1070 2  R c ) 3 1.7 3 1 0 212 

  

gives Rc 5 1.617 kV. After compensation the gain is 

a(jf) >   
4245[1 1 jfy(171 3 1 0 6 )]

   ______________________________________    
[1 1 jfy(9.39 3 1 0 3 )] 3 [1 1 jfy(74.5 3 1 0 6 )]

  

(note the 1 sign in the numerator, indicative of a LHP zero!). Re-running the PSpice 

circuit of Fig. 7.94, but with CL 5 2 pF and Rc 5 1.617 kV we fi nd fx 5 35.2 MHz, 

where �x 5 2107.28, and, hence, �m 5 180 2 107.2 5 72.88. These data are again 

in fair agreement with the hand calculations, which are based on the assumption 

that all internal stray capacitances are negligible compared to Cc and CL. 

EXAMPLE 7.38
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  7.9 Frequency Compensation of Monolithic Op Amps  791

Frequency Compensation of the Folded-Cascode CMOS Op Amp 
Figure 7.97 shows the ac model of the folded-cascode op amp, along with the most 

relevant capacitances intervening in its frequency response. Each capacitance is the 

result of lumping together all parasitic capacitances associated with the correspond-

ing node (the output node includes also the external load capacitance). According to 

the OCTC procedure of Section 6.7, the 23-dB frequency is 

  f b  >   
1y2�
  ___________________________________    

 R 
1
  C 

1
  1  R 

2
  C 

2
  1 . . . 1  R 

5
  C 

5
  1  R o ( C 

6
  1  C c )

   (7.117)

where R1 through R5 are the open-circuit equivalent resistances seen by C1 through 

C5, and Ro is the op amp’s output resistance. By Eq. (5.69), this resistance is 

  R o  > [( g m6
  1  g mb6

 ) r o6
  r o8

 ]//[( g m4
  1  g mb4

 ) r o4
 ( r o2

 // r o10
 )] (7.118)

The resistances R1 through R5 are all source resistances, on the order of 1y(gm 1 gmb). 

As such they are much smaller than Ro, and even though the time constants R1C1 

through R5C5 are likely to differ from one another, they all tend to be negligible com-

pared to that associated with Ro, so we approximate 

  f b  >   1 _____________  
2� R o ( C 

6
  1  C c )

   (7.119)

According to Eq. (7.94), the phase margin can be expressed as �m 5 908 1 �x(HOR), 

where �x(HOR) is the combined phase shift due to all higher-order roots. Consequently, 

FIGURE 7.97 Ac model of the folded-cascode op amp. 
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792 Chapter 7 Feedback, Stability, and Noise

in order to compensate the folded-cascode op amp for a given �m, we simply add 
enough capacitance to the output node to lower fb until the condition �x(HOR) 5 �m 2 

908 is met. The gain-bandwidth product after compensation is GBP 5 a0 3 fb, where 

a0 5 gm1Ro, gm1 being the transconductance of the transistors of the SC pair. Using 

Eq. (7.119), we get 

 GBP >   
 g m1

 
 ___________ 

2�( C 
6
  1  C c )

   (7.120)

Let us illustrate the above concepts using the PSpice circuit of Fig. 7.98 as a 

practical example. We assume the same process parameters as the two-stage op 

amp of Fig. 7.90, which are based on Ldrawn 5 1 �m with effective channel lengths 

Ln 5 0.7 �m and Lp 5 0.6 �m. Moreover, the Ws have been calculated on the basis 

of VOV 5 0.25 V for all FETs. The outcome is the following netlist:

* source CKT_of_Fig_7.98
V_VDD DD 0 2.5V
V_VSS 0 SS 2.5V
I_I1 DD S12 DC 100uA
V_V1 G90 SS 0.95V
V_V2 G34 G90 0.25V
M_M1  D9 IN S12 S12 Mp L51u W522u As566p Ps528u Ad566p 
1 Pd528u
M_M2  D10 0 S12 S12 Mp L51u W522u As566p Ps528u Ad566p 
1 Pd528u

FIGURE 7.98 PSpice circuit to plot the gain of a folded-cascode CMOS op 

amp with a variable load Cc. 
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  7.9 Frequency Compensation of Monolithic Op Amps  793

M_M3  G56 G34 D9 SS Mn L51u W516U As540p Ps521u As540p 
1 Ps521u
M_M4  OUT G34 D10 SS Mn L51u W516U As540p Ps521u As540p 
1 Ps521u
M_M5  G56 G56 G78 DD Mp L51u W533u As599p Ps539u Ad599p 
1 Pd539u
M_M6  OUT G56 S6 DD Mp L51u W533u As599p Ps539u Ad599p 
1 Pd539u
M_M7  G78 G78 DD DD Mp L51u W533u As599p Ps539u Ad599p 
1 Pd539u
M_M8  S6 G78 DD DD Mp L51u W533u As599p Ps539u Ad599p 
1 Pd539u
M_M9  D9 G90 SS SS Mn L51u W527U As568p Ps533u Ad568p 
1 Pd533u
M_M10  D10 G90 SS SS Mn L51u W527.02U As568p Ps533u Ad568p 
1 Pd533u
C_Cc V1 VO {Ccvar}
.INC “CKT_of_Fig_9.11-SCHEMATIC1.par”

The small-signal (.TF) analysis gives the following low-frequency parameter values 

 a0 5 2679 V/V  Ro 5 6.391 MV  gm1 5 419 �A/V (7.121a)

The ac analysis gives the open-loop responses of Fig. 7.99. Using PSpice’s cursor 

facility, we fi nd that the uncompensated response, corresponding to Cc 5 0, has 

  fb 5 425 kHz  fx 5 749.5 MHz  �x 5 2131.58  �m 5 48.58 (7.121b)

FIGURE 7.99 Magnitude and phase plots for the op amp of Fig. 7.98 for 

different values of Cc. 
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794 Chapter 7 Feedback, Stability, and Noise

To increase �m we deliberately add capacitance to the output node and obtain the 

curves shown for the cases Cc 5 0.2 pF and 1 pF. As expected, the price for more 

phase margin is bandwidth reduction. 

 (a)  Using the above cursor data, estimate the output-node parasitic capacitance C6. 

 (b)  Find Cc for �m 5 758 using the fact that the cursor gives, for the uncompen-

sated response, f21058 5 186 MHz. What are the ensuing bandwidth fb and 

GBP? Check with PSpice and comment. 

Solution 
 (a)  For Cc 5 0 we use Eq. (7.119) to impose 

 425 3 1 0 3  5   
1
  

_________________________
   

2� 3 6.391 3 1 0 6  3 ( C 
6
  1 0)

  

  This gives C6 5 58.6 fF. 

 (b)  Adapting Eq. (7.96) to the present case we write fb 5 f21058ya0 5 186 3 

106y2679 > 69.4 kHz. Using again Eq. (7.119),

 69.4 3 1 0 3  5   
1
  

__________________________________
    

2� 3 6.391 3 1 0 6  3 (58.6 3 1 0 215  1  C c )
  

  which gives Cc 5 300 fF and GBP 5 186 MHz. Rerunning PSpice with 

Cc 5 0.3 pF we get fb 5 69.3 kHz, GBP 5 fx 5 173 MHz, �x 5 21088, and 

�m 5 728, all in reasonable agreement with the calculated values.

EXAMPLE 7.39

Comparing the Two-Stage and Folded-Cascode Op Amps 
The two topologies exhibit similarities as well as differences: 

● Both topologies exhibit a dominant pole frequency of the type 

  f b  ∝   1 ________ 
2�RM C c 

  

 where R is a suitable resistance, and M is a large multiplier that helps establish a 

suitably low fb with a compensation capacitance Cc that can easily be fabricated 

on chip. In the two-stage topology it is Cc that gets multiplied by M by the Miller 

effect, whereas in the cascode topology it is R that gets multiplied by M because 

of cascoding. 
● Increasing Cc in the two-stage topology has a destabilizing effect because it 

lowers the RHP zero frequency, thus eroding the phase margin. 
● Increasing Cc in the cascode topology has a stabilizing effect because it lowers 

the fi rst pole, thus pushing the phase margin closer to 908. This makes cascode 

op amps particularly suited to driving arbitrary capacitive loads as in switched-

capacitor fi lters.
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7.10 NOISE 

Any disturbance that tends to obscure a signal of interest is generally referred to as 

noise. A familiar example is hum (“hmmm”) in a poorly designed audio system. This 

noise is injected into the circuit from the outside (in this case from the utility power). 

Another example is the hiss (“shhh”) produced by a low quality audio amplifi er and 

best evidenced when we turn the volume all the way up with no audio input. This 

is an example of intrinsic noise, so called because it is generated internally by the 

components (resistors, diodes, and transistors) making up the circuit (conversely, 

noise injected from the outside is called extrinsic noise). Though we can virtually 

eliminate extrinsic noise via proper design, layout, and shielding, intrinsic noise 

is always present in a circuit. It can be reduced via proper component and circuit 

topology selection, and fi ltering, but it can never be eliminated entirely. 

The most common example of intrinsic noise is resistor noise, which is the result 

of thermal agitation of the charge carriers (electrons in ordinary resistors and n-type 

materials, holes in p-type materials), and is present even if the resistor is sitting in 

the drawer. Though the voltage across an unconnected resistor averages to zero, its 

instantaneous value is constantly fl uctuating about zero as depicted in Fig. 7.100. 

Basic Noise Properties 
Denoting a noise voltage as en(t) and a noise current as in(t), we are interested in their 

root-mean-square (rms) values En and In over a time interval t1 to t2, respectively 

defi ned as 

  E n  5  √ 
_____________

    1 ______  t 
2
  2  t 

1
    ∫ 

 t 
1
 
  

 t 
2
 

  e  n  
2 (t) dt      I n  5  √ 

_____________

    1 ______  t 
2
  2  t 

1
    ∫ 

 t 
1
 
  

 t 
2
 

  i  n  
2 (t) dt    (7.122)

Their physical meanings are that if we play en(t) across or in(t) through a resistor R, 

the power dissipated by R is  E  n  
2 yR or R I  n  

2 . Alternatively, we say that  E  n  
2  and  I  n  

2  repre-

sent the power dissipated by en(t) and in(t) in a 1-V resistance. Though en(t) and in(t) 
cannot be integrated analytically because they are random variables, En and In are 

easily measured with a true rms multimeter. 

FIGURE 7.100 Oscilloscope display of 

(suitably magnifi ed) resistor noise.
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796 Chapter 7 Feedback, Stability, and Noise

In the course of noise analysis we often deal with noise voltages in series or 

noise currents in parallel, so we are interested in the rms value of the combined 

noise. For the case of a pair of noise voltages en1(t) and en2(t) in series, the overall 

rms value is 

  E  n  
2  5   1 ______  t 

2
  2  t 

1
     ∫ 

 t 
1
 
  

 t 
2
 

 [ e n1
 (t) 1  e n2

 (t) ] 2  dt  5  E  n1  
2
   1   2 ______  t 

2
  2  t 

1
    ∫ 

 t 
1
 
  

 t 
2
 

  e n1
 (t) 3  e n2

 (t) dt 1  E  n2  
2
   

having expanded the quadratic term and then used Eq. (7.122) twice. In most cases 

of interest en1(t) and en2(t) are uncorrelated, so their product averages to zero, giving  

E  
n
  2  5  E  

n1
  2

   1  E  
n2

  2
  . We readily generalize this result to the case of N uncorrelated noise 

voltages in series or N uncorrelated noise currents in parallel by stating that they 

combine in rms fashion as

  E n  5  √ 
_________________

   E  n1  
2
   1  E  n2  

2
   . . . 1  E  nN  2

       I n  5  √ 
_______________

   I  n1  
2
   1  I  n2  

2
   . . . 1  I  nN  2

     (7.123)

Noise Spectra 
The physical meaning of the rms value of noise is similar to the rms value of an 

ac signal, except that the power of a sinusoid is concentrated at just one frequency 

whereas noise power is usually spread all over the frequency spectrum. The fre-

quency distribution of noise power is specifi ed via the noise power densities  e  n  
2 (f) and  

i  n  
2 (f), each representing the average noise power over a 1-Hz bandwidth as a function 

of frequency f. We use the power densities to calculate analytically the rms values 

over an arbitrary frequency interval fL to fH as 

  E n  5  √ 
_________

  ∫ 
 f L 
  

 f H 

  e  n  
2 (  f  ) df      I n  5  √ 

________

  ∫ 
 f L 
  

 f H 

  i  n  
2 (  f  ) df    (7.124)

Since En is in V and f in Hz, it follows that  e  n  
2 (f) is in V2/Hz; similarly,  i  n  

2 (f) is in A2/Hz. 

As an example, the power densities of integrated-circuit (IC) noise take on the 

analytical forms 

  e  n  
2 ( f) 5  e  nw  2

   (    f ce  __ 
f
   1 1 )    i  n  

2 ( f) 5  i  nw  2
   (    f ci  __ 

f
   1 1 )  (7.125)

so substituting into Eq. (7.124) and integrating we obtain 

  E n  5  e nw  √ 
________________

    f ce  ln  (    f H 
 __ 

 f L 
   )  1  f H  2  f L      I n  5  i nw  √ 

________________

    f ci  ln  (    f H 
 __ 

 f L 
   )  1  f H  2  f L    (7.126)

Data sheets usually show the square roots of the noise power densities, or en(f) 
and in(f). Called, if improperly, the noise voltage and the noise current for short (be-

ware that their units are nVy √ 
___

 Hz   and pAy √ 
___

 Hz  , not nV and pA), they are plotted in 

Fig. 7.101. We make the following observations:

● For f @ fce we have en → enw, and for f @ fci we have in → inw, indicating high-

frequency asymptotes that are constant with frequency. This type of noise is 
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  7.10 Noise  797

called white noise by analogy with white light, which contains all frequency 

components, and enw and inw are aptly called white-noise fl oors.
● For f !  fce we have, by Eq. (7.125),  e  n  

2 (  f  ) ∝ 1yf, and for f !  fci we have  i  n  
2 (  f  ) ∝ 1yf, 

indicating low-frequency asymptotes with slopes of 21 dec/dec. (By contrast, the 

plots of the square roots of Fig. 7.101 exhibit slopes of 20.5 dec/dec). Noise with 

a power density inversely proportional to frequency f is aptly called 1yf noise. 
● The frequencies fce and fci, representing the borderlines between 1yf noise and 

white noise are called the corner frequencies by analogy with fi lters. As a practi-

cal example, the data sheets of the popular 741 op amp give 

 enw 5 20 nVy √ 
___

 Hz   fce 5 200 Hz inw 5 0.5 pAy √ 
___

 Hz   fci 5 2 kHz (7.127)

FIGURE 7.101 Typical spectral densities of integrated circuit noise: (a) noise voltage and (b) noise current. 
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 (a) Find En for the 741 op amp over the audio range (20 Hz to 20 kHz).

 (b) Repeat, but for the wide-band range of 0.1 Hz to 1 MHz, compare with (a), 

and comment. 

Solution
 (a) Using Eq. (7.126), 

  E n  5 20 3 1 0 29  √ 
_____________________________

   200 ln  (   20 3 1 0 3  ________ 
20

   )  1 20 3 1 0 3  2 20   

 > 20 3 1 0 29  √ 
_______________

  1,382 1 20 3 1 0 3    5 2.92 �V rms.

 (b) Likewise, 

  E n  5 20 3 1 0 29  √ 
____________________

  200 ln  (   1 0 6  ___ 
0.1

   )  1 1 0 6  2 0.1   

 > 20 3 1 0 29  √ 
__________

 3,224 1 1 0 6    5 20.0 �V rms.

  Increasing the bandwidth increases both the 1yf noise and the white noise 

contributions. However, due to its logarithmic dependence, the 1yf noise con-

tribution increases less noticeably than the white noise contribution, which 

increases with the square root of the bandwidth. 

EXAMPLE 7.40
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798 Chapter 7 Feedback, Stability, and Noise

It is apparent that the lower the noise fl oor the lower the white noise contribution, 

and the lower the corner frequency the lower the 1yf noise contribution. A circuit’s 

noise performance strongly depends also on the frequency limits fL and fH. Specifi -

cally, the 1yf noise contribution is affected by the ratio fHyfL, and the white noise con-

tribution by the difference fH 2 fL. In general fL is taken as the reciprocal of the time 

interval over which noise is observed or measured (for instance, for an observation 

time of 10 s we let fL 5 1y10 5 0.1 Hz). Shortly we shall discuss how the circuit’s 

frequency characteristics establish the value of fH. To avoid unnecessary noise, the 

user may deliberately apply fi ltering techniques to lower the value of fH to the mini-

mum required by the application at hand (for instance, band-limiting an audio ampli-

fi er to 20 kHz will eliminate any noise contribution above that frequency). 

Noise Types 
Noise stems from a number of different physical mechanisms. Following are the 

types of noise most commonly found in electronic devices: 

● Thermal noise. As mentioned, this form of noise stems from thermal agita-
tion of the charge carriers in conductors. It is white, and its power density is 

proportional to absolute temperature T. Also called Johnson noise for John B. 

Johnson who fi rst investigated it in 1928, it is present in all resistors, whether 

intentional resistors or parasitic resistors like the bulk resistance of a pn junc-

tion, the base-region resistance of a BJT, or the channel resistance of a FET. 

We model an actual resistor with a noiseless resistance R in series with a noise 

voltage enr, as depicted in Fig. 7.102a. Or, we can perform a source transforma-

tion and use a noiseless resistance R in parallel with a noise current inr 5 enryR, 

as in Fig. 7.102b. The power densities are given by1

  e  nr  
2
   5 4kTR    i  nr  

2
   5   4kT ____ 

R
   (7.128)

 where k 5 1.38 3 10223 J/K is Boltzmann’s constant. For instance, at room tem-

perature a 1-kV resistor has enr 5  √ 
__________________________

   4 3 1.38 3 1 0 223  3 300 3 1 0 3    > 4 nVy √ 
___

 Hz   

and inr 5 4 3 1029y103 5 4 pAy √ 
___

 Hz  . The rms voltage over a 1-MHz bandwidth 

is En 5 4 3 1029 3  √ 
___

 1 0 6    5 4 �V rms. 

FIGURE 7.102 Resistor noise models, consisting 

of a noiseless resistance R and (a) a series noise 

voltage enr or (b) a parallel noise current inr. 

enr

R

(a)

inrR

(b)
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● Shot Noise. As charge carriers fl ow across a potential barrier such as that of a 

pn junction, they produce a current i(t) that is constantly fl uctuating around its 

average value I because of the discrete nature of charge. The power density of 

these fl uctuations is proportional to I according to1

  i  n  
2  5 2qI  (7.129)

 where q 5 1.602 3 10219 C is the electron charge. 
● Flicker Noise. Also known as contact noise, this form of noise has various 

origins, depending on the device type. In transistors it is generally due to traps 

that capture and release charge carriers randomly as they fl ow to produce current. 

The ensuing fl uctuations exhibit a power density of the type1

  i  n  
2  5   K I a  ___ 

 f  b 
   (7.130)

 where K is a device constant called the fl icker coeffi cient, I is the average current, 

and a and b are additional device constants with 0.5 , a , 2 and b > 1. Since 

its power density is (approximately) inversely proportional to frequency f, fl icker 

noise is also called 1yf noise. Another name is pink noise, by analogy with pink 

light, whose power is denser at low frequencies. 
● Other Forms of Noise. Another form of low-frequency noise is burst noise, so 

called because of its appearance when observed on the oscilloscope. Also called 

popcorn noise because of the sound it produces when played through a loud-

speaker, it manifests itself in the presence of heavy metal-ion contaminants, such 

as gold doping1 (we will ignore this form of noise here). Another form of noise 

is breakdown noise, so called because produced by pn junctions when operated 

in breakdown. 

Noise Models of Semiconductor Devices 
We now wish to develop noise models for semiconductor devices using noiseless 

devices but equipped with suitable external noise sources, in the manner already seen 

for the resistor. 

● Diode Noise Model. To account for its shot and fl icker noise, we model an 

actual diode with a noiseless pn junction but having a parallel noise current ind 

as depicted in Table 7.3. Also shown is a series noise voltage enr modeling the 

thermal noise of the diode’s bulk resistance rS (see Chapter 1). The power densi-

ties of these sources are, respectively,1

  i  nd  
2
   5 2q I D  1   

K I  D  a
  
 ____ 

f
   (7.131a)

  e  nr  
2
   5 4kT r S  (7.131b)
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800 Chapter 7 Feedback, Stability, and Noise

● BJT Noise Model. A forward-biased BJT with base current IB and collector 

current IC exhibits shot-noise power densities of 2qIB at the base and 2qIC at 

the collector. Dividing 2qIC by  g  m  2
  , gm 5 ICyVT 5 qICykT, refl ects it to the base, 

where it is added to 4kTrb, the thermal noise due to the base’s bulk resistance rb 

(see Chapter 2). The result is the overall base power density1

  e  nb  
2
   5 4kT  (  r b  1   1 ____ 

2 g m 
   )  (7.132a)

 Likewise, dividing 2qIC by u�0(  jf  )u2 refl ects it to the base, where it is added to 

the base’s shot noise as well as to the base’s fl icker noise, to give the overall base 

power density1

  i  nb  
2
   5 2q (  I B  1   

K I  B  a
  
 ____ 

f
   1   

 I C 
 ______ 

  u  � 
0
 (jf)u  2 

   )  (7.132b)

 where K and a are process-related parameters. The BJT’s noise model and 

relative power densities are summarized in Table 7.3. By Eq. (7.132a), a BJT 

TABLE 7.3 Noise models and noise power densities for semiconductor 
devices (the devices in the models are assumed noiseless and noise is 
accounted for by suitable noise sources, as shown).

ind

enr

D

 e  nr  
2
   5 4kT r S 

 i  nd  
2
   5 2q I D  1   

K I  D  a
  
 ____ 

f
  

enb

inb

 e  nb  
2
   5 4kT  (  r b  1   1 ____ 

2 g m 
   ) 

 i  nb  
2
   5 2q  (  I B  1   

K I  B  a
  
 ____ 

f
   1   

 I C 
 _______ 

  u  � 
0
 ( jf)u  2 

   ) 

ind  i  nd  
2
   5   

 K d  I  D  a
  
 ____ 

f
   1 4kT    2 _ 

3
   g m 

eng

 e  ng  
2
   5   K _______ 

WL C ox   f
   1 4kT   2 _ 

3
     1 ___  g m   
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  7.10 Noise  801

produces the same amount of voltage noise as a resistance Req 5 rb 1 1y(2gm). 

For instance, a BJT with rb 5 250 V operating at IC 5 0.1 mA has Req 5 250 1 

(26y0.1)y2 5 380 V, giving enb > 2.5 nVy √ 
___

 Hz  . 
● MOSFET Noise Models. The noise characteristics of a saturated MOSFET are 

dominated by two noise types: (a) fl icker noise, due to the dangling bonds in the 

channel near the interface with the oxide, which act as traps, randomly capturing 

and releasing charge carriers as they fl ow from source to drain; (b) thermal noise, 

due to the channel’s resistance. The noise power density of the drain current is 

given by1

  i  nd  
2
   5   

 K d   I  D  a
  
 _____ 

f
   1 4kT   2 _ 

3
    g m  (7.133a)

 where Kd and a are suitable parameters. Alternatively, we refl ect the drain noise 

to the gate as  e  ng  
2
   5  i  nd  

2
  y g  m  2

  . The result is expressed in the insightful form1 

  e  ng  
2
   5   K _______ 

WL C ox   f
   1 4kT   2 _ 

3
     1 ___  g m     (7.133b)

 where K is a process-related constant on the order of 10224 V2F. The two 

MOSFET noise models and relative power densities are summarized in 

Table 7.3. Flicker noise is inversely proportional to the area W 3 L, so the 

IC designer has the option of specifying large-area MOSFETs to keep flicker 

noise below a prescribed level. Also, K tends to be lower in pMOSFETs than 

in nMOSFETs as holes are less likely to get trapped than electrons. This is 

another reason why p-channel input stages are preferable. By Eq. (7.133), 

a MOSFET produces the same amount of voltage noise as a resistance 

Req 5 2y(3gm). For instance, a FET with gm 5 1 mA/V has Req 5 667 V, giv-

ing eng > 3.3 nVy √ 
___

 Hz  . 

Noise Dynamics 
An integrated circuit such as an amplifi er consists of a variety of devices, both ac-

tive and passive, each contributing noise to the output, so fi nding the individual 

contributions may be an arduous task. Mercifully, the noise characteristics of the 

entire circuit can be modeled with just a pair of input noise sources as depicted 

in Fig. 7.103a. The source en models the short-circuit input noise because short-

circuiting the input port forces in to fl ow through en, so in has no effect on the output 

noise, which is thus due exclusively to en. Conversely, the source in models the open-
circuit input noise because open-circuiting the input port eliminates the effect of en 

and noise is now due exclusively to in fl owing through the circuit’s input impedance. 

Once we embed an amplifi er in a circuit, we are interested in its total rms output 
noise Eno for the case of a voltage-output type, or in Ino for a current-output type (by 

total we mean over the frequency interval fL , f , `). To this end, we fi rst combine 

the effects of en and in into a single equivalent input source eni(  f  ) for a voltage-input 

type, or ini(  f  ) for a current-input type. Next, we multiply this input source by the 

fra28191_ch07_685-826.indd   801fra28191_ch07_685-826.indd   801 13/12/13   11:16 AM13/12/13   11:16 AM



802 Chapter 7 Feedback, Stability, and Noise

circuit’s noise gain to obtain the output noise. For example, in the case of the voltage-

type amplifi er exemplifi ed in Fig. 7.103b we write eno(  f  ) 5 uAn(  jf  )ueni(  f  ), where 

An(  jf  ) is the noise gain, in V/V. Finally, we adapt Eq. (7.124) to fi nd the total rms 
output noise above some prescribed frequency fL as 

  E no  5  √ 
_______________

   ∫ 
 f L 
  

`

   u  A n (  jf  )u  2  e  ni  
2
  (  f  ) df    (7.134)

Most noise gains of interest are dominated by a single pole, or 

  A n ( jf) 5   
 A n0

 
 ________ 

1 1 jfy f B 
   (7.135)

where An0 is the dc gain and fB is the 23-dB frequency. We are interested in two 

special cases, namely, the case of white input noise and the case of 1yf input noise. 

● White-Noise Equivalent Bandwidth (NEB). Assuming eni(f) 5 eniw, we com-

bine Eqs. (7.134) and (7.135) and obtain (see Problem 7.74)

 E no  5  A n0
  e niw   √ 

___________

   ∫ 
 f L 
  

`

   
df
 _________ 

1 1 (fy f B  ) 2 
      5  A n0

  e niw   √ 
__________________

   f B  ( ta n 21  ` 2 ta n 21    
 f L  __ 
 f B 

   )    5  A n0
  e niw   √ 

_____
 NEB  

 where

 NEB 5  f B  (   � __ 
2
   2 ta n 21    

 f L  __ 
 f B 

   )  (7.136)

 is the white-noise equivalent bandwidth. Situations of practical interest are 

such that fL ! fB, indicating that we can approximate tan21(  fLyfB) > fLyfB in 

Eq. (7.136). Consequently, 

 NEB > 1.57 f B  2  f L  (7.137)

 We observe that if uAn(  jf  )u rolled off sharply (brick-wall type) at fB, then fH 

would coincide with fB itself. However, because the rolloff is gradual (1st 

order), the noise above fB provides an additional contribution of 57%.

FIGURE 7.103 (a) Noise model of an amplifi er. (b) Circuit for the calculation 

of the output noise voltage eno of a voltage amplifi er with total input noise 

voltage eni and noise gain An. 

en

Input Output
Noiseless

amplifier
in

(a)

eni( f ) eno( f )�An( jf )�
1

2

(b)
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  7.10 Noise  803

● Brick-Wall Equivalent for Flicker Noise. Assuming  e  
ni
  2
  (  f  ) 5 KIyf, we again 

combine Eqs. (7.134) and (7.135) and obtain (see Problem 7.74)

 E no  5  A n0
   √ 

_____________

   ∫ 
 f L 
  

`

   
KIdf
 ___________  

f  [1 1 (fy f B  ) 2 ]
      5  A n0

   √ 
_________________

  KI ln    
 f B  √ 

__________

 1 1  (   f L y f B ) 2   
  ____________ 

 f L 
     5  A n0

   √ 
_______

 KI ln    
 f H 

 __ 
 f L 

    

 where

  f H  5  f B  √ 
__________

 1 1  (   f L y f B ) 2    (7.138)

 In words, passing above-fL-fl icker-noise through a 1st-order low-pass fi lter with 

23-dB of fB is equivalent to passing it through a brick-wall fi lter with a cut-

off frequency of fH as given above. Situations of practical interest are such that 

fL ! fB, so we approximate the above expression as 

  f 
H
  >  f 

B
  (7.139)

 (a) A pn junction with rS > 0, K 5 5 3 10217 A, and a 5 1 is forward-biased at ID 

5 100 �A by means of a noiseless current source. Find the rms noise voltage 

En across its terminals from 0.1 Hz to 1 MHz. 

 (b) Find a capacitance C that, when placed across its terminals, will limit En to 

1.0 �V rms. 

Solution
 (a) By Eq. (7.131a) we have 

  i  nd  
2
   5 2 3 1.602 3 1 0 219  3 100 3 1 0 26  1   5 3 1 0 217  3 100 3 1 0 26   ____________________ 

f
   

 5  (5.66 pA) 2  (   156 ____ 
f
   1 1 )  

  The noise voltage across the junction is end 5 rdind, where 5 rd 5 26y0.1 5 

260 V, so

  e  nd  
2
   5 (260 3 5.66 3  1 0 212 ) 2  (   156 ____ 

f
   1 1 )  5  (1.472 nV) 2  (   156 ____ 

f
   1 1 ) 

  Using Eq. (7.126) we get 

  E n  > (1.472 nV) √ 
_______________

  156 ln  (   1 0 6  ___ 
0.1

   )  1 1 0 6    > (1.472 nV) √ 
___

 1 0 6    5 1.47 �V rms

  indicating that fl icker noise is negligible in this case. 

 (b) Placing a capacitor C in parallel with the junction establishes a pole fre-

quency at fB 5 1y(2�rdC). Since fl icker noise is negligible, we impose 

 (1.472 nV) √ 
_____

 1.57 f B    5 1.0 �V

  to obtain fB 5 294 kHz. Finally, C 5 1y(2�rd   fB) 5 1y(2� 3 260 3 294 3 

103) > 2.1 nF. 

EXAMPLE 7.41
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804 Chapter 7 Feedback, Stability, and Noise

An Op Amp Circuit Example 
The op amp circuit of Fig. 7.104a is a classic benchmark for noise calculations. No 

input signals are shown, so whatever emerges from the output is just noise. (The 

circuit is fairly general in that, depending on where we apply the input or inputs, it 

could be an inverting amplifi er, a noninverting amplifi er, a summing or a difference 

amplifi er, a buffer, an I-V converter, and so forth.) We wish to fi nd the total output 

noise Eno assuming an op amp with a constant GBP product of ft and the spectral den-

sities of Eq. 7.126. To this end we redraw the circuit as in Fig. 7.104b, showing all 

noise sources explicitly. Since the op amp is a differential-input device, both noise 

currents inn and inp must be shown (however, the individual noise voltages are lumped 

together into a single source en in series with just one of the inputs). Additionally, we 

must show the noise of each resistor (we use either the series or the parallel model, 

depending on which one makes the calculations easier). Next, we combine the 

effects of all sources into a single input source eni as shown in Fig. 7.104c. Finally, 

we apply Eq. (7.134) to fi nd Eno.

The feedback factor is � 5 R1y(R1 1 R2), so An0 5 1y� and fB 5 �ft, or 

  A n0
  5 1 1   

 R 
2
 
 __ 

 R 
1
 
     f B  5   

 f t  _________ 
1 1  R 

2
 y R 

1
 
   (7.140)

To fi nd the contributions to eni by e3, en, and inp, we observe that R3 and inp produce the 

noise voltage R3inp, so their power densities combine as 

  e  3  
2  1  e  n  

2  1  R  3  
2  i  np  

2
   5 4kT R 

3
  1  e  n  

2  1  R  3  
2  i  np  

2
  

where Eq. (7.128) has been used. To fi nd the contributions to eni by i1, i2, and inn, 

set e3, en, and inp to zero. This forces the inverting node to virtual ground, causing 

FIGURE 7.104 (a) Generalized resistive-type op amp circuit. (b) Redrawing the circuit with all noise sources 

explicitly shown. (c) Noise model after all sources have been combined into a single noise voltage eni.

Eno
1

–

R3

R1 R2

(a)

inn

R1

i1

Eno
1

–

R3
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R2

i2

inp

en

(b)

Eno
1

–

R3

R1 R2

eni

(c)
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  7.10 Noise  805

i1, i2, and inn to fl ow through R2 and thus yield the power density  R  2  
2 ( i  1  

2  1  i  2  
2  1  i  nn  

2
  ) at 

the output. To fi nd its contribution to eni, we must refl ect the output power density to 

the noninverting input by dividing it by  A  n0  
2
  . So, the contributions by i1, i2, and inn are

   
 R  2  

2  (  i  1  
2  1  i  2  

2  1  i  nn  
2
   ) 
  ______________ 

 A  n0  
2
  
   5   

 R  2  
2  (  i  1  

2  1  i  2  
2  1  i  nn  

2
   ) 
  ______________  

(1 1  R 
2
 y R 

1
  ) 2 

   5 ( R 
1
 // R 

2
  ) 2  (  i  1  

2  1  i  2  
2  1  i  nn  

2
   ) 

 5 4kT( R 
1
 // R 

2
 ) 1 ( R 

1
 // R 

2
  ) 2  i  nn  

2
  

where Eq. (7.128) has been used again. Combining all contributions gives the total 

input power density 

  e  ni  
2
   5 4kT[ R 

3
  1 ( R 

1
 // R 

2
 )] 1  e  n  

2  1  R  3  
2  i  np  

2
   1 ( R 

1
 // R 

2
  ) 2  i  nn  

2
   (7.141)

Finally, we substitute into Eq. (7.134) and write

  E no  5  √ 
__________________

   E  r  
2  1  E  n  

2  1  E  np  
2
   1  E  nn  

2
     (7.142)

where Er, En, Enp and Enn represent, respectively, the noise contributions by the resis-

tances, en, inp, and inn. Applying Eq. (7.126) with NEBwhite 5 1.57fB and NEBfl icker > fB, 

and ignoring fL compared to 1.57fB, gives 

  E r  >  A n0
  √ 
_______________________

   4kT[ R 
3
  1 ( R 

1
 // R 

2
 )] 3 1.57 f B    (7.143a)

  E n  >  A n0
  e nw   √ 

______________

    f ce  ln    
 f B 

 __ 
 f L 

   1 1.57 f B    (7.143b) 

  E np  >  A n0
  R 

3
  i npw   √ 

_______________

    f cip  ln    
 f B 

 __ 
 f L 

   1 1.57 f B    (7.143c)

  E nn  >  A n0
 ( R 

1
 // R 

2
 ) i nnw   √ 

______________

    f cin  ln    
 f B 

 __ 
 f L 

   1 1.57 f B    (7.143d)

The above derivations for voltage-type amplifi ers are easily generalized to other 

amplifi er types such as current, transresistance, and transconductance amplifi ers (see 

the end-of-chapter problems). 

 (a)  If the circuit of Fig. 7.104 uses a 741 op amp with R1 5 20 kV, R2 5 180 kV, 

and R3 5 18 kV, fi nd the rms output noise above 0.1 Hz. Compare the 

different noise components and comment. 

 (b)  What happens if all resistances are simultaneously scaled to one-tenth of their 

original value? How would you scale the resistances in order to minimize 

output noise? What would the minimum be? 

EXAMPLE 7.42
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806 Chapter 7 Feedback, Stability, and Noise

Solution
 (a) We have An0 5 1 1 180y20 5 10 V/V and fB 5 106y10 5 105 Hz. Using 

Eq. (7.143) with the data of Eq. (7.127), and then substituting into 

Eq. (7.142), we fi nd 

  E r  5 10 √ 
_____________________________________________

     4 3 1.38 3 1 0 223  3 300 3 (18 1 18)1 0 3  3 1.57 3 1 0 5    

 5 96.7 �V rms

  E n  5 10 3 20 3 1 0 29  √ 
______________________

   200 3 ln   1 0 5  ___ 
0.1

   1 1.57 3 1 0 5    5 79.9 �V rms 

  E 
np

  5  E 
nn

  5 10 3 18 3 1 0 3  3 0.5 

 3 1 0 212  √ 
__________________________

   2 3 1 0 3  3 ln  
1 0 5 

 ___ 
0.1

   1 1.57 3 1 0 5    5 38.7 �V rms

  E 
no

  5  √ 
______________________

   96. 7 2  1 79. 9 2  1 2 3 38. 7 2    > 137 �V rms

  It is apparent that resistor noise dominates in this circuit, followed by op amp 

voltage noise, in turn followed by op amp current noise. 

 (b) Reducing all resistances to 1y10 of their original values leaves An0, fB, and 

En unchanged while reducing both Enp and Enn to 1y10, or to 3.87 �V rms, 

which is negligible compared to En. However, because of the square-root de-

pendence, Er is reduced only to 1y √ 
___

 10  , or to 96.7y √ 
___

 10   5 30.6 �V rms, giving  
E no  >  √ 

____________

  30. 6 2  1 79. 9 2    > 85 �V rms. We can minimize noise by scaling all 

resistances further, until the condition Er ! En is met, at which point Eno > 

En > 80 �V rms. Of course, the price for smaller resistances is an increase in 

power dissipation. 

High-gain amplifi ers such as op amps and voltage comparators utilize a differ-

ential pair as the input stage. Since its noise adds directly to the useful input signals, 

its noise performance is usually critical (by contrast, a subsequent stage tends to be 

less critical because its noise, refl ected to the input, gets divided by the gains of the 

preceding stages, as discussed in Section 7.2). It is therefore appropriate that we 

investigate the noise performance of differential pairs in detail. 

Noise in CMOS Differential Stages 
We wish to model the noise characteristics of a CMOS differential stage with a single 

input source en as in Fig. 7.105a, given the individual noise sources of Fig. 7.105b. 

To fi nd en, we fi rst calculate the short-circuit noise current ino at the output, then we 

divide it by the circuit’s transconductance gm to refl ect it to the input and thus get 

en 5 inoygm. We use the superposition principle to fi nd the power density contribution 

by each FET acting alone and then we add up all contributions to obtain  i  no  
2
  . 

By inspection, the contributions to  i  no  
2
   by M1 and M2 are, respectively,  g  m1  

2
   e  n1  

2
   and  

g  m2  
2
   e  n2  

2
   (note that polarity inversion by one of the inputs is inconsequential because 

of the randomness of noise). Next, we fi nd the contributions by M3 and M4 by setting 
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  7.10 Noise  807

en1 5 en2 5 en5 5 0. These conditions place M3’s gate at ac ground, so M3 does not 

contribute noise directly. Rather, it contributes indirectly via M4 because en3 appears 

in series with en4 and en3 is referenced to ac ground. Consequently, M4 contributes 

to  i  no  
2
   the power density  g  m4  

2
  ( e  n3  

2
   1  e  n4  

2
  ). Finally, we observe that en5 appears as a 

common-mode signal, so in a well-designed differential pair its contribution tends to 

be negligible compared to the others because the common-mode gain is usually very 

small. Summarizing, we have 

  i  no  
2
   5  g  m1  

2
   e  n1  

2
   1  g  m2  

2
   e  n2  

2
   1  g  m4  

2
   (  e  n3  

2
   1  e  n4  

2
   )  5  g  mp  

2
   (  e  np  

2
   1  e  np  

2
   )  1  g  mn  

2
   (  e  nn  

2
   1  e  nn  

2
   )  

 5 2 (  g  mp  
2
   e  np  

2
   1  g  mn  

2
   e  nn  

2
   ) 

where the subscripts have been changed to p and n to identify p-channel and 

n-channel parameters. Dividing  i  
no

  2
   by  g  

mp
  2

   refl ects it to the input, giving

 e  n  
2  5 2 (  e  np  

2
   1   

 g  mn  
2
  
 ___ 

 g  mp  
2
  
   e  nn  

2
   ) 

Combining with Eq. (7.133b) we obtain the more explicit expression

 e  n  
2  5 2 [    K p  ________ 

 W p  L p  C ox   f
   1 4kT   2 _ 

3
     1 ___  g mp 

   1   
 g  mn  

2
  
 ___ 

 g  mp  
2
  
   (    K n  ________ 
 W n  L n  C ox   f

   1 4kT   2 _ 
3
     1 ___  g mn 

   )  ] 
where Kp and Kn are the fl icker-noise coeffi cients of the p-type and n-type FETs. Re-

grouping terms and using  g  mn  
2
  y g  mp  

2
   5 (2 k n  I Dn )y(2 k p  I Dp ) 5  k n y k p  5 ( � n  W n y L n )y( � p  W p y L p ), 

we put the above expression in the more insightful form 

  e  n  
2  5  e  n(thermal)  

2
   1  e  n(fl icker)  

2
    (7.144)

FIGURE 7.105 (a) Noise model of an active-loaded CMOS differential stage (all FETs in the 

model are assumed noiseless). (b) Noise circuit to fi nd the individual FET contribution to the 

output noise current ino. 

VSS

en

VDD

VG5 M5

M1

M3 M4

M2

(a)

M5

M1

M3 M4

M2

en2

ino

en5

en1

en3 en4

(b)

fra28191_ch07_685-826.indd   807fra28191_ch07_685-826.indd   807 13/12/13   11:16 AM13/12/13   11:16 AM



808 Chapter 7 Feedback, Stability, and Noise

where the term

  e  n(thermal)  
2
   5   16 ___ 

3
  kT  1 ___  g mp 

   ( 1 1   
 g mn  ___  g mp 

   )   (7.145)

represents the thermal component of  e  n  
2 , and the term

  e  n(fl icker)  
2
   5   

2 K p  ________ 
 W p  L p  C ox    f

    ( 1 1   
 K n  ___ 
 K p 

     
 � n  ___  � p 

     
 L  p  

2 
 ___ 

 L  n  
2 
   )  (7.146)

represents the fl icker component. We make the following observations: 

● The term (16y3)kTygmp in Eq. (7.145) represents the thermal noise of the dif-

ferential pair acting alone. 
● The presence of the active load augments this noise by the ratio gmnygmp. For 

instance, if gmnygmp 5 1, the presence of the load doubles the power density of 

the differential pair.
● Designing for gmp @ gmn will minimize the effect of the load, making 

 e  n(thermal)  
2
   approach the thermal noise of only the differential pair. 

● If desirable, we can reduce the differential-pair noise by designing for a suitably 

large gmp.
● The term 2Kpy(Wp LpCox     f) in Eq. (7.146) represents the fl icker noise of the 

differential pair alone. 
● The presence of the active load augments this noise by the ratio ( K n   � n   L  p  

2 )y( K p   � p   L  n  
2 ). 

(Interestingly, this augmentation depends only on the channel lengths, regardless 

of the channel widths.)
● Designing for  K p   � p   L  n  

2  @  K n   � n   L  p  
2  will minimize the effect of the load, in turn 

making  e  n(fl icker)  
2
   approach the fl icker noise of only the differential pair. 

● If desirable, we can reduce the differential-pair noise by designing for a suitably 

large area Wp Lp. 

Noise in Bipolar Differential Pairs 
We wish to fi nd an expression for the sources modeling the noise characteristics of 

the bipolar differential pair of Fig. 7.106a. To fi nd the short-circuit noise en, refer to 

the circuit of Fig. 7.106b, whose inputs have been grounded to blank out the noise 

currents and leave active only the noise voltages. Assuming ro @ RC, the voltage noise 

gain is gmRC, so we write, by inspection, 

  e  no  
2
   5  g  m1  

2
   R  C  2

    e  n1  
2
   1  g  m2  

2
   R  C  2

    e  n2  
2
   1  e  r1  

2
   1  e  r2  

2
   5 2 [  g  m  2

    R  C  2
    e  n1  

2
   1 4kT R C  ] 

having ignored the source en3 because of the high CMRR of this circuit. Refl ecting  

e  no  
2
   to the input gives 

  e  n  
2  5   

 e  no  
2
  
 _____ 

 g  m  2
    R  C  2

  
   5 2 [  e  n1  

2
   1   4kT _____ 

 g  m  2
    R C 

   ] 

Substituting the expression of Eq. (7.132a) for  e  n1  
2
   we get, after minor algebra,

  e  n  
2  5 2 [ 4kT   (  r b  1   1 ____ 

2 g m 
   1   1 ________ 

( g m  R C ) g m 
   )  ] 
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  7.10 Noise  809

But a well-designed differential amplifi er has gmRC @ 2, so the above expression 

reduces to 

  e  n  
2  > 2 3 4kT  (  r b  1   1 ____ 

2 g m 
   )  5 2 e  nb  

2
   (7.147)

It is apparent that the noise of the resistive load tends to play an insignifi cant role, 

though this is not necessarily true in the case of an active load (see Problem 7.85). 

To fi nd the open-circuit noise currents inn and inp, refer to the circuit of Fig. 7.106c, 

whose inputs have been left fl oating to blank out the effect of the noise voltages and 

enable only that of the noise currents. We fi nd inn by refl ecting ir1 to Q1’s base and 

then combining it with in1. Since the current noise gain is u�0(  jf  )u, we get 

  i  nn  
2
   5  i  n1  

2
   1   

 i  r1  
2
  
 ______ 

  u  � 
0
 ( jf)u  2 

   5  i  n1  
2
   1   

4kTy R C 
 _______ 

  u  � 
0
 ( jf)u  2 

  

Substituting the expression of Eq. (7.132b) for  i  n1  
2
   we get

 i  nn  
2
   5 2q (  I B  1   

K I  B  a
  
 ____ 

f
   1   

 I C 
 ______ 

  u  � 
0
 (jf)u  2 

   )  1   
4kTy R C 

 _______ 
  u  � 

0
 (jf)u  2 

   5 2q (  I B  1   
K I  B  a

  
 ____ 

f
   1   

 I C  1 2 V T y R C 
 ___________ 

  u  � 
0
 (jf)u  2 

   )  >  i  nb  
2
  

 (7.148)

having exploited the fact that in a well-designed differential circuit the condition 

RCIC @ 2VT holds. It is apparent that the noise of a resistive load plays an insignifi cant 

role also in the case of current noise. By symmetry, similar considerations hold for 

inp, so we summarize by writing 

  i  np  
2
   5  i  nn  

2
   > 2q (  I B  1   

K I  B  a
  
 ____ 

f
   1   

 I C 
 ______ 

  u  � 
0
 ( jf)u  2 

   )  (7.149)

This completes the noise analysis of the bipolar pair.

FIGURE 7.106 (a) Noise model of a resistive-loaded bipolar differential pair (the transistors and 

resistors in the model are assumed noiseless). Noise circuits to fi nd (a) en and (b) inn and inp. 
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810 Chapter 7 Feedback, Stability, and Noise

SPICE Simulation of Noise
Used judiciously, SPICE is a powerful tool for noise analysis. As an example, let us 

use PSpice to verify the pn junction calculations of Example 7.41. SPICE calculates 

diode noise as 

  i  nd  
2
  (  f ) 5 KF   

 I  D  AF 
 ___ 

f
   1 2q I D  (7.150)

where KF is the fl icker noise coeffi cient and AF the exponent. These parameters must 

be specifi ed in the device’s .model statement, as exemplifi ed for the following 

homebrew diode called Dnoise

.model Dnoise D(Is52fA n51 KF55E-17 AF51)

To obtain the noise plots we must direct SPICE to perform the ac analysis with the 

noise analysis enabled. Noise analysis requires that we specify the Output Voltage 

and the I/V Source. For the example of Fig. 7.107a these are, respectively, V(vD) 

and ID. After running PSpice we specify the trace V(ONOISE) to display end, and 

the trace SQRT(S(V(ONOISE)*V(ONOISE))) to display En. 

The results of the simulation, shown in Fig. 7.107b, confi rm that the value of En 

strongly depends on our choice of fH. For fH 5 1 MHz PSpice gives En 5 1.466 �V 

rms, in excellent agreement with hand calculations. Placing a 2.1-nF capacitance in 

parallel with the diode fi lters out high-frequency noise, causing En to settle asymp-

totically to 1.0 �V rms, as desired. 

FIGURE 7.107 (a) PSpice circuit to plot the noise characteristics of the diode of Example 7.41. 

(b) Frequency plots of the noise voltage end (top) and the rms voltage En (bottom). 
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PROBLEMS 

7.1 Negative-Feedback Basics 

 7.1  (a) If it is found that with vi 5 1.0 V the circuit 

of Fig. 7.1 gives vo 5 10.0 V while requiring 

v� 5 25 mV, what are the values of a, b, and L? 

  (b) If a drops to 50% of the value found in 

part (a), what are the new values of vo and v� 

if vi is still 1.0 V? 

  (c) How would you adjust the value of b to make 

up for the drop in a and still ensure vo 5 

10.0 V with vi 5 1.0 V? Would v� change?

 7.2  (a) Suppose a certain class of error amplifi ers of-

fers open-loop gains that, due to fabrication 

and environmental variations as well as aging, 

can drop to as little as 10% of their nominal val-

ues. Specify a and b such that A 5 100.0 V/V 

for a nominal open-loop gain of a, and A drops 

only by 1% when a drops to 10% of its nominal 

value. 

  (b) What is A if a has twice its nominal value? 

What is the % change of A?

 7.3  By varying the position of the potentiometer’s 

wiper W in the circuit of Fig. P7.3 we can select 

any value of b from 0 (W all the way down) to 1 (W 

all the way up). For instance, with W set 1y4 of the 

way up so that the portion of the potentiometer’s 

resistance below W is Rbelow 5 2.5 kV and that 

above W is Rabove 5 7.5 kV, we get b 5 2.5y(2.5 1 

7.5) 5 0.25. 

  (a) Let vi 5 1.0 V. If it is found that vo 5 1.0 V 

with W all the way down, what is vo with W all 

the way up? With W halfway? 

  (b) If vi is held constant and it is found that the 

circuit gives vo 5 26 V with W all the way up, 

and vO 5 211 V with W halfway, fi nd a and vi. 

  (c) Derive an expression for b in terms of 1yA and 

1ya, and then fi nd the wiper’s position that 

will result in voyvi 5 10 V/V in the following 

two cases: a 5 ` and a 5 100 V/V. 

  FIGURE P7.3
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  FIGURE P7.6
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 7.7  (a) Suppose a novel voltage buffer has been in-

vented, which exhibits Ri > ` and Ro > 0, and 

accepts an input voltage vI to give the output 

voltage

 v O  5  v I  2   (   
 v I  ____ 

10 V
   )  

3

 

   Sketch and label vI(t) and vO(t) if vI(t) is a volt-

age source producing a triangular wave with 

peak values of 610 V. 

  (b) To eliminate the effects of the nonlinearity 

stemming from the cubic term, let us interpose 

an op amp between the source vI and this buffer, 

in a manner similar to Fig. 7.9. Assuming the 

op amp has a 5 `, sketch and label vI(t) and 

vO(t) as well as the op amp’s output vOA(t). 
  (c) Find the gain a suffi cient to keep the output 

error down to 1 mV when vI(t) peaks out. 

Hence, sketch and label vE(t). 

 7.4  (a) Let the circuit of Fig. P7.4 have a 5 150 V/V, 

R1 5 10 kV, R2 5 20 kV, R3 5 30 kV, and 

R4 5 35 kV. Find vo and v� if vi 5 0.2 V. 

  (b) Change the value of R4 so as to make the ac-

tual closed-loop gain equal in value to Aideal. If 

vi 5 0.2 V, what is the new value of v�? 

  (c) Estimate vo and v� if a drops to 60% of its 

nominal value. 

  FIGURE P7.4
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 7.5  (a) An engineer is to design an amplifi er with a 

gain of 103 V/V and a 60.25% accuracy, or 

A 5 103 V/V 6 0.25%, using amplifi er stages 

with a 5 104 V/V 6 25% each. Verify that 

a single stage won’t do it. Hence, consider 

cascading two or more identical stages, each 

using local feedback to desensitize its own 

gain and thus give A 5 A1 3 A2 3 . . . . What is 

the minimum number of stages required, and 

what is the net tolerance of the overall gain? 

  (b) Repeat, but for the tighter specifi cation A 5 

103 V/V 6 0.1%. 

7.2 Effect of Feedback on Distortion, Noise, and Bandwidth 

 7.6  (a) Given that the op amp of Fig. P7.6a has the 

open-loop VTC of Fig. P7.6b, sketch and label 

vI(t), vO(t), and vE(t) if R1 5 R2 5 10 kV and 

vI(t) is a 500-Hz triangular wave with peak 

values of 62 V. 

   Hint: Once you have sketched vO(t), use the 

VTC to construct the plot of vE(t) point by 

point. 

  (b) Repeat if the peak values of vI are doubled to 

64 V. 

  (c) Repeat if the peaks are doubled once again to 

68 V. 

   Hint: trying to force vO(t) above 110 V or 

below 210 V will cause it to saturate at 110 V 

or at 210 V, respectively, resulting in a clipped 

output waveform. 
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 7.8  Suppose a certain audio power amplifi er gives

 v O  5 0.9 v I  1 (250 mV)cos(2�120t)

  where the second term at the right-hand side repre-

sents 120-Hz hum that the amplifi er picks up from 

its own crudely-designed power supply. Rather 

than switching to a cleaner but more expensive 

supply, an engineer decides to reduce the output 

hum by exploiting the curative properties of nega-

tive feedback. 

  (a) Using a suitable op amp, design a feedback 

circuit that accepts an input vI(t) and gives 

vO(t) 5 1.0vI(t) 1 (50 �V)cos(2�120t), and 

show your circuit. What is the gain a required of 

the op amp at 120 Hz? What is its required GBP? 

  (b) Repeat, but for vO(t) 5 10vI(t) 1 (50 �V) 3 

cos(2�120t).

 7.9  An engineer is trying to design a 60-dB audio am-

plifi er (that is, an amplifi er with A0 5 1000 V/V 

and fB $ 20 kHz) using an op amp with ft 5 1 MHz. 

Realizing that just one op amp won’t do it because it 

would give fB 5 ftyA0 5 106y103 5 1 kHz ! 20 kHz, 

the engineer tries cascading two stages with lower 

individual gains A10 and A20 but wider individual 

bandwidths fB1 and fB2. 

  (a) If the engineer decides to impose A10 5 A20 5  

√ 
_____

 1000   V/V, what are the bandwidths fB1 and fB2? 

  (b) What is the overall 23-dB frequency of the 

cascade combination of the two stages? 

   Hint: by defi nition, f23 dB is such that uA(jf23 dB)u5 

 A 
0
 y √ 

__

 2  , where A(jf) 5 A1(jf) 3 A2(jf). 
  (c) What if the engineer had cascaded two stages 

of unequal gains but still such that A01 3 A02 5 

1000 V/V, say, A10 5 20 V/V and A20 5 

50 V/V? Would the overall 23-dB frequency 

still meet the specifi cations? Explain! 

 7.10 The CFA closed-loop bandwidth of Eq. (7.27) was 

derived under the assumption of an ideal input 

voltage buffer across the inputs. However, a real-

life buffer will exhibit a small output resistance Rn, 

as shown in Fig. P7.10. 

  (a) Using the results of Problem 5.38, show that 

Eq. (7.27) still holds, provided we let R2 → 

R2 1 Rn(11 R2yR1). 

  (b) What is the actual closed-loop bandwidth of 

the circuit of Example 7.7? 

  (c) How would you lower R2 to retain the same 

bandwidth (60 MHz), and R1 to retain the 

same gain (10 V/V)?

  FIGURE P7.10
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7.3 Feedback Topologies and Closed-Loop I/O Resistances 

 7.11 (a) Given that with vi 5 10.0 mV the series-shunt 

confi guration of Fig. 7.12a yields vf 5 9.5 mV 

and vo 5 5.0 V, fi nd the values (and units) of a, 

b, L, and A (use two methods to calculate A). 

  (b) If gain a drops to 50% of the value found 

above, how are vf and vo affected? Cross 

check! 

  (c) Repeat part (a), but for the series-series con-

fi guration of Fig. 7.17a, assuming the same 

situation at the summing side, but io 5 5.0 mA 

at the sensing side. 

  (d) If a doubles, how are vf and io affected? Cross 

check!

 7.12  (a) Given that with ii 5 10.0 �A the shunt-series 

confi guration of Fig. 7.14a yields if 5 9.5 �A 

and io 5 5.0 mA, fi nd the values (and units) of 

a, b, L, and A (use two methods to calculate A). 

  (b) If a doubles, how are if and io affected? Cross 

check! 

  (c) Repeat part (a), but for the shunt-shunt con-

fi guration of Fig. 7.16a, assuming the same 

situation at the summing side, but vo 5 5.0 V 

at the sensing side. 

  (d) Suppose that because of an internal amplifi er 

nonlinearity the actual gain is 1.5a for ii . 0 

and 0.75a for ii , 0, where a is the nominal 

gain found above. If ii is a sinewave with peak 

values of 610.0 �A, what are the peak values 

of if and vo? 

 7.13  Suppose the op amp utilized in the shunt-shunt 

circuit of Fig. P7.13 has the open-loop VTC of 

Fig. P7.6b. Sketch and label iI(t), vO(t), and vN(t) if 
R 5 10 kV and iI(t) is a triangular wave with peak 

values of 60.8 mA. 
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  FIGURE P7.15
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7.4 Practical Confi gurations and the Effect of Loading 

 7.16  Assuming the op amp in the feedback circuit 

of Fig. P7.4 has the open-loop parameters ri 5 

100 kV, ro 5 100 V, and av 5 104 V/V, use the 

series-shunt procedure to estimate Ri, Ro, and the 

unloaded gain Aoc 5 voyvi, given that R1 5 10 kV, 

R2 5 R3 5 30 kV, and R4 5 120 kV.

 7.17  Assuming the output node of the feedback ampli-

fi er of Fig. P7.17 is near 0 V dc, estimate Ri, Ro, 

and Aoc 5 voyvi. Assume VBEn(on) 5 VEBp(on) 5 0.7 V, 

�0n 5 200, �0p 5 100, and VAn 5 VAp 5 `.

FIGURE P7.17
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 7.18  Assuming the output node of the feedback ampli-

fi er of Fig. P7.18 is near 0 V dc, fi nd Ri, Ro, and the 

unloaded gain Aoc 5 voyvi if gm1 5 gm2 5 gm5y2 5 

0.5 mA/V, and ro1 5 ro3 5 4ro5 5 120 kV.

  Hint: fi rst, sketch iI(t) and vO(t), keeping in mind 

that the circuit shown has L 5 av. Then, use the 

VTC to construct the plot of vE(t) point by point.

  FIGURE P7.13
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 7.14  The op amp in the series-series circuit of Fig. P7.14 

drives a nonlinear load that has been modeled with 

two diodes and a resistor R1. Let R1 5 1 kV and 

VD1(on) 5 VD2(on) 5 0.75 V. 

  (a) Assuming av 5 `, sketch and label vI(t), iO(t), 
and vOA(t) if R2 5 2 kV and vI(t) is a triangular 

wave with peak values of 63 V. Comment on 

the waveform of vOA(t). 
   Hint: consider fi rst the case in which D1 and 

D2 are both off, then the case of D1 on, and 

fi nally the case of D2 on. 

  (b) How are the waveforms of iO(t) and vOA(t) af-

fected if the op amp is no longer ideal, but has 

av 5 103 V/V? How is the waveform of vE(t)?

  FIGURE P7.14
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 7.15  The circuit of Fig. P7.15 is called a current mirror 

because with R1 5 R2 it gives, in the limit av → `, 

iO 5 iI. 

  (a) Using KVL, KCL, and the op amp relation-

ship vOA 5 avvE, show that the circuit gives iO 5 

AiI 2 vOyRo, where A and Ro are suitable 

functions of av, R1, and R2. Clearly, A is the 

closed-loop gain, and Ro is the circuit’s output 

resistance as seen by the load. 

  (b) Calculate A and Ro if R1 5 2R2 5 20 kV and av 5 

`. Repeat, but for av 5 103 V/V, and comment.
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FIGURE P7.18
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 7.19  The emitter follower uses local series-shunt feed-

back to achieve high input resistance and low 

output resistance. These characteristics can be 

improved further if we apply additional negative 

feedback, in the manner depicted in Fig. P7.19. In 

this circuit, aptly known as super emitter follower, 

Q1 is the emitter follower proper, and Q2 provides 

additional feedback around Q1.

  (a) Assuming �01 5 �02 5 �0, ro1 5 ro1 5 ro, and 

r�1 5 r�2 5 `, use the series-shunt procedure 

to estimate Ri and Ro, and verify that the pres-

ence of Q2 raises Ri and lowers Ro by a factor 

of �0 3 roy(ro 1 r�). 

  (b) Assuming �0 5 100 and VA 5 50 V, calculate 

Ri and Ro, compare with the values they would 

have if Q1 were operating alone at 1 mA, and 

comment on your results.

  FIGURE P7.19
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 7.20  Shown in Fig. P7.20 is the source follower, the 

MOS counterpart of the emitter follower of 

Fig. 7.28a. Using the series-shunt procedure, de-

velop expressions for Ri, Ro, and the unloaded 

gain A, and compare them with already-known re-

sults. Hence, calculate their values if RS 5 20 kV, 

gm 5 1.25 mA/V, � 5 0.1, and ro 5 50 kV. 

  FIGURE P7.20
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 7.21  The source follower uses local series-shunt feed-

back to achieve a low output resistance Ro. This 

resistance can be lowered further if we apply addi-

tional negative feedback, in the manner depicted 

in Fig. P7.21. In this circuit, aptly known as super 
source follower, M1 is the source follower proper, 

and M2 provides additional feedback around M1. 

Using the series-shunt procedure, estimate Ro, 

and verify that the presence of M2 lowers the 

output resistance 1ygm1 approximately by the fac-

tor gm2ro1. Hence, calculate Ro if both FETs have 

gm 5 1 mA/V and ro 5 25 kV. How does the pres-

ent procedure handle the contribution from gmb1? 

Explain!

  FIGURE P7.21
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 7.22  Assuming the op amp in the circuit of Fig. P7.22 

has the open-loop parameters ri 5 2 MV, ro 5 

100 V, and av 5 105 V/V, use the shunt-shunt 
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FIGURE P7.24
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 7.25  The op amp of Fig. P7.25 is designed to provide 

V-I conversion with iO 5 vIyR for vI $ 0. The open-

loop characteristics of the op amp are ri 5 100 kV, 

ro 5 30 kV, and av 5 104 V/V, and to make up for 

the relatively high value of ro, we buffer it with 

a BJT booster, as shown. Using the series-series 

procedure, estimate Ri, Ro, and the unloaded gain 

Asc 5 iOyvI at vI 5 1 V if R 5 1.0 kV and the BJT 

has �0 5 200 and VA 5 50 V. 

  FIGURE P7.25

2

R

vI
1

15 V

2

av

1

Ro

Ri

iO

 7.26  Figure P7.26 shows how the feedback triple of Fig. 

7.23 can be confi gured for series-series opera-

tion. Assuming the parameters of Example 7.10 

(R1 5 1.0 kV, R2 5 3.0 kV, and R3 5 R4 5 R5 5 

10 kV, along with gm 5 1y(25 V), r� 5 5 kV, and 

ro 5 ` for all BJTs), estimate Ri, Ro, and the un-

loaded gain Asc 5 ioyvi. How does the loop gain 

compare with that of Example 7.10? Comment. 

procedure to estimate Ri, Ro, and the unloaded 

gain Aoc 5 voyii if R1 5 1 MV, R2 5 2 kV, and 

R3 5 18 kV.

  FIGURE P7.22
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 7.23  The closed-loop characteristics of the feedback-

bias confi guration of Fig. 7.34a can be improved 

appreciably if we buffer the amplifi er’s output 

with an emitter follower to reduce loading by the 

feedback network. In Fig. P7.23, Q1 is the am-

plifi er proper and Q2 is the buffer. To appreciate 

the improvement quantitatively, let us use the 

same component values of Example 7.15b (RB 5 

5.0 kV and RC 5 10 kV). Moreover, assume both 

BJTs have gm 5 1y(25 V), r� 5 5 kV, and ro 5 

100 kV. Estimate Ri, Ro, and the unloaded gain 

Aoc 5 voyii. Compare with Example 7.15b, and 

comment.

  FIGURE P7.23
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 7.24  Estimate Ri, Ro, and the unloaded gain Aoc 5 voyii 

for the shunt-shunt circuit of Fig. P7.24 if all FETs 

have gm 5 1.5 mA/V and ro 5 30 kV. 
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  FIGURE P7.28
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 7.29  Assuming VBE(on) 5 0.7 V, �0 5 100, VA 5 75 V, 

and r� 5 ` for the current buffer of Fig. P7.29, use 

the shunt-series procedure to estimate Ri, Ro, and 

the unloaded gain Asc 5 ioyii.

  FIGURE P7.29
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 7.30  A diode-connected FET can be viewed as a shunt-

series feedback circuit with unity feedback factor 

(b 5 1). A load placed inside the feedback loop as in 

Fig. P7.30 will see a resistance Ro @ Rs (this, so long as 

the voltage developed by the load is small enough to 

prevent vDS from dropping below VOV). Use the shunt-

series procedure to estimate Ro and the gain Asc 5 

io/ii, if Rs 5 10 kV and IBIAS has been adjusted for ID 5 

1 mA. Assume k 5 1.5 mA/V2 and � 5 0.02 V21. 

  FIGURE P7.30
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  FIGURE P7.26
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 7.27  Using the series-series procedure, estimate Ro as 

well as the unloaded gain Asc 5 ioyvi of the circuit 

of Fig. P7.27. Assume 0-V dc across the 10-kV 

sensing resistance, as well as the following tran-

sistor parameters: k1 5 k2 5 k5y4 5 0.5 mA/V2, 

�2 5 �3 5 �5 5 0.05 V21, and �5 5 0.1. 

FIGURE P7.27
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 7.28  The feedback circuit of Fig. P7.28 uses a CMOS 

op amp to implement a current amplifi er with iO 5 

100iI for iI $ 0. The open-loop characteristics of 

the op amp are ri 5 `, ro 5 100 kV, and av 5 

104 V/V, and to make up for the relatively high 

value of ro, we buffer the op amp with a pMOSFET 

booster, as shown. Assuming the FET has k 5 

0.5 mA/V2, � 5 0.05 V21, and � 5 0.1, use the 

shunt-series procedure to estimate Ri, Ro, and the 

unloaded gain Asc 5 iOyiI at iI 5 10 �A. 
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818 Chapter 7 Feedback, Stability, and Noise

7.5 Return-Ratio Analysis

 7.33  (a) Find T for the diode-connected BJT of 

Fig. P7.33 if �0 5 250 and VA 5 50 V. 

  (b) Repeat if the BJT is replaced by a nMOSFET 

having k 5 1.25 mA/V2 and � 5 0.05 V21. 

  FIGURE P7.33

VCC
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 7.34  Find T for the circuit of Fig. P7.34 if VCC has been 

adjusted for IC 5 0.5 mA. Assume �0 5 200 and 

VA 5 `. 

  FIGURE P7.34
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 7.35  In the course of the dc analysis of the input stage 

of the 741 op amp, repeated in Fig. P7.35 for con-

venience, it was stated that the biasing scheme ad-

opted utilizes negative feedback. Assuming �Fp 5 

50 and very large �Fn, fi nd T. 

  Hint: break the loop at pint X, inject a test current 

it into Q8, and fi nd the amount of current ir returned 

by the Q1-Q2 pair. 

 7.31  Figure P7.31 shows how the feedback triple, fi rst 

introduced in Fig. 7.23, can be confi gured for 

shunt-series feedback operation. Assuming R3 5 

1.0 kV, R2 5 3.0 kV, and R1 5 R4 5 R5 5 10 kV, 

along with gm 5 1y(25 V), r� 5 5 kV, and ro 5 ` 

for all BJTs, estimate Ri, Ro, and the unloaded gain 

Asc 5 ioyii. 

  FIGURE P7.31
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 7.32  The shunt-series circuit of Fig. P7.32 is based on 

the folded cascode pair M1-M2. Let both FETs 

have k 5 2 mA/V2 and � 5 0.05 V21. Also, let 

�2 5 0.2. Assuming IBIAS and VBIAS have been ad-

justed so that ID1 5 ID2 5 1 mA, estimate Ri, Ro, 

and the unloaded gain Asc 5 ioyvi if R1 5 3 kV and 

R2 5 12 kV. 

  FIGURE P7.32
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ro 5 0, and for the BJT assume �0 5 100, VA 5 

50 V, and r� 5 `. 

  Hint: select the dependent source modeling the op 

amp for your return-ratio calculations. 

  FIGURE P7.41
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 7.42  As we know, one way of increasing the output 

resistance of MOS cascodes is via the telescopic 

technique. Telescoping, however, reduces the out-

put voltage swing. A clever way to overcome this 

limitation is to place the top FET inside a negative-

feedback loop of the series-output type as depicted 

in Fig. P7.42. Assuming a CMOS op amp with 

av 5 103 V/V and FETs with gm 5 0.5 mA/V, ro 5 

20 kV, and � 5 0.1, fi nd Ro via Blackman’s imped-

ance formula. What is the unloaded gain Aoc 5 voyvi? 

  Hint: select the dependent source modeling the op 

amp for your return-ratio calculations.

  FIGURE P7.42
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 7.43  (a) Assuming R1 and R2 are so large that their cur-

rent can be ignored compared to IBIAS in the 

circuit of Fig. P7.43, use Blackman’s formula 

  FIGURE P7.35
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 7.36  Using return-ratio analysis, fi nd the gain voyvi of 

the ordinary source follower of Problem 7.20. 

 7.37  Using return-ratio analysis, fi nd the gain voyvi of 

the op amp circuit of Problem 7.22. 

 7.38  With reference to the shunt-shunt BJT pair of 

Problem 7.23, fi nd the gain voyii via the return 

ratio of the dependent source modeling Q1. 

7.6 Blackman’s Impedance Formula and Injection Methods 

 7.39  Use Blackman’s formula to fi nd Ri and Ro for the 

bipolar V-I converter of Example 7.17.

 7.40  Use Blackman’s formula to fi nd Ro for the super 

source follower of Problem 7.21. Assume both 

FETs have gm 5 1 mA/V and ro 5 25 kV. Also, 

for M1 assume � 5 0.2. 

  Hint: select the dependent source modeling Q2 for 

your return-ratio calculations. 

 7.41  Use Blackman’s formula to fi nd Ro for the V-I con-

verter of Fig. P7.41 for vI 5 1 V and R 5 1 kV. 

For the op amp assume av 5 104 V/V, ri 5 `, and 
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820 Chapter 7 Feedback, Stability, and Noise

maximized for RE @ r�, in which case Ro(max) 5 

Ro(1 1 �0). We now wish to demonstrate that 

using an op amp in the negative-feedback arrange-

ment of Fig. P7.41, we can maximize Ro for any 

value of R, so long as av is suffi ciently high. 

  (a) Using the familiar test method, obtain an ex-

pression for Ro in terms of ro, gm, r�, R, and av. 

  (b) Under what condition for av is Ro maximized? 

Discuss the case ro 5 100 kV, gm 5 1y(50 V), 

r� 5 10 kV, and R 5 2 kV, compare with 

Fig. 7.37a, and comment. 

7.7 Stability in Negative-Feedback Circuits 

 7.49  Two negative-feedback systems are compared 

at f 5 1 kHz. The fi rst system has T1(  j1 kHz) 5 

10/21808 and the second has T2(  j1 kHz) 5 

10/2908. Calculate the discrepancy functions 

D1(  j1 kHz) and D2(  j1 kHz). Given that Dideal 5 

1/08, which of the two systems exhibits the smaller 

magnitude error, and which the smaller phase error? 

 7.50  (a) What is the percentage of gain peaking at fx of 

a system with �m 5 308? 

  (b) What is �m for uD(jfx)u 5 2? For uD(jfx)u 5 10? 

For uD(jfx)u 5 3 dB? For D(jfx)u 5 23 dB? 

  (c) Find � so that the circuit of Fig. 7.73 has �m 5 

758. What is the value of uD(jfx)u?
 7.51 A voltage amplifi er with open-loop gain a(jf) 5 

a0y[(1 1 jfyf1) 3 (1 1 jfyf2)] is operated in nega-

tive feedback with � 5 0.1 V/V. 

  (a) If the closed-loop dc gain is A0 5 9 V/V, fi nd 

a0; hence, develop a standard-form expression 

for A(jf) in terms of f1 and f2. 

  (b) If it is found that the phase and magnitude of 

A(jf) at f 5 10 kHz are 2908 and 90y11 V/V, 

what are the values of f1 and f2? 

  (c) Find the crossover frequency fx and, hence, the 

phase margin �m. 

  (d) Find �m if � is raised to 1 V/V. 

 7.52  An amplifi er with open-loop gain a(s) 5 100y
[(1 1 sy103) 3 (1 1 sy105)] is placed in a nega-

tive-feedback loop. 

  (a) Derive an expression for the closed-loop gain 

A(s) as a function of the feedback factor �, and 

fi nd the value of � that causes the poles of A(s) 

to be coincident. What is their common value? 

  (b) Find the crossover frequency fx and, hence, the 

phase margin �m. 

 7.53  An alternative way of quantifying the stability of a 

negative-feedback system is via the gain margin gm, 

to obtain an expression for Ro as a function of 

gm, ro, RS, and �, where � 5 R1y(R1 1 R2). 

  (b) Discuss the limiting cases R1 → ̀ , and R2 → ̀ ; 

compare with known results. 

  (c) Justify the fact that both Tsc and Toc are gener-

ally different from zero in this circuit. 

  FIGURE P7.43
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 7.44  Use Blackman’s formula to fi nd Ri and Ro for the 

shunt-series BJT pair of Fig. 7.45a. Use the data of 

Example 7.20. 

  Hint: select the dependent source modeling Q1 for 

your return-ratio calculations.

 7.45  Use Blackman’s formula to fi nd Ri and Ro for the 

shunt-series MOS pair of Fig. P7.32. Use the data 

of Problem P7.32. 

  Hint: select the dependent source modeling M1 

for your return-ratio calculations, and verify via 

PSpice.

 7.46  The Wilson-mirror expression Ro > (�0y2)ro was 

derived under the assumption that the input cur-

rent be supplied by an ideal current source. What 

if this current is supplied by a voltage source via a 

series resistance RB? 

  (a) Use Blackman’s formula to fi nd an expression for 

Ro as a function of RB (as well as �0, ro, and r�). 

  (b) Find RB to bias the Wilson mirror at 1 mA 

using a 5-V supply. Hence, calculate Ro if 

�0 5 200 and VA 5 75 V. What is the error 

incurred in using Ro > (�0y2)ro? 

 7.47  Use PSpice, along with the successive voltage and 

current injection method, to fi nd the return ratio T 

of the series-shunt triple of Example 7.10. Com-

pare with the loop gain T found there, comment. 

 7.48  The single-BJT V-I converter of Fig. 7.37a can 

be analyzed directly via the test method to give 

the familiar expression Ro 5 ro[1 1 gm(r�//RE)], 

under the assumption r� → `. As we know, Ro is 
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and the stray capacitances of each inverter can be 

modeled by a single equivalent capacitance Co 5 

1 pF from the output node to ground. 

  (a) Obtain an expression for T(jf), fi nd fx, �x, and 

�m, and verify that the loop is unstable, this 

being the reason why the circuit is called a 

ring oscillator. 

  (b) Find an external shunt capacitance Cshunt that, 

when connected between the output terminal 

and ground of any one of the inverters will sta-

bilize the loop for �m 5 458. 

  FIGURE P7.55

5 V

 7.56  (a) Consider a negative-feedback loop with dc 

gain T0 5 103, a dominant pole at 1 kHz, and 

a pair of coincident poles at 250 kHz. Using 

trial and error, fi nd the crossover frequency fx 

and, hence, the phase margin �m, and verify 

that this loop is unstable. 

  (b) One way of stabilizing it is to reduce T0 so that 

the ensuing downward shift of the magnitude 

plot will lower fx to a frequency region of less 

phase lag. Find the value to which T0 must be 

reduced for �m 5 458. 

   Hint: since the dominant-pole contribution to 

�x is 2908, the coincident poles must contrib-

ute about 245y2 5 222.58 each. 

  (c) As we know, another way is to reduce f1. To 

what value must f1 be reduced for �m 5 458? 

  (d) Repeat (b) and (c), but for �m 5 608. 

 7.57  An amplifi er has dc gain a0 5 105 V/V and three 

pole frequencies f1 5 100 kHz, f2 5 1 MHz, and 

f3 5 10 MHz, arising at three nodes with equiva-

lent resistances R1, R2, and R3. 

  (a) Sketch and label the linearized Bode plot of 

gain magnitude for a visual estimation of 

fx and �x for operation with � 5 1 V/V, and 

verify that the circuit is unstable. 

  (b) One way of stabilizing it is to place a compen-

sating resistance Rc in parallel with R2 so as 

raise f2 and lower a0. Sketch the new Bode plot 

if Rc 5 R2y99, and verify that this causes a 

defi ned as gm 5 220 log uT(  jf21808)u, where f21808 rep-

resents the frequency at which ph T 5 21808. (As 

we know, for our system to be convincingly stable, 

we want uT(  jf  )u to have dropped well below 1 at f21808) 

  (a) If an amplifi er with dc gain a0 5 105 and three 

pole frequencies f1 5 1 kHz, f2 5 1 MHz, 

and f3 5 10 MHz is to be operated in nega-

tive feedback, fi nd � for �m 5 608. What is the 

corresponding value of gm? 

  (b) Find � for gm 5 20 dB. What is the corre-

sponding value of �m? 

 7.54  Even though we have focused on frequency-

independent feedback, we can easily generalize 

to frequency-dependent cases because stability is 

determined by T(  jf  ) 5 a(  jf  )�(  jf  ) regardless of 

whether frequency dependence is due to a(  jf  ), or 

�(  jf  ), or both. A classic example is the op amp dif-
ferentiator of Fig. P7.54. Suppressing Vi, we fi nd 

the feedback factor as �v(  jf  ) 5 VnyVo 5 1y(1 1 

jfyf0), f0 51y(2�RC). Ideally, a differentiator gives 

Aideal(  jf  ) 5 VoyVi 5 2jfyf0, but because of T(  jf  ) Þ ̀ , 

the actual gain A(  jf  ) will depart from the ideal. 

  (a) Assuming a single-pole op amp with av(jf) 5 

av0y(1 1 jfyfb), sketch and label the linearized 

Bode plots of uav(  jf  )u and u1y�v(  jf  )u if av0 5 

105 V/V, fb 5 10 Hz, R 5 10 kV, and C 5 

15.9 nF. Hence, use visual inspection for an 

initial estimation of the frequency fx at which 

the two curves intersect. 

  (b) Obtain an expression for T(jf) 5 av(jf)�v(jf), 
use trial and error for a more accurate calcula-

tion of fx, �x, and �m, and verify that the circuit 

is on the verge of oscillation. 

  (c) Calculate D(jfx) and A(jfx), and compare with 

Aideal(jfx). What are the magnitude and phase 

errors at this frequency?

  FIGURE P7.54
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7.8 Dominant-Pole Compensation 

 7.55  The negative-feedback loop of Fig. P7.55 is made up 

of a ring of three CMOS inverters. Assume the FETs 

have gmn 5 gmp 5 1 mA/V and ron 5 rop 5 30 kV, 
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  FIGURE P7.59
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 7.60  An amplifi er with a dc gain of 20,000 V/V and three 

pole frequencies at 100 kHz, 3 MHz, and 5 MHz is 

operated in negative feedback with � 5 1 V/V. 

  (a) Sketch and label the linearized Bode plot of 

gain magnitude for a visual estimation of fx 

and �x, and verify that the circuit is unstable. 

  (b) Given that the fi rst two poles are produced at 

the input and output nodes of an internal tran-

sistor amplifi er with a dc gain of 2200 V/V 

and input-node and output-node resistances 

R1 5 100 kV and R2 5 10 kV, fi nd the capaci-

tance Cc that, connected across the terminals 

of this internal stage, stabilizes the circuit for 

�m 5 458. 

  (c) Calculate gm, C1, and C2. What are the values 

of the new pole frequencies as well as the 

RHP zero frequency? Use these values to ob-

tain an expression for T(jf). 

 7.61  Consider two amplifi ers having, respectively, 

open-loop gains 

 a 
1
 ( jf) 5    

1 0 4 (1 1 jfy1 0 5 )
  __________________  

(1 1 jfy1 0 3 )(1 1 jfy1 0 7 )
  

 a 
2
 ( jf) 5    

1 0 4 (1 2 jfy1 0 5 )
  __________________  

(1 1 jfy1 0 3 )(1 1 jfy1 0 7 )
  

  Sketch and label their linearized Bode plots (mag-

nitude as well as phase). Find the phase margins 

for the case of negative-feedback operation with 

� 5 1, compare the two amplifi ers, and comment 

on their similarities as well as differences. 

7.9 Frequency Compensation of Monolithic Op Amps 

 7.62  A certain 741 op amp variant exhibits the resis-

tance and transconductance values of Fig. 5.11, 

but with different frequency characteristics be-

cause of a different fabrication process. Before 

compensation the 2nd stage contributes a pole pair 

with its stray input and output capacitances C1 5 

2 pF and C2 5 4 pF, and the rest of the circuitry 

contributes a 3rd pole frequency at 7.5 MHz. 

two-decade drop in a0 as well as a two-decade 

increase in f2. How do fx and �m change? 

  (c) Find the ratio RcyR2 that results in �m 5 608. 

 7.58  (a) A student is trying to use a voltage comparator 

as a unity-gain buffer (�v 5 1). If the comparator 

has a dc gain of 104 V/V and three pole frequen-

cies at 1 MHz, 20 MHz, and 50 MHz, fi nd fx, �x, 

and �m, and verify that the circuit is unstable. 

  (b) Comparators do not have on-chip compensa-

tion because they are meant for open-loop op-

eration. However, the user can still stabilize 

a negative-feedback comparator by creating 

an additional pole fD off-chip, and letting the 

loop gain be dominated by this new pole. In 

Fig. P7.58 this pole is established via the feed-

back factor by means of shunt capacitance 

Cshunt, which results in �v(  jf  ) 5 VnyVo 5 

1y(1 1 jfyfD), fD 51y(2�RCshunt). 

  (a) Find fD for �m 5 608. Hence, assuming R 5 

30 kV, fi nd the required value of Cshunt. What is 

the expression for T(  jf  ) after compensation? 

  FIGURE P7.58
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 7.59  The op amp differentiator of Problem 7.54 can be 

stabilized by inserting a series resistance Rc, as in 

Fig. P7.59, to create a LHP transmission zero at 

fz 5 1y(2�RcC). As we know, a LHP zero contrib-

utes phase lead, and as such it can be positioned 

so as to raise �m. 

  (a) Assuming the component values of 

Problem 7.54, sketch and label the linearized 

Bode plots of uav(  jf  )u and u1y�v(  jf  )u before 

compensation (i.e. with Rc 5 0). Locate the 

frequency fx at which the two curves inter-

sect and fi nd the value of Rc that makes fz 5 

fx (this will result in �m > 458). How does the 

u1y�v(  jf  )u curve look after compensation? 

   Hint: the presence of Rc results in the high-

frequency asymptote 1y�v` 5 1 1 RyRc. 

  (b) Obtain an expression for �v(  jf  ) 5 VnyVo with 

Vi 5 0, and then use trial and error to fi nd the 

actual values of fx, �x, and �m.
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  (b) Now repeat part (a), but with node Vo open cir-

cuited to enable the Miller effect. If this causes 

the dominant pole frequency of Z1 to drop 

from 16.2 MHz to 2.25 MHz, estimate Cf. 

  (c) Next, terminate node V1 on a large (1 �F) ca-

pacitance to establish an ac ground over the fre-

quencies of interest, inject a test current It into 

node Vo, and plot the impedance Zo 5 VoyIt. If 

Zo exhibits a pole frequency of 25.3 MHz, esti-

mate C2 1 Cf in the ac equivalent of Fig. 7.92. 

  (d) Finally, activate the input source Vi and short 

Vo to ground. If the gain a1 5 V1yVi exhibits 

a high-frequency asymptote of 215 dB, esti-

mate Ci and C1 in Fig. 7.92. 

  (e) Using the above stray capacitances, recalcu-

late f1 and f2 for Example 7.37, compare, and 

comment.

 7.66  (a) With reference to the two-stage CMOS op 

amp of Example 7.37, what is the maximum 

CL for which �m 5 608? 

  (b) Repeat, but for �m 5 458. 

  (c) Find Rc that will restore �m 5 758 for the value 

of CL of part (b). 

  (d) If Rc is doubled in the circuit of Example 7.37, 

what is the maximum CL for which �m 5 608? 

Compare with part (b) and comment.

 7.67  A two-stage CMOS op amp of the type of Fig. 7.94 

has gm5 5 2.5gm1 and its transmission zero is at 

infi nity. 

  (a) If GBP 537.1 MHz and loading the op amp 

with CL 5 3 pF results in �m 5 658, fi nd Rc and 

Cc. 

  (b) If SR 5 40 V/�s, fi nd ID7, VOV1, and k1. If VOV5 5 

VOV1, what are k5 and ID5? 

  (c) Assuming �n 5 �p 5 �, fi nd f1 and � if a0 5 

10 V/mV. 

 7.68  (a) A two-stage CMOS op amp of the type of 

Fig. 7.94 has gm1 5 0.5 mA/V, gm2 5 1.25 mA/V, 

and ID7 5 80 �A. If Cc 5 2 pF, fi nd the GBP 

and the SR. What are k1 and VOV1? 

  (b) If Rc 5 1.5 kV, fi nd the maximum CL for 

which �m 5 708. 

 7.69  Figure P7.69 shows the ac equivalent of the com-

pensation scheme of Fig. 7.93a (to ease analysis, 

the CD buffer is shown as ideal.) Find the gain 

a(s) 5 VoyVi, verify that the transmission zero has 

been moved to infi nity, and obtain approximate 

expressions for its poles f1, and f2 under the as-

sumption f1 ! f2. Compare with Eqs. (7.111) and 

(7.112) and comment. 

  (a) Find the Miller capacitance Cc that will ensure 

�m 5 758 for negative-feedback operation 

with � 5 1. What is the slew rate SR? 

  (b) Obtain an expression for the loop gain T(jf). 

 7.63  (a) A PSpice simulation of the 741 op amp gives 

a0 5 200 V/mV, fb 5 5 Hz, ft 5 888 kHz, and 

ph a(jft) 5 2117.28, so the phase margin for op-

eration with � 5 1 V/V is �m 5 62.88. Assum-

ing all higher-order roots can be modeled with 

a single pole frequency fp of fi xed value, fi nd fp. 

  (b) To what value should the 30-pF capacitance be 

lowered if we wish to ensure the same phase 

margin for operation with 1y� $ 5 V/V? 

What is the corresponding slew rate? (Some-

times manufacturers offer under-compensated 

op amps for improved dynamics so long as 

their operation is restricted to closed-loop 

gains above a prescribed value, such as 5 V/V 

in the present example.)

 7.64  A two-stage op amp of the type of Fig. 7.92 has 

the following loop gain 

T( jf) 5     
3160(1 2 jfy1 0 6 )

  __________________  
(1 1 jfy1 0 2 )(1 1 jfy1 0 8 )

  

 (a) Sketch and label the linearized Bode plots of its 

magnitude and phase, and estimate fx, �x, and �m. 

Have four copies of the plots at hand, and show 

separately on each copy the modifi cations brought 

about by increasing one of the following param-

eters by a factor of ten while leaving all others 

unchanged: 

  (b) gm1, 

  (c) gm5, 

  (d) CL, 

  (e) Cc.  

   Estimate �m in each of the cases and comment. 

 7.65  In deriving Eqs. (7.111) through (7.113) for the 

two-stage CMOS op amp, we assumed the internal 

parasitic capacitances to be negligible compared 

to the external capacitances Cc and CL. We wish to 

verify by performing a series of tests on the basic 

PSpice op amp of Fig. 7.90 that will allow for the 

indirect estimation of its internal parasitics (all tests 

are shall be performed with Cc 5 0, so Cf 5 Cgd5). 

  (a) For the fi rst test we set Vi 5 0, short Vo to 

ground to inhibit the Miller affect by M5, in-

ject a test current It into node V1, and plot the 

impedance Z1 5 V1yIt. If Z1 exhibits a pole fre-

quency of 16.2 MHz, estimate the sum Ci 1 

C1 1 Cf in the ac equivalent of Fig. 7.92. 
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824 Chapter 7 Feedback, Stability, and Noise

  (a) If this scheme is used in the PSpice circuit of 

Fig. 7.74 of Example 7.37, specify suitable 

WyL ratios for M9 through and M12 to imple-

ment the resistance Rc 5 1.07 kV under the 

constraint ID10 5 50 �A. Hence, run a PSpice 

simulation, compare and comment. 

  (b) Repeat, but for Example 7.38. 

 7.72  We wish to design a folded-cascode op amp of 

the type of Fig. 5.16 under the constraints that 

IBIAS 5 1.25ISS and that all FETs have the same 

overdrive voltage VOV. The op amp is to have a 

dc gain of 8,000 V/V, and when terminated on an 

 7.70  Figure P7.70 shows the ac equivalent of the com-

pensation scheme of Fig. 7.93b (to ease analysis, the 

CG buffer is shown as ideal.) Find the gain a(s) 5 

VoyVi, verify that the transmission zero has been 

moved to infi nity, and obtain approximate expressions 

for its poles f1 and f2 under the assumption f1 ! f2. 

Compare with Eqs. (7.112) and (7.113) and comment. 

 7.71  Shown in Fig. P7.71 is a popular scheme for syn-

thesizing the compensation resistance Rc. This is 

simply the channel resistance of M9, in turn biased 

by the current source M10 and the diode-connected 

pair M11 and M12. 

FIGURE P7.70
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Cf

Vi R1 R21Irv

Irv
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C1 C2
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FIGURE P7.69
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M9

M5
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M1 M2

M11

CLCc

VSS

IREF

VDD
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FIGURE P7.71
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  (b) If en1 has enw1 5 30 nV/ √ 
___

 Hz   and fce1 5 400 Hz, 

and en2 has enw2 5 40 nV/ √ 
___

 Hz   and fce2 5 

100 Hz, fi nd enw and fce. 

 7.76  (a) Show that the total rms voltage across the 

parallel combination of a resistance R and a 

capacitance C is  E n  5  √ 
_____

 kTyC   regardless of R. 

Can you justify the independence of R? 

  (b) What capacitance C is required for En 5 

1 �V rms? What resistance R is required so 

that NEBwhite 5 100 kHz?

 7.77  (a) The noise of an IC current source is measured 

at two different frequencies and is found to be 

in(250 Hz) 5 6.71 pA/ √ 
___

 Hz   and in(2500 Hz) 5 

3.55 pA/ √ 
___

 Hz  . What are the values of inw and fci? 

  (b) If the source is fed to a 1-kV resistance, fi nd 

the values of enw and fce for the noise voltage 

across its terminals. 

  (c) Find the total rms noise En above 0.01 Hz if a 

10-nF capacitor is placed across the resistor. 

 7.78  A diode with Is 5 2 fA, rS > 0, K 5 10216 A, and 

a 5 1 is forward-biased at ID 5 100 �A by a 3.3-V 

supply via a series resistance R. The supply itself 

exhibits noise that can be assumed white with a 

density of ens 5 100 nV/ √ 
___

 Hz  . 

  (a) Combine ens, enr, and the effect of ind to fi nd the 

overall noise voltage en(f) across the diode, 

and express it in the form of Eq. (7.125). 

What are the values of enw and fce? 

  (b) Repeat if R is changed so as to bias the diode 

at ID 5 1 mA. 

 7.79  (a) Find the output noise voltage eno of a CMOS 

inverter that is powered from 63.3-V supplies 

and is driven by an input voltage source with 

a dc component of 0 V and a series resistance 

Rs 5 1 kV. Assume matched devices with 

k 5 1 mA/V2, Vt 5 0.7 V, � 5 1y(33.8 V), 

and fce 5 10 kHz for the input noise voltage 

of both devices. 

  (b) Find the total rms output noise Eno above 1 Hz 

if the inverter output is loaded with a ca-

pacitance CL 5 10 pF (ignore all internal 

parasitics).

 7.80  (a) For the I-V converter of Fig. P7.80a fi nd the 

equivalent input noise current ini depicted 

in Fig. P7.80b. Assume a 741 op amp with 

R 5 100 kV. 

  (b) What is the total rms output voltage Eno? 

8-pF external load, its gain-bandwidth product 

must be 16 MHz. 

  (a) If �n 5 �p 5 0.05 V21, fi nd VOV, ISS, IBIAS, and 

SR (for simplicity ignore the body effect and 

assume � 5 0 in the course of dc calculations). 

  (b) If the biasing circuit has IREF 5 IBIAS and the 

entire op amp is powered from 62.5-V sup-

plies, what is its power dissipation? 

 7.73  As mentioned in connection with the folded-

cascode op amp of Fig. 7.97, the phase shift �x(HOR) 

is due to the capacitances C1 through C5, each of 

which sees a source resistance on the order of 

1y(gm 1 gmb). 

  (a) If we make the simplifying assumption that 

the effect of all these roots can be modeled, 

at least in the vicinity of fx, with a single pole 

frequency f2, use the values of a0 and fb of 

Eq. (7.121) to fi nd the value f2 that will ensure 

the value of fx of Eq. (7.121b). 

  (b) If we make the additional assumptions that the 

effect of C1 through C5 can be modeled with 

a single equivalent capacitance Ceq, and that 

the various source resistances can be modeled 

with the common value Req 5 1y(gm 1 gmb) > 

1.5 kV, estimate Ceq. 

  (c) Develop a relationship between Cc and Ceq in 

terms of gcm1, Req, C6, and �m, where �m is the 

desired phase margin for operation with � 5 1. 

  (d) Estimate the required value Cc for �m 5 608. 

What is the corresponding GBP? 

  (e) Repeat, but for �m 5 758, compare with 

Example 7.39, and comment.

7.10 Noise 

 7.74  (a) Use the identity ∫dxy(x2 1 1) 5 tan21x to 

prove Eq. (7.136). 

  (b) Look up the integral tables, for instance on the 

Web, and prove Eq. (7.138). 

  (c) Find NEB if An(  jf  ) contains two (instead of 

one) pole frequencies, both at f 5 fB. Compare 

with Eq. (7.136) and justify the difference in 

terms of Bode plot areas. 

  (d) What approximation would you use in this 

case for fH for fl icker noise? 

 7.75  (a) Two IC noise sources en1 and en2 of the type of 

Eq. (7.125) are in series with each other. Show 

that the equivalent noise en of the combina-

tion of the two sources is still of the type of 

Eq. (7.125) by deriving expressions for its 

white-noise fl oor enw and corner frequency fce. 
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826 Chapter 7 Feedback, Stability, and Noise

  (b) Find the open-circuit noise ini of Fig. P7.83b. 

  (c) One might think that with two input sources 

noise is counted twice. To prove that this is not 

the case, refer to Fig. P7.83c, where R is as-

sumed noiseless for simplicity. Prove that the 

combined power density  e  ng  
2
   at the gate is in-

dependent of R, indicating that for R → 0 only 

eni suffi ces, for R → ` only ini suffi ces, but 

for intermediate values of R both sources are 

necessary in order to make the output noise 

eno come out right. (In a practical circuit one 

would try to keep R suitably small to make its 

thermal noise contribution negligible). 

 7.84  Recalculate the input noise voltage en of the 

CMOS differential pair of Fig. 7.105 for the case 

of a passive load implemented with a pair of iden-

tical resistors RD. Compare with the active-load 

case and comment. 

 7.85  Recalculate the input noise voltage en of the bi-

polar differential pair of Fig. 7.106 for the case 

of an active load implemented with a pnp current 

mirror. Compare with the passive-load case and 

comment. 

 7.86 We conclude with an open problem based on the 

circuit of Fig. P7.86, which uses the three Main in-

gredients of this book, namely, BJTs, MOSFETs, 

and ICs. Make up as many problems as you can 

think of, from basic to noise, and then use typical 

device parameter values for your calculations and 

PSpice simulations.

FIGURE P7.80

1

2

R

vO

iI

1

2

R

Eno

ini

(a) (b)

 7.81  A certain bandgap voltage reference is buffered to 

the outside via an op amp voltage follower. The 

reference’s output noise en1 has enw1 5 100 nV/ √ 
___

 Hz   

and fce1 5 20 Hz, and the op amp’s input noise en2 

has enw2 5 25 nV/ √ 
___

 Hz   and fce2 5 200 Hz. More-

over, the op amp is dominant-pole compensated 

for GBP 5 1 MHz via an external capacitance Cc. 

  (a) Calculate the total noise above 0.1 Hz at the 

output of the follower. 

  (b) Repeat if Cc is increased by a factor of 100. 

 7.82  (a) Derive an expression for the short-circuit 

noise current ino at the output of the bipolar 

current mirror depicted in Fig. 4.56a. Assume 

the input source is noiseless. 

  (b) Repeat, but for the MOS mirror of Fig. 4.58a. 

What are the expressions for the noise fl oor 

and the corner frequency of  i  no  
2
  ? How are they 

affected if the input current is doubled?

 7.83  (a) Assuming ro @ RD, derive an expression for 

the short-circuit noise eni of the CS amplifi er 

of Fig. P7.83a. 

FIGURE. P7.83
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A
Abrupt junction, 41

Absolute-value circuit, 11, 25

using an op amp, 25

Ac analysis of diode circuits, 67–73

ac operation, 69–73

diode model, 71–74

small-signal approximation, 67–70

small-signal model, 71–73

Ac analysis procedure, 180, 292–293

for BJTs, 180

for MOSFETs, 292–293

Ac component of a signal, 68, 154, 277

Ac coupling capacitor, 73, 178, 291

Acceptors, 28

Active-loaded differential pairs, 421–432, 

806–808

common-mode rejection ratio, 428–430

differential-mode gain, 424–427

folded-cascode, 432

input offset voltage, 430–432

noise in, 806–808

voltage transfer curves, 422–424

Active loads, 337, 421–431

Amount of feedback, 690

Amplifi er/switch, the transistor as, 150–157, 

273–281

bipolar, 150–157

MOS, 273–281

Amplitude modulation, 18

Analog ICs, 472–552

current-mode, 521–532

current/voltage references, 510–521

folded-cascode CMOS op amps, 495–500

fully-differential op amps, 532–541

�A741 op amp, 473–487

switched-capacitor circuits, 541–552

two-stage CMOS op amps, 487–495

voltage comparators, 501–509

AND gate, 14

Anode, 3

Aspect ratio, 241

Atomic density, 26

Autozeroing techniques, 548–549

Avalanche breakdown, 52–53

Avalanche effect, 52

temperature coeffi cient, 53

B
Back gate, 237

Balanced lines, 533

Bandgap voltage (Vg0), 27, 55, 519

Bandgap voltage references, 517–521

bipolar, 517–520

Brokaw Cell, 518–519

CMOS, 520–521

curvature, 520

Bandwidth, 701–704

closed-loop (fB), 701–702

effect of feedback on, 701–704

open-loop (fb), 701–702

Base bulk resistance (rb), 344

Base-charging capacitance (Cb), 567–569

Base-collector capacitance (C�), 566–567

Base-collector resistance (r�), 342–343

Base-current components, 123–127

diffusion (iBE), 123

recombination (iBB), 123

thermal generation (ICB0), 124

Base-emitter capacitance (C�), 569

Base width, 119, 125, 133, 342–343

effective, 119

modulation, 133

revisited, 342–343

Basic BJT operation, 117–130

base-current components, 123–127

collector current, 120–122

current booster application, 127–128

dependence of �F upon IC and T, 129–130

forward active, 119–122

forward current gain (�F), 124–127

pnp BJT operation, 128–129

Index
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Basic diode applications, 10–20

clamped capacitor, 18–19

dc restorer, 18–19

logic gates, 13–14

peak detectors, 17–18

piece-wise linear function generators, 

16–17

rectifi ers, 10–13

voltage clamps, 14–15

voltage multipliers, 19–20

Beta helper, 410–411

Biasing of BJTs, 169–177

1/3–1/3–1/3 rule, 172

via feedback bias, 174–175

via IB, 170–171

via IE, 171–173

via VBE, 176

Biasing of MOSFETs, 264–273, 295–297

dual-supply, 264–269

via feedback bias, 295–297

single-supply, 269–273

Bilateral amplifi er, 743

Bilateral feedback network, 743

Bipolar amplifi ers, 178–188, 619–623

ac analysis procedure, 180

capacitance selection, 187

common-emitter (CE), 178–183

common-emitter w. emitter degeneration 

(CE-ED), 183–186, 619–623

dc analysis procedure, 180

PSpice simulation, 188

quick estimates, 183

rule of thumb, 185–186

unloaded voltage gain (aoc), 180, 185–186

Bipolar amplifi er/switch, 150–157

amplifi er, 153–156

amplifi er waveforms, 155–156

switch/inverter, 156–157

VTC, 153–155

Bipolar buffers, 189–201

CB as a voltage amplifi er, 197

common-base (CB), 195–197

common-collector (CC), 189–195

PSpice simulation, 199–201

Bipolar current mirrors, 176–177, 339–340, 

409–411, 413–415

basic, 176–177, 339–340, 409–410

w. beta helper, 410–411

cascode, 413–415

peaking, 419–421

Widlar, 419–420

Wilson, 416–419

Bipolar differential pairs, see Emitter-

coupled pairs

Bipolar junction transistor (BJT), 

112–203, 343–357, 566–574, 

800

amplifi er/switch, 150–157

basic operation, 117–130

biasing, 169–177

circuit symbols, 116–117

current buffer, 195–197

fabrication, 112–113

high-frequency operation, 566–574

inverter, 156–157

i-v characteristics, 130–136

large-signal operation, 137–141

models, 137–150, 161–162, 343–344, 

569–570, 800

noise characteristics, 800–801

operating regions, 137–150

physical structure, 112–117

PSpice models, 201–203

revisited, 343–357

small-signal operation, 157–168

voltage amplifi ers, 177–188

voltage buffers, 189–195

Bipolar op amps, 473–487, 524–526, 

534–535, 540–541, 629–637, 

781–794, 804–806

CFA-derived, 525–526

current-feedback, 524–525

frequency compensation, 781–794

frequency response, 629–633

fully-differential, 534–535, 540–541

noise, 804–806

operational transconductance, 526–529

transient response, 633–637

Bipolar output stages, 432–440

class AB push-pull, 434–437

class B push-pull, 433–434

overload protection, 438–440

Bipolar switch, 156–157

Bipolar voltage comparators (LM339), 

502–505, 664–665

comparison w. op amps, 502

gain, 502–504

PSpice simulation, 504–505

transient response, 664–665

VTC, 505
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BJT as an amplifi er, 153–156

VTC, 155

waveforms, 155

BJT characteristics and models revisited, 

342–357

base-width modulation, 342–344

base-collector resistance (r� ), 342–343

bulk resistances, 344

CB confi guration w. idealized active 

load, 354–357

CC confi guration w. idealized active 

load, 352–354

CE confi guration w. idealized active 

load, 349–352

parameter tables, 349, 352, 355–356

small-signal resistances seen looking into 

the terminals, 345–349

BJT high-frequency model, 571–574

BJT inverter, 157

BJT i-v characteristics, 132–137

for different IB drives, 134–136

for different VBE drives, 132

BJT large-signal models, 137–141

in cutoff, 137

in the forward-active region, 138, 141

in saturation, 139–141

BJT models, 137–150, 161–162, 197–199, 

343–344, 569–570, 800

high-frequency, 571–574

large-signal, 137–141

noise, 800–801

small-signal, 161–162, 197–199, 

343–344

BJT noise model, 800–801

BJT small-signal models, 161–162, 

197–199, 343–344

w. bulk resistances, 344

T model, 197–199

BJT structures, 112–117

BJT switch, 156

BJT switching transients, 644–652

active region, 646–648

charge-control equations, 645–650

cutoff region, 646

mean lifetime (�BF), 645

mean transit time (�F), 645

PSpice simulation, 645–652

recovery region, 650

saturation region, 648–650

Schottky-clamped, 650–652

storage time (tS), 649–650

waveforms, 647, 652

Black, Harold, 686

Blackman’s impedance formula, 755–758

for the feedback bias BJT, 756–757

for the Wilson current mirror, 757–758

Bode plots, 667–671

of differentiators, 666–667

of impedances, 670–671

of integrators, 666–667

quick drawing, 669–670

Body effect, 235–237

parameter (�), 236–237, 359

Body transconductance (gmb), 359–361

� parameter, 360

Bottom capacitance, 653–656

Bottom junction area (Ad, As), 653–657

Breakdown noise,799

Breakdown-region operation, 76–84,

line/load regulation, 78–79

using op amps, 79–80, 83–84

Zener diode as a voltage clamp, 81–84

Zener diode as a voltage 

reference, 77–80

Breakdown voltage (BV), 51–53, 136

avalanche breakdown, 52–53

in BJTs, 136

temperature dependence, 52–53

Zener breakdown, 51–52

Brickwall equivalent for 1yf noise, 803

Brokaw Cell, 518–519

Brokaw, P., 519

Buffers, 189–195, 300–306

current, 195–197, 304–306

voltage, 189–195, 300–303

Building blocks for analog ICs, 334–446

bipolar output stages, 432–440

BJTs revisited, 342–357

CMOS output stages, 440–445

common-mode rejection ratio in 

differential pairs, 396–404

current mirrors, 409–421

Darlington, cascode, and cascade 

confi gurations, 371–386

design considerations, 334–342

differential pairs, 386–396

differential pairs w. active loads, 421–432

editing SPICE lists, 445–446

input offset voltage/current in differential 

pairs, 404–409
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Built-in potential (�0), 37–38, 227

Bulk resistances, 57–58, 344

BJT (rb, rc, rex), 344

pn junction (rS), 57–58

Buried layer, 112

Burst noise, 799

Bypass capacitor, 178, 291

C
Capacitance selection, 74, 187, 299–300

Cascaded stages, 384–386

Cascode confi gurations, 376–384, 

623–629

bipolar, 376–379, 623–626

current mirrors, 413–415

current sources/sinks, 382–384

folded, 381–382

frequency response, 623–629

MOS, 379–381, 626–629

PSpice simulations, 626, 629

telescopic, 380–381

unloaded voltage gain (aoc), 377, 380

Cascode current mirrors, 413–415

Cathode, 3

CC-CC confi guration, 375

CC-CE confi guration, 375

CE-CB confi guration, 376

CE/CS amplifi ers, see Frequency response of

Center-tapped transformer, 89

CFA-derived VFAs, 525–526

Channel, 224

length (L), 224

resistance (rDS), 240–241

width (W), 224

Channel-body depletion capacitance (Ccb), 

575

Channel-length modulation, 242–243, 

357–359

parameter (	), 242–243, 357–359

process (	9), 358

Channel-stop implant, 653

Charge-control equations, 639–643, 

645–650

in BJTs, 645–650

in diodes, 639–643

Charge density (
), 36

Charge injection, 550–551

compensation via dummy transistor, 551

Clamped capacitor, 18–19

Class AB push-pull, 434–437

Class B push-pull, 433–434

Classic negative-feedback example, 

692–694

Clipper, 15

Clock feedthrough, 551

Closed-loop bandwidth (fB), 701–702

Closed-loop gain (A), 689

ideal (Aideal), 690

Closed-loop resistances (Ri, Ro), 704–712, 

755–758

via Blackman’s formula, 755–758

CMOS differential stages, 

see Source-coupled pairs

CMOS gates, 311–312

transient response, 652–663

CMOS inverter/amplifi er, 306–314

amplifi er, 313–314

inverter, 308–309

inverter’s noise margins, 310–311

inverter as output stage, 441–442

transient response, 652–663

VTC, 307–308

CMOS op amps, 487–500, 629–633

comparison, 500, 794

folded cascode, 495–500

frequency compensation, 782–794

frequency response, 629–633

fully-differential, 536–539

transient response, 633–637

two-stage, 487–495

CMOS output stages, 440–445

CD, 440–441

CS, 442–445

inverter, 441–442

CMOS voltage comparators, 505–509

w. hysteresis, 506–509

PSpice simulation, 509

transfer characteristics, 509

Collector saturation current (Is), 120–122, 

128–129

thermal dependence, 121

Common-base current gain (�F), 139

Common-base (CB) confi guration, 195–197, 

354–357

w. idealized active load, 354–357

parameter tabulation, 355

resistance transformation, 356

unloaded voltage gain (aoc), 355

as a voltage amplifi er, 197, 354–356
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Common-collector (CC) confi guration, 

189–195, 352–354

current gain, 191

equivalent circuit, 353

as a feedback system, 721–723

w. idealized active load, 352–354

parameter tabulation, 352

PSpice simulation, 199–201

unloaded gain (aoc), 191, 352–354

Common-drain (CD), 300–303, 367–369

equivalent circuit, 369

w. idealized active load, 367–369

parameter tabulation, 368

transfer characteristic, 367

unloaded gain (aoc), 301, 368

Common-emitter (CE) confi guration, 

178–183, 349–352

ac analysis procedure, 180

capacitance selection, 187

dc analysis procedure, 180

frequency response, 581–592

w. an idealized active load, 349–352

parameter tabulation, 349

PSpice simulation, 188–189

quick gain estimates, 183

unloaded voltage gain (aoc), 180, 350

Common-emitter current gain (�F), 115

dependence on IC and T, 129–130

Common-emitter w. emitter degeneration 

(CE-ED), 183–186, 619–623

OCTC analysis, 619–623

rule of thumb, 185–186

unloaded voltage gain (aoc), 185–186

Common-gate (CG) confi guration, 304–306, 

369–371

w. idealized active load, 369–371

parameter tabulation, 370

resistance transformation, 370

unloaded voltage gain (aoc), 370–371

as a voltage amplifi er, 305–306, 369–371

Common-mode feedback network (CMFN), 

535–538

CMOS, 536–538

resistor-based, 535–536

Common-mode gain (acm), 396–397, 

401–403, 592–596

as a function of frequency, 592–596

effect of mismatches, 401–403

Common-mode input (vIC), 396

Common-mode output (vOC), 535

Common-mode rejection ratio (CMRR), 

396–404, 428–430, 592–598

in active-loaded differential pairs, 

428–430

double-ended, 398–401

in EC pairs, 397–400

effect of mismatches on, 401–404

frequency-dependence, 592–598

in SC pairs, 400–401

single-ended, 398–401

Common-source (CS) confi guration, 

291–297

ac analysis procedure, 292–293

capacitance selection, 299–300

dc analysis procedure, 292

feedback bias, 295–297

frequency response, 581–592

w. an idealized active load, 364–367

parameter tabulation, 364

quick estimates, 297

unloaded voltage gain (aoc), 293, 366

Common-source w. source degeneration 

(CS-SD), 297–299

rule of thumb, 299

Comparator chatter, 506

Comparisons, 251–253, 500, 742–744, 755, 

779–780, 794

enhancement and depletion FETs, 

255–256

feedback factors b and �, 755

loop gains L and T, 742–744, 755

nMOSFET and pMOSFET, 

251–253, 255

npn and pnp BJTs, 141–142

shunt and Miller compensation, 

779–780

two-stage and folded-cascode, 500, 794

Complementary MOSFETs (CMOS), 

225–226

Complex frequency (s), 665

Conduction interval (TON), 87

Contact noise, 799

Corner frequencies (fce, fci), 585, 796–797

in amplifi ers, (fp), 585

in IC noise (fce, fci), 796–797

Crossover distortion, 434

Crossover frequency (fx), 765

Crystal lattice, 26

CS-CG confi guration, 379

Current booster, 127–128
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Current buffers, 195–197, 304–306, 

604–606, 611–612

bipolar, 195–197, 604–606

MOS, 304–305, 611–612

Current conveyor, 464, 523

Current controlled amplifi er, 75–76

Current controlled attenuator, 73–75

Current controlled resistance, 73–76

Current density (J), 30

Current-feedback amplifi ers (CFAs), 

524–525, 638–639

frequency and time responses, 638–639

Current gain, 115, 124–127, 129, 135, 139, 

151–153, 161, 164, 571–573

frequency-dependence, 571–573

large-signal common-base (�F), 139

large-signal common-emitter (�F), 115, 

124–127, 129, 139

reverse-active (�R), 135

in saturation (�sat), 151–153

small-signal common-base (�0), 164

small-signal common-emitter (�0), 161

Current mirrors, 176–177, 262–264, 

339–340, 409–421

basic bipolar, 176–177, 339–340, 409–410

basic MOS, 262–264, 340, 412–413

w. beta helper, 410–411

cascode, 413–416

peaking, 419–421

Sooch, 415–416

wide-swing, 415–416

Widlar, 419–420

Wilson, 416–419

Current-mode ICs, 521–532

CFA-derived VFAs, 525–526

current-feedback amplifi ers (CFAs), 

524–525

differential-input transconductors, 526–529

transconductors, 522–524

variable-transconductance multipliers, 

529–532

Current references, 510–517

imbalance-based, 513–514

power-supply-based, 510–511

startup circuits, 516–517

supply dependence, 514–515

VBE- and VGS-based, 511–513

Current sources/sinks, 168, 382–384

BJT as, 168

cascode, 382–384

Current surge, 85

Current/voltage references, 510–521

current, 510–517

voltage, 517–521

Curvature correction, 520

Cut-and-try approach, 8

Cutoff frequency, 585, 803

Cutoff region, 137

D
Darlington confi guration, 371–375

biCMOS, 375

quasi complementary, 375

Darlington, S., 372

Dc analysis procedure, 180, 292

for BJTs, 180

for MOSFETs, 292

Dc balance, 422, 424

Dc component of a signal, 68, 154, 277

Dc power supplies, 84–90

Dc restorer, 18–19

Degeneration, 183, 287, 299

Depletion MOSFETs, 234, 255–257

Depletion region, 34

Depletion width (Xd), 38–41

in equilibrium, 38

under external bias, 41

Design considerations in monolithic 

circuits, 334–342

active load, 336

current mirrors, 339–340

emitter-coupled pairs, 338–339

an illustrative example, 335–338

intrinsic gain (aintrinsic), 338

matched characteristics, 335

monolithic amplifi ers, 340

output voltage swing (OVS), 336

tracking, 335

what to expect, 341–342

Device transconductance 

parameter (k), 240

temperature dependence, 258

Diamond transistor, 523

Dielectric isolation, 116

Differential-input transconductors, 

526–529

distortion, 528–529

predistortion techniques, 528–529

transconductance gain, 527
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Differential-mode gain (adm), 396–397, 

424–427

Differential-mode input (vid), 396

Differential-mode output (vod), 535

Differential pair noise, 806–809

bipolar, 808–809

CMOS, 806–808

Differential pairs, 340–341, 386–409, 

421–432, 592–598, 806–809

active-loaded, 421–432

CMRR, 396–404

frequency response, 592–598

input offset voltage/current, 

404–409

noise in, 806–809

Diffusion capacitance (Cb), 567–569

Diffusion current (Jdiff), 31–32

Diffusion equation, 45

Diffusion length (Ln, Lp), 45

Diffusivity (D), 31–32

Diode applications, 10–20, 24–25, 64–67, 

73–76, 79–84

basic, 10–20

breakdown region, 77–80

current-controlled resistance, 73–76

op-amp-based, 24–25, 66–67, 75–76, 

79–80

rectifi cation, 64–65

superdiode, 66–67

voltage clamps, 14–16, 81–84

voltage reference, as a, 80–81

Diode bridge, 11, 82–84

Diode characteristics in forward 

bias, 53–58

Diode-connected BJT, 149

Diode-connected MOSFETs, 247–249, 

259–262

Diode equation, 47

Diode logic gates, 13–14

Diode models, 61–63, 71, 799–800

large-signal, 61–63

noise, 799–800

small-signal, 71

Diode-op-amp circuits, 24–25, 66–67, 

75–76, 79–80, 83–84

current-controlled amplifi er, 75–76

full-wave rectifi er, 24–25

self-regulated voltage source, 79–80

superdiode, 66–67

Zener diode limiter, 83–84

Diodes, 1–92

ac analysis, 67–76

basic applications, 10–21

breakdown-region operation, 76–84

dc analysis, 58–67

dc power supplies, 84–90

forward-bias characteristics, 53–58

ideal, 3–10

op-amp-based, 21–25

SPICE models, 90–92

Diode switching transients, 639–644

charge-control equation, 639

mean lifetime, 639

mean recombination time, 639

mean transit time (�T), 639

Schottky-barrier diodes, 643–644

SPICE simulation, 640–643

storage time (tS), 642

waveforms, 641

Diode-valve analogy, 4

Discrepancy function (D), 762–763

as a function of the phase margin, 765

Discrete-time considerations, 545–548

magnitude error (�m), 547

phase error, (��), 547

waveforms, 546

Distortion, 68–69, 155–156, 277–278, 695–698

in BJTs, 155–156

in diode circuits, 68–69

effect of feedback on, 695–698

in MOSFETs, 277–278

PSpice waveforms, 69, 155, 277, 698

Dominant pole, 629–633, 638–639

compensation, 772–780

in current-feedback amplifi ers, 638–639

in op amps, 629–633

Dominant pole compensation, 772–780

comparing Miller and shunt, 779–780,

via Miller compensation, 775–779

via shunt capacitance, 773–775

Donors, 28

Doping, 27–29

Double-ended signals, 397

Double-polysilicon capacitor, 541–542

Drain-body capacitance (Cdb), 576

Drawn channel length (Ldrawn), 585

Drift current (Jdrift), 29–31

Duality, 521

Dual-supply biasing, 264–269

Dummy transistor, 551
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834 Index

Dynamic resistance of a diode, 62, 70

in breakdown (rz), 62

in forward bias (rd), 70

E
Early effect, 132–134

voltage (VA), 132

Early, J. M, 132

Edge of conduction (EOC), 150

Edge of cutoff (EOC), 650

Edge of saturation (EOS), 152, 242

Einstein relations, 32

Electric fi eld (E), 30, 36, 38–42

in a pn junction in equilibrium, 38–39

in a pn junction with external bias, 39–42

Electron concentration (n), 27

Electrostatic potential (�n, �p), 37

Emission coeffi cient (n), 58

Emitter area (AE), 120

Emitter-coupled (EC) pairs, 338–339, 

387–395, 404–406, 421–432, 

592–598, 808–809

active-loaded, 421–432

CMRR in, 397–404, 428–430, 592–598

folded-cascoded, 432

frequency response, 592–598

input bias current, 406

input offset current, 406

input offset voltage, 404–406, 430–431

intuitive analysis, 394–395

noise in, 808–809

transfer characteristics, 388–390, 

422–423

voltage gain, 389, 424–426

Emitter degeneration, 183–187

CE-ED summary, 183–186

rule of thumb, 185

Emitter follower, see Common-collector 

(CC) confi guration

Enhancement MOSFETs, 234

Epitaxial layer (epi layer), 113

Equilibrium potentials (�0, �n, �p), 37–38, 

227–228

Error, 410–411, 417, 457, 688–691

amplifi er, 688

magnitude (�m), 547

phase (��), 547

signal (s�), 688, 691

systematic (�), 410–411, 417

Excess charge in the base (QF), 122

Excess minority concentrations, 45, 122

Exponential characteristic, 53–58, 130–131

deviations from ideality, 56–58

properties, 53–55, 131

rules of thumb, 54, 131

temperature dependence, 55–56

F
Fanout, 652–653

Feedback bias, 174–175, 295–297, 

727–728, 746–748, 756–757

analysis of via Blackman’s impedance 

formula, 756–757

BJT biasing, 174–175

CS amplifi er, 295–297

return-ratio analysis, 746–748

as a shunt-shunt topology, 727–728

Feedback factor, 688, 754–755

return-ratio (�), 754–755

two-port (b), 688

Feedback pair, 735–738

PSpice simulation, 737

Feedback signal (sf), 688, 691

Feedback topologies, 704–741

identifi cation, 740–741

loaded, 714–741

op amps and, 712–714

practical, 714–741

series-series, 710–711, 713–714, 728–732

series-shunt, 705–707, 712–713, 715–723

shunt-series, 707–709, 714, 732–740

shunt-shunt, 710, 713, 723–728

summary, 711–712

unloaded, 704–714

Feedback triple, 718–720, 725–727

series-shunt, 718–720

shunt-shunt, 725–727

PSpice simulation, 720

Feedthrough gain (aft), 743–744

Fermi potentials (�n, �p), 37, 227

Field oxide, 226

Flatband voltage, 228

Flicker noise, 799

Floating load, 25

Folded-cascode CMOS op amps, 495–500, 

536–541, 632–633, 791–794

comparison w. two-stage, 500, 794

dc biasing, 496
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w. expanded input voltage range, 539–541

frequency compensation, 632–633, 

791–794

fully-differential, 536–538

gain-bandwidth product, 792

input voltage range, 499–500

Norton equivalent, 495

output voltage swing, 499–500

PSpice simulation, 792–794

voltage gain, 499

Folded cascode confi guration, 381–382, 432

Folded-cascode op amps, 495–500, 535–538

bipolar, 535–536

CMOS, 495–500, 536–538

fully-differential, 535–538

w. expanded input voltage range, 539–541

Forward-active mode for BJTs, 119–120, 

128–129

Forward-active region, 114, 138

BJT models in, 138–139, 141

Forward current gain (�F), 115, 124–127, 

129

dependence on IC, 129–130

dependence on T, 129–130

expression for, 125, 129

Forward signal (sf), 758–759

Forward signal transmission, 742

Four-quadrant multiplier, 529

Frequency compensation, 772–794

comparing Miller and shunt, 779–780

Miller, 775–779

of monolithic op amps, 780–794

shunt capacitance, 773–775

Frequency compensation of folded-cascode 

op amps, 791–794

comparison w. two-stage op amps, 794

Frequency compensation of monolithic op 

amps, 780–794

comparing CMOS op amps, 794

folded-cascode CMOS op amp, 791–794

�A741 op amp, 781

two-stage CMOS op amp, 782–790

Frequency compensation of two-stage 

CMOS op amps, 782–790

comparison w. folded-cascode op amps, 

794

compensated frequency response, 790

compensated pulse response, 790

LHP zero, 788

Miller compensation, 782–786

RHP zero elimination, 786–787

RHP zero relocation, 787–790

Frequency and time responses, 566–665

bipolar voltage/current buffers, 

599–606

BJT switching transients, 644–652

cascode amplifi ers, 623–629

CE/CS amplifi ers, 581–591

CMOS gates, 652–663

differential pairs, 592–598

diode switching transients, 639–644

high-frequency BJT model, 566–574

high-frequency MOSFET models, 

574–580

MOS voltage/current buffers, 606–612

op amps, 629–639

open circuit time constant (OCTC), 

612–622

voltage comparators, 664–665

Frequency response of bipolar buffers, 

599–606

current, 604–606

PSpice simulation, 603

voltage, 599–604

Frequency response of cascode amplifi ers, 

623–629

bipolar, 623–626

MOS, 626–629

PSpice simulation, 626, 629

Frequency response of CE/CS amplifi ers, 

581–592, 613–616

BJT equivalent, 581

general CE/CS amplifi er model, 582

Miller approximation, 584–588

Miller effect, 582–583

more accurate analysis, 588–591

MOS equivalent, 581–582

via OCTC analysis, 613–616

PSpice simulation, 591

zero frequency (
0), 589

Frequency response of differential pairs, 

592–598

active-loaded, 596–598

PSpice simulation, 595–598

resistive-loaded, 592–596

Frequency response of MOS buffers, 

606–612

current, 611–612

PSpice simulation, 610

voltage, 607–610
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Frequency response of op amps, 629–633

dominant pole, 629–633

folded-cascode CMOS, 632–633

gain-bandwidth product (GBP), 630

�A741 op amp, 630–632

transition frequency (ft), 629

two-stage CMOS, 632

Full-wave rectifi ers, 11–13, 89–90

using op amps, 24–25

Fully differential op amps, 532–541

bipolar, 535–536, 540–541

CMOS, 536–538

common-mode feedback network 

(CMFN), 536

concepts, 534–535

expanding the input voltage range, 

539–541

folded-cascode, 535–540

two-stage, 538

G
Gain-bandwidth product (GBP), 630, 702

Gain desensitivity, 691–692

Gain peaking (GP), 771

Gain-polarity reversal, 589

Gate-body capacitor, 226–227

unit-area capacitance (Cox), 227

Gate-drain capacitance (Cgd), 576

Gate-source capacitance (Cgs), 576

Gauss’ theorem, 3, 36

Generalized BJT circuit’s return ratio, 748–751

Generalized MOSFET ac circuit, 285–290, 

361–364

resistances, 287–289, 363–364

tabulated formulae, 289, 362

transconductance (Gm), 286–287, 

361–362

voltage gains, 287, 363

Gilbert, B., 529

Gilbert Cell, 529

Graded junction, 41

Grading coeffi cient (m), 41

Grounded load, 25

H
Half-circuit analysis, 397–401, 537–538

common-mode, 398–401

differential-mode, 397–398, 400, 537–538

Half-power frequency, 585

Half-wave rectifi ers, 10–11, 84–88

High-frequency BJT characteristics, 

566–574

base-charging capacitance (Cb), 

567–569

high-frequency response specifi cation, 

571–574

junction capacitances (Cje, Cjc, Cs), 

566–567

mean transit time (�F), 568

model, 569–570

High-frequency BJT specifi cation, 

571–574

current gain, 571–572

fT as a function of IC, 573–574

gain-bandwidth product, 572

transition frequency (fT), 571–572

High-frequency MOSFET characteristics, 

574–580

bottom capacitance (Cj(btm)), 653

depletion capacitances (Csb, Cdb), 576

gate capacitances (Cgs, Cgb, Cgd), 576

gate-channel capacitance (Cgc), 574–575,

models, 576–577

overlap capacitances (Cov), 576

sidewall capacitance (Cj(sw)), 653

High-frequency MOSFET specifi cation, 

578–582

current gain, 578

fT as a function of ID, 580

fT as a function of VOV, 580

transition frequency (fT), 578–580

High-level injection, 57

Hole concentration (p), 27

Hot-carrier diode, 644

Hysteresis in voltage comparators, 

506–509

I
iC-vCE characteristics, 132–136

for different values of IB, 134–136

for different values of VBE, 132–134

Ideal closed-loop gain (Aideal), 690

Ideal diode, 3

fi nding the operating mode, 5

PSpice simulation, 19

Ideal op amp, 21–22

Identifying feedback type and topology, 

740–741
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iD-vDS characteristics, 249–255, 258–259

nMOSFET, 249–251

pMOSFET, 251

pMOSFET and nMOSFET comparison, 

251–254

in the sub-threshold region, 258–259

Impurities, 28

Incremental diode model, 71

Inductive behavior, 600–604, 609

Injection methods, 758–762

single-injection approximation, 

761–762

Input bias current (IB), 406

Input offset current (IOS), 406

Input offset voltage (VOS), 404–409, 

430–432

in active-loaded differential 

pairs, 430–432

drift, 409

in EC pairs, 405–406

in SC pairs, 406–408

systematic, 431

Input voltage range (IVR), 480, 490, 499, 

539–541

expanded, 539–541

of the folded-cascode CMOS op 

amp, 499

of the �A741 op amp, 480

of the two-stage CMOS op 

amp, 490

Integrated-circuit diode, 32–33

Integrated-circuit noise, 796–797

Integrator, 544–545

switched-capacitor, 544–545

transfer function, 544–545

Intrinsic concentration (ni), 27, 118

dependence on temperature, 27

Intrinsic gain (aintrinsic), 338, 350, 366

of a BJT, 338, 350

of a MOSFET, 366

Inversion, 228

onset of strong, 230

weak, 229

Inverting amplifi er, 23, 713, 

751–754

CMOS inverter as an, 751–754

as a shunt-shunt negative-feedback 

circuit, 713

Ion implantation, 224

Iterative diode analysis, 59–61

J
Johnson noise, 798

Junction capacitances, (Cj), 41–42, 

566–567, 576

base-collector (C�), 566

base-emitter (Cje), 566

drain-body (Cdb), 576

parallel-plate equivalent, 42

source-body (Csb), 576

substrate (Cs), 567

Junction charge (Qj), 38–39

in equilibrium, 38–39

under external bias, 41

Junction isolation, 113, 116

L
Lambda (	) in dc calculations, 357–358

Large signals, 70

Large-signal models, 61–62, 71–72, 

137–141, 145, 255, 265, 268

BJTs, 137–141, 145

diodes, 61–62, 71–72

MOSFETs, 255, 265, 268

Lateral diffusion, 575

Lateral pnp BJT, 115–116

Law of the junction, 43

Leakage current (ICB0), 124

Left half-plane (LHP) zero, 788

Limiter, 15

Line regulation, 78–79

LM339 voltage comparator, 502–505

dc biasing, 503–504

gain, 502–504

input stage, 502

intermediate stage, 503

output stage, 503

PSpice simulation, 504–505, 664–665

transient response, 664–665

VTC, 505

Load-line analysis, 6, 58, 158, 283

in diode circuits, 58

in BJT circuits, 158

in MOSFET circuits, 283

Load regulation, 78–79

Logic gates, 13–14, 279–281, 306–312, 

652–663

diode gates, 13–14

CMOS gates, 311–312

CMOS inverter, 306–311
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MOS inverter, 279–281

noise margins, 280–281, 310–311

transient response, 652–663

Logic inverter, 156–157, 279–281, 308–309

bipolar,156–157

CMOS, 308–309

MOS, 279–281

Long-base diode, 48

Loop gain, 689, 742–755

comparing T and L, 742–744

frequency plot, 764

graphical visualization of T, 764–765

PSpice plot, 772

return-ratio (T), 742–755

two-port (L), 689

Low-frequency gain (a0), 584–586, 589, 

600, 608

Low-level injection, 43

M
�A741 op amp, 473–487

block diagram, 476

dc biasing, 476–477

frequency compensation, 781

frequency response, 630–632

general overview, 474–476

input bias current (IB), 480

input offset current (IOS), 480

input offset nulling, 480

input stage, 477–480

input voltage range, 480

intermediate stage, 481–482

output stage, 482–486

output voltage swing, 486

PSpice simulation, 487, 636–637

small-signal model, 486–487

transient response, 633–638

VTC, 487

Macro-models, 487, 504–505, 553–554

LM339, 504–505

�A741, 487

Macro transistor, 523

Magnitude error (�m), 547

Majority charge carriers, 29

Mass-action law, 28

Matching, 335

Mean lifetime (�BF), 645

Mean lifetime (�n, �p), 45, 123, 639

Mean recombination time (�n, �p, �F), 45, 639

Mean transit time (�T, �F), 568, 639

Metallurgical junction, 36

Middlebrook, R. D., 758

Miller approximation, 584–588

Miller compensation, 775–779

comparison w. shunt, 779–780,

of op amps, 780–794

Miller effect, 582–583

Minority charge carriers, 29

Mismatches, effect of, 401–409, 430–431

on the CMRR, 401–405

on the input offset current, 406

on the input offset voltage, 404–409, 430–431

Mobility (�), 30–31

calculation, 32–34

temperature dependence, 32

Monolithic amplifi ers, 340–341

Monolithic circuits, 334–342

design considerations in, 334–342

Monolithic op amps, 473–500, 524–526, 

534–541, 629–637, 804–806

bipolar, 473–487

CFA-derived, 525–526

CMOS, 487–500

current-feedback, 524–525

frequency response, 629–633

fully-differential, 534–541

noise in, 804–806

operational transconductance, 526–529

transient response, 633–637

as voltage comparators, 502

MOS amplifi er/switch, 273–281

amplifi er, 275–279

amplifi er waveforms, 277–278

logic inverter, 279–281

logic inverter noise margins, 280–281

switch, 279

VTC, 273–275

MOS buffers, 300–306

CG as a voltage amplifi er, 305–306

common-drain (CD), 300–303

common-gate (CG), 304–306

MOS differential pairs, see Source-coupled 

pairs

MOS current mirrors, 262–264, 340, 412–416

basic, 262–264, 412–413, 340

cascode, 413–416

Sooch, 415–416

wide-swing, 415–416

Logic gates (cont.)
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MOSFET amplifi ers, 291–300

ac analysis procedure, 292–293

capacitance selection in, 299–300

common-source (CS), 291–297

common-source w. source degeneration 

(CS-SD), 297–299

dc analysis procedure, 292

quick estimates for, 297, 299

unloaded voltage gain (aoc), 293, 297, 299

MOSFET characteristics and models 

revisited, 357–371

body transconductance (gmb), 359–361

CD confi guration w. idealized active load, 

367–369

CG confi guration w. idealized active load, 

369–371

CS confi guration w. idealized active load, 

364–367

generalized ac circuit, 361–364

	 in dc calculations, 357–359

parameter tables, 355, 356, 364, 368, 370

small-signal resistances into the 

MOSFET terminals, 363–364

MOSFET high-frequency models, 575–580

MOSFET inverter, 279–281,

noise margins, 280–281

MOSFET large-signal models, 255, 265, 268

MOSFET models, 255, 265, 268, 284–285, 

360, 575–580, 800–801

high-frequency, 575–580

large-signal, 255, 265, 268

noise, 800–801

small-signal, 284–285, 360

MOSFET noise model, 800–801

MOSFET small-signal models, 284–285, 360

MOSFET as a switch, 279–280

MOSFETs, 221–316

amplifi er/switch, 273–282

biasing, 264–271

circuit symbols, 234–235

CMOS inverter/amplifi er, 306–314

current buffer, 304–306

fabrication, 224–226

high-frequency operation, 574–580

 i-v characteristics, 247–259

large-signal operation, 259–273

models, 255, 265, 268, 284–285, 360, 

575–580, 801

n-channel characteristics, 237–247

noise characteristics, 800

operating regions, 237–245

physical structure, 224–226

in resistive circuits, 259–273

revisited, 357–363

small-signal operation, 282–290

SPICE models, 314–316

threshold voltage (Vt), 226–237

voltage amplifi ers, 290–300

voltage buffer, 300–304

MOS switch/inverter, 273–281

logic inverter, 279–281

logic inverter noise margins, 280–281

switch, 279

Multipliers, 19–21, 529–532

diode voltage multipliers, 19–21

variable transconductance, 529–532

N
NAND gates, 311–312

Native threshold, 233

Negative feedback, 685–762

basics, 688–695

Blackman’s impedance formula, 755–759

effect on bandwidth, 701–704

effect on distortion, 695–698

effect on noise, 698–701

injection methods, 758–762

practical confi gurations and loading, 

714–739

return ratio analysis, 741–755

topologies, 704–714

Negative feedback action in transistor 

circuits, 174, 185, 192, 266, 287, 302, 

417

in BJT biasing, 174

in the CC confi guration, 192

in the CD confi guration, 302

in the CE-ED confi guration, 185

in the CS-SD confi guration, 287

in MOSFET biasing, 266

in the Wilson current mirror, 417

Negative feedback basics, 688–695

amount of feedback, 690

classic example, 692–694

closed-loop gain, 689–690

error amplifi er, 688

error signal, 688, 691

feedback factor, 688

feedback signal, 688, 691
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gain desensitivity, 691–692

loop gain, 689

open-loop gain, 689

single-transistor example, 694–695

Negative feedback in op amps, 22

Netlist editing, 445–446

Neutral regions, 36

nMOSFET characteristics, 237–247

channel-length modulation, 242–243

determining the operating region, 

244–245

edge of saturation (EOS), 242

output resistance (ro), 243–244

pinchoff point, 241

saturation region, 242

triode region, 237–241

Noise, 280–281, 698–701, 795–810

in differential pairs, 806–809

dynamics, 801–803

effect of feedback on, 698–701

margins, 280–281

models for semiconductor devices, 

799–801

op amp circuit example, 804–806

properties, 795–796

PSpice simulation, 810

spectra, 796–798

types, 798–799

Noise current (in), 797–798

Noise in differential pairs, 806–809

bipolar, 808–809

CMOS, 806–808

Noise dynamics, 801–803

Noise in EC pairs, 808–809

Noise equivalent bandwidth (NEB), 

802–803

1yf noise, 803

white noise, 802

Noise margins, 280–281, 310–311

Noise models for semiconductor devices, 

799–801

BJT, 800–801

diode, 799–800

MOSFET, 801

Noise in op amp circuits, 804–806

Noise power densities ( e  n  
2 ,  i  n  

2 ), 796

Noise properties, 795–796

rms values (En, In), 795–796

summation, 796

Noise in SC pairs, 806–808

Noise simulation via SPICE, 810

Noise spectra, 796–798

corner frequencies (fce, fci), 796–797

integrated-circuit noise, 796–797

noise current (in), 797–798

noise power densities  ( e  n  
2 ,  i  n  

2 ), 796

noise voltage (en), 797–798

1yf noise, 796–797

spectral densities (en, in), 797–798

white noise, 796–797

Noise types, 798–799

burst, 799

contact, 799

fl icker, 799

Johnson, 798

1yf, 799

pink, 799

popcorn, 798

thermal, 798

Noise voltage (en), 797–798

Noninverting amplifi er, 22–23, 692–693

as a classic example of negative feedback, 

692–693

return ratio, 744–746

Non-overlapping clock drive, 543

Non-unilateral amplifi er, 189, 743

NOR gates, 311–312

Norton equivalent, 90

O
Ohmic contact, 33, 113, 644

Ohmic region, 241

resistance (rDS), 241

One-over-eff (1yf) noise, 796–797, 

799, 803

brickwall equivalent for, 803

One-sided junction, 48

Op amp noise, 804–806

Op amp rule, 22

Open-circuit time-constant (OCTC) 

analysis, 612–629

of cascode amplifi ers, 623–629

of CE/CS amplifi ers, 613–616

of CE-ED and CS-SD amplifi ers, 

619–621

PSpice verifi cation, 621, 626, 629

of voltage buffers, 619–622

Open collector, 503

Negative feedback basics (cont.)
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Open-loop bandwidth (fb), 701–702

Open-loop gain (a), 689

Operating regions of the BJT, 137–150

cutoff, 137

diode mode, 149–150

fi nding the operating region, 143–149

forward active, 138

reverse active, 135

saturation, 139

Operating regions of the MOSFET, 237–249

diode mode, 247–249

fi nding the operating region, 244–245

pinchoff point, 241–242

saturation, 242–244

triode, 237–241

Operational amplifi ers, 21–25, 66–67, 

75–76, 79–80, 473–500, 524–526, 

534–541, 629–637, 712–714, 

804–806

basic circuits, 22–24

in diode circuits, 24–25, 66–67, 75–76, 

79–80

feedback topologies using, 712–714,

frequency response, 629–633

ideal, 21–22

monolithic, 473–500, 524–526, 534–541

noise in, 804–806

transient response, 633–637

Operational transconductance amplifi ers, 

see OTAs

Optocouplers, 124

OR gate, 13

OTAs, 526–529

distortion in, 528–529

predistortion techniques in, 528–529

transconductance gain, 527

Output stages, 432–445

bipolar, 432–440

CMOS, 440–445

Output voltage swing (OVS), 336, 486

of the folded-cascode CMOS op amp, 499

of the �A741 op amp, 486

of the two-stage CMOS op amp, 490

Overdrive base charge (QS), 647–650

Overdrive base current (IBS), 648–650

Overdrive voltage (VOV), 237, 664–665

in MOSFETs, 237

in voltage comparators, 664–665

Overlap capacitance (Cov), 576

Overload protection, 438–440

Overshoot (OS), 771

Oxide capacitance (Cox), 227

P
Parasitic capacitances, see Stray 

capacitances

Peak detectors, 17–18

Peak diode current, 87–88

Peaking, 767–771

as a function of (�m), 771

Peaking current source, 419–421

Peak inverse voltage (PIV), 88–90

Periodic table, 26

Permittivity, 36, 227

of silicon (�si), 36

of silicon oxide (�ox), 227

Phase error (��), 547

Phase margin (�m), 764–766

plotting using PSpice, 772

Phase-slope correspondence, 767

Phototransistor, 124

Physical structure of BJTs, 112–117, 

650–652

lateral pnp, 115–116

npn, 112–113

Shottky-clamped, 650–652

substrate pnp, 115–116

vertical pnp, 115–116

well, 520–521

Physical structure of diodes, 32–34, 

643–644

integrated-circuit, 32–34

Shottky-barrier, 643–644

Physical structure of MOSFETs, 224–226

complementary MOS (CMOS), 225–226

nMOSFET, 224–225

Piecewise linear diode characteristic, 61–63

circuit analysis, 63–67

Piecewise-linear function generators, 16–17

Pinchoff point, 241

Pink noise, 799

Planar process, 112–116

� model for the BJT, 161

pMOSFET, 251–255

pn diode equation, 43–50

pn junction, 34–53

in equilibrium, 34–39

in forward bias, 53–58

in reverse bias, 50–53
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pnp BJTs, 115–116, 520

well, 520

Pole frequency (p), 665

Pole splitting, 776

Polysilicon, 226

Popcorn noise, 798

Positive feedback, 506

Power densities  ( e  n  
2 ,  i  n  

2 ), 796

Practical feedback confi gurations, 714–741

Process transconductance parameter (k9), 240

Propagation delays (tP), 642–643, 664–665

in CMOS gates (tPHL, tPLH), 652–663

hand calculation, 663

using PSpice, 656–658

in voltage comparators, 664–665

Pull-up resistor, 503

Push-pull stages, 433–437

CD, 440–441

class AB, 434–437

class B, 433–434

CS, 442–445

in negative-feedback operation, 

699–701

quiescent current, 436

Q
Quiescent current (IQ), 436

Quiescent point (Q), 67–69, 157–159, 

260–262, 282–283

in BJTs, 157–159

in diodes, 67–69

in MOSFETs, 260–262, 282–283

R
Recombination base current (iBB), 123

Recovery region, 650

Rectifi ers, 10–13, 24–24, 84–90

full-wave, 11–13, 89–90

half-wave, 10–11, 84–88

using op amps, 24–25

Resistance transformation, 162–167, 

288–289, 356, 370

by BJTs, 162–167, 356

by MOSFETs, 288–289, 370

Resistive biasing of MOSFETs, 264–273

dual-supply schemes, 264–269

single-supply schemes, 269–273

Return ratio (T), 741–762

calculation examples, 744–754

of a CMOS inverting amplifi er, 

751–754

comparison w. L, 742–744

of a dependent source, 741–742

feedback bias, 746–748

of generalized BJT circuit, 749–751

noninverting op amp, 745–746

PSpice measurements, 760–762

Return ratio analysis, 741–754

Return-ratio feedback factor (�), 

754–755

Return-ratio loop gain, see Return 

ratio (T)

Return-ratio measurements, 760–762

via single injection, 761–762

via successive injections, 760–761

Return signal (sr), 742, 758–759

Reverse active mode (RA), 135–136

RA current gain (�R), 135

Reverse-biased pn junction, 50–53

Reverse breakdown, 51–53, 136

in diodes, 51–53

in BJTs, 136

Reverse current (IR), 50–51

thermal drift, 50

Reverse signal transmission, 742

Right half-plane (RHP) zero, 589–592, 

776–778, 785–790

in CE/CS amplifi ers, 589–592

elimination, 786–787

elimination, using a current buffer, 787

elimination, using a voltage buffer, 787

in Miller compensation, 776–778

relocation, using a resistance, 787

Ringing, 767–771

as a function of (�m), 771

Ripple, 85–90

Rms values (En, In), 795–796

Root locus, 768–770

Rules of thumb, 50, 52–55, 121, 124, 131, 

185, 258, 299, 661

cee delta vee equals aye delta tee, 661

decade current change, 54, 121

18-mV, 54, 131

gain of CE-ED, 185

gain of CS-SD, 299

octave current change, 54, 121

60-mV, 54, 131

TC(ICB0), 124

TC(IR), 50
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TC(Is), 121

TC(VBE), 131

TC(VD), 55

TC(Vt), 258

TC(VZ), 52–53

S
Saturation current (Is), 47–49, 120–122

in BJTs, 120–121

in long-base diodes, 48–48

in short-base diodes, 49–50

thermal dependence, 121

Saturation region, 139–141, 152, 242, 

254–255, 648–650

BJT model in, 139–141

BJT current gain (�sat) in, 152

MOSFET model in, 254–255

BJT during transients, 648–650

Schottky-barrier diodes, 643–644

transients in, 643–644

Schottky-clamped BJT, 650–652

Second-harmonic distortion, 534

Self-aligning process, 226, 232

Semiconductors, 25–33

Series/parallel MOSFET combinations, 

245–247

Series-series feedback topology, 710–711, 

713–714, 728–732, 740–741

analysis procedure, 730

identifi cation, 740–741

using op amps, 713–714, 728–730

practical 728–732

single-transistor V-I converter, 730–732

unloaded, 710–711

Series-shunt feedback topology, 705–707, 

712–713, 715–723, 740–741

analysis procedure, 717–718

emitter follower, 721–723

feedback triple, 718–720

identifi cation, 740–741

using op amps, 712–713, 715–717

practical 715–723

PSpice simulation, 720

source-to-load gain, 717

unloaded, 705–707

Series-type resistances (Ri, Ro), 704–712, 

755–758

via Blackman’s formula, 755–758

Short-base diode, 48–50

Short-channel effects, 223, 580

Shunt capacitance compensation, 773–775

comparison w. Miller, 779–780

Shunt-series feedback topology, 707–709, 

714, 732–741

analysis procedure, 735

feedback pair, 735–738

identifi cation, 740–741

using op amps, 714, 732–734

practical, 732–740

PSpice simulation, 737

source-to-load gain, 734

unloaded, 707–709

Shunt-shunt feedback topology, 710, 713, 

723–728

analysis procedure, 725

feedback-bias BJT, 727–728

feedback triple, 725–727

identifi cation, 740–741

practical, 723–728

unloaded, 710

using op amps, 713, 723–725

Shunt-type resistances (Ri, Ro), 704–712, 

755–758

via Blackman’s formula, 755–758

Sidewall capacitance (Cj(sw)), 653–656

Sidewall perimeter (Pd, Ps), 654–656

Silicon oxide (SiO2), 224

thickness of (tox), 224

unit-area capacitance (Cox), 227

Single-ended signals, 397

Single-supply biasing, 171–175, 269–273

of BJTs, 171–175

of FETs, 269–273

Single-transistor example of a negative 

feedback circuit, 694–695

Slew rate (SR), 635–638

insightful expression for, 637–638

PSpice simulation, 636–637

Small signals, 67–68

Small-signal approximation, 70, 160, 283

for BJTs, 160

for diodes, 70

for MOSFETs, 283

Small-signal BJT parameters, 159–162

base-collector resistance (r�), 343

base-emitter resistance (r�), 159

collector resistance (ro), 159

common-base current gain (�0), 164

common-emitter current gain (�0), 161
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emitter resistance (re), 164

tabulation, 162

transconductance (gm), 159

Small-signal BJT resistances, 159–166, 

342–348

into the base (Rb), 163–164, 345–347

base-collector (r�), 342–343

base-emitter (r�), 159

collector (ro), 159

into the collector (Rc), 165–166, 347–348

emitter (re), 164

into the emitter (Re), 164–165, 347

tabulation, 163, 345

visualization, 167

Small-signal current gain, 161, 164

common-base (�0), 164

common-emitter (�0), 161

Small-signal diode resistance (rd), 70

Small-signal models, 71–73, 161–162, 

197–199, 284–285, 343–344, 360

BJTs, 161–162, 197–199, 343–344

diodes, 71–74

MOSFETs, 284–285, 360

Small-signal MOSFET parameters, 

283–285, 361–364

body transconductance (gmb), 360

drain resistance (ro), 283

tabulation, 285

transconductance (gm), 283

Small-signal MOSFET resistances, 283, 

287–290, 363–364

into the drain (Rd), 289–290, 364

drain resistance (ro), 283

into the gate (Rg), 287–288

into the source (Rs), 288–290, 363

tabulation, 289, 362

Small-signal operation, 69–71, 157–162, 

282–285

BJT, 157–162

diode, 69–73

MOSFET, 282–285

Solid-state diffusion, 32–33,112–113

Sooch current mirror, 415–416

Sooch, N. S., 416

Source-body capacitance (Csb), 576

Source-coupled (SC) pairs, 340–341, 

390–396, 400–401, 406–408, 

421–432, 592–598, 806–808

active-loaded, 421–432, 596–598

CMRR in, 400–404, 596

folded-cascoded, 432

frequency response, 592–598

input offset voltage, 406–408, 430–431

intuitive analysis, 395–396

noise in, 806–808

transfer characteristics, 391–393, 

422–424

voltage gain, 393, 424–427

Source degeneration, 297–299

rule of thumb, 299

Source follower, see Common-drain 

confi guration

Space-charge layer (SCL), 34, 118–122.  

See also Depletion region

in BJTs, 118–122

in pn junctions, 34

Spectral densities (en, in), 797–798

SPICE models, 90–92, 201–203, 314–316

BJTs, 201–203

diodes, 90–92,

macromodels, 553–554

MOSFETs, 314–316

SPICE netlist editing, 445–446

SPICE simulation of noise, 810

Stability in negative-feedback circuits, 

762–772

discrepancy function (D), 762–763

frequency response as a function of �, 

767–770

gain margin, 820–821

graphical visualization of T, 764–765

an illustrative example, 765–771

injection techniques, 772

peaking as a function of (�m), 771

phase margin (�m), 765

phase-slope correspondence, 767

pole locations as a function of �, 768–770

PSpice measurements, 772

responses for �m 5 608, 770–771

ringing as a function of (�m), 771

transient response as a function of �, 

767–770

Startup circuits, 516–517

Storage time (tS), 642

in BJTs, 648–650

in diodes, 642

Stray capacitances, 550–551, 566–569, 

574–577

in BJTs, 566–569

Small-signal BJT parameters (cont.)
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in MOSFETs, 574–577

in switched-capacitor circuits, 550–551

Stray-insensitive integrators, 552

Substrate, 112

pnp BJT, 115–116

Sub-threshold operation, 258–259

iD-vDS characteristics, 258–259

Successive voltage/current injections, 

758–762

single-injection, 761–762

using PSpice, 759–762

Summing amplifi er, 23

Summing network (S), 688

Superdiode, 66–67

Superposition principle, 72

Surface potential, 228–229

Switch, 542–543

break-before-make, 543

transmission gate, 549–550

Switched capacitor, 542–544

Switched-capacitor circuits, 541–552

autozeroing techniques, 548–549

charge injection, 550–551

discrete-time considerations, 545–548

double-polysilicon capacitor, 541–542

stray capacitances, 550–551

stray-insensitive integrators, 552

switched capacitor, 542–544

switched capacitor integrator, 544–545

transmission gates, 549–550

Switched-capacitor integrators, 544–545

inverting, 544–548, 552

magnitude error (�m), 547

noninverting, 552

phase error, (��), 547

stray-insensitive, 552

transfer function, 544

waveforms, 546

Systematic error (�), 410–411, 417

Sziklai, G. C., 374

T
Telescopic cascode, 380–381

Temperature dependence, 50, 52–53, 55–56, 

121, 124, 129–130, 258, 409, 517

of the breakdown voltage BV, 52–53

of the forward current gain �F, 129–130

of the input offset voltage VOS, 409

of the leakage current ICBO, 124

of the reverse current IR, 50

of the saturation current Is, 121

of the thermal voltage VT, 517

of the threshold voltage Vt, 258

of the transconductance parameter k, 258

of VBE, 131, 517

of VD, 55–56

Test voltage, 163–166, 200, 288–289

Thermal generation, 50

Thermal noise, 798

Thermal voltage (VT), 27

thermal coeffi cient, 517

Thévenin equivalent, 6

Three-pole amplifi er, 766

Threshold voltage (Vt), 226–237, 258

body-bias dependence, 235–237

body effect, 235–237

temperature dependence, 258

Total rms output noise (Eno), 802

Total signal, 68, 154, 277

Three-pole feedback system, 766–70, 

775–780

ac responses, 766–767

Miller compensation, 775–780

root locus, 768–770

shunt-capacitace compensation, 

773–775

transient responses, 768

T model for the BJT, 197–199

Tracking, 335

Transconductance, 159, 248, 283, 360–363

BJT, 159

body (gmb), 360

MOSFET, 248, 283, 360–363

Transconductance parameter, 240

device (k), 240

process (k9), 240

Transconductors, 522–523, 526–529

differential-input, 526–529

Transfer functions, 665–667

Transformer, 89–90

center-tapped, 89

Transient response of CMOS gates, 

652–663

hand calculations, 658–663

power dissipation, 663

propagation delays (tPHL, tPLH), 652–653, 

658, 661–663

via PSpice, 653–658

waveforms, 658

fra28191_index_827-850.indd   845fra28191_index_827-850.indd   845 13/12/13   11:18 AM13/12/13   11:18 AM



846 Index

Transient response in op amps, 633–639

current-feedback, 638–639

PSpice simulation, 636–638

slew-rate (SR) limiting, 635–637

small-signal, 633–636

voltage-feedback, 633–638

Transient response of voltage comparators, 

664–665

overdrive (VOV), 664–665

propagation delay (tP), 664–665

PSpice simulation, 664–665

Transit time (�T, �F), 568, 639

Transition frequency (fT), 571–572, 

578–580, (ft), 629

in BJTs (fT), 571–572

fT as a function of IC, 573–574

fT as a function of ID, 580

fT as a function of VOV, 580

in MOSFETs (fT), 578–580

in op amps (ft), 629

Transmission gates, 549–550

Triode region, 237–241

channel resistance in, 240–241

Two-port analysis of feedback systems, 

704–741

Two-port feedback factor (b), 688

Two-port loop gain (L), 689

comparing L and T, 742–744

Two-stage CMOS op amp, 487–495, 538, 

632, 782–790

CMRR, 492, 494–495

dc biasing, 488

frequency compensation, 

782–790

frequency response, 632

fully-differential, 538

gain-bandwidth product, 785

input offset voltage, 489

input stage, 487–488

input voltage range, 490–491

output stage, 488

output voltage swing, 490–491

PSpice simulation, 491–492, 

782–790

PSRR, 492–495

voltage gain, 488–489

VTC, 492

Types of MOSFETs, 234–235

circuit symbols, 235

U
Unilateral amplifi er, 743

Unilateral feedback network, 743

Unilateral voltage amplifi ers, 177–178, 

290–291

Unloaded gain (aoc), 178–186, 191, 

291–299, 301, 313, 350–355, 

365–371, 377–380, 426–427, 

486, 488–489, 499

in active-loaded differential pairs, 

426–427

in bipolar cascode, 377

in CB amplifi ers, 354–355

in CC amplifi ers, 191, 352–353

in CD amplifi ers, 301, 368

in CE amplifi ers, 178–186, 350

in CG amplifi ers, 305–306, 371

in CMOS inverters, 313

in CS amplifi ers, 291–299, 365–366

in folded cascode CMOS op amps, 499

in �A741 op amps, 486

in MOS cascode, 380

in two-stage CMOS op amps, 488–489

V
Valve analogy of a diode, 4

Variable transconductance multipliers, 

529–532

four-quadrant, 529

Gilbert Cell, 529

as a modulator-detector, 530

as a phase detector, 530

Velocity saturation, 32, 223

Vertical pnp BJT, 115–116

V-I converter, 531

Voltage buffers, 23, 189–195, 300–303, 

599–604, 607–610

bipolar, 189–195, 599–604

MOS, 300–303, 607–610

OCTC analysis, 616–619

op amps as, 23

Voltage clamps, 14–15

symmetric, 84

using Zener diodes, 81–84

Voltage comparators, 501–509, 664–665

bipolar (LM339), 502–505

CMOS, 505–509

comparison w. op amps, 502
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gain, 502–504

w. hysteresis, 506–509

PSpice simulation, 504–505, 509, 

664–665

transient response, 664–665

VTC, 501

Voltage doubler, 19–20

Voltage follower, see Voltage buffers

circuit equivalent, 353, 369

Voltage gain, 178

CB confi guration, 197

CC confi guration, 189–195

CE confi guration, 178–183

CE-ED confi guration, 183–186

gate-to-drain, 287–289, 362–363

gate-to-source, 287–289, 

362–363

intrinsic, (aintrinsic), 338, 

350, 366

signal-to-source, 178, 291, 

716, 734

unloaded (aoc), see Unloaded gain

Voltage injections, 758–762

Voltage multipliers, 19–21

Voltage quadrupler, 20–21

Voltage references, 77–81, 517–521

bandgap, 517–521

using forward-biased diodes, 

80–81

using op amps, 79–80

using Zener diodes, 77–80

Voltage transfer curve (VTC), 150, 274, 

422–424

W
Waveshaping, 17

Weak inversion, 258–259

Well BJTs, 520–521

White noise, 796–797, 802–803

equivalent bandwidth of (NEB), 

802–803

fl oor, 797

Wide-swing current mirrors, 415–416

Widlar, B. 419

Widlar current source, 419–420

Wilson current mirror, 416–419

analysis of via Blackman’s impedance 

formula, 757–758

output resistance (Ro), 417–419

Wilson, G. R., 416

Z
Zener diode, 52

as a voltage clamp, 81–84

as a voltage reference, 77–79

as a voltage reference using op amps, 

79–80

Zener effect, 52

temperature coeffi cient, 52

Zero frequency (0, z), 589, 594, 598, 

604–609, 665, 786–788

in active-loaded differential pairs, 598

in CE/CS amplifi ers, 589

in emitter-coupled pairs, 594

in two-stage CMOS op amps, 786–788

in voltage followers, 604–609
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