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Preface

Wireless communications services are penetrating into our society at an explosive growth

rate, and demands for a variety of high-speed wireless multimedia services continue to

increase. It is everyone’s wish that wireless could act like a wired connection with the

same quality as fixed networks. To realize true high-speed wireless systems, sustained

technical innovation on many fronts will be required. The physical limitations on and

problems with wireless channels (bandwidth and power constraints, multipath fading,

noise and interference) present a fundamental technical challenge to reliable high-speed

wireless communications. This book is an ideal reference for graduate students and

practitioners in the wireless industry.

The text of this book has been developed through years of research by the author and

his graduate students. The aim of this book is to provide an R&D perspective on the field

of high-speed wireless multimedia communications by describing the recent research

developments in this area and also by identifying key areas in which further research

will be needed.

The book is organized into four parts: introduction, ultra-wideband (UWB) commu-

nications, evolved 3G mobile communications and 4G mobile communications, with

twelve chapters.
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Introduction





1 Introduction to high-speed wireless
communications

Wireless communications and internet services have been penetrating into our soci-

ety and affecting our everyday life profoundly during the last decade far beyond any

earlier expectations. In addition, the demand for wireless communications is still grow-

ing rapidly and wireless systems that support voice communications have already been

deployed with great success. Further wireless mobile and personal communication sys-

tems are expected to support a variety of high-speed multimedia services, such as high-

speed internet access, high-quality video transmission and so on. To meet the demand

for high data rate services in broadband wireless systems, various systems and/or tech-

nologies have been proposed, such as the ultra-wideband (UWB) system, and evolved

third generation (3G) and fourth generation (4G) mobile communications systems.

1.1 UWB communications

In the foreseeable future, the development of low-power, short-range and high-speed

transmission systems is going to play a significant role in the area of wireless communi-

cation, due to a blooming growth in demand for information sharing and data distribution

tools to be used in hot-spot layer and personal network layer communications. At the

same time, the radio frequency (RF) spectrum suitable for wireless links is limited, so

efficient spectrum utilization is a challenging problem in physical-layer communica-

tion engineering [1]. All these have motivated the exploration of the UWB transmission

system.

Recently, there has been a growing interest in the research and development of novel

technologies aimed at allowing new services to use the radio spectrum already allocated

to established services, but without causing noticeable interference to existing users.

UWB systems [1]–[3], using bandwidths in excess of 500 MHz with very low power

spectral density, are currently attracting much interest as a means of obtaining additional

capacity by overlaying the narrowband signals that currently occupy various portions of

the spectrum.

If the emissions from UWB devices are regulated to avoid causing significant interfer-

ence to licensed narrowband services, then it becomes possible to allow UWB systems to

operate on an unlicensed basis, enabling UWB technology to support a diverse range of

short distance applications, such as wideband multimedia services for home, radar, auto-

motive and medical imaging systems. Currently, mobile phones and unlicensed wireless
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LANs are not allowed to be used in hospitals, because of the fear that they will interfere

with medical equipment. However, future UWB devices might be used in hospitals since

they have very low power spectral density, i.e., their emissions have very low interference

potential.

The term “ultra-wideband” originated from the Department of Defense of the United

States of America in 1989 [4], although the research and development of the related

radio technology had been taking place for decades. A common accepted definition of

UWB is that the system signal occupies a bandwidth greater than 500 MHz or 25% of

the center frequency. Numerically, this is given by

fractional bandwidth = fU − fL

fC

≥ 0.25 (1.1)

where fU and fL are the upper and lower frequencies, respectively, of the−10 dB emission

point. The center frequency fC is defined as

fC = fU + fL

2
(1.2)

There are existing technologies capable of offering short-range wireless services.

Bluetooth technology, using the 2.4 GHz spectrum of the industrial, scientific and med-

ical (ISM) band, supports the data rate of 700 kilo bits per second (kbps). The IEEE’s

standards for wireless local area networks (LAN), IEEE 802.11a and IEEE 802.11b

(so-called wireless fidelity (WiFi)), using the 5 GHz and 2.4 GHz spectra of the ISM

band, support data rates of up to 54 mega bits per second (Mbps) and 11 Mbps, respec-

tively. In comparison to these short-range communication devices, future UWB devices

will offer much higher data rates of up to around 500 Mbps, which offers opportunities

for expansion of wireless communications in many areas. For example, UWB technology

can be used for cable displacement in the construction of high-speed home and business

networking; establishing high throughput links for hand-held devices and various con-

sumer electronic appliances such as notebook computers, digital cameras, portable music

players and personal digital assistants; supplying short-range voice, simultaneous video,

audio and Internet services in campus areas, libraries, and even medical and elderly care

facilities; as well as providing high-speed data distribution within airport terminals or

railway stations.

The relative advantage of UWB technology in comparison to the conventional nar-

rowband system is not limited to the increase in transmission rate. As the UWB system

bandwidth would be much larger than the actual data rate, recall Shannon’s equation for

channel capacity:

capacity = bandwidth · log

(
1 + signal power

noise power

)
(1.3)

The expansion of operating bandwidth allows a lower system signal-to-noise ratio for

the same capacity. As a result, UWB devices can have a much lower operating power

than conventional narrowband communication systems, as illustrated in Figure 1.1. Low

emission power is not only beneficial in power-constrained scenarios such as battery-

operated devices, but also allows cheap RF components.
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30 kHz 
Analog cellular voice channel

6 MHz 
TV channel

28–100 MHz 
Unlicensed spread spectrum devices

1000–3000 MHz 
Ultra-wideband devices

Figure 1.1 Bandwidth of typical wireless technologies.

Multipath fading is another main concern for the use of indoor wireless systems,

since the transmitted signal usually reaches the receiver by more than one path due to

reflection, refraction and scattering of radio waves by obstacles. This problem is much

relieved for UWB systems due to fine time resolution, since the bandwidth of the UWB

signal would be much greater than the coherence bandwidth of the channel response.

The greater multiple propagation path resolvability allows better control of fading as

multipath components can be combined constructively, which is less satisfactory in

narrowband communication systems.

In the USA, the standardization and regulation processes are undergoing change and

the Federal Communications Commission (FCC) has introduced spectral masks for the

operation of different types of UWB device. UWB devices for communication must

operate with their −10 dB (fractional) bandwidth of at least 500 MHz within the fre-

quency band between 3.1 and 10.6 gigahertz (GHz), as shown in Figure 1.2. The region

of the spectrum below approximately 2 GHz should be well attenuated because it is the

most heavily occupied region of the spectrum, containing services for public safety,

aeronautical and maritime navigation and communications, AM, FM and TV broad-

casting, private and commercial mobile communications, medical telemetry, amateur

communications, and GPS operations. Under such arrangement, these GHz-bandwidth

devices should have very low emission power so as to prevent noticeable interference

to the numerous established narrowband systems scattered over the allocated spectrum

for UWB devices. Overlaying can meet the goal of efficient use of scarce spectrum

resources, but the deployment of UWB technology has aroused a lot of controversy

since systems sharing the spectra are under the threat of mutual interference. Lack of

coordination among the systems involved could further worsen the situation since UWB

devices would operate on an unlicensed basis due to the large expected market size.
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In accordance with the characteristics described, the UWB wireless communication

system should be very effective and robust in gathering multipath energy, suppressing

narrowband interference, and combating multiple access interference of other UWB sys-

tems. The overlaid UWB system should cause negligible harm to existing systems, have

a frequency spectrum suited to the operational requirements, and achieve acceptable per-

formance in low transmission energy. Therefore, the deployment of UWB technology

is a controversial issue and there are fierce discussions over the methods of its imple-

mentation, for example in the standardization of IEEE 802.15.3a, which considers the

ultra-wide bandwidth physical channel. It should be pointed out that UWB technology

is just an innovative way of using a valuable resource, but should not be confined to

any specific scheme. There is no restriction on the modulation techniques for UWB

technology as long as the operating requirements are met.

1.1.1 Multicarrier-CDMA-based UWB

When considering overlay, interference reduction and interference suppression are the

key issues for sharing the spectrum in harmony between the established narrowband

systems and the overlaid UWB system. The way the allocated resources are shared

among the UWB devices and the rich number of multipaths are used are also important

issues.

The multiple-access scheme is key for UWB wireless communication since the system

is to be used at short range, supporting numerous users, devices or services. Code division

multiplexing is suggested to be a suitable scheme for UWB systems over frequency divi-

sion multiplexing (the fractional bandwidth requirement cannot be met), time division

multiplexing (synchronization among all system users is needed) or carrier-sense mul-

tiple access (inefficient channel sensing and back-off due to collision). Direct sequence

code division multiple access (DS-CDMA) is a spread-spectrum modulation technique.

The origin of the technology can be dated back to pre-World-War II years, and was ini-

tially used in military communications. CDMA communication systems for commercial

use have appeared in the past decade.

Figure 1.3 illustrates the fundamental components of a DS-CDMA system. Under

this modulation scheme, at the transmitter, the data signal is spread by a higher rate

random code to give the spread signal, which is then passed to the RF modulator where

the signal spectrum is shifted to the assigned frequency location. The resultant signal

is amplified and transmitted. At the receiver, the signal is RF demodulated by reference

carrier and despread by the locally generated code to recover the data. The spreading and

despreading processes result in the attractive features of DS-CDMA system: multiple

access and multipath resolution capabilities, as well as the abilities of anti-jamming and

anti-interference, while decades of effort and experience have proved that CDMA is an

efficient way for wireless communication as well as a suitable candidate for overlaying

purposes. All of these are necessary for the UWB communication environment.

Based on these features, DS-CDMA is a probable multiple access scheme, but it is less

feasible when applied directly to UWB communications because the ultra-wide band-

width demands circuitry with an ultra-fast sampling rate and analog-to-digital conversion
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Data

Code Carrier

Estimation

Carrier 
recovery

Local code 
generation

Figure 1.3 Block diagram of casual DS-CDMA system.

Narrowband interference

Multicarrier CDMA

f
1

f
2

f
M

f

Figure 1.4 Spectrum of multicarrier CDMA UWB system.

components with a very large dynamic range are required due to the fact that the received

signal exhibits large variation. Furthermore, if a casual DS-CDMA scheme was adopted,

the UWB system would have to cope with the negative effects of all the established

narrowband systems scattering along the allocated bandwidth. As a result, the hybrid of

casual DS-CDMA – multicarrier CDMA, is a promising choice.

Under multicarrier CDMA, after the data signal is spread by a higher rate random

code, the resultant signal is then modulated on multiple carriers. Multicarrier CDMA

offers the following advantages. First, the rate of signal processing is no longer directly

related to the entire occupied spectra since the ultra-wide bandwidth is sliced into a

number of wide bandwidth portions, so lower speed units can be used. Second, the signal

spectra of different carriers can be disjoint from each other, and they can be shifted

to an appropriate frequency region, with the reinforcement of band-limiting techniques

so that important spectra such as ISM bands or those reserved for emergency use can

be easily avoided. Resource allocation can be flexible where trade-off between overall

transmission rate and quality of service from frequency diversity is allowable. Third,

various techniques developed for DS-CDMA signal processing can be applied.

UWB systems are overlaid on the established services, scattered over the operating

bandwidth. In order to share the resource harmoniously, the idea of filtering at the

transmitter has been suggested, in which notches are placed on appropriate frequency

locations so that the emission power of the UWB system is suppressed over the spectra

occupied by the established systems (Figure 1.4), in order to fulfill the interference

avoidance requirement.
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Notch filtering is initially employed for jamming-signal suppression at the receiver

and the related technology has been well explored over the past few decades. It was

proposed that notch filtering at the transmitter can be achieved by passing the spreading

code through a transversal filter before signal spreading takes place. Limited complexity

is an attractive feature of the transversal filter, and the tap weights adaptation of the filter

can be based on either the available information in advance for fixed spectra assignment

in narrowband systems, or feedback of statistics from the receiving end of the UWB

device based on an observation of the captured signal for a totally unknown situation.

Since the overlaid UWB system should not disrupt the established services, but there is

no co-ordination with those systems, this kind of passive avoidance approach is suitable

for a UWB operating scenario.

Alternatively, a convenient method to introduce notch filtering at the transmitter can

be done by chip shape modification. The chip shape is used for band-limiting the trans-

mitted signal, and its modification for other interference suppression purposes has been

discussed [5], [6]. In this book, modification of the spectrum of the transmitted chip

signal is employed for interference avoidance with established services, and the details

are discussed further in Chapter 2.

On the receiving end, the UWB signal can be corrupted by very strong narrowband

interference from existing narrowband users, and can also be distorted by the channel

response which results in a large number of multiple propagation paths. In a conventional

Rake system for exploring multipath diversity, the tapped delay line receiver with tap

weights forms the spreading code, while the time separation between the taps is the chip

interval of the code. The receiver collects the resolvable paths and combines the statistics

coherently to give the data estimation.

However, the processing gain of the DS-CDMA system can only tolerate a certain

level of jamming signal. As the emission power of a UWB system is extremely low in

comparison to those of the established services, the UWB system would malfunction

under an ultra-strong jamming signal. Further increasing the processing gain is not an

appropriate solution as the data transmission rate is sacrificed, while simply discarding a

sub-carrier that is experiencing narrowband interference is also too inefficient. The use of

an adaptive Rake can be a better choice where the determination of the tap weights takes

the channel condition into account and eventually the taps can be adjusted to despread

the UWB signal as well as suppress the narrowband interference. In this work, a pre-

combining minimum-mean-squared-error (MMSE) adaptive Rake is considered, such

that the receiver only depends on the spreading code cross correlations and the average

power profile of the channels so as to relieve the possible severe tracking problem.

The resultant structure is thus capable of jointly gathering the multipath energy and

suppressing narrowband interference. To illustrate the effectiveness of the adaptive Rake

receiver when used in UWB communication, a performance comparison is also made

between the adaptive Rake receiver as well as the conventional Rake receiver and the

one with a notch filter mounted in the front end.

A characteristic feature of indoor wireless communications is the large number of

multiple propagation paths. Combining all available paths is too inefficient as this makes

the receiver much too complex. Selective maximal combination (SMC) is thus employed
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t

Figure 1.5 Impulse radio.

Pulse 
modulation

Data

 (t)

Figure 1.6 Transmitter of direct impulse excitation UWB.

for the design in which only the contributions from significant paths are considered, which

are usually the signals from the line-of-sight path and several strong non-line-of-sight

paths.

1.1.2 Impulse-radio-based UWB

From the earlier work on electromagnetic signals for radio transmission and radar, UWB

has been related to the carrier-free baseband signal, called impulse radio (IR). Direct

impulse excitation has been regarded as the conventional approach for UWB signal gen-

eration. Figure 1.5 shows the signal from the direct impulse excitation approach UWB.

The extremely short duration pulse (a duty cycle of nanoseconds) provides the ultra-wide

bandwidth and it is characterized with extremely low power spectral densities. Informa-

tion is conveyed by changing the characteristics of the pulse, such as pulse amplitude

modulation (PAM), pulse position modulation (PPM), on-off keying (OOK), etc.

A typical functional block diagram of the IR-UWB system is shown in Figure 1.6. The

main advantage of IR is that it does not need RF components in transceivers. Therefore,

implementation is relatively simple and the cost is low. Simplicity and low cost are the

attractive features of direct impulse approach UWB. Low power consumption can be

achieved and costly analog components can be avoided as higher frequency translation

is bypassed. The antenna provides band-pass filtering and pulse shaping of the radiated

signal. A high degree of digital implementation is possible. However, direct synthesis

of the very wide bandwidth, from near zero to several gigahertz, means that very high

speed signal processing units are required, but the low spectral region has to be dropped

according to the regulations. PAM, PPM and OOK allow simplicity in transceiver design

but yield signals with spectral lines, which is undesirable. Antenna design would be

challenging since minimizing the signal distortion over a bandwidth of several gigahertz

is difficult. Thus obvious constraints are placed on management and utilization of the

allocated spectrum, which limits the overall efficiency of the system.
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Since the receiver of time hopping IR (TH-IR) is operated by time-gating matched to

the pulse duration, this time-gating reduces the power of continuous-time interference

to the duty cycle of IR. Therefore, TH-IR inherently has the capability of narrowband

interference suppression. When narrowband interference is very strong, however, we may

need to use a notch filter to help reject it. The IR overlay is investigated in Chapter 3.

Accurate synchronization plays a cardinal role in the efficient utilization of any

spread-spectrum system, and the process of synchronization is performed in two steps:

(1) code acquisition, and (2) tracking via code-tracking loop. Much work on the study of

acquisition in CDMA had been done about 40 years ago, and the work can be summarized

as follows:

Parameters of an acquisition subsystem in direct spread-spectrum systems include

detection threshold, correlation interval, number of tests per code chip, and sys-

tem complexity determined by searching strategy and verification scheme. There are

also some implicative parameters, such as the input signal-to-noise ratio (SNR), chip

rate, period of spread code, length of the uncertainty region and false alarm penalty

time [7].

Detection is the core unit of any acquisition subsystem, and it may be coherent or

non-coherent, depending on whether acquisition is behind carrier demodulation or not.

Different selections of detection threshold, such as fixed or adaptive, are determined by

the adopted detection criteria, such as the Bayes rule, the Neyman–Pearson rule, and

others. Furthermore, the detection dwell time, which may be fixed or variable, is the

time interval allotted to each decision. In addition, the first detection level may or may

not be followed by a verification logic that is used to ensure the initial synchronization

indication and to prevent eventual false alarm, alternatively known as “multiple-dwell-

time detector” or “single-dwell-time detector.” The single-dwell detector can employ

either full-period or partial-period correlation. In contrast, the multiple-dwell detec-

tor almost invariably employs a short-time partial-period correlation to expedite the

acquisition process since the negative statistical effects of partial-period correlation can

be removed at higher stages of the verification mode. Such a verification structure can

employ immediate-rejection logic or nonimmediate-rejection logic. Passive integrations,

such as matched-filter and active correlator, are two alternatives for correlation detection.

Different methods of code acquisition have been proposed. The maximum likelihood

(ML) technique is similar to an optimal multiuser detection problem and gives excel-

lent synchronization performance at prohibitive complexity. The sequential estimation

method gathers information from past cell-decisions to improve the current cell-decision

with a sequential search, but its merits decrease with decreasing SNR. The sliding cor-

relator technique is considered exclusively for low-SNR environments and moderate

system complexity.

Regarding sliding correlator techniques, serial search, parallel search, hybrid search,

and matched-filter are included. For fast acquisition, a parallel search scheme or matched-

filter is considered. As a trade-off between system complexity and acquisition speed,

a hybrid search scheme combines serial and parallel searches. Every cell decision

is made at the chip rate in the matched-filter, enabling fast acquisition. In the serial

search scheme, more sophisticated serial-search strategies, such as Z-search, expanding-

window, straight-line, etc., are considered.
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Figure 1.7 Transmitter of spectrally filtered approach UWB.

In frequency-selective fading channel environments, acquisition gives only the infor-

mation that one of those paths has been found, and it ends when the threshold of the

comparator is exceeded. An additional sweep should then be performed over a short

timing window to find the existence and location of different multipaths and their com-

plex coefficients. In [8], the optimal decision rule was proposed for frequency-selective

fading channels based on the ML criterion.

One of the design challenges provided by the wide bandwidth property of IR-UWB

signals is timing acquisition. Because of the high resolution in time required to locate

the narrow pulses employed in IR systems, a considerable number of possible pulse

positions in the uncertainty region must be searched in order to acquire the phase of

the received signal. Therefore, a rapid acquisition algorithm is very important in IR-

UWB communication systems. A novel rapid acquisition is proposed and analyzed in

Chapter 4.

Although IR-UWB played a leading position during the early stages in the exploration

of UWB technology, the limitation of IR-UWB motivated researchers to seek alternative

methods of UWB signal generation. The carrier-based or spectrally filtered method,

which is a conventional approach to narrowband communication, has been considered

as a potential candidate for UWB application. Figure 1.7 is the functional block of the

spectrally filtered UWB system, which involves translation of the baseband signal to a

higher frequency, in contrast with IR.

The data sequence is chip or pulse shaped and passes to the frequency conversion com-

ponent, which can be implemented by analog RF mixer, or the digital pseudo carrier. The

resultant signal is then bandpass filtered and transmitted to the antenna. The spectrally fil-

tered approach may suffer from an increase in production cost and system complexity in

comparison to the IR approach, but this approach allows a better and more active control

of the transmitting spectrum under bandpass filtering and frequency conversion, which

is important to fulfil the spectrum mask requirement imposed by the FCC. Lower-speed

processing units can be used since the ultra-wide bandwidth can be achieved indirectly.

Information transmission can make use of phase, frequency and amplitude modulation,

but modifications and adaptations are required to apply the spectrally filtered approach

to UWB wireless communications.

1.1.3 MAC layer in UWB networks

From a network topological point of view, two types of UWB network are generally

considered in practical scenarios. One is the infrastructure network and the other is the

ad hoc network [9].



Introduction to high-speed wireless communications 13

Access point

PDA

Desktop

Laptop

Mobile 

phone

Internet

Gateway

router

UWB 
network

router

Desktop

Correspondence 
network
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Figure 1.9 An example of an ad hoc UWB network.

In Figure 1.8 an example of an infrastructure UWB network is shown. Via an access

point, mobile nodes (desktops, laptops, personal digital assistants (PDAs) and mobile

phones) embedded with UWB transceivers can be connected to the Internet in order

to communicate with other remote users. Moreover, the access point can also deliver

packets for the nodes in the same UWB network.

In Figure 1.9 an example of an ad hoc UWB network is shown. Since an ad hoc
network could work without setting any base station or access point in advance, people

are able to share large files or have high-quality video conferences easily in a small area.
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Medium access control (MAC) provides a fundamental method to coordinate the

channel access among competing devices. Key research challenges in the area of MAC

are in resource allocation and quality of service (QoS) provisioning. In [9], a centralized

MAC scheme for the infrastructure network and a distributed scheme for the ad hoc
network are investigated. Since this book is mainly devoted to the physical layer, please

refer to [9] for detailed discussions of the MAC layer.

1.2 Evolved 3G mobile communications

The wireless channel resources of bandwidth and time need to be shared by all users.

Frequency division multiple access (FDMA), time division multiple access (TDMA)

and code division multiple access (CDMA) are three major solutions proposed for this

multiple access problem. TDMA and FDMA try to separate the users by dividing time and

bandwidth, respectively, while CDMA allows all users to access the whole bandwidth all

the time and differentiates between users by using pre-assigned spreading codes. CDMA

beats other digital and analog technologies on every front, including signal quality,

security, power consumption and reliability. CDMA allows universal reuse of spectrum,

flexible asynchronous access (e.g., voice activation), soft capacity, soft handoff, and

large time-bandwidth signaling that can combat multipath channel fading with Rake

combining [10]. Due to many overwhelming advantages, DS-CDMA has been chosen

as the multiple access scheme by the International Telecommunications Union (ITU)

for third generation (3G) wireless cellular systems. The wideband CDMA (WCDMA)

from 3rd Generation Partnership Project (3GPP) [11] and CDMA2000 from 3GPP2

[12] are two major standards developed for 3G mobile systems. A wideband CDMA

system is defined as one where the spread bandwidth of the underlying waveforms in

the system typically exceeds the coherence bandwidth of the channel over which the

waveforms are transmitted. Moreover, in order to realize completely the advantages of

this time-bandwidth sharing and to enhance the inherent multiple access capability of

CDMA, many recently developed efficient signal processing technologies have been

designed and adopted in both standards. Some important technologies involved in the

3G system standards include: multicode transmission, transmit diversity, packet switched

transmission, adaptive modulation and coding.

1.2.1 Transmit diversity

For the wireless channel, there usually are multiple propagation paths from the transmit-

ter to the receiver and these paths have randomly time-varying amplitudes and delays

depending on the geographical location and mobility of the receiver relative to the trans-

mitter. This time variation in signal characteristics is usually referred to as fading, and can

lead to significant performance degradation compared to the performance in a traditional

deterministic channel with only additive white Gaussian noise (AWGN). Theoretically,

transmitter power control is the most effective technique to mitigate multipath fading;

however, the diversity technologies are more applicable and have been widely adopted

in practical communication systems.
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Receiving diversity
Until the current decade, nearly all diversity technologies actually refer to receiving

diversity schemes. Diversity signaling is a powerful technique to combat short-term

fading and has been thoroughly studied. This technique provides several independently

faded replicas of the same information signal at the receiver and significantly reduces

the probability that all the signal replicas suffer from amplitude fading at the same time.

Depending on the propagation mechanism, some commonly used forms of receiving

diversity techniques include: space diversity, frequency diversity, time diversity and

multipath diversity (as used in the Rake receiver).

In space diversity systems, multiple copies of the signal are obtained by using multiple

spaced receive antennas. In frequency and time diversities, the same transmission is

repeated at multiple frequencies or at multiple time instants. Similarly, in multipath

diversity, multiple copies of the signal are obtained from different resolvable paths. It

is observed that under fairly general conditions, a channel affected by fading can be

turned into an AWGN channel by increasing the number of diversity branches [13].

After obtaining the necessary signal at each diversity branch, these signals need to be

combined to obtain the best result. For most communications, there are three basic linear

combining methods: selection combining (SC), maximal ratio combining (MRC) and

equal gain combining (EGC).

SC is the simplest of all the schemes. An ideal selection combiner chooses the branch

signal with the highest instantaneous signal-to-noise-ratio (SNR); thus the output SNR

is equal to that of the signal from the best branch.

MRC is the optimal linear combining scheme, where signals from all branches are

weighted proportionally to their individual signal voltage-to-noise power ratios and

summed together. The MRC combiner adaptively adjusts both the magnitude and phase

of weights for each branch in order to maximize the total SNR at the output of the

combiner.

EGC is a suboptimal but simple combining method. It is similar to MRC, but there is

no attempt to weight the signals before addition. In other words, each weighting factor

has phase opposite to that of the signal in the respective branch, but all weighting factors

have equal and unity amplitude.

It is readily seen that the complexity of MRC and EGC receivers depends on the varying

number of diversity branches. In addition, MRC and EGC are sensitive to weighting factor

errors, and these errors tend to be more important when the instantaneous SNR is low. On

the other hand, SC takes advantage of only one branch out of all available branches and

hence does not fully exploit the amount of diversity offered by the channel. Therefore,

there has been an interest in bridging the gap between these two extremes, i.e. MRC/EGC

and SC, by proposing generalized selection combining (GSC), which adaptively selects

and combines (following the rules of MRC or EGC) the several strongest branches among

all available ones [13]. In the context of coherent DS-CDMA systems, the GSC Rake

schemes generally offer less complexity than the conventional EGC and MRC methods.

In addition, the GSC scheme is expected to be more robust toward weighting factor

errors and less sensitive to the so-called “combining loss” of the very weak branches.

Multi-element antenna arrays are widely deployed at base stations to improve the

uplink performance through traditional receiving diversity and to increase the potential
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Figure 1.10 Alamouti space-time block code based transmit diversity scheme.

system capacity through some space-time processing techniques. However, employing

multiple antennas at the mobile terminal contradicts the requirements of the future pocket

communicators with respect to the size, limitation of the power consumption and com-

plexity of the receiver.

Transmit diversity
Transmit diversity (TD) refers to the use of multiple transmit antennas in order to provide

additional copies of the signal over independent channels. TD has been studied exten-

sively as an efficient technique to achieve spatial diversity for downlink with multiple

transmit antennas at the base station rather than multiple receive antennas at the mobile

stations. Since future mobile multimedia services will be involved with high data rate

transmission, it is desirable for the TD technique to provide improvement of both link-

level performance and system capacity on the high-speed downlink without needing to

increase the total transmit power or expand the bandwidth [13].

Although a number of TD approaches had been proposed, Alamouti presented the

first space-time block code (STBC) to achieve full diversity gain with a simple linear

processing decoding algorithm [14]. The Alamouti TD, which is based on STBC, exploits

two transmit antennas and one receive antenna, as shown by the baseband representation

in Figure 1.10. It provides the full diversity order of two and the full rate one, as it

transmits two symbols in two time epochs.

This TD scheme takes one block, i.e., two consecutive symbol periods, to convey one

pair of finite-alphabet modulated symbols x1 and x2. During the first symbol period of
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Table 1.1 The encoding and transmission

sequence for the Alamouti TD scheme

Antenna 1 Antenna 2

time t x1 x2

time t + T −x∗
2 x∗

1

one given STBC coding block, two signals x1 and x2 are simultaneously transmitted

from antenna 1 and antenna 2, respectively. During the second symbol period, signal

(−x∗
2 ) is transmitted from antenna 1 while x∗

1 is transmitted from antenna 2, where

the superscript * stands for the complex conjugate operation. The encoding sequence is

shown in Table 1.1.

It is clear that the encoding is done in both the space and time domains. Let us denote

the transmit sequence from antennas 1 and 2 by x1 and x2, respectively,

x1 = [x1 −x∗
2 ] (1.4)

x2 = [x2 x∗
1 ] (1.5)

The key feature of the Alamouti TD-STBC scheme is that the two transmit sequences

from the two transmit antennas are orthogonal, since the inner product of the sequences

x1 and x2 is zero, i.e., x1 • x2 = 0. It is assumed that the channel is flat fading. At time t
the fading channel from transmit antennas 1 and 2 to the receive antenna is modeled by

complex multiplicative coefficients h1(t) and h2(t), respectively. Assuming that fading

of each channel is constant across two consecutive symbol periods, they can be expressed

as follows:

h1(t) = h1(t + Ts) = h1 (1.6)

h2(t) = h2(t + Ts) = h2 (1.7)

where Ts is the symbol period. The received signal during the first and second symbol

intervals, respectively, can be expressed by

y1 = y(t) = x1 · h1 + x2 · h2 + η1 (1.8)

y2 = y(t + Ts) = (−x∗
2 ) · h1 + x∗

1 · h2 + η2 (1.9)

where η1 and η2 represent AWGN and interference at time t and t + Ts. Moreover, they

are assumed to be independent from each other.

The combiner to decode the Alamouti STBC is shown in Figure 1.10. Assuming

coherent combining and ideal channel state information available at the receiver side,

the two decision variables are constructed as

x̃1 = y1 · h∗
1 + y∗

2 · h2

= x1 · (|h1|2 + |h2|2) + η1 · h∗
1 + η∗

2 · h2 (1.9)

x̃2 = y1 · h∗
2 − y∗

2 · h1

= x2 · (|h1|2 + |h2|2) − η∗
2 · h1 + η1 · h∗

2 (1.10)



18 High-speed wireless communications

where | · | stands for the magnitude or the square root of the norm. The combined decision

variables are then sent to the maximum likelihood detector.

It has been proven that the Alamouti TD-STBC scheme is equivalent to the conven-

tional maximum ratio receiving combining (MRRC) scheme [14]. However, the equiv-

alence is only valid when the pair of channels is independent non-frequency selective

and when the total transmission power is actually twice that of the MRRC scheme.

Furthermore, the Alamouti scheme can be readily extended to the system configu-

ration with two transmit and M receive antennas, through which the same diversity

order as a 2M-branch MRRC is obtained with simply additional linear processing at the

receiver. In other words, using two antennas at the transmitter, the scheme doubles the

diversity order of systems employing only one transmit antenna and multiple receive

antennas.

Other TD schemes
The concept of space-time code for open-loop TD was first introduced by Tarokh

et al. [15]. This approach, now called space-time trellis code (STTC), is a joint design

of error control coding, trellis-coded modulation and space-time diversity appropriate to

multiple transmit antennas. STTC provides the best possible trade-off between constel-

lation size, data rate, diversity advantage and trellis complexity. It offers a substantial

diversity improvement, coding gain and spectral efficiency over flat fading channels.

STTC performs well in a slowly fading environment, although the decoding complexity

increases exponentially with the number of antenna elements and expected diversity

order. Therefore, space-time trellis coding schemes are widely exploited to combat the

effects of channel fading in multiple input multiple output (MIMO) systems.

In addressing the issue of decoding complexity in the Alamouti TD-STBC scheme

[14], the concept of STBC first emerged, which is optimal for the complex modula-

tion alphabet and two transmit antennas. The theory of STBC was further developed

by Tarokh et al. [15]. They defined STBCs in terms of orthogonal code matrices. The

properties of these matrices ensure full diversity equal to the number of transmit anten-

nas, and a linear maximal likelihood detection. STBC actually generalizes the Alamouti

scheme to an arbitrary number of transmit antennas and is able to achieve the full diver-

sity promised by transmit and receive antennas. It is proven in [15], however, that the

complex-value orthogonal design exists only for two transmit antennas. In other words,

the Alamouti scheme is unique because it is the only STBC with a square complex

transmission matrix to achieve the full rate one. For complex modulation signal constel-

lations and more than two transmit antennas, the rate of orthogonal STBC is less than

one.

Therefore, some specific orthogonal STBC schemes for three and four transmit anten-

nas were also proposed in [15] and consequent performance results were given in [15],

which can provide full diversity and half or three-quarter code rate. Similarly, STBC

approaches were presented specifically for a system with four transmit antennas. All the

above attempts concentrate in generalizing the complex orthogonal designs that support

STBC with full diversity and a high transmission rate.
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Figure 1.11 Generic block diagram of the STTD encoder.

Transmit diversity in 3G systems
As a method to combat impairments in wireless fading channels, TD is particularly

appealing because of its relative simplicity of implementation and the feasibility of

multiple antennas at the base station. Moreover, the cost of multiple transmit chains at

the base station can be amortized over numerous mobile stations in service.

When the number of transmit antennas is fixed, the decoding complexity of STTC,

which is measured by the number of trellis states at the decoder, increases exponentially as

a function of both the diversity level and the transmission rate. In comparison to decoding

complexity, the TD-STBC is therefore attractive since only linear processing is required

at the receiver. These codes are able to achieve the full diversity order possible for a

given number of antennas, without bandwidth expansion, although they do not offer the

coding gain possible with STTC. Indeed, due to its significant advantages of simplicity

and performance, the two-antenna complex modulation TD-STBC scheme originally

proposed by Alamouti has already been adopted as an open-loop TD scheme in the 3G

standards [11], [12].

In order to provide high data rate services for a large number of users in the system, both

open- and closed-loop downlink TD techniques are incorporated into the 3G standards.

The open-loop TD specifications are divided into two categories: space-time block coding

based transmit antenna diversity (STTD) and time switched transmit diversity [11]. The

STTD is the TD-STBC scheme proposed by Alamouti in essence. The STTD encoder

operates on blocks of every four consecutive channel bits for QPSK (quadrature phase

shift keying) modulation. The block diagram of the generic STTD encoder for channel

bits b0, b1, b2 and b3 is shown in Figure 1.11. The channel bit b j ( j = 0, 1, 2, 3) has been

channel coded, rate matched and interleaved with a real value of ±1.

Besides the above STTD encoding diagram, the detailed block diagram of post-

processing specified by the 3G standards is also illustrated for transmit antenna 1 and

antenna 2 in Figures 1.12 and 1.13, respectively. It is shown that, after the STTD encoding,

two streams of coded bits will be allocated individually to the two processing branches

corresponding to the two transmit antennas. The STTC coded bits will be first serial-

to-parallel converted, spread by the complex spreading secondly, then split into real and

imaginary parts, and finally QPSK modulated onto the carrier frequency.

It is worth noting that the same complex-valued spreading code is employed for both

transmit antenna 1 and antenna 2; in other words, no expense of extra spreading codes

is paid for the system with TD-STBC compared to the system without TD-STBC. In
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both Figures 1.12 and 1.13 the complex-valued spreading codes (SI + jSQ) are actually

constructed by multiplying the downlink scrambling codes (SdI + jSdQ) by the orthogonal

variable spreading factor (OVSF) channelization codes Cch [10].

In Chapters 5 and 6, the performance of TD applied to 3G systems is presented in

perfect and imperfect channel estimations.

1.2.2 Adaptive modulation

In order to provide a wireless high data rate service, efficient multi-level quadrature

amplitude modulation (MQAM) techniques have to be adopted. However, the broadband

wireless channel is a frequency selective fading channel. Therefore, adaptive modulation

is necessary. When SINR is large, MQAM (e.g., 256QAM, 64QAM or 16QAM) should

be used, whereas when SINR is small, a simple modulation scheme (QPSK or 8PSK) can

be selected. The introduction of QAM to wireless CDMA results in several problems.

One of them is that QAM is very sensitive to channel estimation quality, especially when

the Doppler frequency shift is large. This is because the QAM demodulator must scale

the received signal to normalize channel fading so that its decision regions correspond
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to the transmitted signal constellation. If the channel estimate contains any error, the

demodulator will improperly scale the received signal, leading to an incorrect decision

even in the absence of channel noise.

MQAM systems with antenna diversity
MQAM was first proposed half a century ago, although developments in its use for wire-

less communications were initially slow. Studies were mainly on constellation design,

and implementation issues for fixed channels or satellite links. The first major paper

considering MQAM for mobile radio applications was published in 1987 [16], which

employed MQAM for voice transmission in Rayleigh fading channels. After that, MQAM

for wireless mobile radio communications became a very hot topic due to its high spec-

tral efficiency. Extensive studies for MQAM systems have been developed, including

some on the potential for adaptive modulation, which can significantly improve system

throughput by changing the modulation scheme adaptively according to different channel

conditions [17]. Other research covers the performance evaluation of MQAM systems

[18–20], which is the basis for the study of adaptive modulation systems. Therefore, it

is necessary to provide a general bit error rate (BER) expression for the performance of

MQAM systems in wireless environments.

In wireless communications, the transmitted symbol is distorted by amplitude and

phase fluctuations due to the channel fading. To recover the transmitted MQAM symbol

from the distorted signal at the receiver there are two traditional approaches: differential

detection and coherent detection [18], [19]. It is found that, compared with coherent

detection, differential detection suffers a 3 dB penalty [20]. Thus, coherent detection is

more attractive due to its better performance, although it requires a knowledge of channel

information to compensate for amplitude and phase fluctuations.

Coherent detection for MQAM systems has been studied in [18] under the assumption

of perfect channel estimation. In practice, since MQAM is very sensitive to amplitude

and phase fluctuations [19], channel estimation becomes a key technique for MQAM

systems. In pilot symbol assisted modulation (PSAM) MQAM systems in wireless fad-

ing channels, pilot symbols are periodically inserted in the data stream. Then channel

information can be extracted from the received signal with the help of pilot data [18].

Later studies have been developed to investigate the effect of imperfect channel esti-

mation on PSAM MQAM systems in terms of symbol error rate (SER). In general the

transformation from SER to BER is not straightforward. To clearly indicate the trans-

mission capability of a system, a direct BER measurement/calculation is needed. Some

studies on BER performance were mainly based on computer simulations, though an

analytical result is provided for a special case (e.g. perfect channel estimation and two-

branch space diversity). Hanzo et al. presented the first analytical BER expression for

16-QAM in Rayleigh fading channels in 1990 [21]. But perfect channel estimation was

assumed. In [19], Tang et al. analytically investigated the effect of imperfect pilot symbol

assisted channel estimation on the BER performance of 16/64-QAM systems. The inte-

gration operation for calculating the BER in [19] requires a heavy computational load,

however, and is thus impractical to be extended to diversity cases. Therefore, analytical
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investigation of the effect of channel estimation error on MQAM systems over fading

channels is necessary.

Moreover, considering the poor performance of high-order modulations (e.g. 64/256-

QAM) in fading channels, an enhanced technique, antenna diversity, is employed to

improve the system performance. Antenna diversity is achieved by using multiple anten-

nas at the receiver to combat fading without expanding the bandwidth. Using the char-

acteristic function method in [20], a general BER for PSAM MQAM systems will be

provided in Chapter 7.

MQAM modulated multicode CDMA systems
In the 3G mobile standard, QPSK modulation was adopted in the original CDMA air

interface. To support different high-quality data services with various bit rates, multicode

transmission has been considered to satisfy the requirements and has been adopted in

the 3G standards [11].

In multicode WCDMA systems, the data stream is first split into a number of parallel

substreams, and then each substream is spread on a code-multiplexed channel. Since the

channelization codes are generated from orthogonal variable spreading factor (OVSF)

codes [10], their orthogonal properties prevent the different channels from interfering

with each other in Gaussian or flat fading channels. In frequency selective fading chan-

nels, however, multipath interference occurs due to nonorthogonality of different code

channels in the presence of multipath propagation delays. The performance of multicode

WCDMA systems in frequency selective fading channels has been addressed in [22],

[23]. It is found that the performance is seriously degraded by the multipath interference.

So far, several algorithms have been proposed to suppress the multiuser interference

(MUI) in the uplink of CDMA or WCDMA systems [22]. Although the multiuser detec-

tor for CDMA systems provides the best BER performance, its complexity increases

exponentially with an increase in the number of code/user channels. By using an inter-

ference regeneration and subtraction method, the interference cancellation technique is

found to efficiently combat multipath interference. Because of its low complexity and

performance improvement, interference cancellation has been extensively studied. A

performance evaluation of systems employing interference cancellation technique was

made in [22], [23] by means of simulation and analytical approaches. These algorithms

have been applied to suppress the MUI or multipath interference.

On the demand for much higher speed package transmission in downlink, in addition

to the multicode transmission, MQAM has been applied to high-speed downlink packet

access (HSDPA) due to its high spectral efficiency [11], [12], although few studies have

been investigated on CDMA systems with high-order modulations. Simulation results

for MQAM modulated downlink multicode WCDMA systems have been presented in

[23] with a Rake receiver and interference cancellation.

So far, no explicit BER analytical results have been given for QAM modulated multi-

code CDMA systems with imperfect interference regeneration and cancellation resulting

from inaccurate channel estimation and tentative data decisions. In multicode WCDMA

systems, channel estimation suffers a lot from multipath interference. Since it is used not

only for coherent detection, but also for multipath interference regeneration, it affects

the system performance much more than that for traditional MQAM systems. Therefore,
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it is important to investigate the effect of estimation error on these issues. In Chapter 8,

an analytical BER expression for MQAM modulated multicode WCDMA systems with

interference cancellation is derived.

1.3 4G mobile communications

3G long term evolution (LTE), also referred to as Super-3G, has been standardized to

provide higher data rate services [11]. Its target peak data rates are 100 Mbps and 50 Mbps

for downlink and uplink, respectively. Although LTE can provide a wireless multimedia

service, its data rate is still limited. In order to provide richer multimedia services via

wireless, 4G mobile communications, also referred to as LTE-Advanced, need to use a

much broader bandwidth; for example, 100 MHz bandwidth is required to achieve a data

rate of up to 1 Gbps in conjunction with advanced wireless access technologies, MIMO

technologies, hybrid ARQ and so on.

1.3.1 OFCDM – a promising wireless access technique

A popular modulation technique known as orthogonal frequency division multiplexing

(OFDM) has emerged as an efficient method to transfer high-speed data over frequency

selective channels. The Wireless World Research Forum (WWRF) considers OFDM

the most important technology for a future public cellular radio access system. Several

wireless networking systems (e.g., IEEE 802.11 and 802.16) and wireless broadcasting

systems (e.g., DVB-T, DAB) have already been developed using OFDM technology

and are now available in mature commercial products. In the OFDM system, data is

multiplexed on many narrowband sub-carriers, which can be easily generated by using

highly efficient digital signal processing based on fast Fourier transform (FFT). By

inserting a cyclic prefix (CP) between adjacent OFDM symbols, intersymbol interference

(ISI) is virtually eliminated if the maximum channel delay spread is less than the time

interval of the CP.

With a wide bandwidth over a wireless channel, a transmit signal experiences a broad-

band channel with many multipaths, which may cause severe multipath interference.

Although OFDM has been widely accepted, a new multicarrier access scheme, i.e.,

orthogonal frequency and code division multiplexing (OFCDM), has been proposed by

NTT DoCoMo for future wireless communication systems [24], [25]. It has been shown

that OFCDM, or orthogonal multicarrier code division multiple access (MC-CDMA),

exhibits better performance than the conventional DS-CDMA scheme in the broadband

channel. Based on conventional OFDM, OFCDM systems employ a large number of

orthogonal sub-carriers to transmit symbols in parallel, so that the symbol duration is

increased substantially and the system can combat the multipath interference.

In order to have frequency diversity, the same data in OFCDM modulates a number

of interleaved sub-carriers in terms of frequency domain spreading. Since time domain

spreading is also introduced, multiple codes in both domains can be used to transmit a

high data rate with high efficiency. The spreading scheme with both time and frequency

domain spreading is called two-dimensional spreading. The total spreading factor (N) is
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the product of the time spreading factor (NT) and the frequency spreading factor (NF),

i.e., N = NT × NF.

In order to work in different cell environments, a variable spreading factor (VSF) is

adopted for two-dimensional spreading, and the resultant OFCDM systems are called

VSF-OFCDM systems, where N, NT and NF can be changed flexibly to provide the

desired quality of service (QoS) according to variable conditions, such as cell structures

and radio link states.

MMSE detection
Using two-dimensional spreading, N = NT × NF, there are N code channels available

for information transmission. In downlink, to provide high-speed multimedia services,

multicode transmission is employed, i.e., multiple code channels are assigned to one

user to achieve a high data rate. Using OVSF, the multicode channels are orthogonal in

either time domain or frequency domain in an AWGN or quasi-static flat fading channel.

However, in a realistic mobile channel, the orthogonality no longer remains in time

domain because of possible fast fading or in frequency domain because of independent

fading among sub-carriers. Therefore, severe multicode interference (MCI) may occur. In

order to improve the system performance, MCI should be mitigated as much as possible.

In VSF-OFCDM systems, each data symbol is two-dimensionally spread in both

frequency and time domains. At the receiver, detection (or combining) techniques are

needed to collect the signals from the spread chips. These techniques have been well-

studied for the OFCDM system with only frequency domain spreading [24, 25], including

EGC, MRC, optimal detection or maximum likelihood detection (MLD), and iterative

detection. Among these detection techniques, EGC is a very simple one and has good

performance at low SNR because it will not enhance the noise power. However, when

the orthogonality between code channels is seriously distorted and MCI is dominant, the

performance of EGC is very poor since it cannot reduce the MCI. Therefore, EGC is not

suitable for a multicode system when the code orthogonality is totally distorted. When

the MCI is not serious, however, EGC can be considered because of its simplicity.

Although MLD provides the optimum performance, it is also the most complex detec-

tion technique. The basic idea of MLD is to evaluate the Euclidean distance between

the received sequence and all possible transmitted sequences and find the most likely

transmitted sequence by minimizing the Euclidean distance. So its complexity increases

exponentially with the number of code channels [20].

Traditional MMSE is also optimum in terms of mean square error when both noise

and interference are taken into account. However, this detection technique involves the

inverse operation of a matrix, which is very complicated when the number of code

channels is large. Fortunately, it can be simplified in case of full load and slow fading

channels [20]. The simplified MMSE has been well studied in [24], [25]. MLD and

MMSE will be studied for OFCDM in Chapter 9.

Hybrid detection
Although MMSE is useful due to its simplicity, its performance is not satisfactory in

suppressing MCI. Thus it is desirable to evaluate the performance of the VSF-OFCDM
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system when the MCI cancellation technique is adopted. An efficient interference cancel-

lation method is linear multistage interference cancellation [26], where the complexity of

the canceller grows linearly with the number of code channels. Basically, the multistage

MCI cancellation is implemented in an iterative way until a specified number of stages

are reached.

Although interference cancellation and MMSE detection are well-developed tech-

niques, so far they have not been investigated for the VSF-OFCDM system. The objec-

tive of our research is to analytically investigate the performance of VSF-OFCDM with

hybrid MCI cancellation and MMSE detection. Chapter 10 will focus on this topic.

1.3.2 OFDM MIMO multiplexing systems

One of the ambitious design goals of future wireless communications is to provide reliable

very high data rate transmission; for example, a target peak rate of 1 Gbps in local areas

such as a very small cell with high traffic density, hotspot area or indoor environment.

One way to get very high bit rates under a scattering-rich wireless channel is to use the

multiple-antenna technique [27], which is capable of realizing spectral efficiency that far

exceeds that of single-input single-output (SISO) systems. Much work on the study of

MIMO techniques has been done, and several schemes have been proposed to exploit its

potential, such as: MIMO multiplexing or layered space-time (LST) architecture [28],

orthogonal STBC [14] and STTC [15]. MIMO multiplexing is aimed at the highest

bandwidth efficiency and is thus the most suitable for ultra high data rate transmission.

However, MIMO techniques are suitable for flat fading channels, while the broadband

wireless channel is the frequency selective channel in which frequency diversity becomes

available. The technique of OFDM MIMO multiplexing [29], [30], is called layered

space-time-frequency (LSTF) architecture.

MIMO multiplexing can be viewed as a synchronous CDMA in which the number of

transmit antennas is equal to the number of users. Similarly, the interference between

transmit antennas is equal to the multiple access interference (MAI) in CDMA sys-

tems, while the complex fading coefficients correspond to the spreading sequences. This

analogy can be further extended to receiver strategies so the multiuser receiver struc-

tures derived for CDMA can be directly applied to MIMO multiplexing systems. Under

this scenario, the optimum receiver for an uncoded MIMO multiplexing system is the

ML multiuser detector [31] operating on a trellis and computing ML statistics, as in

the Viterbi algorithm, but its complexity is exponential in the number of the transmit

antennas. Another approach is the minimum mean-square error (MMSE)- or zero forc-

ing (ZF)-nulling/cancelling detector [32], which uses the linear nulling and successive

interference cancellation processes to estimate transmitted symbols. The MMSE- or ZF-

nulling/cancelling detector has lower complexity than the ML detector but sub-optimal

performance.

For coded MIMO multiplexing systems, the optimum receiver performs joint detection

and decoding on an overall trellis obtained by combining the trellises of the layered space-

time code and the channel code. However, this optimum receiver is almost infeasible

because its complexity is an exponential function of the product of the number of transmit
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antennas and the code memory order. Thus, one approach is to use the non-iterative

receiver structure, which consists of the detector for uncoded MIMO multiplexing and

the channel decoder. In [33], the non-iterative receiver consisting of complexity-reduced

type ML detector and turbo decoder has been shown to achieve satisfactory performance

and feasible complexity. On the other hand, the iterative processing technique for joint

multiuser detection and decoding can be applied to coded MIMO multiplexing. The

complexity of the multiuser detector constitutes a major part of the overall complexity of

iterative receivers. Three multiuser detection algorithms that provide a trade-off between

performance and complexity have been proposed in the literature. The first is based on the

maximum a posteriori (MAP) probability rule [34]; the second is the iterative receiver

with parallel interference canceller (PIC) [35]; and the third is the iterative minimum-

mean-square-error soft-interference-cancellation (MMSE-SIC) detector, which makes

use of both soft interference cancellation and instantaneous linear MMSE filtering [36].

In Chapter 11, an iterative receiver with convolutional coding is studied for LSTF.

1.3.3 Hybrid ARQ

Besides error correcting codes, the automatic repeat request (ARQ) is another tech-

nique for controlling transmission errors in high-speed wireless communication. It was

introduced in the early days of data communication as a result of the development of

parity-check codes [37], [38]. The main feature of this technique is that it can adapt to

the channel conditions at low complexity. In an ARQ system, each information block

is encoded with a good error detection code. At the receiver, error detection is carried

out first. The information block will be accepted if no error is detected, and a positive

acknowledgment (ACK) signal will be sent to the transmitter via a feedback channel,

indicating a successful transmission. If an erroneous code word is detected, a negative

acknowledgment (NAK) signal will be sent to the transmitter to ask for a retransmis-

sion of the same data. This process continues until the information block is successfully

accepted or the maximum retransmission attempts are reached.

There are three basic ARQ protocols, i.e., the stop-and-wait ARQ, the go-back-Ng

ARQ and the selective-repeat ARQ [38]. In a stop-and-wait ARQ system, the transmitter

sends a code word to the receiver and waits for the acknowledgement signals. In a go-

back-Ng ARQ system, the code words are transmitted continuously. When the transmitter

receives an NAK signal, it goes back to the code word that is negatively acknowledged and

resends that code word and Ng − 1 succeeding code words transmitted during the round-

trip delay. A selective-repeat ARQ system also transmits the code words continuously.

But only those negatively acknowledged code words will be resent. Among these three

protocols, selective-repeat ARQ is the most efficient but also the most complex.

Pure ARQ protocols only employ error detection codes. In 1960, forward-error-

correction (FEC) codes were introduced into ARQ protocols [37], and the results are

now known as hybrid ARQ protocols. Hybrid systems can achieve throughput similar

to FEC systems and provide the good reliability and flexibility of pure ARQ protocols.

There are two main types of hybrid ARQ protocol, i.e., type I hybrid ARQ and type II

hybrid ARQ [38]. In a type I hybrid ARQ system, the erroneously received code words
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will be discarded. In a type II hybrid ARQ system, the erroneously received code words

will be stored in buffers and optimally combined with the retransmitted code words.

Incremental redundancy concepts can also be exploited in the type II hybrid ARQ proto-

col. In the first transmission, only part of the parity bits is transmitted with information

bits. When retransmission is needed, another part of the parity bits is transmitted instead

of resending the same data as the previous transmission. A new code word with a lower

rate can then be constructed with the increased parity bits, which makes this a more pow-

erful method of correcting any transmission errors. The type II hybrid ARQ is efficient

but it needs large buffer size at the receiver.

Many powerful FEC codes have been considered for hybrid ARQ systems, such as

Turbo codes [39] and convolutional codes [40], [41]. Turbo codes have been shown to have

excellent performance [42]. However, turbo decoding is very complicated. Convolutional

codes are still attractive in real applications due to their simple realization. Convolutional

codes can be obtained by shift register techniques, and exhibit good error correction

capability by use of the maximum likelihood decoding scheme, i.e., the Viterbi decoding

scheme [43]. Convolutional codes have been widely employed in many communication

systems, such as deep-space and satellite communication systems, second generation

(2G) and third generation (3G) mobile communication systems [11], [12], and so on.

A typical convolutional encoder is involved with one-bit input, a few-bit output and a

constraint length. The performance of convolutional codes is determined by the Viterbi

decoding, which selects survival paths in making decisions. Thus, convolutional codes

have a property of burst errors.

A conventional complete-packet ARQ scheme is inefficient with some codes, such as

convolutional codes, because the whole packet will be retransmitted even though there

are only one or two bit errors. This problem can be improved if sub-packet schemes

are employed. In sub-packet transmissions, only those sub-packets that include errors

need to be retransmitted, so that the system throughput can be improved. Therefore, it is

interesting to study the performance of convolutional-coded hybrid ARQ systems with

sub-packet transmission. Chapter 12 will investigate this topic in detail.
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Part II

UWB communications





2 Multicarrier CDMA overlay for UWB
communications

This chapter investigates the use of promising measures incorporated in the multicarrier

CDMA overlay to meet the goals of UWB communications, as well as on their impacts

on the parties involved. At the transmitter, interference reduction on the established

narrowband systems is done using notch filters. A multipath Nakagami fading channel is

assumed. At the receiver, the interference suppression from those narrowband systems

is fulfilled by MMSE detection techniques. Numerical results show that pre-combining

MMSE with selective-maximal combining provides the UWB system with much better

performance than a receiver made up of a notch filter in cascade with code correlator

(NCC).

2.1 Transmitter, channel and narrowband interference

The multicarrier CDMA system is assumed to contain M sub-carriers and K active users.

The block diagram of the transmitter is shown in Figure 2.1, where c(u)
k is the uth element

of the spreading sequence, which is assumed to be random. b�u/N�
k is the �u/N�th element

of the data sequence (�x�th stands for the integer part of x).

The expectations of the data sequence and spreading sequence elements have the

following properties:

E
[
bu1

k1
bu2

k2

] =
{

1, for u1 = u2; k1 = k2

0, otherwise
(2.1)

E
[
cu1

k1
cu2

k2

] =
{

1/N , for u1 = u2; k1 = k2

0, otherwise
(2.2)

where N is the processing gain of each sub-channel, given by Tb/Tc where Tb and Tc are

bit duration and chip duration, respectively. The product of the two sequences results in

the spread sequence of user k, given by

d (u)
k = b�u/N�

k c(u)
k (2.3)

The idea of using notch filter at transmitter has been outlined in [1], [2] such that

the frequency bands occupied by narrowband systems are notched out. In this study

a low-complexity scheme is suggested whereby the notch action is achieved by the

chip-shaping modification via a two-sided transversal-type filter, so the resultant chip
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shaping can simultaneously achieve band-limiting and interference avoidance to the

established service. In the proposed transmitter, the source signal passes through the

chip-shaping filter to give the baseband signal before frequency up conversion, but as a

derivative of a conventional multicarrier CDMA transmitter. Independent chip shaping

filters are employed in the modulators of the sub-carriers due to the different interfer-

ence avoidance requirements for each sub-band. The chip-shaping filter is shown in

Figure 2.2, and its impulse response is given by

h(m)
TX (t) = F−1

{
H (m)

TX ( f )
} = F−1

{
HTX( f )H (m)

W ( f )
}

(2.4)

whereH (m)
W ( f ) is the frequency response of the two-sided transversal-type notch filter

with 2W + 1 taps. For the mth sub-carrier the filter frequency response is

H (m)
W ( f ) =

W∑
w=−W

α(m)
w exp(−j2π f wT c) (2.5)
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The tap coefficients are adapted to suppress the spectra with narrowband systems via the

chip-shaping modification, but coordination is impossible among the coexisting systems.

This leads to a need for a dynamic scheme where the taps are determined based on the

observation at the receiver, driven by the existence of the narrowband system such that

any adjustment reflects the actual channel condition. As described in [3], since the present

value of the narrowband process can be predicted from past and future values, but is

not applicable to the UWB signal and channel noise as they are wideband process, the

estimation of the location of the narrowband system can be done by observation of the past

and future values of the received signal samples. Here perfect information is assumed by

the feedback of parameters from the receiver, and the details of coefficient formulation are

provided in a later sub-section (Section 2.3.1). When there is no narrowband interference,

no notch is inserted and the filter reduces to an all-pass filter, i.e., H (m)
W ( f ) = 1, then the

undistorted raised-cosine chip shape is transmitted, as if the notch filter did not exist. The

impact of notch filtering on the chip shape is illustrated and discussed in Section 2.5. In

(2.4), HTX( f ) denotes the frequency response of the unfiltered chip-shaped filter at the

transmitter, and with the chip-matched filter hRX(t) at the receiver (HRX( f ) denotes its

frequency response) gives the raised-cosine [4] chip shape HRC( f ) with roll-off factor

α for the purpose of band-limiting the transmitted signal:

HRC( f ) = HTX( f )HRX( f )

=
Tc

Tc

{
1 + cos

[
πTc/α

(
f − 1 − α

2Tc

)]}

0

for

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 ≤ | f | ≤ 1 − α

2Tc

1 − α

2Tc

≤ | f | ≤ 1 + α

2Tc

| f | ≥ 1 + α

2Tc

(2.6)

Thus, the transmitted signal of the kth user can be written as

S(k)(t) =
√

2P
∞∑

u=−∞

(
M∑

m=1

du
k h(m)

TX (t − uTc) cos
(
2π fmt + θ (k)

m

))

=
M∑

m=1

(
s(k)

m (t)
)

(2.7)

where P is the transmit power per sub-carrier, and fm and θ
(k)
m are the carrier frequency

and random phase of the mth sub-carrier, respectively.

The channel response of UWB communications is characterized by a rich number of

multiple propagation paths. With reference to the stochastic tapped-delay-line model of

UWB indoor application suggested in [5], [6], channel variation is assumed to be slow

so that the parameters are time-invariant over a bit period. The channel response of the

mth sub-band for the kth user can be expressed as

h(k)
m (t) = Re

[
L∑

l=1

β
(k)
m,lδ

(
t − τ

(k)
m,l

)
exp

(
jφ

(k)
m,l

)]
(2.8)
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where L is the number of resolvable paths for each carrier of the UWB system, with the

assumption of slow and frequency selective fading. φ
(k)
m,l , τ

(k)
m,l and β

(k)
m,l denote the phase

shift, delay and attenuation factor of the lth path, respectively. All resolvable paths for

the same sub-carrier of the same user are assumed to be time-separated by chip duration

such that

τ
(k)
m,l = τ (k)

m + (l − 1)Tc (2.9)

where τ
(k)
m is the random delay uniformly distributed over [0, Tb). The phase shifts are

independently and uniformly distributed over [0, π ). The attenuation factors are assumed

to be independent, identical and Nakagami distributed and, unless for the same path from

the same sub-carrier of the same user, the attenuation factors are uncorrelated to each

other such that

E
[
β

(k)
m,lβ

(k ′)
m ′,l ′

] =
{

	
(k)
l,m, for k = k ′; l = l ′; m = m ′

0, otherwise
(2.10)

where 	
(k)
m,l is the normalized power-decay profile (PDP), which is the second moment

of the attenuation, and is related to the PDP of the initial path for the same user 	
(k)
1,m

via [5]

	
(k)
m,l = 	

(k)
1,mκ exp

(−(
τ

(k)
m,l − τ

(k)
2,m

)/
δ

(k)
m,l

)
(2.11)

where 	
(k)
1,m is related to the total transmitted power as

	
(k)
1,m = 1

1 + κ
(
1 − exp

(
Tc/δ

(k)
m,l

)) (2.12)

and δ
(k)
m,l is the decay rate for the lth path.κ is the power ratio of the second PDP to the direct

path, which is assumed to be the strongest path and falls into the first observation bin.

The PDPs decay exponentially with delay starting from the second bin. The probability

density function attenuation factor is given by [7]

p
(
β

(k)
m,l

) = 2
(
β

(k)
m,l

)2μ
(k)
m,l−1

�
(
μ

(k)
m,l

)
(

μ
(k)
m,l

	
(k)
m,l

)μ
(k)
m,l

exp

(
−μ

(k)
m,l

	
(k)
m,l

) (
β

(k)
m,l

)2
(2.13)

where μ
(k)
m,l denotes the fading figure, given by

μ
(k)
m,l =

(
	

(k)
m,l

)2

E
[(

β
(k)
m,l

)2 − (
	

(k)
m,l

)2] (2.14)

The established narrowband systems along the operating spectrum of the UWB system

are assumed to be band-limited Gaussian processes with a flat power spectrum. For the

sake of simplicity, single-path propagation is assumed for the narrowband system, and

at most one narrowband system is assumed in any given sub-band. The collection of
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established narrowband systems along the operating spectrum of the UWB system can

be represented by

j(t) =
M∑

m=1

jm(t) (2.15)

where jm(t) denotes the narrowband system within the mth sub-band, and the power

spectral density of the narrowband system can be expressed as

P (m)
j ( f ) =

⎧⎨
⎩

P (m)
j , 0 ≤

∣∣∣∣ f − qm

Tc

∣∣∣∣ ≤ pm

2Tc

0, otherwise

(2.16)

where P (m)
j is the power of the narrowband system within the spectrum region of the mth

sub-carrier at the UWB receiver. We define pm as the ratio of the narrowband system

bandwidth to the UWB system sub-band bandwidth, such that 0 ≤ pm ≤ 1. qm is defined

as the offset of the center frequency of the narrowband system signal from the mth sub-

carrier’s center frequency in the UWB system, which is normalized by the sub-band

bandwidth of the UWB system, such that −0.5(1 + α) ≤ qm ≤ 0.5(1 + α).

2.2 Receiver

The received signal can be expressed as

r (t) =
K∑

k=1

M∑
m=1

√
2P S(k)

m (t) ∗ h(k)
m (t) + j(t) + n(t) (2.17)

where ∗ stands for convolution. n(t) is an additive white Gaussian noise (AWGN) with

two-sided power spectral density of ηo/2. The block diagram of the proposed UWB

receiver is shown in Figure 2.3.

After frequency down conversion, chip-matching and low-pass filtering, the recovered

baseband signal can be written as

x (k)
m (t) = (

r (t) cos
(
2π fmt + θ (k)

m

)) ∗ hRX

(
t − τ (k)

m

)

=
K∑

k=1

L∑
l=1

√
2Pβ

(k)
m,l s

(k)
m

(
t − τ (k)

m

)
cos

(


(k)
m,l

) ∗ hRX

(
t − τ (k)

m

)

+ (
j(t) cos

(
2π fmt + θ (k)

m

)) ∗ hRX

(
t − τ (k)

m

)
(2.18)

+ (
n(t) cos

(
2π fmt + θ (k)

m

)) ∗ hRX

(
t − τ (k)

m

)
= s(k)

m (t) + j (k)
m (t) + n(k)

m (t)

where s(k)
m (t), j (k)

m (t) and n(k)
m (t) are the contributions from UWB signal, narrowband

system and background noise, respectively, and these terms are independent from each

other. 
(k)
m,l is equivalent to the effective phase shift due to the random phase introduced

at the transmitting end and the channel distortion, i.e. 
(k)
m,l = θ

(k)
m + φ

(k)
m,l . The chip-

matched filter hRX(t) should be synchronized with one of the paths for the kth user,
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Figure 2.3 Receiver.

i.e. the first arrival path of the desired user. The output of the low-pass filter is sampled

at the chip rate, and the discrete-time sample of the recovered baseband signal is then

passed to the Rake receiver for data recovery as well as to the estimation circuitry for

notch filter coefficient formulation.

2.2.1 Tap weights of the transversal-type notch filter

Referring to the previous discussion of the functional block of the notch filter at the

transmitter (illustrated in Figure 2.2), the estimator at the receiver should have a similar

structure. If the time reference is set at t = 0, X(k)
m is defined as the array of past W

received samples and future W received samples from the chip-matched filtered output

for the mth sub-carrier such that

X(k)T

m = [
x (k)

m (−W Tc) . . . x (k)
m (−Tc)x (k)

m (Tc) . . . x (k)
m (W Tc)

]
(2.19)

where x (k)
m (t) is the chip-matched filter output defined in (2.16), and its frequency repre-

sentation can take the form

X (k)
m ( f ) = F

{
x (k)

m (t)
}

= F
{
s(k)

m (t) + j (k)
m (t) + n(k)

m (t)
}

(2.20)

= S(k)
m ( f ) + J (k)

m ( f ) + N (k)
m ( f )

Then the filter coefficients for the mth sub-carrier can be written as [3]

α
(m)
0 = 1

α(m) = [
α

(m)
−W . . . α

(m)
−1 α

(m)
1 . . . α

(m)
W

]
(2.21)

= ρ′′(k)−1

m ρ′(k)
m

and are selected to minimize the mean-square output of the estimator at the receiver, so

as to provide the desired frequency response to the transmitter filter for suppressing the
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spectrum of the narrowband system, and the taps are assumed to be sufficiently trained

to achieve the optimal values. ρ′(k)
m is a 2W × 1 matrix:

ρ′(k)
m = E

⌊
x (k)

m (0)X(k)T

m

⌋
(2.22)

and the uth element of Xm can be written as

ρ′(k)
m (u) = E

[
x (k)

m (0)X(k)T

m (u)
]

= E
[
x (k)

m (0)x (k)
m (u)

]
= E

[
s(k)

m (0)s(k)
m (u)

] + E
[

j (k)
m (0) j (k)

m (u)
] + E

[
n(k)

m (0)n(k)
m (u)

]

= Re

⎛
⎝E

⎡
⎣

∞∫
−∞

P (m)
j ( f )HRC( f ) exp(j2π fuT c)d f

⎤
⎦

⎞
⎠ (2.23)

since the UWB signal and the noise signal have zero cross-correlation in time. Similarly

ρ′′(k)
m is a 2W × 2W matrix:

ρ′′(k)
m = E

⌊
X(k)

m X(k)T

m

⌋
(2.24)

and the element at the uth row and vth column of ρ′′(k)
m can be written as

ρ′′(k)
m (u, v) = E

⌊
X(k)

m (u)X(k)T

m (v)
⌋

= E
[
x (k)

m (u)x (k)
m (v)

]
(2.25)

= E
[
s(k)

m (u)s(k)
m (v)

] + E
[

j (k)
m (u) j (k)

m (v)
] + E

[
n(k)

m (u)n(k)
m (v)

]
since the UWB signal, narrowband system signal and background noise are mutually

independent. As the UWB signal and the noise signal have non-zero autocorrelation,

(2.25) can be expressed as:

(for u 
= v)

ρ′′(k)
m (u, v) = Re

⎛
⎝E

⎡
⎣

∞∫
−∞

P (m)
j ( f ) exp(j2π f (u − v)Tc)d f

⎤
⎦

⎞
⎠ (2.26)

= Re

⎛
⎝E

⎡
⎣

∞∫
−∞

P (m)
j ( f )HRC( f ) exp(j2π f (u − v)Tc)d f

⎤
⎦

⎞
⎠

(for u = v)

ρ′′(k)
m (u, v) = Re

⎛
⎝E

⎡
⎣

∞∫
−∞

S(k)2

m ( f )d f

⎤
⎦

⎞
⎠ + Re

⎛
⎝E

⎡
⎣

∞∫
−∞

P (m)
j ( f )d f

⎤
⎦

⎞
⎠

+ Re

⎛
⎝E

⎡
⎣

∞∫
−∞

N (k)2

m ( f )d f

⎤
⎦

⎞
⎠

= Re

⎛
⎝ P

N

∞∫
−∞

⎛
⎝ K∑

k=1

L∑
l=1

E

⎡
⎣ exp2

(
j
(
�φ

(k)
m,l |(k̂)

m,r − 2π f �τ
(k)
m,l |(k̂)

m,r
))

× 	
(k)
m,l H 2

RC( f )
(
H (m)

W ( f )
)2

⎤
⎦

⎞
⎠d f

⎞
⎠
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+ Re

⎛
⎝ηo

4
E

⎡
⎣

∞∫
−∞

HRC( f )d f

⎤
⎦

⎞
⎠

+ Re

⎛
⎝E

⎡
⎣

∞∫
−∞

P (m)
j ( f )HRC( f )d f

⎤
⎦

⎞
⎠ (2.27)

where �φ
(k)
m,l |(k̂)

m,r denotes the phase difference between the paths, which is uniformly

distributed over [0, π ), and �τ
(k)
m,l |(k̂)

m,r denotes the delay difference between the paths,

which is uniformly distributed over [0, Tc), given by

�φ
(k)
m,l |(k̂)

m,r = φ
(k)
m,� − φ(k̂)

m,r (2.28)

�τ
(k)
m,l |(k̂)

m,r = (
τ

(k)
m,l − τ (k̂)

m,r

) − ⌊
τ

(k)
m,l − τ (k̂)

m,r

⌋
(2.29)

2.2.2 Rake structure for data recovery

For each sub-carrier, the R highest (R ≤ L) power paths out of all resolvable paths are

selected for decision making. If we consider the mth sub-carrier of the k̂th user, the batch

of samples over one bit period to be processed by the r̂ th correlator can be expressed in

array form as

x
(k̂)
m,r̂ = β

(k̂)
m,r̂

√
Pb(k̂) F

−1
{

H (m)
W ( f )HRC( f )

} · c
(k̂)
m,r̂ + i

(k̂)
m,r̂ + j

(k̂)
m,r̂ + n

(k̂)
m,r̂ (2.30)

where the emboldened notations are N × 1 arrays:

c
(k̂)T

m,r̂ =
[

c

(
τ

(k̂)
m,r̂

)
k̂

. . . c

(
τ

(k̂)
m,r̂ +(N−1)Tc

)
k̂

]
(2.31)

i
(k̂)T

m,r̂ =
[
i (k̂)
m,r̂

(
τ

(k̂)
m,r̂

)
. . . i (k̂)

m,r̂

(
τ

(k̂)
m,r̂ + (N − 1)Tc

)]
(2.32)

j
(k̂)T

m,r̂ =
[

j (k̂)
m

(
τ

(k̂)
m,r̂

)
. . . j (k̂)

m

(
τ

(k̂)
m,r̂ + (N − 1)Tc

)]
(2.33)

n
(k̂)T

m,r̂ =
[
n(k̂)

m

(
τ

(k̂)
m,r̂

)
. . . n(k̂)

m

(
τ

(k̂)
m,r̂ + (N − 1)Tc

)]
(2.34)

which denote the spreading code of the desired user, multipath interference (MPI) plus

multiple access interference (MAI), narrowband interference (NBI) and channel noise

(AWGN), respectively. i (k̂)
m,r̂ (t) is the sum of MPI and MAI, expressed as

i (k̂)
m,r̂ (t) = s(k̂)

m (t) −
√

2Pβ
(k̂)
m,r̂ s(k)

m

(
t − τ

(k̂)
m,r̂

)
cos

(


(k̂)
m,r̂

) ∗ hRX

(
t − τ (k̂)

m

)

=
L∑

l=1

l 
=�
r

√
2Pβ

(k̂)
m,l s

(k)
m

(
t − τ

(k̂)
m,l

)
cos

(


(k̂)
m,l

) ∗ hRX

(
t − τ (k̂)

m

)
(2.35)

+
K∑

k=1
k 
=k̂

L∑
l=1

√
2Pβ

(k)
m,l s

(k)
m

(
t − τ

(k)
l,m

)
cos

(


(k̂)
m,l

) ∗ hRX

(
t − τ (k̂)

m

)
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Figure 2.4 CC receiver.

In this section, a comparison of the performance of the receiver of the code correlator,

the receiver of the notch filter in cascade with code correlator (NCC) and the receiver

of the minimum mean square error (MMSE) adaptive correlator is provided, and these

receiving strategies are presented in the following sub-section.

Code correlator (CC)
The conventional method for data recovery in a DS-CDMA system is correlating the

received signal with the synchronized spreading code, as illustrated in Figure 2.4. The

decision variable of the r̂ th finger on the mth sub-carrier of the k̂th user is given by

b̂(k̂)
m,r̂CC

= c
(k̂)T

m,r̂ x
(k̂)
m,r̂ (2.36)

and its mean and variance can be expressed as

E
[
b′(k̂)

m,r̂

]
CC

=
√

Pβ
(k̂)
m,r̂ E

⎛
⎝

∞∫
−∞

H (m)
W ( f )HRC( f )d f

⎞
⎠ (2.37)

Var
[
b′(k̂)

m,r̂

]
CC

= E
[
c

(k̂)
m,r̂

(
I

(k̂)
m,r̂ + J

(k̂)
m,r̂ + N

(k̂)
m,r̂

)
c

(k̂)
m,r̂

]
(2.38)

where I
(k̂)
m,r̂ , J

(k̂)
m,r̂ and N

(k̂)
m,r̂ are independent N × N matrices due to the autocorrelation

function of the signal corresponding to the multipath plus multiple access interference,

narrowband interference and channel noise, respectively. If the frequency domain rep-

resentation of the sum of MPI and MAI is given by I (k̂)
m,r̂ ( f ), the element at the uth row

and vth column of matrix I
(k̂)
m,r̂ can be expressed as

I
(k̂)
m,r̂ (u, v) = E

⌊
i

(k̂)
m,r̂ (u)∗i

(k̂)
m,r̂ (v)

⌋
(2.39)

= E
[
i (k̂)
m,r̂

(
τ

(k̂)
m,r̂ + (u − 1)Tc

)∗
i (k̂)
m,r̂

(
τ

(k̂)
m,r̂ + (v − 1)Tc

)]
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With random code assumption, for u 
= v, I
(k̂)
m,r̂ (u, v) = 0, and for u = v:

I
(k̂)
m,r̂ (u, v) = Re

⎛
⎝E

⎡
⎣

∞∫
−∞

(
I (k̂)
m,r̂ ( f )

)2

d f

⎤
⎦

⎞
⎠

= Re

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∞∫
−∞

⎛
⎜⎝ P

N

L∑
l=1
l 
=r

exp2
(

j�φ
(k̂)
m,l |(k̂)

m,r

)
	

(k̂)
m,l H 2

RC( f )
(

H (m)
W ( f )

)2

⎞
⎟⎠ d f

+
∞∫

−∞

⎛
⎜⎜⎜⎜⎜⎝

P

N

K∑
k=1

k 
=�
k

L∑
l=1

[
exp2

(
j
(
�φ

(k)
m,l |(k̂)

m,r − 2π f �τ
(k)
m,l |(k̂)

m,r

))

× 	
(k)
m,l H 2

RC( f )
(

H (m)
W ( f )

)2
]

⎞
⎟⎟⎟⎟⎟⎠

d f

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(2.40)

The element at the uth row and vth column of matrices J
(k̂)
m,r̂ and N

(k̂)
m,r̂ can be expressed

as

J
(k̂)
m,r̂ (u, v) = E

[
j

(k̂)
m,r̂ (u)∗ j

(k̂)
m,r̂ (v)

]
= E

[
j (k̂)
m

(
τ

(k̂)
m,r̂ + (u − 1)Tc

)∗
j (k̂)
m

(
τ

(k̂)
m,r̂ + (v − 1)Tc

)]
(2.41)

= Re

⎛
⎝E

⎡
⎣

∞∫
−∞

P (m)
j ( f )HRC( f ) exp(j2π f (u − v)Tc)d f

⎤
⎦

⎞
⎠

N
(k̂)
m,r̂ (u, v) = E

[
n

(k̂)
m,r̂ (u)∗n

(k̂)
m,r̂ (v)

]
= E

[
n(k̂)

m

(
τ

(k̂)
m,r̂ + (u − 1)Tc

) ∗ n(k̂)
m

(
τ

(k̂)
m,r̂ + (v − 1)Tc

)]
(2.42)

=

⎧⎪⎪⎨
⎪⎪⎩

Re

⎛
⎝E

⎡
⎣ηo

2

∞∫
−∞

HRC( f )d f

⎤
⎦

⎞
⎠ for u = v

0 for u 
= v

After weighting by the estimated attenuation factor, the signal-to-interference-plus-

noise ratio (SINR) of the symbolic decision for the r̂ th finger on the mth sub-carrier of

the k̂th user is given by

SINRCC

(
b′(k̂)

m,r̂

) = E2
[
b′(k̂)

m,r̂

]
CC

Var
[
b′(k̂)

m,r̂

]
CC

= (
β

(k̂)
m,r̂

)2
γ

(k̂)
m,r̂CC

(2.43)

where

γ
(k̂)
m,r̂CC

=
P

[
E

( ∞∫
−∞

(
H (m)

W ( f )
)
HRC( f )d f

)]2

E
[
c(k̂)

m,r̂

(
I(k̂)

m,r̂ + J(k̂)
m,r̂ + N(k̂)

m,r̂

)
c(k̂)T

m,r̂

]

=
P

[
E

( ∞∫
−∞

(
H (m)

W ( f )
)
HRC( f )d f

)]2

∑
diag

(
E

[(
I(k̂)

m,r̂ + Jm,r̂
(k̂) + Nm,r̂

(k̂)
)]) (2.44)
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Figure 2.5 NCC receiver.

as under random code assumption E
[
c

(k̂)
m,r̂ (u)c

(k̂)
m,r̂ (v)

] = 1 for u = v, and

E
[
c

(k̂)
m,r̂ (u)c

(k̂)
m,r̂ (v)

] = 0 otherwise. In (2.44)
∑

diag(x) stands for the sum of the diagonal

elements of matrix x.

Notch filter in cascade with code correlator (NCC)
The use of a notch filter at the receiver for narrowband interference suppression in

addition to the processing gain of the CDMA system has been described in [3], such

that the transversal notch filter is inserted between the chip-matched filter and the Rake

structure, as shown in Figure 2.5. The notch filter response at the receiver should be the

same as that at the transmitter since their taps are adapted using the same information.

The output from the receiver notch filter is

x (k̂)
m NCC(t) = F−1

{
H (m)

W ( f )X (k̂)
m ( f )

}
(2.45)

where X (k̂)
m ( f ) is the frequency domain representation of (2.18):

x (k̂)
m (t) = F−1

{
X (k̂)

m ( f )
}

(2.46)

The signal is then processed by the code-matched Rake receiver, i.e.

b′(k̂)
m,r̂NCC

= c
(k̂)T

m,r̂ x
(k̂)
m,r̂NCC

(2.47)

and its mean and variance can be expressed as

E
[
b′(k̂)

m,r̂

]
NCC

=
√

PE

⎛
⎝

∞∫
−∞

(
H (m)

W ( f )
)2

HRC( f )d f

⎞
⎠ (2.48)

Var
[
b′(k̂)

m,r̂

]
NCC

= E
[
c

(k̂)
m,r̂

(
I

(k̂)
m,r̂NCC

+ J
(k̂)
m,r̂NCC

+ N
(k̂)
m,r̂NCC

)
c

(k̂)
m,r̂

]
(2.49)

where the emboldened terms I
(k̂)
m,r̂NCC

, J
(k̂)
m,r̂NCC

and N
(k̂)
m,r̂NCC

, which correspond to

MPI/MAI, NBI and AWGN (analogous to those of the CC receiver), can be
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written as

(2.50)I(k̂)

m,r̂ NCC(u, v)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Re

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P

N

∞∫
−∞

L∑
l=1
l 
=r

exp2
(

j�φ
(k̂)
m,l |(k̂)

m,r

)
	

(k̂)
m,l H 2

RC( f )
(

H (m)
W ( f )

)4

d f

+ P

N

∞∫
−∞

⎛
⎜⎜⎜⎜⎜⎝

K∑
k=1

k 
=�
k

L∑
l=1

[
exp2

(
j
(
�φ

(k)
m,l |(k̂)

m,r − 2π f �τ
(k)
m,l |(k̂)

m,r

))

× 	
(k)
m,l H 2

RC( f )
(

H (m)
W ( f )

)4]

⎞
⎟⎟⎟⎟⎟⎠

d f

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, for u = v

0, for u 
= v

J
(k̂)

m,r̂NCC
(u, v) = Re

⎛
⎝E

⎡
⎣

∞∫
−∞

(
H (m)

W ( f )
)2

P (m)
j ( f )HRC( f ) exp( j2π f (u − v)Tc)d f

⎤
⎦

⎞
⎠ (2.51)

N(k̂)

m,r̂NCC
(u, v) =

⎧⎪⎪⎨
⎪⎪⎩

Re

⎛
⎝E

⎡
⎣ηo

2

∞∫
−∞

(
H (m)

W ( f )
)2

HRC( f )d f

⎤
⎦

⎞
⎠ , for u = v

0, for u 
= v

(2.52)

Similarly, the SINR of the symbolic decision for the r̂ th finger on the mth sub-carrier of

the k̂th user after weighting by the estimated attenuation factor takes the form

SINRNCC

(
b′(k̂)

m,r̂

) = E2
[
b′(k̂)

m,r̂

]
Var

[
b′(k̂)

m,r̂

] = (
β

(k̂)
m,r̂

)2
γ

(k̂)
m,r̂ NCC (2.53)

where

γ
(k̂)
m,r̂NCC

=
P

[
E

( ∞∫
−∞

(
H (m)

W ( f )
)2

HRC( f )d f

)]2

E
[
c(k̂)

m,r̂

(
I

(k̂)
m,r̂NCC

+ J
(k̂)
m,r̂NCC

+ N
(k̂)
m,r̂NCC

)
c

(k̂)T

m,r̂

] (2.54)

=
P

[
E

( ∞∫
−∞

(
H (m)

W ( f )
)2

HRC( f )d f

)]2

∑
diag

(
E

[(
I

(k̂)
m,r̂NCC

+ J
(k̂)
m,r̂NCC

+ N
(k̂)
m,r̂NCC

)])

MMSE adaptive correlator
According to [8], [9], [11], adaptive Rake filtering allows joint exploration of the path

diversity in casual CDMA systems as well as the suppression of interference by single-

user linear MMSE filtering, and the pre-combining approach allows rapid adaptation

to the channel condition. The structure of the MMSE adaptive correlator shown in

Figure 2.6 is similar to that of the code correlator except the synchronized spreading

code is replaced by tap weight. The decision variable of the r̂ th finger on the mth
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sub-carrier of the k̂th user is

b′(k̂)
m,r̂MMSE

= w
(k̂)T

m,r̂ x
(k̂)
m,r̂ (2.55)

where w
(k̂)
m,r̂ represents the N × 1 array of tap weights of the MMSE filter given by

w
(k̂)
m,r̂ = [

w
(k̂)
m,r̂ (1) . . . w

(k̂)
m,r̂ (N )

]
(2.56)

The tap weights are determined by minimizing the mean-squared error between the

correlator output with the product of the estimated attenuation factor β ′(k̂)
m,r̂ , the power

and the feedback estimated data symbol b′
(k̂), which is equivalent to [12], [13]

MSE = E
[∣∣w(k̂)T

m,r̂ x
(k̂)
m,r̂ − β ′(k̂)

m,r̂

√
Pb′

(k̂)

∣∣2]
(2.57)

The feedback of the estimated data symbol, b′
(k̂), determined by the equal gain combi-

nation of the outputs from all R branches of the adaptive Rake from all M sub-carriers,

can be written as

b′
(k̂) =

M∑
m=1

R∑
r=1

b′(k̂)
m,r (2.58)

since the outputs of the correlators have been weighted by their own channel attenuation

factor as shown in the following. To minimize (2.57), by Wiener’s solution, the tap weight

array can be expressed as

w
(k̂)
m,r̂ = β ′(k̂)

m,r̂

√
P

(
x

(k̂)
m,r̂ x

(k̂)T

m,r̂

)−1
c

(k̂)
m,r̂ (2.59)

where the channel estimation with the feedback estimated data symbol provides the

steering force to adapt the spreading code. Perfect channel estimation is assumed, i.e.

β ′(k̂)
m,r̂ = β

(k̂)
m,r̂ . The decision statistic consists of the contribution from the desired signal,

MPI, MAI of the UWB system, narrowband interference and noise, while all the terms

are assumed to be independent from each other. The mean and variance of the decision



46 High-speed wireless communications

variable of the r̂ th finger on the mth sub-carrier of the k̂th user, conditioned on the

attenuation factor, are given by [10]

E
[
b′(k̂)

m,r̂

] =
√

Pβ
(k̂)
m,r̂ E

⎛
⎝

∞∫
−∞

H (m)
W ( f )HRC( f )d f

⎞
⎠ (2.60)

Var
[
b′(k̂)

m,r̂

] = E
[∣∣w (k̂)T

m,r̂ x
(k̂)
m,r̂ − β ′(k̂)

m,r̂

√
Pb′

(k̂)

∣∣2]

= 1

E
[
c

(k̂)
m,r̂

(
I

(k̂)
m,r̂ + J

(k̂)
m,r̂ + N

(k̂)
m,r̂

)−1
c

(k̂)T

m,r̂

] (2.61)

As a result, the average signal-to-interference-plus-noise ratio (SINR) of b′(k̂)
m,r̂ is

SINRMMSE

(
b′(k̂)

m,r̂

) = E2
[
b′(k̂)

m,r̂

]
Var

[
b′(k̂)

m,r̂

]
= (

β
(k̂)
m,r̂

)2
γ

(k̂)
m,r̂ MMSE (2.62)

where

γ
(k̂)
m,r̂MMSE

= P

⎛
⎝

∞∫
−∞

H (m)
W ( f )HRC( f )d f

⎞
⎠

2

E
[
c

(k̂)
m,r̂

(
I

(k̂)
m,r̂ + J

(k̂)
m,r̂ + N

(k̂)
m,r̂

)−1
c

(k̂)T

m,r̂

]

= P

⎛
⎝

∞∫
−∞

H (m)
W ( f )HRC( f )d f

⎞
⎠

2 ∑
diag

(
E

[(
I

(k̂)
m,r̂ + J

(k̂)
m,r̂ + N

(k̂)
m,r̂

)−1])

(2.63)

2.3 Probability of error

The path-selective approach is adopted so that only the contributions from significant

paths are considered. A total of M · R contributions are added for decision making,

and they can be added together to provide the overall symbolic decision. Since for the

receiver of an MMSE correlator, with the notch filter in cascade with a code-matched

correlator and a causal code-matched correlator, the average SINR of the decision statistic

is separable in terms of β
(k)
m,r and an independent component γ

(k)
m,r , and the conditional

average bit error probability can be written as

Pe =
∫ ∞

0

Q(
√

ζk̂)p(ζk̂)dζk̂

=
∫ ∫

· · ·
∫

︸ ︷︷ ︸
M ·R folds

Q

⎛
⎝

√√√√ M∑
m=1

R∑
r=1

(
β

(k)
m,r

)2
γ

(k)
m,r

⎞
⎠ p

(
β

(k)
1,1, β

(k)
1,2, . . . , β

(k)
M,R

)

× dβ
(k)
1,1dβ

(k)
1,2 . . . dβ

(k)
M,R (2.64)
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where Q(x) is the Q-function and p
(
β

(k)
1,1, β

(k)
1,2, . . . , β

(k)
M,R

)
is the joint probability density

function of the attenuation factors of the selected multipaths among the sub-carriers. As

the path selection is independent among the sub-carriers, p
(
β

(k)
1,1, β

(k)
1,2, . . . , β

(k)
M,R

)
can be

expressed as

p
(
β

(k)
1,1, β

(k)
1,2, . . . , β

(k)
M,R

) =
M∏

m=1

p
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)
(2.65)

which is the product of M joint probability density functions corresponding to

each sub-carrier, and the joint probability density function for the mth sub-carrier

p
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)
is [13]

p
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

) = L!

(L − R)!

[
P

(
β

(k)
m,R

)]L−R
R∏

l=1

p
(
β

(k)
m,l

)
(2.66)

with the assumption that β
(k)
m,1 ≥ β

(k)
m,2 ≥ . . . ≥ β

(k)
m,R and P

(
β

(k)
m,R

)
is the probability dis-

tribution function of the Nakagami variable. The derivative of the probability distribution

function is given by [14]

P
(
β

(k)
m,R

) =
∫ x

0

p
(
β

(k)
m,R

)
dx

=
γ

(
μ

(k)
m,R,

μ
(k)
m,R

	
(k)
m,R

(
β

(k)
m,R

)2

)

�
(
μ

(k)
m,R

)
(2.67)

where γ (a, b) and �(a) are the lower incomplete gamma function and complete gamma

function, respectively:

γ (a, b) =
∫ b

0

ta−1e−t dt (2.68)

�(a) =
∫ ∞

0

xa−1e−x dx (2.69)

The M · R-fold integration of (2.64) is a complicated computational process. For the

sake of simplicity, it is assumed that the decision statistics from all the correlators of

the same sub-carrier for the same user share the common γ
(k)
m . Since MPI is at most

equivalent to MAI from an additional user for K � 1, the common γ
(k)
m is the simplified

version of γ
(k)
m,r formulated in the previous sub-section. For the CC receiver and MMSE

receiver [1], [15]:

γ (k)
m CC =

P

[
E

( ∞∫
−∞

(
H (m)

W ( f )
)
HRC( f )d f

)]2

∑
diag

(
E

[(
I (k)

m + J(k)
m + N(k)

m

)]) (2.70)

γ (k)
m MMSE = P

⎡
⎣E

⎛
⎝

∞∫
−∞

H (m)
W ( f )HRC( f )d f

⎞
⎠

⎤
⎦

2 ∑
diag

(
E

[(
I (k)

m + J(k)
m + N(k)

m

)−1])

(2.71)
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where J(k̂)
m = J

(k̂)
m,r̂ and N(k̂)

m = N
(k̂)
m,r̂ , while I (k̂)

m is a simplified form of I
(k̂)
m,r̂ and its element

at the uth row and vth column is given by

I (k̂)
m (u, v)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Re

⎛
⎜⎜⎝E

⎡
⎢⎢⎣

∞∫
−∞

⎛
⎜⎜⎝

P

N

K∑
k=1

L∑
l=1

[
exp2

(
j
(
�φ

(k)
m,l |(k̂)

m,r − 2π f �τ
(k)
m,l |(k̂)

m,r

))

× 	
(k)
m,l H 2

RC( f )
(

H (m)
W ( f )

)2]

⎞
⎟⎟⎠ d f

⎤
⎥⎥⎦

⎞
⎟⎟⎠ , for u = v

0, for u 
= v

(2.72)

For the NCC receiver

γ (k)NCC
m =

P

[
E

( ∞∫
−∞

(
H (m)

W ( f )
)2

HRC( f )d f

)]2

∑
diag

(
E

[(
I (k)

m NCC + J(k)
m NCC + N(k)

m NCC

)]) (2.73)

Similarly, J(k̂)
mNCC

= J
(k̂)
m,r̂NCC

and N(k̂)
mNCC

= N
(k̂)
m,r̂NCC

, and for I
(k̂)
r̂NCC

(the simplified form of

I
(k̂)
m,r̂NCC

), its element at the uth row and vth column is given by

I(k̂)
m NCC(u, v)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Re

⎛
⎜⎝E

⎡
⎢⎣ P

N

∞∫
−∞

⎛
⎜⎝

K∑
k=1

L∑
l=1

[
exp2

(
j

(
�φ

(k)
m,l

∣∣∣(k̂)

m,r
− 2π f �τ

(k)
m,l

∣∣∣(k̂)

m,r

))

× 	
(k)
m,l H 2

RC( f )
(

H (m)
W ( f )

)4]
⎞
⎟⎠ d f

⎤
⎥⎦

⎞
⎟⎠ , for u = v

0, for u 
= v

(2.74)

Therefore, inserting (2.65) into (2.64) and replacing γ
(k)
m,r by γ

(k)
m , the average bit error

probability can be rewritten as

Pe =
∫

1

∫
2

. . .

∫
3︸ ︷︷ ︸

M ·R folds

Q

⎛
⎝

√√√√ M∑
m=1

R∑
r=1

(
β

(k)
m,r

)2
γ

(k)
m

⎞
⎠ M∏

m=1

×p
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)
dβ

(k)
1,1dβ

(k)
1,2 · · · dβ

(k)
M,R (2.75)

From [16], the Q-function Q(x) can be expressed as

Q(x) = 1

π

∫ π
2

0

exp

(
− x2

2 sin2 �

)
d� (2.76)

Substituting x =
√

M∑
m=1

R∑
l=1

(
β

(k)
m,r

)2
γ

(k)
m into the above equation gives

Q

⎛
⎝

√√√√ M∑
m=1

R∑
l=1

(
β

(k)
m,r

)2
γ

(k)
m

⎞
⎠ = 1

π

∫ π
2

0

exp

⎛
⎜⎜⎜⎝−

M∑
m=1

R∑
l=1

(
β

(k)
m,r

)2
γ

(k)
m

2 sin2 �

⎞
⎟⎟⎟⎠ d�

= 1

π

∫ π
2

0

M∏
m=1

R∏
l=1

exp

(
−

(
β

(k)
m,r

)2
γ

(k)
m

2 sin2 �

)
d� (2.77)
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The order of integration can be changed and an inner decomposition of the error prob-

ability equation can be done, converting to a single integration on the product of the M
independent (sub-carrier) R-fold (multipath) integration:

Pe = 1

π

∫ π
2

0

{
M∏

m=1

[ ∫ ∞

0

. . .

∫ ∞

β
(k)
m,r

. . .

∫ ∞

β
(k)
m,2

⎛
⎜⎝

R∏
r=1

exp

(
−

(
β

(k)
m,r

)2

γ
(k)
m

2 sin2 �

)

×p
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)
⎞
⎟⎠

× dβ
(k)
m,1dβ

(k)
m,2 · · · dβ

(k)
m,R

]}
d�

= 1

π

∫ π
2

0

M∏
m=1

{
L!

(L − R)!

∫ ∞

0

. . .

∫ ∞

β
(k)
m,r

. . .

∫ ∞

β
(k)
m,2

⎡
⎢⎢⎢⎣

(
R∏

r=1

exp

(
−

(
β

(k)
m,r

)2

γ
(k)
m

2 sin2 

)
p
(
β

(k)
m,r

))

×
(

P
(
β

(k)
m,R

))L−R

⎤
⎥⎥⎥⎦

× dβ
(k)
m,1dβ

(k)
m,2 · · · dβ

(k)
m,R

}
d�

= 1

π

(
L!

(L − R)!

)M ∫ π
2

0

M∏
m=1

R
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)
d� (2.78)

where R
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)
is the term related to the mth sub-carrier components

and can be expressed as

R
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)

=
∫ ∞

0
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)
is a function of β
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With the assumption of the same fading parameter among the multipaths, one obtains

R′′(y) =
∫ ∞

y
R′(x)dx ⇒ dR′′(y)

dy
= −R′(y) (2.81)
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Insert the above relations into (2.79) and iteratively the R-fold integration can be reduced

into a single integration with respect to β
(k)
m,R such that [17]

R
(
β

(k)
m,1, β

(k)
m,2, . . . , β

(k)
m,R

)
(2.82)

= 1

(R − 1)!

∫ ∞

0

[
P

(
β

(k)
m,R

)]L−R
R′(β (k)

m,R

)[
R′′(β (k)

m,R

)]R−1
dβ

(k)
m,R

Thus the error probability can be written in the form of a triple-level integration:
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2.4 Numerical results

The effects of various parameters on the system performance are illustrated in this

section. The impact of the use of a notch filter is studied and different receiving strategies

(MMSE, NCC and CC) are compared. Without being explicitly specified, the plotting is

done based on the results obtained in this section, and the following system parameters

are assumed: the number of sub-carriers M = 8, the processing gain N = 32, the chip

period Tc = 2 ns, the roll-off factor of the square-root raise-cosine filter α = 0.25, the

number of taps in the two-sided transversal filter 2W + 1 = 25, the number of correlators

within the Rake receiver per sub-carrier R = 3, the number of active users K = 20, and

the number of paths per sub-band L = 10. The decay rate δ, the fading figure μ and the

power ratio κ are assumed to be 10−1.61, 3.5 and 10−0.4, respectively [5].

2.4.1 Significance of the transmitter filtering

Figure 2.7 shows the spectra of an unmodified chip shape (raised-cosine) and the spectra

of a modified chip shape corresponding to narrowband interference at three different

frequency locations (qm = 0, 0.2 and 0.3, respectively). Two different bandwidth ratios

pm = 0.05 and pm = 0.1 are considered. It is assumed that the power ratio of narrowband

interference to the UWB signal P (m)
j /P = 50 dB and the signal-to-noise ratio P/ηo =

10 dB. It can be seen that in addition to raised cosine shaping, narrowband notching is

created; however, the most efficient notching appears when the narrowband interference

is located at the center frequency of the UWB sub-band (qm = 0). Due to the periodicity

of the estimating function (2.5), for qm 
= 0, the notching is created not only in the

position of narrowband interference, but also in the symmetric location about the origin,

such that the partial clean spectrum has to be notched. In comparison to the undistorted

raised-cosine signal spectrum, it can be seen that the larger the bandwidth ratio pm , the

greater the extent of the distortion of the spectrum.

Interference reduction to the established services can be achieved via the use of a notch

filter, but this brings side-effects on the chip-matching mechanism due to the distor-

tion, and worsens the inter-chip interference in the despreading process. The correlation

function of the original chip shape and modified chip shape are plotted under the
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Figure 2.7 Comparison of the baseband spectra of the notch filtered chip shapes.

conditions of the power ratio of narrowband interference to the UWB signal P (m)
j /P =

60 dB and the signal-to-noise ratio, P/ηo = 10 dB. With the undistorted chip shape

as reference, Figure 2.8 presents the correlation as the function of the normalized time

shift with fixed frequency offset qm = 0.1 and Figure 2.9 presents the correlation as the

function of the normalized time shift with fixed bandwidth ratio, pm = 0.05.

As shown in the plots, the derivations from the autocorrelation function of the original

(fixed line) indicates that the introduction of notch filtering to the pulse shape inevitably

causes distortion, but the original correlation property is slightly altered when the time

offset is within the single chip interval. As the time offset increases, the original zero-

crossing property is changed and the distortion is greater, and these increase the MPI and

MAI in the decision statistic, but the processing gain of the random code can suppress

this.
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To investigate the effect of the use of transmitter filtering on UWB system performance,

the ratio of the average SINR of the received signal with and without the use of a notch

filter at the transmitter is plotted (Figure 2.10) against the power ratio of narrowband

interference to the UWB signal P (m)
j /P with P/ηo = 10 dB, pm = 0.05 and qm = 0. It

can be observed that there is a tiny difference in the average SINR for the MMSE and

CC receivers before and after the introduction of the notch filter, but the average SINR

drop is obvious for the NCC receiver.

For the MMSE and CC receivers, the jamming signal should play a more significant

role and its effect will overshadow the effect of using a notch filter at the transmitter.

Meanwhile the impact of the transmitter notch filter on the NCC receiver is neverthe-

less greater than that on the MMSE and CC receivers, but this is just a small atten-

uation, caused by the double notching (transmitter and receiver), which results in a

double distortion of the desired signal waveform. As the change of the average SINR

is limited, it can be concluded that the use of a notch filter at the transmitter, which

results in the scarification of a certain amount of the transmitted power, does not cause

significant degradation of the system performance. This is because even if no notch

is inserted in the spectra of the transmitted signal, the power of the frequency region

occupied by the narrowband system is corrupted and no longer useful to the decision

statistic.

Although under normal operation the emission power of UWB devices would be very

low such that its impact on the existing narrowband systems would be insignificant,
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transmitter notch filtering is still necessary. The motivation for the introduction of notch

filtering at a UWB device transmitter is that UWB devices are designed to operate

without causing trouble to existing systems, and it is clear that the existing systems do

not have any specific measures to deal with the interference from UWB devices. It is the

responsibility of UWB devices to avoid causing any possible interference.

In the following, we are going to show that notch filtering at the transmitter of the

multicarrier CDMA UWB system can be beneficial to narrowband systems when the

power difference with the UWB system is not too great; for example, when they are

suffering from the near–far problem. To illustrate this, for simplicity, the narrowband

communication system is assumed to be a BPSK system, and the overlaid sub-band of

the UWB system is regarded as wideband noise by the narrowband system. By Gaussian

approximation, the SINR of the decision statistic for the narrowband system over the

spectrum of the mth sub-carrier of the UWB system can be expressed as

ξ
(m)
j =

⎛
⎜⎝

√
2P (m)

j

pm
2Tc

+ qm
Tc∫
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2
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(
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W ( f )
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2Tc

− qm
Tc

df

(2.84)

and the error probabilityPe of the narrowband system is given by

Pe = Q

(√
ξ

(m)
j

)
(2.85)

Figure 2.11 shows the plot of probability of the bit error of the narrowband system

versus the number of UWB active users K , with P/ηo = 5 dB, pm = 0.05 and qm = 0.

The power ratio Pj,m/P is increased from 10 dB to 30 dB, which represents the situation

when the power of the narrowband device is relatively weak up to a typical situation.

Two main observations are noted from the plot. First, without the use of the notch filter

at the UWB device’s transmitter, the performance of the narrowband system is heavily

downgraded even when the number of UWB system users is small, but the situation

is much improved after the protective measure is introduced. Second, the significant

improvement diminishes as K increases due to the fact that the portion of the UWB

signal spectrum overlaid on the narrowband system is suppressed but not completely

removed, so the impact of the residue increases as K grows, which means that there is

a limit to the number of UWB system users that the narrowband system can sustain,

but such tolerance is much increased in comparison to the case without notch filtering

at the transmitter. It is interesting to point out that while the introduction of the notch

filter at the UWB system transmitter provides effective protection to the established

systems, there should be capacity for the UWB system to increase its overall transmitted

power in the non-overlaying spectra, which allows a smaller power difference between

the established system and the overlaid UWB system once the notches are properly

inserted.
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Figure 2.11 Probability of bit error of the narrowband system versus the number of UWB active

users.

2.4.2 Comparison of the receiving strategies

Figure 2.12 shows error probabilities as a function of P (m)
j /P for different numbers of

narrowband interferers (Mi = 2, Mi = 5 and Mi = 7, respectively). It is assumed that

P/ηo = 10 dB, pm = 0.05 and qm = 0. Satisfactory performance is achieved for small

values of Mi irrespective of the type of receiver used, but the situation is different for a

large value of M1.

For the CC receiver, the performance degrades significantly when narrowband inter-

ference exists. The curve levels off quickly, which means that the decision statistics from

the polluted sub-bands are unreliable even at low P (m)
j /P , and the symbol decision can

only rely on those sub-bands that remain clean.

For the NCC receiver, the performance curve has a typical S-shape, which represents

three different phases: at low P (m)
j /P the probability of error increases very slowly,

because the double-sided transversal-type filter at the front end provides sufficient atten-

uation to the narrowband interference. When P (m)
j /P increases beyond 40 dB, the error

rate increases rapidly, and this observation can be explained by the fact that the notch

introduced by the filter is too shallow for interference suppression, so the reliability of the

decision statistic from the polluted sub-band decreases as P (m)
j /P increases. The curve

eventually levels off as P (m)
j /P further increases (>80dB) and coincides with the curve
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Figure 2.12 Error probability as a function of the power ratio of NBI to UWB signal.

of the CC receiver, which indicates that the contributions from the polluted sub-bands

are no longer useful.

In contrast, for the MMSE receiver, the increase of P (m)
j /P only leads to a moderate

growth in error probability. This means that the MMSE receiver is still able to provide

valid protection under very large P (m)
j /P , which is typical for the UWB application

scenario. Furthermore, the performance improvement is more significant as the number

of sub-bands overlaid with the narrowband system (i.e., Mi ) increases.

To summarize, it can be seen from the figure that for a given number of narrowband

interferers, the performance of the NCC receiver degrades dramatically when P (m)
j /P

increases beyond 40 dB, whereas the performance of the MMSE receiver is almost

independent of the size of P (m)
j /P . Furthermore, the performance of the NCC receiver

and CC receiver are much affected by the number of narrowband interferers. However,

the MMSE receiver is robust to the number of interferers.

Multipath diversity can be further explored by adding correlators in the Rake receiver,

but this results in an increase in the complexity of the receiver design, so it is desired

to seek for a balance point. The effect of the number of correlators in the Rake receiver

per sub-carrier R on the performance of the multicarrier CDMA system is illustrated

in Figure 2.13, from single-path combing (R = 1) to all-path combing (R = L = 10).

The conditions of P/ηo = 5 dB, P/ηo = 10 dB and P/ηo = 15 dB are picked for com-

parison, and the other system parameters are P (m)
j /P = 60 dB, pm = 0.05, qm = 0 and
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Mi = 4. It is seen that when the number of correlators R increases, the error probability

decreases sharply at the beginning, but the curve becomes flat as R approaches L . In

other words, the marginal performance improvement diminishes for a large R; thus a

low-complexity Rake receiver can achieve acceptable performance. The MMSE receiver

always outperforms the NCC and CC receivers. For example, at P/ηo = 5 dB, the MMSE

receiver already has a better performance than both the NCC and CC receivers with a

transmission power of P/ηo = 15 dB. As P/ηo increases, the performance improvement

of the MMSE receiver is much greater than that of the NCC or CC receivers.

Figure 2.14 illustrates the error probability as a function of the number of active

users K for P (m)
j /P = 30 dB and P (m)

j /P = 60 dB, respectively. It is assumed that

pm = 0.05, qm = 0, Mi = 3 and P/ηo = 5 dB. The MMSE receiver is significantly

superior to both the NCC and CC receivers for the multiple access capability when a

strong narrowband system exists. For a probability of error at 10−2, with a narrowband

system of P (m)
j /P = 60 dB, the multicarrier CDMA system capacity when using the

NCC and CC receivers is 25 users and 20 users, respectively, but the capacity can be

over 30 users for the MMSE receiver. The number of users supported by the UWB system

is much affected by P (m)
j /P for the NCC and CC receivers, but it is less dependent on

P (m)
j /P for the MMSE receiver. This is consistent with Figure 2.12 in that the MMSE
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Figure 2.14 Probability of error against the number of active UWB system users.

receiver is more capable of suppressing strong narrowband interference than either the

NCC or CC receivers, because the greater the narrowband interference suppression

ability, the greater the allowable tolerance to other types of interference.

The relationship between error probability and transmitted power in terms of the

signal-to-noise ratio (SNR) P/ηo is shown in Figure 2.15, for narrowband interferers of

P (m)
j /P = 30 dB and P (m)

j /P = 60 dB, with the assumption of P/ηo = 10 dB, Mi = 5,

pm = 0.05 and qm = 0. Notice that the performance curves for all types of receiver are of

similar shape. The error probability shows a heavy drop as P/ηo increases but soon levels

off for large P/ηo. This means that the overlay system is still capable of working under

a low P/ηo operating environment, but it can be observed that narrowband interference

exhibits a different degree of impact on different receivers. For the CC receiver, system

performance is heavily downgraded in the presence of NBI. For the NCC receiver, the

error probability is less affected when the NBI is weak (i.e., P (m)
j /P = 30 dB) as the

notch filter is still effective for suppressing the narrowband interference, but the system

performance deteriorates for strong NBI. For the MMSE receiver, however, the overlay

UWB system performance is much improved.

Frequency diversity can be explored under the multi-carrier system, but the presence

of the narrowband system brings an adverse effect to the exploration of diversity. The

effect of the number of sub-bands with narrowband interference Mi on the performance

of the multicarrier CDMA system is shown in Figure 2.16, for P (m)
j /P = 30 dB and
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UWB sub-band pm .

P (m)
j /P = 50 dB, where P/ηo = 10 dB, pm = 0.05 and qm = 0. For the MMSE receiver,

the system performance experiences a slight degradation as Mi increases. For the NCC

receiver, protection is valid for weak NBI, but for strong NBI the performance drop is

obvious when Mi is large. For the CC receiver, which represents no additional protective

measure against NBI except processing gain of the spreading code, the error probability

rises drastically from losing frequency diversity since the tolerance to NBI is small.

Figure 2.17 shows the error probability as a function of the bandwidth ratio of the

narrowband system to the UWB system sub-band pm . The remaining parameters are

P/ηo = 10 dB, qm = 0 and Mi = 3.

With reference to Figure 2.12, look closely for the following curves in Figure 2.17: for

the CC receiver, since the error probability rises sharply as pm increases and the curve

flattens out quickly, it indicates that the CC receiver has no effect such that the contribu-

tion of the polluted sub-band is useless. For the NCC receiver, when P (m)
j /P = 30 dB,

it represents the state that the NCC receiver is effective in suppressing narrowband inter-

ference. The error probability increases slightly as pm increases. When P (m)
j /P = 60 dB,

it represents the state that the NCC receiver is marginally effective. Its ability to sup-

press narrowband interference steadily decreases as pm increases. However, it can be

seen that when the MMSE receiver is used, the system performance degrades slowly as
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Figure 2.18 Probability of error versus the normalized frequency offset of the narrowband

system from the sub-carrier center frequency qm .

pm increases regardless of the change in P (m)
j /P , in contrast to both the NCC and CC

receivers, whose system error probability increases dramatically for large P (m)
j /P .

In Figure 2.18, error probability is plotted against the normalized frequency offset qm

of the narrowband system from the sub-carrier center, with P/ηo = 10 dB, P (m)
j /P =

60 dB, pm = 0.05 and Mi = 3. It can be seen that the MMSE receiver provides a more

stable performance than either the NCC or CC receivers as qm varies. The findings

are in accordance with the discussion of the notch filtered chip shape in the previous

sub-section: as the deepness of the notch produced decreases when qm is non-zero, the

narrowband rejection capability also decreases.

2.4.3 Other aspects

In this section, the results presented are based on the assumption that all sub-carriers

are used to convey the same transmitted signal. Actually, each sub-carrier is operating

independently of each another before decision statistic combining takes place. This

suggests that, in addition to the approach described previously, each sub-carrier can be

used to convey an independent transmitted signal, or divided into groups to transmit a

different data stream. In comparison to the original scheme, the benefit of frequency

diversity is traded for a higher data rate. In the proposed system, the UWB system has
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Table 2.1 Sub-carrier grouping under different transmission rates

Transmission rate 1 2 4 8

Grouping of sub-carriers 8 4,4 2,2,2,2 1,1,1,1,1,1,1,1
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Figure 2.19 System performance under different transmission rates.

a sub-carrier M of 8, and it is assumed that the number of sub-carriers per group only

takes values of powers of two, so there are four possible transmission rates, as illustrated

in Table 2.1.

The transmission rate is defined as the number of independent data conveyed by the

sub-carrier. For example, a transmission rate of 4 means that the system operates at four

times its basic transmission rate (all sub-carriers are used to transmit the same data), eight

sub-carriers are divided into four groups and the two sub-carriers of the same group are

transmitting the same data stream.

In Figure 2.19, error probability is plotted against transmission rate, and the other

system parameters are P/ηo = 10 dB, P (m)
j /P = 60 dB, pm = 0.05 and qm = 0. Mi = 2

and Mi = 5 are selected for comparison in the performance evaluation. The possible

distribution of the narrowband system over the sub-bands is shown in Table 2.2. All

cases are assumed to be equally probable.
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Table 2.2 Narrowband system and grouped sub-carriers

Transmission

rate 1 2 4 8

Mi = 2 2 (2,0) or (1,1) (2,0,0,0) or (1,1,0,0) (1,1,0,0,0,0,0,0)

Mi = 5 5 (4,1) or (3, 2) (2,1,1,1) or (2,2,1,0) (1,1,1,1,1,0,0,0)
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Figure 2.20 Comparison with the discarding polluted sub-band scheme.

From the graph, it can be seen that the MMSE receiver is best able to combat the

effects of the reduction in frequency diversity when the transmission rate is increased.

Meanwhile, the performance of the NCC receiver is acceptable at low transmission rate,

but the performance of the NCC receiver drops drastically when the transmission rate

increases. Once the NBI can be suppressed, the sub-band overlaid with the narrowband

system is still useful, so there is capacity to exchange diversity for data rate.

To tackle the problem of overlaid narrowband systems, apart from applying the NBI

rejection technique, a simpler way is to discard the polluted sub-band so that the decision

statistic relies on the contributions from “clean” sub-carriers. For UWB devices, however,

the bandwidth of each sub-carrier signal is extremely wide when compared with that of

NBI. Simply discarding a sub-carrier that is experiencing NBI is too inefficient and

even non-beneficial. Figure 2.20 illustrates the inefficiency of simply discarding the
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polluted sub-band in comparison to the preserving approach, with the system parameters

as P/ηo = 10 dB, pm = 0.05 and qm = 0. The performance difference between the

discarding approach and the preserving approach (MMSE, NCC and CC) is slim when

Mi is small. However, the performance gap enlarges significantly for large values of Mi ,

where the NBI suppression (MMSE and NCC) for the preserving approach shows its

effectiveness, since the jammed sub-carrier signals still make positive contributions to

the net frequency diversity for the system.

2.5 Discussion

In this chapter, a spectrally filtered transmission approach is considered instead of the

conventional carrier-less design for UWB communications. The application environ-

ment is assumed to be a short-range high-speed system with multiple users. Multicarrier

CDMA overlay is proposed as a potential candidate. As described in Section 1.1, interfer-

ence reduction and interference suppression are the key issues for harmoniously sharing

the spectrum between the established narrowband systems and the overlaid UWB system.

An investigation is carried out on the use of compromising measures incorporated in the

multicarrier CDMA overlay system to meet these goals, as well as their impacts on the

parties involved. Numerical expressions are derived in Section 2.4 for the performance

evaluations presented in Section 2.5. In this section, we review the proposed design and

discuss some related issues.

Multicarrier CDMA, although now considered to be the best modulation and mul-

tiple access scheme for UWB wireless communication, was previously thought to be

spectrally inefficient in conventional applications, but this is relieved when an ultra-wide

bandwidth is made available. As mentioned in Section 1.1, by using multicarrier CDMA,

better spectral control can be achieved. CDMA has been proved to be an effective mul-

tiple access scheme under a large number of active users. In addition to the instinctive

frequency diversity, the flexibility of resource allocation increases. Since the sub-bands

can be disjoint, they can be shifted to appropriate spectral locations and therefore the

system spectra can bypass certain frequency regions that require additional protection.

The processing speed requirement for both transmitting and receiving ends is lowered,

because the 7.5 GHz ultra-wide bandwidth is sliced into a number of wideband portions,

allowing devices with a lower dynamic range to be used. Furthermore, the transforma-

tion of ultra-wide bandwidth to several wideband spectra also suggests the possibility

of applying technologies developed for wideband communications to ultra-wideband

communications. All of these are found to be a problem for carrier-less UWB, but IR is

attractive due to the absence of the costly analog RF mixer component, which is the major

drawback of the spectrally filtered UWB approach, yet the production cost for analog

components can be lower or even avoided due to the breakthrough in the development

of software radio and advanced digital-signal-processing technologies.

Next the focus moved to the design of the transceiver. At the transmitter, interference

reduction to established narrowband systems is achieved via chip-shape modification. It

is assumed that the filter adapting information is accurate. Results demonstrate that the
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notch is formed at the target spectral position, and this measure is shown to be capable

of providing significant protection to lower operating power narrowband systems.

One could argue that the narrowband devices should have a much higher operating

power relative to any future UWB devices so that transmitter filtering would be unneces-

sary. However, one of the criteria of UWB wireless communication is that it should cause

little interruption to established services. There would be a lack of coordination among

the overlaid systems, since they are expected to exist independently and the UWB device

would operate without licensing [19]. The actual power difference between the parties

involved would not be as large as expected because this depends on the different oper-

ating ranges and the relative locations of the devices involved. Under the situation with

a number of unknown factors or undetermined variables, the UWB devices should take

the responsibility to have active avoidance in signal transmission and passive tolerance

in signal reception.

In the use of notch filtering at the transmitter, for the UWB devices themselves, the

benefits of cosine roll-off filtering, the band-limiting effect remains but the first Nyquist

criterion in the time domain cannot be totally preserved. It is shown that the chip-shaping

modification of the UWB signal slightly alters the original correlation property of the

chip-shaping filter at the transmitter and the chip-matching filter at the receiver. As

inter-chip interference increases, the MAI and MPI components of the decision statistic

also increase, but its significance is less in comparison to the bad effect from NBI, as

illustrated in the plot of the ratio of the average SINR of the correlator output with and

without transmitter filtering. This indicates that the introduction of notch filtering at the

transmitter has a limited influence on the performance of any UWB device, while it is

effective in protecting established narrowband services, so there is no need to discard or

turn off those overlaid sub-bands in the UWB device.

At the receiver, the data recovery process is carried out with the suppression of the

interference from those narrowband systems, and it is shown that the use of the NBI

suppression technique is more efficient than simply discarding the sub-bands with NBI.

A comparison is made between the receiver using the minimum mean square error

detection technique in a correlator, the receiver of a notch filter in cascade with a code-

matched correlator, and the receiver of a conventional code-matched correlator. On the

basis of the results obtained, the following remarks can be made:

(1) The conventional CC receiver cannot sustain strong narrowband interference. The

NCC receiver can only provide sufficient suppression for narrowband interference

when the narrowband system power to UWB system power ratio is moderate, but the

MMSE receiver offers valid protection when the narrowband interference is much

stronger.

(2) The MMSE receiver can support a higher number of active users than the NCC

receiver as well as the CC receiver under strong narrowband interference from estab-

lished services due to the reason stated above.

(3) For the same probability of error requirement, a lower transmission power is allowed

when the MMSE receiver is used. The MMSE receiver also allows the potential of

selective-maximal combining to be better exercised in comparison to either the NCC
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or CC receivers. The MMSE receiver also shows a higher tolerance in the reduction

of frequency diversity when more narrowband systems fall within the operating

spectra of UWB devices.

(4) The MMSE receiver can sustain a narrowband system of wider bandwidth than the

NCC receiver. The MMSE receiver is also found to have low susceptibility to the

variations due to the chip-shape modification in the receiver. This allows interference

reduction measures to the established services to be adopted with limited impact on

the overlaid UWB multicarrier CDMA system performance.

Theoretical results show that pre-combining MMSE with selective-maximal combin-

ing provides the UWB system with much better performance than either the NCC or CC

receivers can supply. A discussion of the implementation issues of the MMSE receiver

for a CDMA system can be found in [18]. Nevertheless, since cost is also a major fac-

tor in design formulation, it is incorrect to reach the conclusion that the NCC and CC

receivers are totally inferior to the MMSE receiver. For the structure of a notch filter in

cascade with a code-matched correlator, its NBI rejection capability can be increased by

increasing the number of taps of the transversal filter. The performance of any structure

using a code-matched correlator can be improved by increasing the processing gain of the

system. However, this requires further analysis of the trade-off between the improvement

in performance and the growth in complexity before a decision is made.

Multicarrier CDMA has the potential to be used in UWB wireless communications.

In this chapter, the major problems that would be encountered when using multicarrier

CDMA for UWB applications are considered. The analytical framework formulated takes

the possible problem of interference from narrowband systems and the large number

of propagation paths in frequency selective fading into consideration. Study on the

impacts of various system parameters is presented by numerical results. When freedom

is provided, any possibility should not be underestimated or ignored. In Section 1.1, it

was generally thought that ultra-wideband communication was equivalent to IR, because

IR had played a dominant role in UWB. As time goes by, however, researchers are

starting to seek alternatives due to the shortcomings of IR UWB system. With the

recent development of UWB technology [15], it seems that more researchers are looking

favorably at spectrally filtered UWB systems.
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3 Impulse radio overlay in UWB
communications

Interference suppression is important to allow UWB devices to operate over the spectrum

occupied by narrowband systems. In this chapter, the use of a notch filter in TH-IR for

UWB communication is considered, where a Gaussian monopulse is employed with pulse

position modulation (PPM). A lognormal fading channel is assumed and a complete ana-

lytical framework is provided for performance evaluation using a transversal-type notch

filter to reject narrowband interference. A closed-form expression of BER is derived, and

the numerical results show that the use of a notch filter can significantly improve system

performance. Furthermore, a performance comparison between TH-IR and multicarrier

CDMA UWB systems is also made for the same transmit power, the same data rate

and the same bandwidth. It is shown that, in the presence of narrowband interference,

the TH-IR system with a notch filter can achieve a performance similar to multicarrier

CDMA.

3.1 Introduction

Over the last decade, there has been a great interest in ultra-wideband (UWB) time-

hopping (TH) impulse radio (IR) communication systems [1–8]. These systems make

use of ultra-short duration pulses (monocycles), which yield ultra-wide bandwidth sig-

nals characterized by extremely low power densities. UWB systems are particularly

promising for short-range high-speed wireless communications as they potentially com-

bine reduced complexity with low power consumption, low probability of intercept,

high accuracy positioning and immunity to multipath fading due to discontinuous trans-

mission. Recently, the Federal Communications Commission (FCC) has defined the

−10 dB emission mask between 3.1 GHz and 10.6 GHz for unlicensed UWB systems

with a bandwidth of at least 500 MHz [9]. However, in this frequency band there are a

variety of existing narrowband interfering signals, such as public safety band and wire-

less LAN (IEEE 802.11a) operating at frequencies of 4.9 GHz and 5.2 GHz, respectively.

This means that UWB signals and narrowband signals must coexist and that there must

be minimal mutual interference between them. Therefore, the successful deployment of

UWB technology depends not only on the development of efficient multiple access tech-

niques, but also on narrowband interference suppression techniques. Since the TH-IR

receiver is operated by time-gating matched to the pulse duration [1–3], this time gating

reduces the power of continuous-time interference to the duty cycle of IR. Therefore,
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TH-IR inherently has the capability of narrowband interference suppression. However,

when narrowband interference is very strong, we may need to use a notch filter [10] to

help reject it.

Suppression schemes based on MMSE Rake combining were proposed in [11] and

[12], while the computation complexity of the tap weight would be increased with the

addition of branches within the Rake receiver as it is driven by the decision statistic.

In this chapter, we study the use of a notch filter to suppress narrowband interference

for TH-IR. A notch filter has been widely studied to reject narrowband interference for

CDMA overlay systems when narrowband interference is very strong [13], [14]. Apart

from the requirement for a higher sampling speed in comparison to the solutions proposed

in [11] and [12], since the computation of the tap weights for notch filter is dependent on

the nature of the narrowband interferer, the same set of weights can be adopted among

the branches with the Rake receiver. Moreover, the notch filter also offers flexibility as

its narrowband rejection ability can be enhanced by the addition of more taps. In this

chapter, we will provide a complete performance analysis of error probability in addition

to the simulation result.

The UWB concept can be based on several techniques, such as TH-IR or multicarrier

CDMA techniques. In the proposed multicarrier CDMA system for UWB shown in

Chapter 2, a notch filter has been shown to be very effective in rejecting narrowband

signals. For the two different systems (TH-IR and multicarrier CDMA), we will compare

their performances with a notch filter, assuming that they have the same transmit power,

the same data rate and the same bandwidth.

3.2 System models

Suppose the time scale is divided into frames with duration Tf, and each frame is com-

posed of Nh slots of duration Tc, the transmitted signal of the kth UWB user employing

TH-IR with pulse position modulation (PPM) is given by:

sk(t) =
∞∑

n=−∞

√
Ek�

(
t − nT f − c(n)

k Tc − ε d�n/Ns�
k

)
(3.1)

where Ek is the energy of a pulse and �(t) is the shape of the transmitted pulse. {c(n)
k }

is the time hopping code of the kth user, where c(n)
k ∈ {0, 1, . . . , Nh − 1}, such that

an additional time shift of c(n)
k Tc is introduced when the nth pulse of the kth user is

transmitted. The code sequences of all users are assumed to be mutually independent. Ns

is the number of pulses transmitted per symbol, i.e. the processing gain, the modulating

data symbol changes every Ns hops (frames) and the index of the data symbol is �n/Ns�
(�x� is the integer part of x). {d�n/Ns�

k } is the binary data sequence of the kth user and

composed of equally likely symbols (or bits). A symbol has duration Ts = NsTf and the

symbol rate is Rs = 1/Ts = 1/(NsTf). ε is the modulation index, where it is assumed

that ε > 0, and Tp + ε ≤ Tc, where Tp denotes the pulse width, and the time shift added

to a pulse by data is ε d�n/Ns�
k . The optimal value of ε is around 20% of a pulse width [7].
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Figure 3.1 Sample of UWB TH-IR waveform (Ns = 3 frames, Nh = 4 bins). (a) Data: d�n/ns�
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k = 1.

In this study, the monocycle denoted by�(t) is assumed to be a scaled second derivative

of the Gaussian function with unit energy, i.e.
∫ +∞
−∞ �2(t)dt = 1, and one form of a

Gaussian monocycle in [8] is adopted as

�(t + Tp/2) =
√

28

3Tp

√
π

[
1 −

(
7t

Tp

)2
]

exp

[
−1

2

(
7t

Tp

)2
]

(3.2)

and the −10 dB bandwidth of the Gaussian pulse is approximately given by

BUWB ≈ 3.185/Tp (3.3)

Figure 3.1 shows a sample of a UWB transmitted signal, where Ns = 3 and Nh = 4.

The narrowband interferer j(t) is assumed to be a passband Gaussian with center

frequency f j and bandwidth B j . The double-sided flat power spectral density of the

narrowband interferer is given by

Sj ( f ) =
{

J/(2B j ), | f ± f j | ≤ B j/2

0, otherwise
(3.4)
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where J is the power of the narrowband interference, and the autocorrelation function

of j(t) is

R j (τ ) =
∞∫

−∞
Sj ( f ) exp( j2π fτ )d f = J · R̄ j (τ ) (3.5)

where R̄ j (τ ) denotes the normalized autocorrelation function of j(t), given by

R̄ j (τ ) = sin(πBjτ )

πBjτ
cos(2π f jτ ) (3.6)

For consistency with the analysis of multicarrier CDMA in later sections, the parameter

p is defined as a ratio of the bandwidth of the narrowband signal to the−10 dB bandwidth,

BUWB, of the Gaussian pulse, which can be written as

p = B j/BUWB (3.7)

For a typical narrowband system, the usual range of the ratio should be 0 ≤ p 	 0.1.

Another important parameter q is defined as the ratio of the difference in center frequen-

cies (between the narrowband interferer and the Gaussian pulse) to the bandwidth of the

Gaussian pulse, given by

q = ( f j − fUWB)/BUWB (3.8)

where −0.5 ≤ q ≤ 0.5. In (3.8), fUWB is the center frequency of the spectrum of the

Gaussian pulse and fUWB ≈ BUWB/2. Therefore, the parameter q can be written approx-

imately as

q =
(

f j − BUWB

2

)/
BUWB = f j/BUWB − 1

2
(3.9)

The realistic UWB channel should be a dense multipath fading channel [7]. More than

a dozen resolvable paths should exist. In the multiple access system with K users, the

received signal can be expressed as

r (t) =
K∑

k=1

L∑
l=1

ψk,lβk,l sk(t − τk,l) + j(t) + n(t) (3.10)

where ψk,l , βk,l and τk,l represent the phase, amplitude attenuation and delay, respectively,

of the lth arrival path of the kth user. Independent fading is assumed for each path as

well as for each user [15]. The phases are independent variables and take the value 1

or −1 with equal probability to account for signal inversion due to reflection. The delay is

assumed to be uniformly distributed over [0, Ts), i.e. the symbol duration. The amplitude

attenuation is lognormally distributed with μk,l and σk,l being the mean and standard

deviation, respectively; its probability density function takes the form

p(βk,l) = 1

βk,lσk,l

√
2π

exp

{
−[ln(βk,l) − μk.l]

2

2σ 2
k,l

}
(3.11)
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Figure 3.2 The r th branch of the receiver.

and its normalized intensity profile is given by

	k,l = E
[
β2

k,l

] = 1 − exp(−ν)

1 − exp(−Lν)
exp[−(l − 1)ν] (3.12)

where ν is the decay rate. Note that the normalization implies that the sum of the atten-

uation power of all paths is one
(∑L

l=1 	k,l = 1
)
. In (3.10), n(t) is an AWGN with a

double-sided power spectral density of ηo/2.

3.3 Performance evaluation

Selective maximal combination (SMC) is considered for the proposed receiver design,

with the R highest (R < L) power paths out of all resolvable paths chosen for decision

making. Perfect power control is also assumed. As shown in Figure 3.2, each branch

of the Rake receiver consists of a pulse correlator, a notch filter and an accumulator.

Assuming that the first user is the desired user, the output of the pulse correlator for the



Impulse radio overlay in UWB communications 73

104

103

102

101

100

10−1

10−2

10−3

10−4

0 0.5 1.5 2

Frequency (Hz)

G
ai

n

Narrowband interference

TH-IR signal

ff

Bf

2.5 3 3.5 4

¥ 109

1
10−5

Notch filter

Figure 3.3 Frequency responses of the transmitted TH-IR signal and the notch filter at receiver.

r th selected path is given by

ur (i) =
(i+1)Tc∫
iTc

r (t)
∑

i

v(t − iTc − τ1,r )dt =
Tc∫

0

r (t + iTc + τ1,r )v(t)dt (3.13)

where v(t) is the template pulse function, defined as

v(t) = �(t) − �(t − ε) (3.14)

Note that the pulse correlator output is sampled at the rate of one sample per bin

period Tc. The notch filter (Wiener filter) is used to predict and notch out the narrowband

interference [10]. The number of taps on each side of the notch filter is W and thus the total

number of taps is 2W + 1. The coefficients of the filter are {αw} with w = [−W, . . . , W ]

and α0 = 1. Note that when there is no narrowband interference the filter reduces to an

all-pass filter, i.e. αw = 0 for w 
= 0. The conceptual frequency response of the notch

filter along with the spectra of TH-IR signal and narrowband interference are shown in

Figure 3.3, which shows that the narrowband interference can be suppressed. The output
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of the notch filter can be expressed as

xr (i) =
W∑

w=−W

αwur (i − w) =
W∑

w=−W

αw

Tc∫
0

r (t − wTc + iTc + τ1,r )v(t)dt (3.15)

This output is passed to the accumulator using a delta function δ(i − nNh − c(n)
1 ), where

δ(i) = 1 and 0 for i = 0 and i 
= 0, respectively. Thus, with the multiplication phase

ψ1,r and the amplitude attenuation β1,r perfectly estimated from the channel, the random

variable at the output of the accumulator is given by

Zr = β1,rψ1,r

∞∑
i=−∞

Ns−1∑
n=0

xr (i) · δ
(
i − nNh − c(n)

1

)

= β1,rψ1,r

Ns−1∑
n=0

xr

(
nNh + c(n)

1

)

= β1,rψ1,r

Ns−1∑
n=0

⎡
⎣ W∑

w=−W

αw

Tc∫
0

r
(
t − wTc + nT f + c(n)

1 Tc + τ1,r

)
v(t)dt

⎤
⎦

= Z D|r + Z I |r (3.16)

Z D|r is the desired signal term from the r th selected path for the first user, from the

central tap of the notch filter, and is given by

Z D|r =
Ns−1∑
n=0

β2
1,rψ

2
1,r

Tc∫
0

s1

(
t + nT f + c(n)

1 Tc

)
v(t)dt

=
√

E1β
2
1,r

Ns−1∑
n=0

Tc∫
0

�
(
t − ε d�n/Ns�

1

)
v(t)dt

=
{ √

E1β
2
1,r Nsρ, for d�n/Ns�

1 = 0

−√
E1β

2
1,r Nsρ, for d�n/Ns�

1 = 1
(3.17)

where ρ stands for the correlation between the transmitted pulse and the template

function:

ρ =
Tc∫

0

�(t)v(t)dt ≈ −
Tc∫

0

�(t)v(t − ε)dt (3.18)

Z I |r in (3.16) is the total interference for the r th selected path given by

Z I |r = ZMPI|r + ZMAI|r + ZNBI|r + ZAWGN|r (3.19)

where ZMPI|r is the multipath interference (MPI) from other paths of the desired user,

ZMAI|r is the multiple access interference (MAI) from all other K − 1 interfering users,

ZNBI|r is the narrowband interference (NBI), and ZAWGN|r is the AWGN. Note that

the disturbance (self-interference) caused by the notch filter to the desired user (or

interference of the desired user caused by the non-central taps of the notch filter) should
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be very small when the bandwidth ratio p is small [14]. Including this interference

makes the analysis very complicated since this term contains the same fading factors

as the desired term, so self-interference is neglected in (3.19) for simple analysis. Since

the terms in (3.19) are independent when the number of multipaths is large, the total

interference can be approximated as Gaussian with variance

Var[Z I |r ] = Var[ZMPI|r ] + Var[ZMAI|r ] + Var[ZNBI|r ] + Var[ZAWGN|r ] (3.20)

where Var[ZMPI|r ], Var[ZMAI|r ] and Var[ZNBI|r ] stand for the variances of the MPI, MAI

and the NBI, respectively, derived in the Appendices 3A, 3B and 3C, respectively, and are

given by (3A.11), (3B.10) and (3C.6), respectively. Var[ZAWGN|r ] stands for the variance

of the noise term, given by

Var(ZAWGN|r ) = ηoβ
2
1,rσ

2
AWGN|r (3.21)

where

σ 2
AWGN|r = Ns

2

(
W∑

w=−W

α2
w

) ⎛
⎝

Tc∫
0

v2(t)dt

⎞
⎠ (3.22)

Therefore, after weighting by amplitude attenuation, the SINR in Zr is given by

γr = E2 [Zr ]

Var [Zr ]
= β2

1,r

{
σ 2

MPI|r
N 2

s ρ2
+ (K − 1)σ 2

MAI|r
N 2

s ρ2
+

(
J

P

)
σ 2

NBI|r
N 2

s ρ2 NhTc

+
(

Eb

ηo

)−1 σ 2
AWGN|r
Nsρ2

}−1

= β2
1,r γ̄r (3.23)

where γ̄r is the average SINR excluding the amplitude attenuation β1,r , Eb = E1 Ns

denotes the received bit energy, and P = E1/(NhTc) represents the average transmitted

power of the UWB signal. The outputs from the R selected branches of the Rake receiver

are combined, so the decision variable is given by

Z =
R∑

r=1

Zr (3.24)

with SINR

γ =
R∑

r=1

β2
1,r γ̄r (3.25)

Since the square of a lognormal random variable is still lognormally distributed, by

Schwartz and Yeh’s method [16], the distribution of the sum of lognormal random vari-

ables can be approximated by another lognormal distribution. Its mean and variance can

be obtained by a recursive approach from the individual mean and standard derivation of

the attenuation factors. If we define γ̄ave = 1
R

∑R
r=1 γ̄r as the mean of the average SINR

excluding the attenuation factor for all selected paths, and ζ = ∑R
r=1 β2

r as the sum of

the square of the attenuation factors, then the error probability can be approximated as

Pe =
∞∫

0

Q(
√

γ )p(γ )dγ ≈
∞∫

0

Q
(√

ζ γ̄ave

)
p(ζ )dζ (3.26)
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Figure 3.4 Illustration of pulse interference.

where the Q-function Q(x) is defined as

Q(x) = 1√
2π

∞∫
x

exp(−�2/2)d� (3.27)

3.4 Comparison of time-hopping and multicarrier CDMA

In order to compare the time-hopping system with the multicarrier (MC) CDMA in the

presence of narrowband interference, we briefly describe the multicarrier CDMA, which

was studied in Chapter 2. Multicarrier CDMA modulates different sub-carriers using the

same data. All sub-carrier spectra are disjoint. The MC-CDMA has an inherent frequency

diversity capability by combining the outputs of the different sub-carrier signals at the

receiver. Moreover, it yields effective narrowband interference rejection in an overlay

mode. For example, when there is a strong narrowband interferer in one of the sub-bands,

in the worst case the receiver can simply ignore the signal in that sub-carrier band. An

effective way is to use a notch filter to suppress narrowband interference in each sub-

carrier. Then, even a jammed sub-carrier signal can still make a positive contribution to

the net frequency diversity.

The pulse interference is shown in Figure 3.4. Figure 3.5 illustrates the trans-

mitter of the multicarrier CDMA system. The source binary data sequence is first

spread by the random binary sequence. Then, the spread signal is shaped by a chip-

waveform-shaping filter (a square-root raised cosine filter of roll-off factor ϑ) with
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Figure 3.5 Transmitter for the kth user of the multicarrier CDMA UWB system.

frequency response H ( f ). After that, the shaped signal modulates M different sub-

carriers. Finally, the M sub-carrier modulated signals are summed to form a transmitter

signal.

For fair comparison, the channel parameters have to be chosen appropriately as each

sub-band of multicarrier CDMA occupies only a portion of the bandwidth of the UWB

system. It is assumed that the number of paths in each sub-carrier is LMC = L/M . That

is each sub-band of the multicarrier CDMA would have fewer multipaths but of greater

power and with a larger decay rate than in the TH-IR system. In addition, the phase

of each path is no longer a binary but is a random variable uniformly distributed over

[0, 2π ), due to the introduction of the carrier.

As shown in Figure 3.6, the receiver consists of M parallel branches of the Rake

receiver with R correlators, corresponding to M sub-carriers. In each branch, the received

signal is input to a frequency down converter. After that, a baseband-matched filter with

frequency response H∗( f ) is employed. Then, the output of the matched filter passes

through a despreader. Similarly, the output of the despreader can be approximated as a

Gaussian random variable with the SINR in the r th branch given by [13]

γ
(m)
1,r =

⎧⎨
⎩

1

2N 2

⎡
⎣LMC∑

l=1
l 
=r

	k,l + (K − 1)

⎤
⎦ W∑

w1=−W

W∑
w2=−W

α(m)
w1

α(m)
w2

×
N−1∑
n=0

N−1∑
n̂=0

R(w1 − n̂ + n, w2 − n̂ + n) + M

N p̂ (1 + ϑ)
· σ̂ 2

J · J

P

+ M

(
Eb

ηo

)−1 W∑
w=−W

(
α(m)

w

)2

⎫⎬
⎭

−1

(3.28)
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Figure 3.6 Receiver for the kth user of the multicarrier CDMA UWB system.

and in the absence of narrowband interference [13]

γ
(m)
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⎧⎪⎨
⎪⎩

1

2N 2

⎡
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LMC∑
l=1
l 
=r

	k,l + (K − 1)

⎤
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N−1∑
n=0

N−1∑
n̂=0

R(n − n̂, n − n̂) + M

(
Eb

ηo

)−1

⎫⎪⎬
⎪⎭

−1

(3.29)

where N is the spreading factor of one sub-carrier. R(w1 − n̂ + n, w2 − n̂ + n) is

defined as

R(n1, n2) =
1∫

0

x(τTch − n1Tch) x (τTch − n2Tch)dτ (3.30)

where x(t) is the impulse response of a raised cosine filter and Tch is the chip rate. In

(3.28), σ̂ 2
J is given by

σ̂ 2
J =

(1+ϑ)(q̂+ p̂)/Tch∫
(1+ϑ)(q̂− p̂)/Tch

|Hw( f )|2 |H ( f )|2df (3.31)

p̂ and q̂ are defined, respectively, as the ratio of the bandwidth of the narrowband

interferer to the bandwidth of one sub-band and the ratio of the difference in center
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frequencies (between the narrowband interferer and the corrupted sub-band) to the band-

width of one sub-band.

The despreader output is weighted by a channel estimate, and the weighted outputs

from all branches are summed to form the final test statistics:

γ =
M∑

m=1

R∑
r=1

β2
m,rγ

(m)
r = γ1βM1

+ γ2βM−M1
(3.32)

where M1 is the number of sub-bands with narrowband interference. In (3.32), γ1 and γ2

stand for the mean of the average SINR excluding the attenuation factor for all selected

paths from all the sub-bands with and without narrowband interference, respectively.

They are numerically expressed as

γ1 = 1

M1 R

M1∑
m=1

R∑
r=1

γ
(m)
1,r , (3.33)

γ2 = 1

(M − M1)R

M∑
m=M1+1

R∑
r=1

γ
(m)
2,r (3.34)

ζM1
= ∑M1

m=1

∑R
r=1 β2

m,r is defined as the sum of the square of the attenuation factors

for the sub-carriers with the narrowband interferers, and ζM−M1
= ∑M

m=M1+1

∑R
r=1 β2

m,r

denotes the sum of the remainders. The bit error rate (BER) for the multicarrier CDMA

system can thus be expressed as

Pe =
∞∫

0

Q(
√

γ )p(γ )dγ

=
∞∫

0

∞∫
0

Q(
√

γ1ζM1
+ γ2ζM−M1

)p(ζM1
)p(ζM−M1

)dζM1
dζM−M1

(3.35)

where p(x) denotes the lognormal probability density function.

The TH-IR and multicarrier CDMA systems are compared under the conditions of

same signal power, same data rate and same bandwidth. The total bandwidth of the

multicarrier CDMA UWB system is approximately

BUWB ≈ M · (1 + ϑ)/Tch (3.36)

Assuming that only one narrowband interferer is present, the parameters describing the

narrowband interference for TH-IR UWB system and multicarrier CDMA system can

be related as

p̂ = B j/ (BUWB/M) ≈ p · M (3.37)

q̂ = f j − fm

(BUWB/M)
≈ q

|q|
[

q · M − �q · M� − 1

2

]
(3.38)
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Figure 3.7 Error probability as a function of interference power to signal power ratio.

3.5 Numerical results

Some representative numerical results of the TH-IR UWB in the presence of narrowband

interference are illustrated first in this section. The following system parameters are

assumed unless explicitly specified: the pulse width of the Gaussian monocycle Tp, the

modulation index ε, and the duration of the time bin Tc are 1.0 ns, 0.2 ns and 2.0 ns,

respectively [7]. The number of pulses transmitted per symbol Ns is 5, the number of

time slots per frame Nh is 8, and the number of active users K is 8. For the channel

response, the number of multipaths L is 30, where the decay rate ν and the standard

deviation σ are set at 0.15 and 0.5, respectively.

Figure 3.7 shows the error probabilities for a receiver with and without a notch filter

as a function of J/P . For comparison, the case without narrowband interference is also

shown. Simulation and analytical results are presented under these conditions: Eb/ηo =
15 dB, p = 0.01, q = 0, R = 10 and W = 12. It can be seen from the figure that the

performance without a notch filter degrades dramatically as J/P increases, especially

when J/P is larger than 0 dB. When J/P is small (less than 0 dB), performances with

and without a notch filter are very close, so a notch filter is unnecessary. When J/P
increases from 0 dB, the performance gap between the filter and no-filter conditions

increases. When J/P is larger than 10 dB, the use of a notch filter gives an improvement
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Figure 3.8 Bit error rate for different Rake complexity.

of two to three orders of magnitude. It can be observed that the analytic results and

simulation results are close.

Figure 3.8 investigates the system performance by exploring multipath diversity (Rake

receiver) for different values of signal-to-noise ratio (Eb/ηo = 10 dB, 15 dB and 20 dB).

Other parameters are J/P = 30 dB, p = 0.01, q = 0 and W = 12. It can be seen that

for a given Eb/ηo the error probability decreases sharply when the number of Rake fin-

gers increases at the beginning (R ≤ 10), with the performance improvement becoming

small when R approaches L . This indicates that reliable symbol decision making can be

achieved by using a limited number of significant paths, rather than all available paths.

The effect of the number of notch filter taps on system performance is presented

in Figure 3.9, for p = 0.01, Eb/ηo = 15 dB, J/P = 30 dB, q = 0 and R = 10. It can

be seen that the curves show a zig-zag shape in performance rather than a smooth

fall. This is because the further addition of taps, although providing better narrowband

interference suppression, introduces more pulse interference to the decision statistics,

which is mainly due to the increased probability of capturing pulses from multipath

and multiple access users. This phenomenon is serious when W is small, as the limited

benefit of narrowband interference reduction is counterbalanced or exceeded by the

worsening pulse interference. However, the overall trend of performance improvement

continues as more taps are used. The curve levels off when W > 8, which indicates that
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Figure 3.9 System performance corresponding to different of number of taps per side of the

notch filter.

the marginal improvement is limited. The error rates converge to different levels for

different bandwidth ratios.

Figures 3.10 and 3.11 are plotted against the bandwidth ratio p (for q = 0) and the ratio

q (for p = 0.02) of the offset of the center frequency of the narrowband interferer to the

bandwidth, respectively. The remaining system parameters are set at J/P = 30 dB with

Eb/ηo = 15 dB. In accordance with the observation from Figure 3.9, a notch filter with

larger W offers greater resistance to an increase in the bandwidth ratio. From Figure 3.11,

it can be observed that the system performance varies with the normalized frequency

offset. The frequency response of the notch filter can be written as

HW ( f ) =
W∑

w=−W

αw exp(−j2π f wT c) (3.39)

Such variations can be accounted by the periodicity and sinusoidal characteristics of the

frequency response of the filter, as illustrated in Figure 3.3. Better jamming rejection

can be achieved when the center frequency of the narrowband system coincides with

certain harmonics of 1/Tc. The degree of accuracy of the estimating function depends

on the number of taps per side of the notch filter. A notch filter with W = 6 offers better

protection than that with W = 3, but the reliability of the decision statistic is unstable as

q varies. When W is increased to 12, however, the sensitivity of the error rate subjected
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Figure 3.10 Error probability versus the bandwidth ratio.

to the change in q is reduced significantly. The rate and fluctuation of the bit error can

be reduced by using a filter of larger W .

Figure 3.12 compares the performances of TH-IR and multicarrier CDMA UWB

systems subject to the change in J/P . The symbol times for a TH-IR system and a

multicarrier CDMA system, respectively, are given by Ts = Ns NhTc and Ts = N Tch. It

is assumed that the roll-off factor ϑ of the raised-cosine filter is 0.3, and the chip period

Tch is 10 ns, the spreading gain per sub-carrier N is 8, and the number of sub-carriers M
is 10. For the channel response, the number of multipaths LMC is 3, and the decay rate

νMC and the standard deviation σMC are 1.5 and 0.5, respectively. Only one narrowband

signal is assumed within the spectrum of the system signal. When the bandwith and

normalized offset ratios for the TH-IR system are p = 0.01 and q = 0.05, respectively,

the corresponding ratios for the multicarrier CDMA system are p̂ = 0.1 (see (3.37))

and q̂ = 0 (see (3.38)), respectively. In the absence of the near–far effect, by assuming

perfect power control for both systems, the signal-to-noise ratio Eb/ηo is 10 dB and the

conditions for the number of active users K being 3 and 8 are illustrated. For the TH-IR

system, the parameters W and R are kept unchanged at 12 and 10, respectively. For the

multicarrier CDMA system, the number of taps per side of the notch filter W is also 12.
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The number of correlators per sub-carrier R is 1, so as to maintain the same degree

of diversity as in the TH-IR system (10/30) in decision combining. Theoretically, the

relative advantage of the multicarrier CDMA system over the TH-IR system is that the

multicarrier CDMA system can enjoy frequency diversity of the branches unaffected by

the narrowband system. For the multicarrier CDMA system, the impact of the jamming

signal can be isolated within certain sub-bands. As observed, however, the use of a

notch filter for TH-IR provides a good improvement in performance. Subject to a change

in Eb/ηo, the performance difference between the TH-IR system and the multicarrier

CDMA system is limited.

3.6 Conclusions

In this chapter, performance expressions are derived for the TH-IR UWB communication

system with transversal type notch filtering at the receiver front end. Results show that

the use of a notch filter can provide significant improvement in system performance in
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Figure 3.12 Comparison between TH-IR and multicarrier CDMA UWB systems.

various situations. Comparison between TH-IR and multicarrier CDMA UWB systems is

also made. Under certain conditions, the relatively low complexity TH-IR UWB system

with notch filtering at the receiver front end is capable of achieving a similar bit error

rate as multicarrier CDMA.

Appendix 3A Derivation of the variances of multipath interference

Undesired pulses from multipath and multiple access can be collectively defined as an

interfering pulse to the reference path of the first user. The possibility of sampling the

interfering pulse is due to the combinational effect of random-coded time shifts, random

propagation time delays and the sampling time at the receiver. If we consider the n̂th

sampling instant for the first user, the relative delay of the nth pulse from the lth path of

the kth user with respect to the r th path of the first user can be expressed as

τ
(n)
k,l = τ1,r + n̂Tc − nT c − τk,l = λk,l Tc + �

(n)
k,l Tc + �

(n)
k,l Tf (3A.1)

where λk,l ∈ [0, 1), �
(n)
k,l ∈ [0, Nh − 1] and �

(n)
k,l ∈ {0, 1, . . . , ∞}. The pulse interference

is shown in Figure 3.4. The template pulse for the r th correlator of the reference user
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and the interfering pulse from the lth path of the kth user may overlap when �
(n)
k,l = 0 or

when the pulses are within the same time bin. When �
(n)
k,l 
= 0, no overlapping exists.

The multipath interference ZMPI|r takes the form

ZMPI|r = β1,rψ1,r

L∑
l=1
l 
=r

ψ1,lβ1,l

Ns−1∑
n=0

×
⎧⎨
⎩

W∑
w=−W

αw

Tc∫
0

s1

(
t − τ1,l − wTc + nT f + c(n)

1 Tc + τ1,r

)
v(t)dt

⎫⎬
⎭

=
√

E1β1,rψ1,r

L∑
l=1
l 
=r

ψ1,lβ1,l

Ns−1∑
n=0

IMPI|r (l, n) (3A.2)

where IMPI|r (l, n) can be written as

IMPI|r (l, n) =
W∑

w=−W

αw

∫ Tc

0

�
(
t − λ1,l Tc − �

(n)
1,l Tc − �

(n)
1,l Tf − εd

�(n)/Ns�
1

)
v(t)dt

(3A.3)

and λ
(n)
1,l , �

(n)
1,l and �

(n)
1,l are given by

λ1,l = (
τ1,l − τ1,r + wTc − nT f − c(n)

1 Tc − �
(n)
1,l Tf − �

(n)
1,l Tc

)
/Tc (3A.4)

�
(n)
1,l = ⌊(

τ1,l − τ1,r + wTc − nT f − c(n)
1 Tc − �

(n)
1,l Tf

)
/Tc

⌋
(3A.5)

�
(n)
1,l = ⌊(

τ1,l − τ1,r + wTc − nT f − c(n)
1 Tc

)
/Tf

⌋
(3A.6)

The integral in (3A.3) is non-zero only when the pulses are overlapped. Obviously,

�
(n)
1,l = 0 leads to �(τ1,l − τ1,r )/Tc� − c(n)

1 = −w, where the sum on the left-hand side

of the expression takes the same probability of 1/Nh for any possible value of arithmetic

modulo Nh (i.e. 0, 1, . . . , Nh − 1). The probability of �(τ1,l − τ1,r )/Tc� − c(n)
1 = −w is

given by

Prob
(�(τ1,l − τ1,r )/Tc� − c(n)

1 = −w
) =

(
1

Nh

)2

(Nh − |w|) (3A.7)

Thus the variance of the MPI term is

Var[ZMPI|r ] = E

⎡
⎢⎣

⎛
⎜⎝ψ1,rβ1,r
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l=1
l 
=r
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√
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⎞
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2⎤
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= E1β
2
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(
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E[IMPI|r (n1)IMPI|r (n2)]

)
(3A.8)

where E[IMPI|r (n1)IMPI|r (n2)] can be expressed as different forms corresponding to the
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values of n1 and n2. When n1 = n2,
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When n1 
= n2,
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⎛
⎝

Tc∫
0

�(t − λTc − ε)v(t)dt

⎞
⎠

2
⎤
⎥⎦ dλ

⎫⎪⎬
⎪⎭ (3A.10)

Therefore the variance of ZMPI|r can be written as

Var[ZMPI|r ] = β2
1,r E1σ

2
MPI|r (3A.11)

where

σ 2
MPI|r =

⎛
⎜⎝

L∑
l=1
l 
=r

	1,l

⎞
⎟⎠

{
Ns−1∑
n1=0

Ns−1∑
n2=0

E[IMPI|r (n1)IMPI|r (n2)]

}
(3A.12)

Appendix 3B Derivation of the variances of multiple access interference

The multiple access interference ZMAI|r can be written as

ZMAI|r = β1,rψ1,r

K∑
k=2

L∑
l=1

ψk,lβk,l

Ns−1∑
n=0

×
⎧⎨
⎩

W∑
w=−W

αw

Tc∫
0

sk(t − τk,l − wTc + nT f + c(n)
1 Tc)v(t)dt

⎫⎬
⎭

= β1,rψ1,r

K∑
k=2

√
Ek

L∑
l=1

ψk,lβk,l

Ns−1∑
n=0

IMAI|r (k, l, n) (3B.1)
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where IMAI|r (k, l, n) is given by

IMAI|r (k, l, n)

=
W∑

w=−W

αw

Tc∫
0

�
(
t − λk,l Tc − �

(n)
k,l Tc − �

(n)
k,l Tf − εd

�n/Ns�
k

)
v(t)dt (3B.2)

and λ
(n)
k,l , �

(n)
k,l and �

(n)
k,l are given by

�
(n)
k,l = ⌊(

τk,l − τ1,r + wTc − nT f + c(n)
k Tc − c(n)

1 Tc

)
/Tf

⌋
(3B.3)

�
(n)
k,l = ⌊(

τk,l − τ1,r + wTc − nT f + c(n)
k Tc − c(n)

1 Tc − �
(n)
k,l Tf

)
/Tc

⌋
(3B.4)

λk,l = (
τk,l − τ1,r + wTc − nT f + c(n)

k Tc − c(n)
1 Tc − �

(n)
k,l Tf − �

(n)
k,l Tc

)
/Tc (3B.5)

Similarly, the integral in (3B.2) has a non-zero value only when �
(n)
k,l = 0, or alternatively

�(τk,l − τ1,r )/Tc� + c(n)
k − c(n)

1 = −w. Again, the sum takes the same probability of 1/Nh

for any value in the set [0, 1, . . . , Nh − 1]. The probability of pulse overlapping is given

by

Prob
(�(τk,l − τ1,r )/Tc� + c(n)

k − c(n)
1 = −w

) =
(

1

Nh

)2

(Nh − |w|) (3B.6)

Thus, the variance of the MAI term is

Var
[
ZMAI|r

] = E

⎡
⎣

(
β1,rψ1,r

K∑
k=2

L∑
l=1

ψk,lβk,l

√
Ek

Ns−1∑
n=0

IMAI|r (k, l, n)

)2
⎤
⎦

= β2
1,r

K∑
k=2

Ek

(
L∑

l=1

	k,l

) (
Ns−1∑
n1=0

Ns−1∑
n2=0

E[IMAI|r (n1)IMAI|r (n2)]

)

(3B.7)

where E[IMAI|r (n1)IMAI|r (n2)] has a different form for different n1 and n2. For n1 = n2,

E�IMAI|r (n1)IMAI|r (n2)�

=
(

W∑
w=−W

Nh − |w|
N 2

h

α2
w

) ⎧⎪⎨
⎪⎩

∫ 1

0

⎡
⎢⎣1

2

⎛
⎝

Tc∫
0

�(t − λTc)v(t)dt

⎞
⎠

2

+ 1

2

⎛
⎝

Tc∫
0

�(t − λTc − ε)v(t)dt

⎞
⎠

2
⎤
⎥⎦ dλ

⎫⎪⎬
⎪⎭ (3B.8)
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For n1 
= n2,

E[IMAI|r (n1)IMAI|r (n2)]

=
(

W∑
w1=−W

W∑
w2=−W

(
Nh − |w1|

N 2
h

) (
Nh − |w2|

N 2
h

)
αw1

αw2

)

·

⎧⎪⎨
⎪⎩

1∫
0

⎡
⎢⎣1

2

⎛
⎝

Tc∫
0

�(t − λTc)v(t) dt

⎞
⎠

2

+ 1

2

⎛
⎝

Tc∫
0

�(t − λTc)v(t)dt

⎞
⎠

×
⎛
⎝

Tc∫
0

�(t − λTc − ε)v(t)dt

⎞
⎠

⎤
⎦ dλ

⎫⎬
⎭ (3B.9)

Therefore the variance of ZMAI|r is

Var(ZMAI|r ) = β2
1,r

(
K∑

k=2

Ek

)
σ 2

MAI|r (3B.10)

where

σ 2
MAI|r =

{
Ns−1∑
n1=0

Ns−1∑
n2=0

E[IMAI|r (n1)IMAI|r (n2)]

}
(3B.11)

Appendix 3C Derivation of the variances of narrowband interference

The narrowband interference ZNBI|r is given by

ZNBI|r = β1,rψ1,r

Ns−1∑
n=0

⎧⎨
⎩

W∑
w=−W

αw

Tc∫
0

j
(
t + τ1,r − wTc + nT f + c(n)

1 Tc

)
v(t)dt

⎫⎬
⎭ (3C.1)

with variance

Var(ZNBI|r )

= β2
1,r

Ns−1∑
n1=0

Ns−1∑
n2=0

=
{

W∑
w1=−W

W∑
w2=−W

αw1
αw2

×
Tc∫

0

Tc∫
0

E
[

j
(
t1+τ1,r +n1Tf + c(n1)

1 Tc − w1Tc

) · j
(
t2 + τ1,r + n2Tf + c(n2)

1 Tc − w2Tc

)]

× v(t1)v(t2)dt1dt2

}

= J · β2
1,r

Ns−1∑
n1=0

Ns−1∑
n2=0
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×
{

W∑
w1=−W

W∑
w2=−W

αw1
αw2

×
[ Tc∫

0

Tc∫
0

E
{

R̄ j

[
t1 − t2 + (n1 − n2)Tf + (

c(n1)
1 − c(n2)

1

)
Tc − (w1 − w2)Tc

]}

· v(t1)v(t2)dt1dt2
]}

= J · β2
1,r

Ns−1∑
n1=0

Ns−1∑
n2=0

INBI|r (n1, n2) (3C.2)

Since
{
c(n)

1

}
is a random sequence and each element takes the same probability of 1/Nh

for any value of 0, 1, . . . , Nh − 1, the probability of c(n1)
1 − c(n2)

1 = m, m ∈ [−(Nh −
1), Nh − 1], is given by

Prob
(
c(n1)

1 − c(n2)
1 = m

) =
(

1

Nh

)2

(Nh − |m|) (3C.3)

INBI|r (n1, n2) can be expressed as different forms based on the values of n1 and n2. For

n1 = n2,

INBI|r (n1, n2) =
W∑

w1=−W

W∑
w2=−W

αw1
αw2

Tc∫
0

Tc∫
0

R̄ j [t1 − t2 − (w1 − w2)Tc]v(t1)v(t2)dt1dt2

(3C.4)

For n1 
= n2,

INBI|r (n1, n2) =
W∑

w1=−W

W∑
w2=−W

αw1
αw2

Nh−1∑
m=−(Nh−1)

⎧⎨
⎩

(
Nh − |m|/N 2

h

)

·
Tc∫

0

Tc∫
0

R̄ j [t1 − t2 + (n1 − n2)Tf + mTc − (w1 − w2)Tc]v(t1)v(t2)dt1dt2

⎫⎬
⎭

(3C.5)

Thus, Var(ZNBI|r ) is given by

Var(ZNBI|r ) = Jβ2
1,rσ

2
NBI|r (3C.6)

where

σ 2
NBI|r =

Ns−1∑
n1=0

Ns−1∑
n2=0

INBI|r (n1, n2) (3C.7)
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4 Rapid acquisition

Ultra-wideband impulse radio is a promising radio technology for networks delivering

extremely high data rates at short ranges. The use of extremely short duration pulses,

however, makes the synchronization task more difficult. In this chapter a two-stage

acquisition with serial search noncoherent correlator for time-hopping impulse radio is

proposed. The proposed two-stage acquisition scheme gets chip timing synchronization,

and aligns the phase of the local time-hopping code in two successive stages. With

the aid of the flow-graph approach, analytical expressions are presented for the mean

acquisition time and the probability of acquisition. Numerical results in a slow fading

channel show that the proposed two-stage acquisition method can offer a much shorter

mean acquisition time or much higher probability of acquisition than that delivered by

conventional acquisition.

4.1 Introduction

As explained in Section 1.1, one of the design challenges provided by the wide bandwidth

property of IR-UWB signals is timing acquisition, so a rapid acquisition algorithm is

very important in IR-UWB communications. A few papers have focused on acquisition

for TH IR-UWB signals. In [1] the authors analyze the acquisition performance of the IR-

UWB signal. In [2] a generalized analysis of various serial search strategies is presented

for reducing the mean acquisition time for IR-UWB signals in a dense multipath envi-

ronment, and finally in [3] hybrid schemes for IR-UWB signal acquisition are proposed

to trade off the speed of parallel schemes with the simplicity of serial search schemes.

For an IR-UWB system that occupies the wideband from 3.1–10.6 GHz, a pulse-

matched filter is not practical, while an active correlator is suitable exclusively for its

implementation simplicity [4]. In addition, parallel search outperforms serial search but

the associated complexity is often prohibitive [3]. Therefore, we focus our discussion

on the serial search noncoherent-correlator-based approach for acquisition of TH IR-

UWB signals. In this chapter, a novel two-stage serial search acquisition is proposed,

which gets chip timing synchronization, and aligns the phase of the local time-hopping

code in two successive stages. This novel acquisition scheme can offer a much shorter

mean acquisition time and much higher probability of acquisition than that delivered by

conventional acquisition. Furthermore, the novel two-stage acquisition scheme proposed

in this chapter can also be adopted for parallel search acquisition.
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4.2 System model

4.2.1 Signal model

In a TH-IR UWB system, the transmitted signal of the kth user in acquisition mode is

unmodulated, given by

s(k) (t) = A
∞∑

j=−∞
w

(
t − jTf − c(k)

j Tc

)
(4.1)

where A is the amplitude and If denotes the time frame or pulse repetition time. Following

[5], the monocycle pulse waveform is chosen to be the second derivative of a Gaussian

function as

w(t) =
√

4

3tn
√

π

[
1 −

(
t

tn

)2
]

exp

[
−1

2

(
t

tn

)2
]

(4.2)

where
√

4/(3tn
√

π ) ensures the normalized condition
∫ ∞
−∞ w2 (t) = 1. It is assumed that

w(t) = 0 and |t | > Tw/2, where Tw is the width of monocycle duration determined by

the parameter tn and, usually, equal to less than 1 nanosecond.

An additional time shift of every monocycle in the pulse train is determined by the chip

duration Tc and the TH sequence {c(k)
j } with length Np. TH sequences support multiple-

access communication systems and smooth the IR power spectral density in order to

lower interference to existing narrowband radio at the same time. The elements c(k)
j of the

sequence are chosen from a finite set {0, 1, . . . , Nh − 1}, so that the signal is transmitted

with Nh possible hops (chips) per frame. For system simplicity, the chip duration Tc is

always set at several nanoseconds [6], so that Tw � Tc [7]. Thus, Tf = NhTc + Tg, where

Tg is a guard time introduced to account for the processing delay at the receiver between

two successive received frames (see, e.g., [7], [8]). Here, for simplicity, it is assumed that

Tg = 0 and Tf = NhTc, but the novel scheme can encompass the case Tg �= 0 as well, by

setting Tg = NgTc, with integer Ng and restricting the sequence c(k)
j to take its value in

{0, 1, . . . , N /

h − 1}, where N /

h = Nh − Ng.

The UWB channel model has been described in Chapters 2 and 3. In the case of very

low mobility of indoor UWB communication systems, the coherence time of the channel

is larger than the length of one packet [9], and therefore the slow fading channel model is

adopted from the point of acquisition. In [9] an UWB channel model is derived from the

Saleh–Valenzuela model [10] with modifications that include using a lognormal rather

than a Rayleigh distribution for the multipath gain magnitude. Multipath components

provide replicas of the pilot that are all valid candidates for acquisition, but to keep

analysis tractable a single path channel model is frequently used.

Therefore the received signal from the kth user can be represented as

r (t) = αA
∞∑

j=−∞
w

(
t − jTf − c(k)

j Tc − τ
) + n(t) (4.3)

where α is a fading coefficient, n(t) is a white Gaussian noise with double-sided power

spectral density of N0/2 and τ represents the time delay between the clock of the trans-

mitter and the receiver.
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In (4.3) the sign of the fading coefficient, α, is equiprobable +1/−1 to account for

signal inversion due to reflection. The absolute value |α| = 10β/20, where β is a Gaussian

random variable with mean of −2.6526 and standard deviation of 4.8 satisfying the

condition E(|α|2) = 1, then the probability density function (PDF) of α can be written

as

φ(|α|) = exp[− (ln(|α|) + 0.30539)2 /0.61078]√
0.61078π |α| (4.4)

4.2.2 TH-code design criteria and bound on auto- and cross-correlation

Equation (4.1) can be rewritten as

s(k)(t) = A
∞∑

n=−∞
a(k)

n w(t − nTc) (4.5)

where a(k)
n is defined as

a(k)
n =

{
1,

0,

n = j Nh + c(k)
j

otherwise
(4.6)

Then, the normalized periodic correlation between the sequences k1 and k2 (1 ≤ k1, k2 ≤
Ku and Ku denotes the number of TH sequences) is

ρk1k2
(nτ ) = Rk1k2

(nτ )

Rk1k1
(0)

= 1

Np

Np Nh−1∑
n=0

a(k1)
n⊕nτ

a(k2)
n (4.7)

where Rk1k1
(0) = Np and ⊕ denotes addition modulo Np Nh, leading to the periodic nature

of the computation.

The Johnson bound [11, page 527] gives an upper bound of B(N , 2d, W ), the max-

imum number of binary vectors with length N , Hamming distance at least 2d and

constant-weight W (the number of ‘1’s in a binary vector) as follows:

B(N , 2d, W ) ≤
⌊

N

W

⌊
N − 1

W − 1
· · ·

⌊
N − W + d + 1

d + 1

⌊
N − W + d

d

⌋⌋
· · ·

⌋⌋

(4.8)

where �x	 denotes the integer part of x . Similar to [12], the sequences {a(k)
n }Ku

k=1 and

their respective Np Nh − 1 cyclic shifts are viewed as constant-weight code words over

the field of {0, 1}. Then, we can transform the Johnson bound to one on the number

of TH sequences that can be designed with a prescribed upper bound on auto- and

cross-correlation.

The design criterion of {a(k)
n }Ku

k=1 is to minimize the periodic correlations Npρk1k2
(nτ )

except when k1 = k2 and nτ = 0, in which case ρk1k1
(0) = 1. Thus, by specifying λ, we

can impose the condition

0 ≤ Npρk1k2
(nτ ) =

Np Nh−1∑
n=0

a(k1)
n⊕nτ

a(k2)
n ≤ λ, when k1 �= k2 or nτ �= 0 (4.9)
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Figure 4.1 w(t) and Rw(t) with tn = 0.125 ns.

Substituting N by Np Nh, W by Np, and d by Np − λ in (4.8), the Johnson bound states

that

Ku ≤ B(Np Nh, 2(Np − λ), Np)

Np Nh

= 1

Np Nh

⌊
Np Nh

Np

⌊
Np Nh − 1

Np − 1
· · ·

⌊
Np Nh − (λ − 1)

Np − (λ − 1)

⌊
Np Nh − λ

Np − λ

⌋⌋
· · ·

⌋⌋

(4.10)

Equation (4.10) can be used to select parameters such as λ, Np and Nh to support a

reasonable number of TH sequences so that a multiple-access signal design is feasible.

For simple analysis, the upper bound of (4.9) is considered, i.e. ρk1k2
(nτ ) = λ/Np when

k1 �= k2 or nτ �= 0. Therefore the analysis is not too complicated and is independent

of TH code design. Thus, the normalized periodic auto-correlation function (ACF) of

s(k)(t) is

ρs(τ ) = Rs(τ )

Rs(0)
=

⎧⎪⎪⎨
⎪⎪⎩

Rw(τ ), |τ | < Tw

λ

Np

Rw(τ − nTc), n �= 0 and |τ − nTc| < Tw

0, else

(4.11)

where Rw(τ ) is the autocorrelation of the monocycle pulse as

Rw(τ ) =
∫ ∞

−∞
w(t)w(t − τ )dt

=
[

1 − 4 ·
(

τ

2tn

)2

+ 4

3
·
(

τ

2tn

)4
]

exp

[
−

(
τ

2tn

)2
]

(4.12)

Both w(t) and Rw(t) are plotted in Figure 4.1 with tn = 0.125 ns in (4.2).
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4.3 Conventional serial search acquisition

4.3.1 System description

In the absence of any a priori information regarding the phase τ of the incoming signal,

the whole uncertainty region of τ is the full TH code period Tp = NpTf. The whole

uncertainty region is quantized into a finite number of elements (cells), with the cell

width being within the lock-in range of the tracking loop used for fine code alignment.

From (4.12) it can be found that Rw(±t0) = 0, t0 = (
√

6 − 2
√

6)tn ≈ 1.05tn, so the

main-lobe of Rw(t) is in the slot of (−t0, t0) ≈ (−tn, tn) where Rw(t) > 0. Therefore the

cell width is set as 2	tn , where 1/	 denotes the sampling time of every interval of length

2tn . The value of 1/	 should be large enough to ensure reducing the performance loss

due to sampling timing error (e.g. 	 = 1, 1/2 or 1/4, etc.). Thus the number of cells in the

whole uncertainty region is Nc = NpTf/(2	tn). Acquisition is to align the unknown phase

τ of the incoming signal with the known phase ζ of the local identical TH pulse train at

the receiver to within the 2tn interval, i.e. the absolute phase offset |	τ | = |ζ − τ | < tn .

The desired cell is denoted the H1-cell, and the alternative hypothesis is denoted H0-cell

|	τ | = |ζ − τ | ≥ tn . In serial search acquisition, the search starts from a specific starting

cell and serially examines the remaining cells until H1-cell is found. If the acquisition is

not achieved after the first round of searching, we start the next round.

To facilitate our analysis, the following situations are considered as in [13]: (1) all

cell test statistics are independent; (2) the sampling occurs at the peak (Rw(	τ ) = 1).

Therefore, only one sample per 2tn interval suffices (	 = 1, Nc = NpTf/(2tn)), and there

is one and only one H1-cell in the uncertainty time region; (3) the acquisition can start

from every cell in the uncertainty region with the uniform probability of 1/Nc.

4.3.2 Noncoherent correlation detector

The basic unit in any acquisition receiver is the decision-making device (detector). In

the noncoherent detector shown in Figure 4.2, the received signal is multiplied by the

local pulse train, accumulated over the dwell time interval, passed through the square

operator and compared with a threshold ξ to decide whether the cell is an H1-cell for

every cell test. Here full period correlation is adopted, i.e. the dwell time is equal to Tp.

Under one static channel realization with given fading coefficient α, the output signal of

the correlator is

Y = 1

ANp

Np−1∑
j=0

∫ ( j+1)Tf

jTf

r (t)w(t − jTf − c j Tc − ζ )dt = αρs(	τ ) + η (4.13)

where 	τ = τ − ζ , and η is the noise component, given by

η = 1

ANp

Np−1∑
j=0

∫ ( j+1)Tf

jTf

n(t)w(t − jTf − c j Tc − ζ )dt (4.14)

It can be shown that η is a Gaussian random variable with zero mean and variance

of N0/(2Np A2). Therefore Y is a Gaussian random variable with mean αρs(	τ ) and
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Figure 4.2 Block diagram of the conventional serial search acquisition scheme.

variance σ 2
Y = N0/(2Np A2). Thus the decision variable Z = Y 2 has a non-central chi-

square PDF with one degree of freedom:

p(Z | α) = 1√
2π ZσY

exp

[−Z − α2ρ2
s (	τ )

2σ 2
Y

]
cosh

[√
Zαρs(	τ )

σ 2
Y

]
, Z ≥ 0

(4.15)

where the hyperbolic cosine function is defined as cosh(x) = ex + e−x

2
.

It is assumed that for simplicity one Tc is composed of Ncn pulse main-lobes, i.e.

Tc = 2Ncntn , and 	τ = 2ntn , 0 ≤ n ≤ Nc − 1. Since the maximum value of Rw(t) out

of the range of the main lobe is very small, its impact on the periodic ACF can be

neglected. Therefore, one obtains

ρs(2ntn) =

⎧⎪⎪⎨
⎪⎪⎩

1, n = 0
λ

Np

, n mod Ncn = 0

0, else

(4.16)

Thus the PDF of Z in the nth cell (n = 0, 1, . . . , Nc − 1) is

p(n)(Z |α) = 1√
2π ZσY

exp

[−Z − α2ρ2
s (2ntn)

2σ 2
Y

]
cosh

[√
Zαρs (2ntn)

σ 2
Y

]
, Z ≥ 0

(4.17)

and the detection probability of an H1-cell is

Pd(α) = Pr(Z > ξ |H1) =
∫ ∞

ξ

p(0)(Z |α)dZ

=
∫ ∞

ξ

1√
2π ZσY

exp

[−Z − α2

2σ 2
Y

]
cosh

[√
Zα

σ 2
Y

]
dZ

=
∫ ∞

ξ

1√
π Z

exp
(−Z − μα2

)
cosh

(
2

√
μα2 Z

)
dZ
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= C(ξ, μα2) (4.18)

where C (x, y) = ∫ ∞
x 1/

√
π t exp(−t − y) cosh(2

√
yt)dt, μ is the average received SNR

for the faded signal (after integration), given by

μ = E(α2)

2σ 2
Y

= Np A2

N0

(4.19)

and ξ is the normalized threshold

ξ = μξ (4.20)

Similarly, the false alarm probability P (n)
FA (α)(n = 1, 2, . . . Nc − 1) of H0-cells can be

derived as

P (n)
FA (α) = Pr(Z > ξ |H0) =

∫ ∞

ξ

p(n)(Z |α)dZ

=
⎧⎨
⎩

C

(
ξ,

μα2λ2

N 2
p

)
, n mod Ncn = 0,

C
(
ξ, 0

)
, else

(4.21)

4.3.3 Flow diagram analysis

The discrete-time Markovian nature of the acquisition process allows it to be represented

by a flow diagram with definite states [14], [15]. The flow diagram for the conventional

serial search acquisition scheme for TH-IR signals is described in Figure 4.3, where the

parameter z is used to mark time as one proceeds through the flow diagram and its power

represents the number of time units (dwell time Tp). Each state in the diagram corresponds

to a phase cell with uniform a priori probability πn = 1/Nc, n = 0, 1, 2, . . . , Nc − 1 of

being the first state in the search. The two remaining states are the correct-acquisition

and the false-alarm states. When a false alarm does occur, it can be recognized in the

tracking system and the search for the desired cell will restart after a delay of the penalty

time. Although the false alarm probability P (n)
FA (α)(n = 1, 2, . . . Nc − 1) of H0-cells is

not identical, similar to [16] the generating function of the conventional serial search

acquisition under one channel realization with given α can be derived as

FACQ(z) = HD(z)

1 − HM(z)
Nc−1∏
n=1

H (n)
0 (z)

[
Nc−1∑
j=0

π j

j∏
n=1

H (Nc−n)
0 (z)

]

= 1

Nc

· Pd(α)z

1 − (1 − Pd(α))z
Nc−1∏
n=1

[(
1 − P (n)

FA (α)
)
z + P (n)

FA (α)zK+1
]

×
{

Nc−1∑
j=0

j∏
n=1

[(
1 − P (n)

FA (α)
)
z + P (n)

FA (α)zK+1
]}

(4.22)

where HD(z) = Pd(α)z is a gain of the branch leading from the H1 state (state 0) to

acquisition state; HM(z) = (1 − Pd(α))z is a gain of the branch connecting the H1 state
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Figure 4.3 Flow diagram for the conventional serial search acquisition scheme.

(state 0) to state 1; H (n)
0 (z) = H (n)

NFA(z) + H (n)
FA (z)HP(z) = (1 − P (n)

FA (α))z + P (n)
FA (α)zK+1

is a gain of the branch connecting two successive states (n, n + 1), n = 1, . . . , Nc −
1; H (n)

NFA(z) = (1 − P (n)
FA (α))z characterizes the path without a false alarm between two

successive states (n, n + 1), n = 1, . . . , Nc − 1; H (n)
FA (z) = P (n)

FA (α)z stands for a false

alarm between two successive states (n, n + 1), n = 1, . . . , Nc − 1; HP(z) = zK is a

gain of the transition from the false alarm state to the next cell; and K Tp = K NpTf is the

penalty time.

In the most common case of having a non-limited permitted acquisition time,

which is typically employed in applications where data modulation is always present

in the received waveform, the meaningful performance parameter generally used for

serial search acquisition is the mean acquisition time. First, we get the mean acqui-

sition time in one channel realization with given α as (after some algebra shown in

Appendix 4A)

TACQ(α) = Tp · dFACQ(z)

dz

∣∣∣∣
z=1

= Tp ·
(1 − Nc)Pd(α) + 2Nc + 2K

Nc−1∑
n=1

P (n)
FA (α) + 2K Pd(α)

[
1

Nc

Nc−1∑
n=1

n P (n)
FA (α) −

Nc−1∑
n=1

P (n)
FA (α)

]

2Pd(α)

(4.23)
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From (4.18) and (4.21) it can be seen that Pd(α), P (n)
FA (α) are irrelevant to the sign

of α, then the mean acquisition time in a lognormal fading channel can be obtained by

averaging as

TACQ =
∫ ∞

0

TACQ(α)φ(|α|)d|α| (4.24)

In the case of a packetized transmission mode with a short preamble interval, if a

false alarm occurs before the end of the preamble, the simple implementation is that the

receiver must demodulate and decode for the duration of an entire packet and determine

that cyclic-redundancy-check failure has occurred in order to detect that a false alarm

has occurred [16]. In this situation the false alarm is catastrophic and causes a total

miss of the correct code phase, which means that the false alarm state is an absorbing

state and HP(z) = 0. For packetized transmission mode the performance measure is the

probability of acquisition in L or fewer dwells, while this cumulative probability requires

first obtaining an expression for the PDF of the number of dwells to obtain successful

synchronization [17]. Starting from (4.22), we rewrite the generating function in the

form of a power series in z, namely

FACQ(z)

= Pd(α)z
∞∑

i=0

[
(1−Pd(α))z

Nc−1∏
n=1

(
1−P (n)

FA (α)
)
z

]i [
1

Nc

Nc−1∑
j=0

j∏
n=1

(
1−P (Nc−n)

FA (α)
)

z

]

= Pd(α)

Nc

∞∑
i=0

Nc−1∑
j=0

[
(1−Pd(α))

Nc−1∏
n=1

(
1 − P (n)

FA (α)
)]i j∏

n=1

(
1−P (Nc−n)

FA (α)
)
zi Nc+ j+1

=
∞∑

l=0

fl z
l (4.25)

where fl denotes the probability of the event that starting from some initial state the

process will reach acquisition state in l dwells. After getting fl , l = 1, 2, . . . , L , the

probability of acquisition in L or fewer dwells under one channel realization with given

α can be obtained as

PACQ(L , α) =
L∑

l=1

fl

= Pd(α)

Nc

·
L∑

l=1

⎧⎪⎨
⎪⎩

[
(1 − Pd(α))

Nc−1∏
n=1

(
1 − P (n)

FA (α)
)]

⌊
l−1
Nc

⌋

×
(l−1) mod Nc∏

n=1

(
1 − P (Nc−n)

FA (α)
)
⎫⎪⎬
⎪⎭ (4.26)

Therefore, the probability of acquisition in L or fewer dwells in a lognormal fading

channel is obtained by averaging

PACQ(L) =
∫ ∞

0

PACQ(L , α)φ(|α|)d|α| (4.27)
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Figure 4.4 The novel two-stage serial search acquisition procedure.

4.4 Novel two-stage acquisition

4.4.1 System description

To overcome the drawback of the long time that is needed in conventional serial search

acquisition with an advancing step size of 2tn , it is necessary to propose a novel scheme to

improve the advancing step size. Assuming τ = τ2 · Tc + τ1, τ2 = �τ/Tc	, 0 ≤ τ1 < Tc,

the novel acquisition method is based on the following idea: if we can estimate τ1 (chip

synchronization) correctly at first, then we can align the phase of the local TH sequence

pulse train with the advancing step size enlarged to be Tc to search for the correct τ2

(code synchronization). Without channel noise, this acquisition procedure can be done

in two stages as shown in Figure 4.4. First, in order to estimate τ1, the received signal

is correlated by the regular spacing pulse train
∑∞

j=−∞ w(t − jTc) with an advancing

step size of 2tn; second, once chip synchronization is achieved, the system proceeds with

code synchronization and the received signal is correlated by the local TH sequence

pulse train.

A block diagram of the novel two-stage acquisition method is shown in Figure 4.5. In

the first stage, the output of the correlator is

Y1 = 1

ANp Nh

Np·N 2
h −1∑

j=0

∫ ( j+1)Tc

jTc

r (t)w(t − jTc − ζ1)dt (4.28)

where ζ1 is the phase of the regular spacing pulse train
∑∞

j=−∞ w(t − jTc) with an

advancing step size of 2tn . The uncertainty region of τ1 in the first stage is only Tc,

which is quantized into a finite number of elements (sectors). The sector width is set as

2tn , therefore the number of sectors is q1 = Tc/(2tn). In the whole uncertainty region,

there exists only one H1-sector that corresponds to the correct estimation of τ1 (|	τ1| =
|ζ1 − τ1| < tn). The other q1 − 1 sectors are H0-sectors (|	τ1| = |ζ1 − τ1| ≥ tn) with

PDFs identical to the decision variable Z1 = Y 2
1 . Once a “hit” (Z1 ≥ ξ1) is observed by
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Figure 4.5 Block diagram of the novel two-stage serial search acquisition scheme.

the threshold detector, the current sector with phase of ζ1 is considered to be an H1-sector

and the system goes into the second stage.

In the second stage, the output of the correlator is given by

Y2 = 1

ANp

Np−1∑
j=0

∫ ( j+1)Tf

jTf

r (t)w(t − jTf − c j Tc − ζ2Tc − ζ1)dt (4.29)

There are a total of q2 (q2 = Np Nh) unknown phase cells with the phases ζ2Tc + ζ1,

ζ2 = 0, 1, 2, . . . , q2 − 1 in the selected sector in the first stage. If the selected sector

in the first stage is the H1-sector, there exists one H1-cell (|τ − (ζ2 · Tf + ζ1)| < tn),

otherwise there exists no H1-cell in this sector. There are two cases of H0-cells: one is

in the H1-sector and the other is in the H0-sector. The procedure of the second stage is

similar to the MAX/TC criterion [18]. The serial decision variable (Z2) for every cell test

is stored. After a number of cell tests, q2, the maximum variable is selected and compared

to the threshold. If max(Z2) ≥ ξ2, the current cell is considered to be an H1-cell and the

system goes into the tracking mode, otherwise the first stage is resumed from the phase

point next to ζ1. If a false alarm does occur, it can be recognized by the tracking system

and the first stage will restart after a delay.

4.4.2 Noncoherent correlation detector

To facilitate our analysis, the three situations mentioned in Sub-section 4.3.1 are also

considered for the novel two-stage scheme. Under one-channel realization with given α,

the output of the correlator Y1 is given by

Y1 =
{

α + η1, |	τ1| < tn(H1-sector)

η1, |	τ1| ≥ tn(H0-sector)
(4.30)

and the noise component

η1 = 1

ANp Nh

Np·N 2
h −1∑

j=0

∫ ( j+1)Tc

jTc

n(t)w(t − jTc − ζ1)dt (4.31)
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is a Gaussian random variable with zero mean and a variance of N0/(2Np A2). Therefore

Y1 is a Gaussian random variable:

Y1 ∼

⎧⎪⎪⎨
⎪⎪⎩

G

(
α,

N0

2Np A2

)
, |	τ1| < tn(H1-sector)

G

(
0,

N0

2Np A2

)
, |	τ1| ≥ tn(H0-sector)

(4.32)

The decision variable Z1 = Y 2
1 has a noncentral chi-square distribution with one

degree of freedom, and therefore the detection probability of the H1-sector is given by

Pd1(α) = Pr(Z1 > ξ1|H1) =
∫ ∞

ξ1

p(Z1|H1)dZ1

=
∫ ∞

ξ1

1√
π N0/(Np A2)Z1

exp

[ −Z1 − α2

N0/(Np A2)

]
cosh

[
2
√

Z1α

N0/(Np A2)

]
dZ1

=
∫ ∞

ξ1

1√
π Z1

exp(−Z1 − μα2) cosh

(
2

√
μα2 Z1

)
dZ1

= C(ξ1, μα2) (4.33)

where μ is given by (4.19) and ξ1 is the normalized threshold in the first stage as

ξ1 = μξ1 (4.34)

Thus, the false alarm probability of the H0-sector is

PFA1 = Pr(Z1 > ξ1|H0) =
∫ ∞

ξ1

p(Z1|H0)dZ1

=
∫ ∞

ξ1

1√
π N0/(Np A2)Z1

exp

[ −Z1

N0/(Np A2)

]
dZ1

=
∫ ∞

ξ1

1√
π Z1

exp(−Z1)dZ1

= C(ξ1, 0) (4.35)

For the second stage, the output of the correlator Y2 is a Gaussian random variable:

Y2 ∼

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

G

(
α,

N0

2Np A2

)
, H1-cell

G

(
αλ

Np

,
N0

2Np A2

)
, H0-cell in H1-sector

G

(
0,

N0

2Np A2

)
, H0-cell in H0-sector

(4.36)

Under one-channel realization with given α, the decision variable Z2 = Y 2
2 has a

noncentral chi-square distribution with one degree of freedom, so that the PDF of Z2 of

the H1-cell is

p1(Z2|α) = 1√
π N0/(Np A2)Z2

exp

[ −Z2 − α2

N0/(Np A2)

]
cosh

[
2
√

α2 Z2

N0/(Np A2)

]
, Z2 ≥ 0

(4.37)
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The PDF of Z2 of the H0-cells in the H1-sector is

p(1)
0 (Z2|α) = 1√

π N0/(Np A2)Z2

exp

[
−Z2 − α2λ2/N 2

p

N0/(Np A2)

]
cosh

⎡
⎣2

√
α2λ2/N 2

p Z2

N0/(Np A2)

⎤
⎦ ,

Z2 ≥ 0 (4.38)

and the PDF of Z2 of the H0-cells in the H0-sector is

p(0)
0 (Z2) = 1√

π N0/(Np A2)Z2

exp

[ −Z2

N0/(Np A2)

]
, Z2 ≥ 0 (4.39)

Three disjoint events are possible if the selected sector in the first stage is the H1-sector:

(1) Missed detection: all of the q2 test variables are below threshold ξ2, with probability

Pm2(α).

(2) Correct detection: the H1-cell test variable is above threshold and is the maximum,

with probability Pd2(α).

(3) Error: at least one test variable associated with an H0-cell is above threshold and is

greater than the H1-cell test variable, with probability Pe2(α).

Another case is that the selected sector in the first stage is the H0-sector, therefore

there exists no H1-cell in this sector for the search of the second stage. In this case two

disjoint events are possible:

(1) False alarm: at least one test variable is above threshold ξ2, with probability PFA2.

(2) Correct rejection: all the q2 test variables are below threshold, with probability

1 − PFA2.

The probability of detection, error, and false alarm in the second stage can be written as

Pd2(α) =
∫ ∞

ξ2

p1(Z2| α)

[∫ Z2

−∞
p(1)

0 (z| α)dz

]Np Nh−1

dZ2

=
∫ ∞

ξ2

1√
π Z2

exp(−Z2 − μα2) cosh

(
2

√
μα2 Z2

)

×
[

1 − C

(
Z2,

μα2λ2

N 2
p

)]Np Nh−1

dZ2 (4.40)

Pm2(α) =
∫ ξ2

−∞
p1(Z2| α)dZ2

⎡
⎣

ξ2∫
−∞

p(1)
0 (Z2| α)dZ2

⎤
⎦

Np Nh−1

= [1 − C(ξ2, μα2)]

[
1 − C

(
ξ2,

μα2λ2

N 2
p

)]Np Nh−1

(4.41)

Pe2(α) = 1 − Pd2(α) − Pm2(α) (4.42)

PFA2 = 1 −
[∫ ξ2

−∞
p(0)

0 (Z2)dZ2

]Np Nh

= 1 − [1 − C(ξ2, 0)]Np Nh (4.43)
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Figure 4.6 Flow diagram for the novel two-stage serial search acquisition scheme.

where ξ2 is the normalized threshold in the second stage as

ξ2 = μξ2 (4.44)

4.4.3 Flow diagram analysis

The flow diagram for the novel two-stage serial search acquisition scheme is shown in

Figure 4.6. Each state in the flow diagram now corresponds to a sector in the uncertainty

region of the first stage, and the H1-sector is designated as state 0. A priori informa-

tion of being the first state, uniformly distributed, in the search makes πn = 1/q1, n =
0, 1, 2, . . . , q1 − 1. Besides the correspondence between states and sectors, the other

fundamental difference with a flow diagram of the conventional scheme is the presence

of an additional branch out of the H1 state to the false alarm state, corresponding to

the error event. Note that here correlation length in the first stage is Np N 2
h Tc = NhTp,

and the whole time needed for one search round of the second stage is Np NhTp.

As in [16], the flow-diagram generating function of the novel two-stage acquisition

under one-channel realization with given α can be derived as

FACQ(z) = 1

q1

· HD(z)

1 − [HM(z) + He(z)HP(z)] Hq1−1
0 (z)

[
q1−1∑
j=0

H j
0 (z)

]
(4.45)

where HD(z) = Pd1(α)PD2(α)z(Np Nh+Nh) is a gain of the branch leading from the H1 state

(state 0) to the acquisition state; HM(z) = [(1 − Pd1(α)) + Pd1(α)Pm2(α)zNp Nh ]zNh is a

gain of the branch connecting the H1 state (state 0) to state 1 without an error event;

He(z) = Pd1(α)(1 − Pd2(α) − Pm2(α))zNp Nh+Nh is a gain of the branch out of the H1 state
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(state 0) to the false alarm state, corresponding to the error event; H0(z) = H (n)
NFA(z) +

H (n)
FA (z)HP(z) = [(1 − PFA1) + PFA1(1 − PFA2)zNp Nh + PFA1 PFA2zNp Nh+K ]zNh is a gain

of the branch connecting two successive states; HNFA(z) = [(1 − PFA1) + PFA1(1 −
PFA2)zNp Nh ]zNh characterizes the path going to the next state without false alarm;

HFA(z) = PFA1 PFA2zNp Nh+Nh stands for a false alarm; and HP(z) = zK is the gain of

the transition from the false alarm state to the next cell.

The mean acquisition time under one-channel realization with given α is given by

(after some algebra shown in Appendix 4B)

TACQ(α) = Tp · dFACQ(z)

dz

∣∣∣∣ z=1

= Tp

Pd1(α)Pd2(α)

[
−K Pd1(α)Pd2(α) − K Pd1(α)Pm2(α) + (K + Np Nh)Pd1(α)

+ Nh + (q1 − 1)

(
1 − Pd1(α)Pd2(α)

2

)
(Nh + Np Nh PFA1 K PFA1FA2)

]

(4.46)

From (4.33), (4.40) and (4.41) it can be seen that Pd1(α), Pd2(α) and Pm2(α) are irrelevant

to the sign of α, then the mean acquisition time in a lognormal fading channel can be

obtained with the same form as (4.24).

With the packetized transmission situation that a false alarm leads to a catastrophic

situation, i.e. HP(z) = 0, we rewrite the generating function in the form of a power series

in z, namely

FACQ(z)

= HD(z)

q1

∞∑
i=0

{
[HM(z) + He(z)HP(z)] Hq1−1

0 (z)
}i

[
q1−1∑
j=0

H j
0 (z)

]

= Pd1(α)Pd2(α)

q1

∞∑
i=0

q1−1∑
j=0

i(q1−1)+ j∑
h=0

i∑
m=0

(
i(q1 − 1) + j

h

) (
i
m

)
[PFA1(1 − PFA2)]h

· (1 − PFA1)i(q1−1)+ j−h (Pd1(α)Pm2(α))m (1 − Pd1(α))i−m zNh(iq1+ j+1)+Np Nh(h+m+1)

=
∞∑

l=0

fl z
l (4.47)

As in [17], determination of these coefficients fl , l = 1, 2, . . . is possible but quite

tedious. To make matters more tractable, with (4.33)–(4.35) and (4.40)–(4.44) and for one

arbitrary number of L , we can make imax =
⌊

L − Np Nh − Nh

q1 Nh

⌋
+ 1 as the upper limit

of index i , and find out fl , l = 1, 2, . . . , L , respectively, using numerical computation.

After that, the probability of acquisition in L or fewer dwells of the novel scheme in

one-channel realization with given α can be obtained as Pacq(L , α) = ∑L
l=1 fl . Finally,

the probability of acquisition in L or fewer dwells in a lognormal fading channel can be

obtained with the same form of (4.27).
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Figure 4.7 Mean acquisition time (Tp).

4.5 Numerical results

In this section, comparison of acquisition performance is investigated by numerical

calculations on the equations in Sections 4.3 and 4.4 for the conventional and the novel

two-stage acquisition schemes with different system parameters. The fading is assumed

to be lognormally distributed, as noted in (4.4). The frame duration Tf is set to be

100 ns, and the chip duration Tc is chosen as 10 ns. Thus, we deduce Nh = Tf/Tc = 10.

tn = 0.125 ns is adopted to yield the monocycle pulse width Tw < 1 ns. The period of TH

code, Np, is set as 15, and λ = 3 is chosen to describe the ACF of the TH code. Therefore

the number of cells in the whole time uncertainty region is Nc = NpTf/(2tn) = 6000.

There exist different thresholds setting rules in the decision-making device or detector,

i.e. fixed thresholds, constant false alarm rate criteria, maximum selection (the case

when no threshold is used), or optimum threshold setting [19], [20]. Here, in order to

compare the performance of the two acquisition schemes and in order to avoid the effect

of detailed threshold setting selection on acquisition performance, the thresholds ξ for

the conventional scheme, and ξ1 and ξ2 for the novel two-stage scheme are adjusted to

optimize acquisition performances such as the mean acquisition time and the probability

of acquisition in L or fewer dwells for every value of L .

Figure 4.7 depicts the comparison of the mean acquisition time for the two acquisition

schemes as a function of the average received SNR with two different values of the
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penalty time, i.e. K = 200, 800. For both values of K , it can be seen that the mean

acquisition time of the novel two-stage acquisition scheme is always much shorter than

that of the conventional acquisition scheme, especially under low SNR. Furthermore,

when the penalty time K increases, under low SNR the mean acquisition time of the

conventional scheme increases significantly, whereas the increment of the mean acqui-

sition time for the novel scheme is much smaller. When the SNR increases, for the both

acquisition methods the false alarm probability of every H0-cell (or H0-sector) test can

be controlled to lower level by adjusting the threshold, thereby the impact of penalty time

K on the mean acquisition time becomes increasingly insignificant, especially negligible

for the novel two-stage acquisition scheme with SNR larger than 15 dB.

Figure 4.8 compares the probability of acquisition in L or fewer dwells for the two

acquisition schemes as a function of L/Nc for different values of SNR. It can be seen

that for both schemes, and for a given L/Nc, the probability of acquisition increases as

SNR increases. Furthermore, for a given SNR, the probability of acquisition of the novel

scheme is larger than that of the conventional scheme especially when L/Nc is small.

When L/Nc increases from 0.2 to 1, the probability of acquisition of the conventional

scheme increases almost linearly, while the increment of the probability of acquisition

for the novel scheme is not significant. The phenomenon implies that in order to reach

large probability of acquisition under every SNR, the preamble length L needed in the
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conventional acquisition scheme should be much larger than that in the novel acquisition

scheme.

Figure 4.9 shows the optimum thresholds to minimize the mean acquisition time for

different values of the penalty time K . It can be seen that, for a given K , the optimum

thresholds ξ1 and ξ2 of the novel scheme are smaller than the optimum threshold ξ of

the conventional scheme. For low SNR, the optimum thresholds of the two schemes are

high to keep the false alarm probability in every detection of the H0-cell (or H0-sector)

small enough and get a reasonable detection probability in the H1-cell test, while these

thresholds decrease when the SNR increases (or the variance of noise decreases). For

example, with an SNR of 6 dB and K 800, the optimum threshold ξ of the conventional

acquisition scheme is larger than 1 (the normalized amplitude of the useful signal after

correlation in the H1-cell test), which justifies the very poor detection probability in the

H1-cell test, whereas the optimum thresholds ξ1 and ξ2 of the novel acquisition scheme

are much smaller than ξ of the conventional scheme. When the penalty time K increases,

a lower false alarm probability is needed, and the optimum thresholds of the two schemes

obviously increase.

Figure 4.10 illustrates the optimum thresholds in order to maximize the probability of

acquisition in L or fewer dwells for two specific values of L (L = 0.4Nc and Nc). It can

be seen that when L increases in the conventional acquisition, the optimum threshold ξ
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Figure 4.10 Optimum thresholds for probability of acquisition in L or fewer dwells.

must be significantly increased in order to reduce the catastrophic false alarm, while when

L increases in the novel acquisition, ξ2 in the second stage increases significantly to get

a smaller false alarm probability in the H0-cell test, whereas ξ1 in the first stage is almost

flat in order to get a higher detection probability in the H1-sector test. Furthermore,

for a given L , when the SNR increases the optimum threshold ξ in the conventional

acquisition and ξ2 in the novel acquisition decrease remarkably, while the decrease in ξ1

in the novel acquisition is much slighter, which means that a higher detection probability

in the H1-sector test is more important in the first stage, while reducing false alarms in

the H0-cell test is more important in the second stage, to get the optimum probability of

acquisition in L or fewer dwells.

One noticeable point is that the former analysis and corresponding numerical results

are obtained in the single-user environment. In asynchronous multiuser systems, the

false alarm probability in the first stage (chip acquisition) may be larger due to multiuser

interference (MUI). The worst case is that there are many users without chip synchro-

nization, and the false alarm probability remains 1 in every test of chip acquisition for

the target user due to the severe MUI. In this situation, the flow diagrams show that due

to chip acquisition more time is needed for the novel acquisition than for the conven-

tional acquisition to complete one round of searching. However, it can easily be seen that

such time consumed by chip acquisition is only a small fraction of one searching round

time. Furthermore, in asynchronous multiuser systems this novel acquisition scheme can

be combined with a multiuser detection receiver, such as the structure of interference
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cancellation (IC) followed by acquisition as proposed in [20]. Thus, after the interference

from the synchronized users is cancelled by IC, the residual signal is sent to the novel

acquisition scheme and the false alarm in the chip acquisition could be alleviated.

4.6 Summary

In this chapter, a novel two-stage serial search acquisition scheme has been proposed

and analyzed for TH-IR code acquisition under a slow fading channel. It has been shown

that the proposed novel scheme achieves much better acquisition performance than the

conventional acquisition scheme:

(1) In the case of having non-limited permitted acquisition time, using the novel two-

stage acquisition scheme reduces the mean acquisition time much more than using

the conventional acquisition scheme, particularly under low SNR or with a large

penalty time.

(2) In the case of a packetized transmission mode with a short preamble interval, the

preamble length needed in the novel two-stage acquisition scheme is much shorter

than that in the conventional acquisition scheme to reach the same probability of

acquisition under every reasonable SNR.

Appendix 4A The derivation of TACQ in (4.23)

By using (4.22) and HD(z) = Pd(α)z, the derivative of FACQ(z) with respect to z is

dFACQ(z)

dz
= Pd(α)

Nc

[D(z) + zD′(z)] (4A.1)

where

D(z) =

[
Nc−1∑
j=0

j∏
n=1

H (Nc−n)
0 (z)

]

1 − HM(z)
Nc−1∏
n=1

H (n)
0 (z)

(4A.2)

It is easy to get HM(1) = H ′
M(z)

∣∣
z=1 = (1 − Pd(α)), H (n)

0 (1) = 1, and [H (n)
0 (z)]′

∣∣
z=1 =

1 + K P (n)
FA (α). Therefore from (4A.1) we can obtain D(1) = Nc

Pd(α)
, and

D′(z)
∣∣∣ z=1

=

[
1 − HM(1)

Nc−1∏
n=1

H (n)
0 (1)

]
·
[

Nc−1∑
j=0

j∏
n=1

H (Nc−n)
0 (z)

]′∣∣∣∣∣ z=1 +
[

HM(z)
Nc−1∏
n=1

H (n)
0 (z)

]′∣∣∣∣∣ z=1 ·
[

Nc−1∑
j=0

j∏
n=1

H (Nc−n)
0 (1)

]

[
1 − HM (1)

Nc−1∏
n=1

H (n)
0 (1)

]2
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=
Pd(α) ·

[
Nc−1∑
j=0

j∏
n=1

H (Nc−n)
0 (z)

]′∣∣∣∣∣ z=1 + Nc ·
[

HM (z)
Nc−1∏
n=1

H (n)
0 (z)

]′∣∣∣∣∣ z=1

P2
d (α)

(4A.3)

=
Pd(α) ·

[
Nc−1∑
j=1

j∑
n=1

(
1 + K P (Nc−n)

FA (α)
)]

+ Nc(1 − Pd(α))

[
1 +

Nc−1∑
n=1

(
1 + K P (Nc−n)

FA (α)
)]

P2
d (α)

=

Nc(Nc − 1)

2
Pd(α) +

[
Nc−1∑
n=1

n P (n)
FA (α)

]
K Pd(α) + Nc(1 − Pd(α))

[
Nc + K

Nc−1∑
n=1

Pn
FA(α)

]

P2
d (α)

Now the expression of TACQ in conventional serial search acquisition with no identical

PDF of the H0-cell can be written as

TACQ = Tp · dFACQ(z)

dz

∣∣∣∣ z=1

= Tp · Pd(α)

Nc

[
D(z) + zD′(z)

]∣∣
z=1

= Tp · Pd(α)

Nc

⎡
⎢⎢⎢⎢⎣

Nc

Pd(α)
+

Nc(Nc − 1)

2
Pd(α) +

[
Nc−1∑
n=1

n P (n)
FA (α)

]
K Pd(α) + Nc(1 − Pd(α))

[
Nc + K

Nc−1∑
n=1

Pn
FA(α)

]

P2
d (α)

⎤
⎥⎥⎥⎥⎦

= Tp ·

Nc(Nc + 1)

2
Pd(α) +

[
Nc−1∑
n=1

n P (n)
FA (α)

]
K Pd(α) + Nc(1 − Pd(α))

[
Nc + K

Nc−1∑
n=1

Pn
FA(α)

]

Nc Pd(α)

= Tp ·
(1 − Nc)Pd(α) + 2Nc + 2K

Nc−1∑
n=1

n P (n)
FA (α) + 2K Pd(α)

[
1

Nc

Nc−1∑
n=1

n P (n)
FA (α) −

Nc−1∑
n=1

Pn
FA(α)

]

2Pd(α)
(4A.4)

Appendix 4B The derivation of TACQ in (4.46)

From (4.45), the mean acquisition time of the two-stage acquisition is given by

TACQ = Tp · dFACQ(z)

dz

∣∣∣∣ z=1

= Tp

q1
·

[
1 − [HM(1) + He(1)HP(1)] H

q1−1
0 (1)

]
·
[

H ′
D(1)

q1−1∑
j=0

H j
0 (1) + HD(1)H ′

0(1)
q1−1∑
j=0

jH j−1
0 (1)

]

[
1 − [HM(1) + He(1)HP(1)] H

q1−1
0 (1)

]2

+ Tp

q1
·

[
(q1 − 1) [HM(1) + He(1)HP(1)] H

q1−2
0 (1)H ′

0(1) + [
H ′

M(1) + H ′
e(1)HP(1) + He(1)H ′

P(1)
]

H
q1−1
0 (1)

]
HD(1)

q1−1∑
j=0

H j
0 (1)

[
1 − [HM(1) + He(1)HP(1)] H

q1−1
0 (1)

]2

(4B.1)
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It is easy to get H0(1) = 1 and 1 − [HM(1) + He(1)HP(1)] = HD(1), so that (4B.1) can

be rewritten as

TACQ = Tp

q1

·
[1 − [HM(1) + He(1)HP(1)]] ·

[
H ′

D(1)q1 + HD(1)H ′
0(1)

q1(q1 − 1)

2

]

[1 − [HM(1) + He(1)HP(1)]]2

+ Tp

q1

·
[
(q1 − 1) [HM(1) + He(1)HP(1)] H ′

0(1) + q1

[
H ′

M(1) + H ′
e(1)HP(1) + He(1)H ′

P(1)
]]

HD(1)

[1 − [HM(1) + He(1)HP(1)]]2

= Tp · 1

HD(1)

{
H ′

D(1) + H ′
M(1) + He(1)H ′

P(1) + H ′
e(1)HP(1) + (q1 − 1)H ′

0(1)

[
1 − HD(1)

2

]}

(4B.2)

We also can get

HD(1) = Pd1(α)Pd2(α) (4B.3)

H ′
D(1) = Pd1(α)Pd2(α)(Np Nh + Nh) (4B.4)

H ′
M(1) = (1 − Pd1(α))Nh + Pd1(α)Pm2(α)(Np Nh + Nh) (4B.5)

He(1) = Pd1(α)(1 − Pd2(α) − Pm2(α)) (4B.6)

H ′
e(1) = Pd1(α)(1 − Pd2(α) − Pm2(α))(Np Nh + Nh) (4B.7)

HP(1) = 1 (4B.8)

H ′
P(1) = K (4B.9)

H ′
0(1) = (1 − PFA1)Nh + PFA1(1 − PFA2)(Np Nh + Nh)

+PFA1 PFA2(Np Nh + Nh + K ) (4B.10)

Therefore substituting (4B.3)–(4B.10) into (4B.2) gives the mean acquisition time for

the two-stage acquisition as (4.46).
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5 TD receiver with ideal channel
state information

In this chapter, TD performance is studied by assuming that the ideal channel state

information is available at the receiver side. Under a frequency-selective Rayleigh fading

environment, the performance of EGC and GSC 2D-Rake receivers is analyzed for either

mutually independent or mutually correlated pairs of channels. The spatial diversity gain

provided by TD-STBC is compared with that of a system deploying only one transmit

antenna.

5.1 Introduction

It is assumed that the ideal channel state information (CSI) is available at the receiver, in

other words, the channel estimation is perfect. The performance of the TD-STBC scheme

is investigated in terms of the BER (bit error rate). In the next chapter, a common pilot

signal transmission is employed to assist receivers in estimating the channel fading

coefficients; hence, the impact of imperfect channel estimation on system performance

can be investigated through comparing the results obtained in Chapters 5 and 6. The

effect of correlation between the pair of channels from two transmit antennas to receive

antenna is studied. In order to emphasize the spatial diversity gain from using TD-STBC,

the performance of the corresponding Rake receiver of the conventional CDMA system

with only one transmit antenna is evaluated and compared.

The rest of this chapter is organized as follows. In Section 5.2, the transmitter, channel

and receiver models are described. The performance of coherent reception for downlink

of the CDMA system with and without TD-STBC is analyzed in Section 5.3, and the

closed-form expressions of BER are obtained. In Section 5.4 the numerical results for

various system scenarios and discussions are presented. Finally, Section 5.5 summarizes

the chapter and draws a number of conclusions.

5.2 System model

5.2.1 Transmitter model in CDMA downlink

Two transmit antennas are deployed at a base station while only one receive antenna is

employed at each mobile station. It is assumed that there are K simultaneously active

CDMA users. Hence, K totally different spreading code sequences are required, which
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Figure 5.1 The block diagram of the transmitter.

are mutually orthogonal within one symbol interval. Furthermore, it is assumed that

all spreading codes are unit-norm complex simple random binary sequences with value

(±1 ± j)/
√

2, where j = √−1. As shown in Figure 5.1, the lowpass equivalent trans-

mitted signal at the first antenna is

s1(t) =
∞∑

n=−∞

[√
Ec ·

K∑
k=1

b(k, �n/N�) · Sd(k, n)

]
· g (t − nT c) (5.1)

This is compatible with the conventional system with only one transmit antenna, which

is investigated and compared in Section 5.3.4.

Meanwhile, the signal transmitted from the second antenna is

s2(t) =
∞∑

n=−∞

[√
Ec ·

K∑
k=1

b′(k, �n/N�) · Sd(k, n)

]
· g (t − nT c) (5.2)

where Ec is the chip energy of the data channel and Sd(k, n) represents the spreading

code sequence of the data channel for the kth user. The operation �·� stands for the

integer part of the operand. N is the spread factor (SF) and Tc is the chip interval.

The chip waveform function g(t) is assumed to be rectangular with unit energy. For the

sake of simple analysis, the data symbol b(k, n) of the kth user is assumed to be a real

value. In (5.2), b′(k, n) is the STBC encoded data symbol, given by

b′(k, �n/N�) =
{−b(k, �n/N� + 1), �n/N� is even

b(k, �n/N� − 1), �n/N� is odd
(5.3)

5.2.2 Channel model

The discrete tap-delay-line channel model with time-varying tap coefficients is assumed

and the channel from the ith (i = 1, 2) transmit antenna to the receive antenna com-

prises L discrete resolvable paths, expressed through the channel coefficients hi,l ( l =
1, . . . , L). The two sets of temporal multipaths corresponding to two transmit antennas

experience independent but identical distributed (i.i.d.) Rayleigh fading with a constant

multipath intensity profile (MIP). Therefore, all the channel coefficients hi,l are complex-

valued Gaussian random variables with zero-mean and with the same variance of σ 2
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in both real and imaginary parts, i.e. hi,l ∈ C N (0, σ 2). The lowpass equivalent com-

plex impulse response of the channel between the ith transmit antenna and the receive

antenna is

hi (t) =
L∑

l=1

hi,l · δ (t − τl) (5.4)

where τl is the delay of the lth resolvable path, irrespective of the antenna index i , and

δ(·) is the Kronecker delta function. For one given temporal path index l, h1,l and h2,l

are identically Rayleigh distributed but can be correlated with a constant correlation

coefficient ρ, defined as

ρ = E{h1,l · h∗
2,l}√

Var{h1,l} · √
Var{h2,l}

(5.5)

where the superscript * represents the complex conjugate operation and E{·} stands for

the expected or mean value of the variable. When ρ = 0, h1,l and h2,l are independent

from each other. Moreover, for a given spatial antenna index i , hi,l and hi,l ′ (l 	= l ′) are

mutually independent random variables. Finally, hi,l is assumed invariant over at least

one STBC block, which refers to every two consecutive symbol periods in which two

original data symbols are STBC encoded.

5.2.3 Receiver model

For any one mobile station, downlink signals from K synchronous data channels experi-

ence the same frequency selective fading and arrive at the receiver as

r (t) =
L∑

l=1

[h1,l · s1(t − τl) + h2,l · s2(t − τl)] + η(t) (5.6)

where η(t) represents the AWGN with double-sided power spectral density (PSD) of

η0/2. It is assumed that the coherent detection and chip synchronization at the receiver

are perfect. Thus, the signal at each path can be resolved by a matched filter (MF)

with a local delayed spreading code sequence that is properly locked to the concerned

path. Within the context of wideband CDMA, it is assumed that multipath delays are

approximately a few chips in duration and much smaller than the symbol period so that

the inter-symbol interference (ISI) can be neglected.

Without loss of generality, let us focus on the mth STBC block. By sampling the output

of the pulse MF, for any mobile station the received signal in the first and second symbol

intervals of the mth STBC block can be given by, respectively,

u(1)(m, n) =
K∑

k=1

L∑
l=1

{
√

Ec · Sd (k, 2m N + n − �τl/Tc�)

· [b1(k, m) · h1,l(m) − b2(k, m) · h2,l(m)]} + η(1)(m, n) (5.7)

u(2)(m, n) =
K∑

k=1

L∑
l=1

{
√

Ec · Sd[k, (2m + 1) · N + n − �τl/Tc�]

· [b2(k, m) · h1,l(m) + b1(k, m) · h2,l(m)]} + η(2)(m, n) (5.8)
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Figure 5.2 The block diagram of the receiver.

where n = 0, 1, . . . , N − 1 and b j (k, m) ( j = 1, 2) stands for the jth original data bit

of the kth active user transmitted in the mth STBC block. hi,l(m) (i = 1, 2) represents

the fading coefficient of the lth resolvable path of the channel between the ith transmit

antenna and the receive antenna in the mth STBC block. η( j)(m, n) ( j = 1, 2) is the

sampled AWGN at the receiver in the jth symbol period of the mth STBC block.

5.3 Performance analysis of coherent reception

5.3.1 STBC decoding at each branch

Without loss of generality, the first user (k = 1) is assumed to be the desired user. Hence,

the following discussion is implicitly concerned with the first user. The receiver structure

is shown in Figure 5.2.

Assuming perfect chip timing synchronization and that the local despreading code

sequence is locked to the l̂th (l̂ = 1, 2, . . . , L) resolvable path, the data channel of

the first user at the l̂th path is despread during the first and second symbol intervals

of the mth STBC block as follows, respectively,

r (1)
d (m, l̂) =

N−1∑
n=0

u(1)(m, n) · S ∗
d (1, 2m N + n − �τl̂/Tc�)

=
√

Ec · N · [b1(1, m) · h1,l̂(m) − b2(1, m) · h2,l̂(m)] + η
(1)
d (m, l̂)

+
K∑

k=1

L∑
l=1
l 	=l̂

√
Ec · R(1)

d,d(m, k; l, l̂) · [b1(k, m) · h1,l(m) − b2(k, m) · h2,l(m)]

(5.9)

r (2)
d (m, l̂) =

N−1∑
n=0

u(2)(m, n) · S ∗
d [1, (2m + 1) · N + n − �τl̂/Tc�]

=
√

Ec · N · [b2(1, m) · h1,l̂(m) + b1(1, m) · h2,l̂(m)] + η
(2)
d (m, l̂)

+
K∑

k=1

L∑
l=1
l 	=l̂

√
Ec · R(2)

d,d(m, k; l, l̂) · [b2(k, m) · h1,l(m) + b1(k, m) · h2,l(m)]

(5.10)

where the background AWGN component η
( j)
d (m, l̂) ( j = 1, 2) is given by

η
( j)
d (m, l̂) =

N−1∑
n=0

η( j)(m, n) · S ∗
d [1, (2m + j − 1) · N + n − �τl̂/Tc�] (5.11)
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and R( j)
d,d(m, k; l, l̂) ( j = 1, 2) is the N-length discrete aperiodic correlation function [1]

of two time-delayed data channel spreading code sequences used in the jth symbol period

of the mth STBC block, given by

R( j)
d,d(m, k; l, l̂)

=
N−1∑
n=0

Sd[k, (2m + j − 1) · N + n − �τl/Tc�]

· S ∗
d [1, (2m + j − 1) · N + n − �τl̂/Tc�] (5.12)

Since two different spreading code sequences with the same time delay are orthog-

onal over one symbol interval, i.e. R( j)
d,d(m, k; l, l̂) = 0 when l = l̂ and k 	= 1. Other-

wise, when l 	= l̂, the two code sequences are nonorthogonal and R( j)
d,d(m, k; l, l̂) is

modeled as an i.i.d. random variable with zero-mean and variance Var{R( j)
d,d(m, k; l, l̂)} =

N .

With respect to the l̂th resolvable path, it is assumed that the ideal CSI h1,l̂(m) and

h2,l̂(m) are available at the receiver; thus, the branch random variable of the first esti-

mated data bit in the mth STBC block can be constructed through STBC decoding as

follows:

d1(m, l̂) = r (1)
d (m, l̂) · h∗

1,l̂
(m) + r (2)∗

d (m, l̂) · h2,l̂(m)

=
√

Ec · N · b1(1, m) · [|h1,l̂(m)|2 + |h2,l̂(m)|2]

+η
(1)
d (m, l̂) · h∗

1,l̂
(m) + η

(2)∗
d (m, l̂) · h2,l̂(m)

+
K∑

k=1

L∑
l=1
l 	=l̂

{√
Ec · R(1)

d,d(m, k; l, l̂) · [b1(k, m) · h1,l(m) − b2(k, m) · h2,l(m)]

· h∗
1,l̂

(m) +
√

Ec · R(2)∗
d,d (m, k; l, l̂) · [b1(k, m) · h∗

2,l(m) + b2(k, m)

· h∗
1,l(m)] · h2,l̂(m)

}
= E1(m, l̂) + N1(m, l̂) + I1(m, l̂) (5.13)

It is shown that the above branch decision random variable consists of three distinct com-

ponents: E1(m, l̂) is the desired signal component; N1(m, l̂) is the background AWGN

component; and I1(m, l̂) is the multiple access and multipath interference component

that results from the desired user as well as other simultaneously active users. They are

defined as follows:

E1(m, l̂) =
√

Ec · N · b1(1, m) · �|h1,l̂(m)|2 + |h2,l̂(m)|2� (5.14)

N1(m, l̂) = η
(1)
d (m, l̂) · h∗

1,l̂
(m) + η

(2)∗
d (m, l̂) · h2,l̂(m) (5.15)

I1(m, l̂) =
K∑

k=1

L∑
l=1
l 	=l̂

{√
Ec · R(1)

d,d(m, k; l, l̂) · [b1(k, m) · h1,l (m) − b2(k, m) · h2,l (m)] · h∗
1,l̂

(m)

+
√

Ec · R(2)∗
d,d (m, k; l, l̂) · [b1(k, m) · h∗

2,l (m)

+ b2(k, m) · h∗
1,l (m)] · h2,l̂ (m)

}
(5.16)
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Similarly, the random branch decision variable of the second estimated data bit can also

be constructed through STBC decoding as follows:

d2(m, l̂) = r (2)
d (m, l̂) · h∗

1,l̂
(m) − r (1)∗

d (m, l̂) · h2,l̂(m)

= E2(m, l̂) + N2(m, l̂) + I2(m, l̂) (5.17)

where E2(m, l̂) is the desired signal component, N2(m, l̂) is the background AWGN

component, and I2(m, l̂) is the multiple access and multipath interference component

given by, respectively,

E2(m, l̂) =
√

Ec · N · b2(1, m) · �|h1,l̂(m)|2 + |h2,l̂(m)|2� (5.18)

N2(m, l̂) = η
(2)
d (m, l̂) · h∗

1,l̂
(m) − η

(1)∗
d (m, l̂) · h2,l̂(m) (5.19)

I2 (m, l̂)

=
K∑

k=1

L∑
l=1
l 	=l̂

{√
Ec · R(2)

d,d (m, k; l, l̂) · [b2(k, m) · h1,l(m) + b1(k, m) · h2,l(m)] · h∗
1,l̂

(m)

−
√

Ec · R(1)∗
d,d (m, k; l, l̂)·[b1(k, m)·h∗

1,l(m) − b2(k, m) · h∗
2,l(m)

] · h2,l̂(m)
}

(5.20)

For a different user k and a different mth STBC block, the data bit b j (k, m) ( j = 1, 2)

is an i.i.d. binary random variable taking the value ±1, and R( j)
d,d(m, k; l, l̂) is an i.i.d.

random variable with zero-mean and variance N, which is thus conditioned on the channel

fading coefficients h1,l̂(m) and h2,l̂(m). I j (m, l) ( j = 1, 2) is a random variable with zero

mean, and the variance is given by

Var{I j (m, l̂)} = Ec · N ·
K∑

k=1

L∑
l=1
l 	=l̂

E{|h1,l(m)|2 + |h2,l(m)|2} · [|h1,l̂(m)|2 + |h2,l̂(m)|2]

= Ec · N · K · (L − 1) · 4σ 2 · [|h1,l̂(m)|2 + |h2,l̂(m)|2] (5.21)

where σ 2 = (1/2) · E{|hi,l(m)|2}. The background AWGN component N j (m, l̂) ( j =
1, 2) is a zero-mean Gaussian variable with variance

Var{N j (m, l̂)} = N · η0

2
· [|h1,l̂(m)|2 + |h2,l̂(m)|2] (5.22)

Since the data bits from K active users and the channel fading coefficients along L
resolvable paths are independent random variables, d j (m, l̂) ( j = 1, 2) in (5.13) or (5.17)

is the sum of many independent random variables and hence can be approximated as a

conditional Gaussian variable. Therefore, conditioned on the channel fading coefficients

hi,l̂(m) (i = 1, 2), the branch decision variable d j (m, l̂) is a Gaussian random variable

with different mean and the same variance as follows, respectively,

E{d j (m, l̂)} = E j (m, l̂)

=
√

Ec · N · b j (1, m) · [|h1,l̂(m)|2 + |h2,l̂(m)|2] (5.23)

Var{d j (m, l̂)} = Var{N j (m, l̂)} + Var{I j (m, l̂)}
=

[
Ec · N · K · (L − 1) · 4σ 2 + N · η0

2

]
· [|h1,l̂(m)|2 + |h2,l̂(m)|2]

(5.24)
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After the despreading and STBC decoding at each path, a Rake-type receiver is

exploited to combine the signal energy from Lc(Lc ≤ L) selected paths. This can be

regarded as a two-dimensional Rake (2D-Rake) combiner that collects both spatial diver-

sity gain and path diversity gain, thus benefiting from both TD-STBC and DS-CDMA,

respectively. However, this 2D-Rake is a bit different from the conventional coherent

MRC Rake combiner employed in the conventional DS-CDMA system deployed with

only one transmit antenna. It is proven [2] that overall TD-STBC processing exploits the

coherent MRC combining along a pair of channels that correspond to two distinct trans-

mit antennas and have the same time delay. Some novel combing strategies, which will

be investigated in the following sections, add up the branch decision variables derived

from multiple distinct resolvable paths, which might be regarded as the distinct fingers

of the 2D-Rake receiver.

5.3.2 Equal gain combining 2D-Rake receiver

In the equal gain combining (EGC) receiver, the signals from Lc first arriving paths

among L resolvable paths are selected and combined. Assuming that the fading of each

path is independent and that the random decision variables in distinct branches of the

2D-Rake are independent from each other, the output of the 2D-Rake combiner can be

represented as

d j (m) =
Lc∑

l=1

d j (m, l) (5.25)

When Lc = L , the signals from all resolvable paths are combined. The decision variable

d j (m) ( j = 1, 2) is a Gaussian variable with the conditional mean and variance given

by, respectively,

E{d j (m)} =
Lc∑

l=1

E{d j (m, l)} =
√

Ec · N · b j (1, m) · ζ (5.26)

Var{d j (m)} =
Lc∑

l=1

Var{d j (m, l)}

=
[

Ec · N · K · (L − 1) · 4σ 2 + N · η0

2

]
· ζ (5.27)

where ζ is defined as

ζ =
Lc∑

l=1

[|h1,l(m)|2 + |h2,l(m)|2] (5.28)

Therefore, conditioned on the instantaneous fading channel amplitudes of the multipaths,

the BER is the same for d j (m) ( j = 1, 2) and can be obtained by [3]

Pe,EGC(γ ) = Q

{[ |E{d j (m)}|2
Var{d j (m)}

]1/2
}

= Q(
√

2γ ) (5.29)

where the Q-function is defined as Q(x) = (1/
√

2π ) · ∫ ∞
x exp(−t2/2) · dt , and by
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definition,

γ = Ec · N · ζ

Ec · K · (L − 1) · 8σ 2 + η0

(5.30)

Independent pair of channels
It is assumed that two transmit antennas are separated with enough distance and the pair

of TD-STBC channels h1,l(m) and h2,l(m) are fading independently from each other;

thus the summed random variable ζ in (5.28) follows a chi-square or gamma distribution

with 4Lc degrees of freedom. Consequently, the probability density function (PDF) of

γ in (5.30) is given by

pγ ,ind(γ ) = 1

γ̄
2Lc
c · 
(2Lc)

· γ 2Lc−1 · exp

(
− γ

γ̄c

)
(5.31)

where, by definition,

γ̄c = Ec · N · (2σ 2)

Ec · K · (L − 1) · 8σ 2 + η0

(5.32)

The resultant BER can be obtained through averaging the conditional BER Pe,EGC(γ ) in

(5.29) over the PDF of γ in (5.31) [3], i.e.,

Pe,ind =
∫ ∞

0

Pe,EGC(γ ) · pγ,ind(γ ) · dγ

=
(

1 − μ

2

)2Lc

·
2Lc−1∑

l=0

(
2Lc − 1 + l

l

)
·
(

1 + μ

2

)l

(5.33)

where, by definition,

μ =
√

γ̄c

1 + γ̄c

=
[

1 + 4K · (L − 1)

N
+ 1

γ̄b

]− 1
2

(5.34)

where γ̄b is the average signal-to-noise ratio (SNR) per bit, defined as

γ̄b = 2Ec · N · σ 2

η0

(5.35)

and note that γ̄c is related to γ̄b by

γ̄ −1
c = 4K · (L − 1)

N + γ̄ −1
b

(5.36)

In order to elaborate more clearly the performance improvement from the spatial

diversity gain due to TD-STBC, and the path diversity gain due to multipath Rake

combining, we define the average SNR per bit per antenna per path as follows:

γ̄p = γ̄b

NT · L
= 2Ec · N · σ 2

η0 · NT · L
(5.37)

where NT is the number of transmit antennas and NT = 2 for TD-STBC, while NT = 1

for the conventional DS-CDMA system with only one transmit antenna. Essentially,

this implies that the total transmit power is restricted as a constant for different system
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scenarios in order to evaluate and compare the performance improvement from spatial

diversity gain and multipath diversity gain.

Correlated pair of channels
It is assumed that the two transmit antennas are not adequately separated from each

other and that the corresponding pair of channels h1,l(m) and h2,l(m) are mutually cor-

related by a spatial correlation coefficient ρ along two distinct spatial paths with the

same index l (l = 1, 2, . . . , L). When ρ = 0, the pair of channel coefficients h1,l(m) and

h2,l(m) are mutually independent and the BER performance is investigated. When ρ = 1,

the BER performance is the same as that of the conventional CDMA system without

TD-STBC under the constraint of equivalent total transmit power, which is explored

in Section 5.3.4.

Based on the conditional mean and variance in (5.23) and (5.24), the instanta-

neous signal-to-interference-plus-noise ratio (SINR) of the branch decision variable

d j (m, l) (l = 1, 2, . . . , L) at the lth resolvable path can be represented as

|E{d j (m, l)}|2
Var{d j (m, l)} = 2γ l (5.38)

where γl is defined by

γl = Ec · N

Ec · K · (L − 1) · 8σ 2 + η0

· [|h1,l(m)|2 + |h2,l(m)|2] (5.39)

When 0 < ρ < 1, the characteristic function of γl in (5.39) can be derived based on

Appendix 5A and is given by

φγl ( j t) = 1

[1 − j t · (1 + ρ) · γ̄l] · [1 − j t · (1 − ρ) · γ̄l]
(5.40)

where γ̄l is defined as in (5.32), i.e. γ̄l = γ̄c.

Since the fading along distinct resolvable paths are mutually independent and the

combined signal γ in (5.30) is the sum of Lc statistically i.i.d. components γl (l =
1, . . . , Lc) given in (5.39), therefore, the characteristic function of γ is the product of

the individual characteristic functions, as follows:

φγ ( j t) =
Lc∏

l=1

1

[1 − j t · (1 + ρ) · γ̄l] · [1 − j t · (1 − ρ) · γ̄l]

= 1

[1 − j t · (1 + ρ) · γ̄c]Lc · [1 − j t · (1 − ρ) · γ̄c]Lc

=
Lc∑

l=1

(
2Lc − l − 1

Lc − 1

)
· (ρ2 − 1)

Lc−l

(2ρ)2Lc−l

·
{

(1 + ρ)l

[1 − j t · (1 + ρ) · γ̄c]l
+ (ρ − 1)l

[1 − j t · (1 − ρ) · γ̄c]l

}
(5.41)

where the product in the last equation is decomposed by partial fractions [6].
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The inverse Fourier transform of the characteristic function above yields a PDF of γ

in the form [5]

pγ,cor (γ )

=
Lc∑

l=1

(
2Lc − l − 1

Lc − 1

)
· (ρ2 − 1)

Lc−l · γ l−1

(2ρ)2Lc−l · 
(l) · γ̄ l
c

·
{

exp

[
− γ

(1 + ρ) · γ̄c

]
+ (−1)l · exp

[
− γ

(1 − ρ) · γ̄c

]}
(5.42)

Therefore, the resultant BER can be obtained by averaging the conditional BER

Pe,EGC(γ ) in (5.29) over the PDF of γ in (5.42), i.e.

Pe,cor =
∫ ∞

0

Pe,EGC(γ ) · pγ,cor(γ ) · dγ

= 1

2
·
∫ ∞

0

erfc(
√

γ ) · pγ,cor(γ ) · dγ

=
Lc∑

l=1

(
2Lc − l − 1

Lc − 1

)
· (ρ2 − 1)

Lc−l

2 · (2ρ)2Lc−l · 
(l)

· [(ρ + 1)l · IA (l − 1, q1) + (ρ − 1)l · IA (l − 1, q2)] (5.43)

where by the definitions

IA(p, α) = p! ·
[

1 −
p∑

k=0

αk

k! · √
π

· 
(k + 1/2)

(1 + α)k+1/2

]
(5.44)

and

q1 = 1

(1 + ρ) · γ̄c

(5.45)

q2 = 1

(1 − ρ) · γ̄c

(5.46)

where γ̄c is defined in (5.32).

5.3.3 Generalized selection combining the 2D-Rake receiver

In the context of conventional spread-spectrum communications with Rake reception,

the complexity of MRC and EGC receivers depends on the number of resolvable paths

available, which can be quite high, especially for the multipath diversity of wideband

spread-spectrum signals due to the existence of many more resolvable paths. In addition,

MRC and EGC are sensitive to channel estimation errors, and these errors tend to be more

important when the instantaneous SNR is low. On the other hand, SC makes use of only

one path out of the L resolvable (available) multipaths and hence does not fully exploit

the amount of diversity offered by the multipath channel. Therefore, the gap between

these two extremes, MRC/EGC and SC, is bridged by proposing generalized selection

combining (GSC), which adaptively selects and combines the Lc strongest paths, or

say, the Lc resolvable paths with highest SINR, among the L available multipaths. In
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the context of wideband CDMA systems, GSC schemes offer less complex receivers

than the conventional EGC and MRC Rake receivers since they have a fixed number of

fingers independent of the number of resolvable multipaths. In addition, GSC receivers

are expected to be more robust toward channel estimation errors since the weakest SINR

paths (and hence the ones that are the most exposed to these errors) are excluded from

the combining process.

As is well known, in the context of DS-CDMA the number of resolvable multipaths

depends on the spread-spectrum bandwidth as well as the maximum time delay spread

under the particular radio propagation environment. From the implementation point of

view, the Rake receiver with a fixed number of fingers is favorable since it offers less

complexity and is independent from the number of resolvable multipaths available, which

might vary from place to place. Therefore, it is expected to adaptively select and combine

the signals from the Lc paths with highest SINR among the L available resolvable paths.

Accordingly, a GSC 2D-Rake receiver that selects and combines the branch decision

variables of the Lc ≤ L strongest paths is exploited next.

For the branch decision variable d j (m, l) ( j = 1, 2) in the lth (l = 1, 2, . . . , L) resolv-

able path, its instantaneous SINR is given in (5.38) and rewritten here:

SINR{d j (m, l)} = |E{d j (m, l)}|2
Var{d j (m, l)} = 2γ l (5.47)

where γl is defined in (5.39) and rewritten here:

γl = Ec · N

Ec · K · (L − 1) · 8σ 2 + η0

· [|h1,l(m)|2 + |h2,l(m)|2] (5.48)

Moreover, γ1:L ≥ γ2:L ≥ · · · ≥ γL:L are defined as the order statistics of instantaneous

SINR variables that are obtained by arranging {γl | l = 1, 2, . . . , L } in the descending

order of magnitude. For Lc strongest paths selected from L resolvable paths, the joint

PDF of the order statistic variables [7], [8] {γl:L | l = 1, 2, . . . , Lc } is given by

pγ1:L , γ2:L ,...,γLc:L (γ1:L , γ2:L , . . . , γLc:L ) = Lc! ·
(

L
Lc

)
· [Fγl (γLc:L )]L−Lc ·

Lc∏
l=1

pγl (γl:L )

(5.49)

where F(·) is the cumulative distribution function (CDF) and p(·) is the relevant PDF.

After the Lc strongest paths are selected and combined by a GSC 2D-Rake receiver,

the overall output SINR can be represented as [4]

γGSC = 2 ·
Lc∑

l=1

γl:L (5.50)

Thus, conditioned on {γl:L | l = 1, 2, . . . , Lc }, the BER can be obtained by

Pe,GSC (γGSC) = Q(
√

γGSC) = 1

2
erfc

⎛
⎝

√√√√ Lc∑
l=1

γl:L

⎞
⎠ (5.51)
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where the complementary error function is defined by erfc(x) = (2/
√

π )
∫ ∞

x e−t2

dt .
Therefore, the resultant BER can be achieved by averaging the conditional BER in

(5.51) over the joint PDF of the order statistics of the selected paths in (5.49), as

follows:

P<Lc>
e,GSC =

∫ ∞

0

∫ ∞

γLc:L

· · ·
∫ ∞

γ2:L

Q(
√

γGSC) · pγ1:L ,γ2:L ,...,γLc:L (γ1:L , γ2:L , . . . , γLc:L )

· dγ 1:L · dγ 2:L · · · dγ Lc:L (5.52)

Independent pair of channels
It is assumed that the pair of TD-STBC channels h1,l(m) and h2,l(m) are independent

from each other. Because the variable γl (l = 1, 2, . . . , L) in (5.48) follows a chi-square

distribution with four degrees of freedom, its PDF and relevant CDF are given by

pγl ,ind(γl) = γl

γ̄ 2
l

exp

(
−γl

γ̄l

)
(5.53)

Fγl ,ind(γl) = 1 −
(

1 + γl

γ̄l

)
exp

(
−γl

γ̄l

)
(5.54)

where γ̄l is defined as in (5.32), i.e. γ̄l = γ̄c.

Substituting (5.53) and (5.54) into (5.49) to get the joint PDF, and applying the general

integral formula (5.52), we further obtain the closed-form BER for several special cases.

The detailed derivations are presented in the Appendix 5B.2. When Lc = 1, only the

strongest path is selected so that the closed-form BER can be manipulated as follows:

P<1>
e,ind =

(
L
1

)
·
∫ ∞

0

[Fγl,ind
(γ1:L )]L−1 · pγl,ind

(γ1:L ) · Q(
√

2 · γ1:L ) · dγ 1:L

= L

2
·

L−1∑
m=0

m∑
n=0

(
L − 1

m

)
·
(

m
n

)
· (−1)m

(m + 1)n+2
· IA

(
n + 1,

m + 1

γ̄c

)

(5.55)

where γ̄c is given by (5.32) and the function IA (·, ·) is defined in (5.44).

When Lc = 2, the two strongest paths are selected and combined so that the closed-

form BER can be manipulated through the two-fold integral in (5.52) as

P<2>
e,ind = 2 ·

(
L
2

)
·
∫ ∞

0

∫ ∞

γ2:L

[Fγl ,ind(γ2:L )]L−2 ·
2∏

l=1

pγl ,ind(γl:L )

·Q
⎛
⎝

√√√√2 ·
2∑

l=1

γl:L

⎞
⎠ · dγ 1:L · dγ 2:L

= L(L − 1)

2
·
[

P<2>
e1 +

L−2∑
m=1

m∑
n=0

(
L − 2

m

)
·
(

m
n

)
· (−1)m · (

P<2>
e2 + P<2>

e3

)]

(5.56)
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where, by the definitions,

P<2>
e1 = 1

2
− 16γ̄ 3

c + 56γ̄ 2
c + 70γ̄ c + 35

32 · (1 + γ̄c)3 · √
1 + 1/γ̄c

(5.57)

P<2>
e2 = − (2m + 2) · γ̄c + m2 + 4m + 2

m · (m + 2) · (1 + γ̄c)
·
√

2

π
· 
(n + 5/2) · γ̄

1/2
c

(m + 2 + 2γ̄c)n+5/2 (5.58)

P<2>
e3 = 2(n − m + 2)(1 + γ̄c) − m

2 · mn+3 · (1 + γ̄c) ·
√

1 + 1
/
γ̄c

· IA

(
n + 1,

m

2 + 2γ̄ c

)

+ n + m + 4

(m + 2)n+3
· IA

(
n + 1,

m + 2

2γ̄ c

)
(5.59)

When Lc = 3, the three strongest paths are selected and combined so that the closed-

form BER can be manipulated through the three-fold integral in (5.52) as

P<3>
e,ind = 3! ·

(
L
3

)
·
∫ ∞

0

∫ ∞

γ3:L

∫ ∞

γ2:L

[Fγl ,ind(γ3:L )]L−3 ·
3∏

l=1

pγl ,ind(γl:L )

· Q

⎛
⎝

√√√√2 ·
3∑

l=1

γl:L

⎞
⎠ · dγ 1:L · dγ 2:L · dγ 3:L

= 3!

2
·
(

L
3

)
·
[

P<3>
e1 +

L−3∑
m=1

m∑
n=0

(
L − 3

m

)
·
(

m
n

)
· (−1)m · P<3>

e2

+
L−3∑
m=0

m∑
n=0

(
L − 3

m

)
·
(

m
n

)
· (−1)m · (

P<3>
e3 + P<3>

e4

)]
(5.60)

where, by the definitions,

P<3>
e1 = −288γ̄ 3

c + 848γ̄ 2
c + 790γ̄ c + 477

13824 · (1 + γ̄c)5 ·
√

1 + 1
/
γ̄c

(5.61)

P<3>
e2 = − 3

4 · mn+5 · √
1 + 1/γ̄ c

· IA

(
n + 4,

m

3 + 3γ̄ c

)

+ 2γ̄ c + 3

8 · mn+4 · (1 + γ̄c) · √
1 + 1/γ̄ c

· IA

(
n + 3,

m

3 + 3γ̄ c

)

+ 8γ̄ 2
c + 20γ̄ c + 15

16 · mn+3 · (1 + γ̄c)2 · √
1 + 1/γ̄ c

· IA

(
n + 2,

m

3 + 3γ̄ c

)

− 16γ̄ 3
c + 56γ̄ 2

c + 70γ̄ c + 35

32 · mn+2 · (1 + γ̄c)3 · √
1 + 1/γ̄ c

· IA

(
n + 1,

m

3 + 3γ̄ c

)
(5.62)

P<3>
e3 = 1

2 · (m + 3)n+4
· IA

(
n + 3,

m + 3

3γ̄ c

)
+ 1

(m + 3)n+3

· IA

(
n + 2,

m + 3

3γ̄ c

)
+ 1

2 · (m + 3)n+2
· IA

(
n + 1,

m + 3

3γ̄ c

)
(5.63)
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P<3>
e4 =

√
3γ̄ c

π
·
[

1

4 · (1 + γ̄c)
· 
(n + 9/2)

(m + 3 + 3γ̄ c)n+9/2
− 2 + γ̄c

4 · (1 + γ̄c)2

· 
(n + 7/2)

(m + 3 + 3γ̄ c)n+7/2
−19 + 22γ̄ c + 8γ̄ 2

c

16 · (1 + γ̄c)3
· 
(n + 5/2)

(m + 3 + 3γ̄ c)n+5/2

]
(5.64)

Correlated pair of channels
It is assumed that the pair of channels h1,l(m) and h2,l(m) are mutually correlated by a

spatial correlation coefficient ρ along two distinct spatial paths with the same temporal

index. When ρ = 0, the pair of channel coefficients h1,l(m) and h2,l(m) are independent

from each other and the resultant BER performance is investigated. When ρ = 1, the

BER performance is the same as that of the conventional CDMA system without TD-

STBC under the constraint of equivalent total transmit power, which is explored in the

Section 5.3.4.

When 0 < ρ < 1, the characteristic function of the variable γl (l = 1, 2, . . . , L) in

(5.48) is given in (5.40) and rewritten here as

φγl (jt) = 1

[1 − j t · (1 + ρ) · γ̄l] · [1 − j t · (1 − ρ) · γ̄l]
(5.65)

where γ̄l is defined as in (5.32), i.e. γ̄l = γ̄c.

Through the inverse Fourier transform of its characteristic function, the PDF of γl can

be attained as

pγl ,cor(γl) = 1

2ρ · γ̄l

{
exp

[
− γl

(1 + ρ)γ̄l

]
− exp

[
− γl

(1 − ρ)γ̄l

]}
(5.66)

Furthermore, its CDF can be integrated as

Fγl ,cor(γl) = 1 − 1 + ρ

2ρ
· exp

[
− γl

(1 + ρ)γ̄l

]
+ 1 − ρ

2ρ
· exp

[
− γl

(1 − ρ)γ̄l

]
(5.67)

For the scenario of independent pairs of channels, substituting (5.66) and (5.67) into

(5.49) to get the joint PDF, and applying the general integral formula of (5.52), we

further obtain the closed-form BER for several special cases. The detailed derivations

are presented in the Appendix 5B.3. When Lc = 1, only the strongest path is selected so

that the closed-form BER can be manipulated, as follows:

P<1>
e,cor =

(
L
1

)
·
∫ ∞

0

[Fγl ,cor(γ1:L )]L−1 · pγl ,cor(γ1:L ) · Q(
√

2 · γ 1:L ) · dγ 1:L

= L

2
· 1

2ρ · γ̄c

·
L−1∑
m=0

m∑
n=0

{(
L − 1

m

)
·
(

m
n

)
·
(

−1 + ρ

2ρ

)n

·
(

1 − ρ

2ρ

)m−n

·
[

1

p1

− 1

p1

√
1

1 + p1

− 1

p2

+ 1

p2

√
1

1 + p2

]}
(5.68)

where, by the definitions,

p1 = n + 1

(1 + ρ) · γ̄c

+ m − n

(1 − ρ) · γ̄c
(5.69)

p2 = n

(1 + ρ) · γ̄c

+ m − n + 1

(1 − ρ) · γ̄c

(5.70)
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When Lc = 2, the two strongest paths are selected and combined so that the

closed-form BER can be manipulated through the two-fold integral in (5.52)

as

P<2>
e,cor = 2 ·

(
L
2

)
·
∫ ∞

0

∫ ∞

γ2:L

[Fγl ,cor(γ2:L )]L−2 ·
2∏

l=1

pγl ,cor(γl:L )

· Q

⎛
⎝

√√√√2 ·
2∑

l=1

γl:L

⎞
⎠ · dγ 1:L · dγ 2:L

= L · (L − 1)

2
·
(

1

2ρ · γ̄c

)2

(5.71)

·
L−2∑
m=0

m∑
n=0

{(
L − 2

m

)
·
(

m
n

)
·
(

−1 + ρ

2ρ

)n

·
(

1 − ρ

2ρ

)m−n

· [IB (p1, q1) − IB (p1, q2) − IB (p2, q1) + IB (p2, q2)]

}

where p1 and p2 are defined in (5.69) and (5.70), and q1 and q2 are defined in (5.45) and

(5.46). In addition, by the definition,

IB(a, b) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1

b · (a + b)
− 1

b · (a − b) · √
1 + b

+ 2

a2 − b2
·
√

2

a + b + 2
,

a 	= b
1

2b2
− 2 + 3b

4b2 · (1 + b)3/2
, a = b

(5.72)

When Lc = 3, the three strongest paths are selected and combined so that the closed-

form BER can be manipulated through the three-fold integral in (5.52) as

P<3>
e,cor = 3! ·

(
L
3

)
·

∫ ∞

0

∫ ∞

γ3:L

∫ ∞

γ2:L

[Fγl ,cor(γ3:L )]L−3 ·
3∏

l=1

pγl ,cor(γl:L )

· Q

⎛
⎝

√√√√2 ·
3∑

l=1

γl:L

⎞
⎠ · dγ 1:L · dγ 2:L · dγ 3:L

= L · (L − 1) · (L − 2)

2
·
(

1

2ρ · γ̄c

)3

·
L−3∑
m=0

m∑
n=0

{(
L − 3

m

)
·
(

m
n

)
·
(

−1 + ρ

2ρ

)n

·
(

1 − ρ

2ρ

)m−n

· [IC(p1, q1) − IC(p2, q1) + IC(p1, q2) − IC(p2, q2)

− ID(p1, q2, q1) + ID (p2, q2, q1) − ID (p1, q1, q2)+ ID(p2, q1, q2)]

}

(5.73)
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where p1 and p2 are defined in (5.69) and (5.70), and q1 and q2 are defined in (5.45) and

(5.46). In addition, IC(·, ·) is defined by

IC (a, b) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

2b2 · (a + 2b)
+ 9b2 + 8b − 3ab − 2a

4b2 · (a − b)2 · (1 + b)3/2

− 9

2 · (a + 2b) · (a − b)2
·
√

3

a + 2b + 3
, a 	= b

1

6b3
− 1

6b3 · (1 + b)1/2
− 1

12b2 · (1 + b)3/2

− 1

16 · b · (1 + b)5/2
, a = b

(5.74)

and ID (·, ·, ·) is defined by

ID(a, b, c) = ID,1(a, b, c) + ID,2(a, b, c) (5.75)

where, by the definitions,

ID,1(a, b, c)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

c · (b + c) · (a + b + c)
+ 4

(b2 − c2) · (2a − b − c)

·
√

2

2 + b + c
− 2a − b + 5c

c · (b − c) · (2a − b − c) · (a + b + c)

·
√

3

3 + a + b + c
, 2a − b − c 	= 0

1

c · (b + c)
· 1

a + b + c
·
(

1 −
√

3

3 + a + b + c

)

+ 2
√

2

3 · (b2 − c2) · (2 + b + c)3/2
, 2a − b − c = 0

(5.76)

ID,2(a, b, c)

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

− 1

c · (b − c) · (a + b − 2c) · √
1 + c

·
[

1 −
√

3(1 + c)

3 + a + b + c

]
,

a + b − 2c 	= 0

− 1

6c · (b − c) · (1 + c)3/2
, a + b − 2c = 0

(5.77)

5.3.4 Conventional Rake receiver without TD-STBC

In order to elaborate explicitly the spatial diversity gain provided by TD-STBC, in this

section a conventional DS-CDMA system with only one transmit antenna is studied,

so that the BER performance of the system with and without TD-STBC can easily be

observed and compared.

Since only one transmit antenna is deployed at the base station, the structure of the

transmitter is the same as the branch of the first transmit antenna shown in Figure 5.1,
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thus the transmit signal is similar to that given by (5.1), i.e.

s1Tx(t) =
∞∑

n=−∞

[√
Ec,1Tx ·

K∑
k=1

b(k, �n/N�) · Sd(k, n)

]
· g(t − nT c)

(5.78)

where it is also assumed that there are K active CDMA users, and hence K different

spreading code sequences are needed. Ec,1Tx is the chip energy of the data channel in the

system with only one transmit antenna and without TD-STBC. Unless noted otherwise,

all other identical symbols and operators in this section are defined as previously in this

chapter and have the same properties.

The involved discrete tap-delay-line channel model here can be characterized by

h1Tx(t) =
L∑

l=1

h1,l · δ (t − τl) (5.79)

and the received signal at any one mobile station can be represented as

r1Tx(t) =
L∑

l=1

h1,l · s1Tx(t − τl) + η(t) (5.80)

By sampling the output of the pulse MF, the received signal during the mth symbol

interval can be obtained as

u1Tx(m, n) =
K∑

k=1

L∑
l=1

√
Ec,1Tx · Sd (k, m N + n − �τl/Tc�)

· b(k, m) · h1,l(m) + η(m, n) (5.81)

where n = 0, 1, . . . , N − 1 and b(k, m) stands for the data bit of the kth active user

transmitted in the mth symbol interval; h1,l(m) represents the fading coefficient of the

lth resolvable path of the channel between the transmit and receive antenna in the mth

symbol period; and η(m, n) is the sampled AWGN in the mth symbol period.

Similarly, the first user (k = 1) is assumed to be the desired user. The receiver structure

is the same as shown in Figure 5.2 regardless of the STBC decoder. Assuming perfect

chip timing synchronization and that the local despreading code sequence is locked to

the l̂th (l̂ = 1, 2, . . . , L) resolvable path, the data channel of the first user at the l̂th path

is despread during the mth symbol period, as follows:

rd,1Tx(m, l̂) =
N−1∑
n=0

u1Tx(m, n) · S ∗
d (1, m N + n − �τl̂/Tc�)

= √
Ec,1Tx · N · b(1, m) · h1,l̂(m) + ηd(m, l̂)

+
K∑

k=1

L∑
l=1
l 	=l̂

√
Ec,1Tx · Rd,d(m, k; l, l̂) · b(k, m) · h1,l(m) (5.82)

where the background AWGN component ηd(m, l̂) is given by

ηd(m, l̂) =
N−1∑
n=0

η(m, n) · S ∗
d (1, m N + n − �τl̂/Tc�) (5.83)
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Rd,d(m, k; l, l̂) is the N-length discrete aperiodic correlation function [1] of two time-

delayed data channel spreading code sequences used in the mth symbol period, given

by

Rd,d(m, k; l, l̂) =
N−1∑
n=0

Sd[k, m N + n − �τl/Tc�] · S ∗
d [1, m N + n − �τl̂/Tc�] (5.84)

since two different spreading code sequences with the same time delay are orthogonal

over one symbol interval, i.e. Rd,d(m, k; l, l̂) = 0 when l = l̂ and k 	= 1. Otherwise, when

l 	= l̂, the two code sequences are non-orthogonal and Rd,d(m, k; l, l̂) is modeled as an

i.i.d. random variable with zero mean and variance Var{Rd,d(m, k; l, l̂)} = N .

It is assumed that the ideal CSI in the l̂th resolvable path, h1,l̂(m), is available at the

receiver and, thus, the branch random variable of the estimated data bit in the mth symbol

interval is constructed through coherent reception as

d1Tx(m, l̂) = rd,1Tx(m, l̂) · h∗
1,l̂

(m)

= √
Ec,1Tx · N · b(1, m) · |h1,l̂(m)|2 + ηd(m, l̂) · h∗

1,l̂
(m)

+
K∑

k=1

L∑
l=1
l 	=l̂

√
Ec,1Tx · Rd,d(m, k; l, l̂) · b(k, m) · h1,l(m) · h∗

1,l̂
(m)

= E1Tx(m, l̂) + N1Tx(m, l̂) + I1Tx(m, l̂) (5.85)

It is shown that the above branch decision random variable consists of three distinct

components: E1Tx(m, l̂) is the desired signal component; N1Tx(m, l̂) is the background

AWGN component; and I1Tx(m, l̂) is the multiple access and multipath interference

component that results from the desired user as well as other simultaneously active

users. They are defined as follows:

E1Tx(m, l̂) = √
Ec,1Tx · N · b(1, m) · |h1,l̂(m)|2 (5.86)

N1Tx(m, l̂) = ηd(m, l̂) · h∗
1,l̂

(m) (5.87)

I1Tx(m, l̂) =
K∑

k=1

L∑
l=1
l 	=l̂

√
Ec,1Tx · Rd,d(m, k; l, l̂) · b(k, m) · h1,l(m) · h∗

1,l̂
(m)

(5.88)

For a different user k and during a different mth symbol period, the data bit b(k, m)

is an i.i.d. binary random variable taking the value ±1, and Rd,d(m, k; l, l̂) is an i.i.d.

random variable with zero-mean and variance N. Therefore, conditioned on the channel

fading coefficients h1,l̂(m), I1Tx(m, l) is a random variable with zero mean and variance

given by

Var{I1Tx(m, l̂)} = Ec,1Tx · N ·
K∑

k=1

L∑
l=1
l 	=l̂

E{|h1,l(m)|2} · |h1,l̂(m)|2

= Ec,1Tx · N · K · (L − 1) · 2σ 2 · |h1,l̂(m)|2 (5.89)
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The background AWGN component N1Tx(m, l̂) is a zero-mean Gaussian variable with

variance

Var{N1Tx(m, l̂)} = N · η0

2
· |h1,l̂(m)|2 (5.90)

Since the data bits from K active users and the channel fading coefficients along L
resolvable paths are independent random variables, d1Tx(m, l̂) in (5.85) is the sum of

many independent random variables and hence can be approximated as a conditional

Gaussian variable. Therefore, conditioned on the channel fading coefficients h1,l̂(m), the

branch decision variable d1Tx(m, l̂) is Gaussian random variable with mean and variance

as follows:

E{d1Tx(m, l̂)} = E1Tx(m, l̂) = √
Ec,1Tx · N · b(1, m) · |h1,l̂(m)|2 (5.91)

Var{d1Tx(m, l̂)} = Var{N1Tx(m, l̂)} + Var{I1Tx(m, l̂)}
=

[
Ec,1Tx · N · K · (L − 1) · 2σ 2 + N · η0

2

]
· |h1,l̂(m)|2 (5.92)

After despreading at each path, a conventional Rake receiver is used to combine the

signal energy from Lc (Lc ≤ L) selected paths. This can obtain the path diversity gain

benefiting from DS-CDMA merits.

EGC Rake receiver
The EGC Rake receiver selects and combines signals of the first Lc arriving paths among

the L available resolvable paths. Assuming that the fading of each path is independent

and that the decision random variables in distinct branches are independent from each

other, the output of the Rake combiner can be represented as

d1Tx(m) =
Lc∑

l=1

d1Tx(m, l) (5.93)

When Lc = L , the signals from all resolvable paths are combined. The decision vari-

able d1Tx(m) is a Gaussian variable with conditional mean and variance given by, respec-

tively:

E{d1Tx(m)} =
Lc∑

l=1

E{d1Tx(m, l)} = √
Ec,1Tx · N · b(1, m) · ζ1Tx (5.94)

Var{d1Tx(m)} =
Lc∑

l=1

Var{d1Tx(m, l)}

=
[

Ec,1Tx · N · K · (L − 1) · 2σ 2 + N · η0

2

]
· ζ1Tx (5.95)

where ζ1Tx is defined as

ζ1Tx =
Lc∑

l=1

|h1,l(m)|2 (5.96)
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Therefore, conditioned on the instantaneous fading channel amplitudes of the multi-

paths, the BER can be obtained by [3], [4]

Pe,EGC (γ1Tx) = Q

⎧⎨
⎩

[
|E{d1Tx(m)}|2
Var {d1Tx(m)}

]1/2
⎫⎬
⎭ = Q(

√
2γ 1Tx) (5.97)

where, by definition,

γ1Tx = Ec,1Tx · N · ζ1Tx

Ec,1Tx · K · (L − 1) · 4σ 2 + η0

(5.98)

Let us review and compare this with the EGC 2D-Rake receiver discussed in Section

5.3.2. When the spatial correlation coefficient between the pair of channels ρ = 1, h1,l(m)

and h2,l(m) are always identical, hence h1,l(m) = h2,l(m) and ζ = 2ζ 1Tx. On the other

hand, since the total transmit power is constrained as constant in both systems with

and without TD-STBC, it is Ec,1Tx = 2Ec. Therefore, when ρ = 1, γ defined in (5.30)

is equivalent to γ1Tx defined in (5.98) and the BER performance of the EGC 2D-Rake

receiver given by (5.29) degrades to the BER of the EGC Rake receiver of the conventional

CDMA system without TD-STBC given by (5.97).

Since the summed random variable ζ1Tx in (5.96) follows a chi-square distribution

with 2Lc degrees of freedom, the PDF of γ1Tx in (5.98) is given by

pγ,1Tx(γ1Tx) = 1

γ̄
Lc

c,1Tx · 
(Lc)
· γ

Lc−1
1Tx · exp

(
− γ1Tx

γ̄c,1Tx

)
(5.99)

where, by definition,

γ̄c,1Tx = Ec,1Tx · N · (2σ 2)

Ec,1Tx · K · (L − 1) · 4σ 2 + η0

(5.100)

The resultant BER can be obtained by averaging the conditional BER Pe,EGC(γ1Tx) in

(5.97) over the PDF of γ1Tx in (5.99) [3], i.e.,

Pe,1Tx =
∫ ∞

0

Pe,EGC(γ1Tx) · pγ,1Tx(γ1Tx) · dγ 1Tx

=
(

1 − μ1Tx

2

)Lc

·
Lc−1∑
l=0

(
Lc − 1 + l

l

)
·
(

1 + μ1Tx

2

)l

(5.101)

where, by definition,

μ1Tx =
√

γ̄c,1Tx

1 + γ̄c,1Tx
=

[
1 + 2K · (L − 1)

N
+ 1

γ̄b,1Tx

] − 1
2

(5.102)

where γ̄b,1Tx is the average SNR per bit, defined as

γ̄b,1Tx = 2Ec,1Tx · N · σ 2

η0

(5.103)

and noting that γ̄c,1Tx is related to γ̄b,1Tx by

γ̄ −1
c,1Tx = 4K · (L − 1)/N + γ̄ −1

b,1Tx (5.104)
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GSC Rake receiver
The GSC Rake receiver is exploited to adaptively select and combine the signals from

the Lc paths with highest SINR among the L available resolvable paths. For the branch

decision variable d1Tx(m, l) (l = 1, 2, . . . , L) in the lth resolvable path, its instantaneous

SINR can be deduced from (5.91) and (5.92), as follows:

|E{d1Tx(m, l)}|2
Var{d1Tx(m, l)} = 2γ l,1Tx (5.105)

where γl,1Tx is defined by

γl,1Tx = Ec,1Tx · N

Ec,1Tx · K · (L − 1) · 4σ 2 + η0

· |h1,l(m)|2 (5.106)

Moreover, the order statistics of the instantaneous SINR γ1:L ,1Tx ≥ γ2:L ,1Tx ≥ · · · ≥
γL:L ,1Tx are defined and obtained by arranging {γl,1Tx | l = 1, 2, . . . , L} in a descending

order of magnitude. For the Lc strongest paths selected from L resolvable paths, the joint

PDF of the order statistic [7], [8] variables {γl:L ,1Tx | l = 1, 2 , . . . , Lc} is given by

pγ1:L ,1Tx,γ2:L ,1Tx,...,γLc :L ,1Tx
(γ1:L ,1Tx, γ2:L ,1Tx, . . . , γLc :L ,1Tx)

= Lc! ·
(

L
Lc

)
· [Fγl,1Tx

(γLc:L ,1Tx)]L−Lc ·
Lc∏

l=1

pγl,1Tx
(γl:L ,1Tx) (5.107)

where the relevant PDF and CDF of the variable γl,1Tx in (5.106) are given by

pγl,1Tx
(γl,1Tx) = 1

γ̄l,1Tx

exp

(
−γl,1Tx

γ̄l,1Tx

)
(5.108)

Fγl,1Tx
(γl,1Tx) = 1 − exp

(
−γl,1Tx

γ̄l,1Tx

)
(5.109)

where γ̄l,1Tx is defined as in (5.100), i.e. γ̄l,1Tx = γ̄c,1Tx.

After the Lc strongest paths are selected and combined by the GSC Rake receiver, the

total output SINR can be represented as [4]

γGSC,1Tx = 2 ·
Lc∑

l=1

γl:L ,1Tx (5.110)

Thus, conditioned on {γl:L ,1Tx | l = 1, 2 , . . . , Lc}, the BER can be obtained by

Pe,GSC(γGSC,1Tx ) = Q(
√

γGSC,1Tx) = 1

2
erfc

⎛
⎝

√√√√ Lc∑
l=1

γl:L ,1Tx

⎞
⎠ (5.111)

Therefore, the resultant BER can be achieved by averaging the conditional BER

in (5.111) over the joint PDF of the order statistics of selected paths in (5.107), as

follows:

P<Lc>
e,1Tx =

∫ ∞

0

∫ ∞

γLc:L ,1Tx

· · ·
∫ ∞

γ2:L ,1Tx

Q(
√

γGSC,1Tx) · pγ1:L ,1Tx,γ2:L ,1Tx,...,γLc :L ,1Tx

· (γ1:L ,1Tx, γ2:L ,1Tx, . . . , γLc :L ,1Tx) · dγ 1:L ,1Tx · dγ 2:L ,1Tx · · · dγ Lc:L ,1Tx

(5.112)
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Substituting (5.108) and (5.109) into (5.107) to get the joint PDF, and applying the

general integral formula (5.112), we further obtain the closed-form BER for several

special cases. The detailed derivations are presented in the Appendix 5B.4. When Lc = 1,

only the strongest path is selected so that the closed-form BER can be manipulated, as

follows:

P<1>
e,1Tx =

(
L
1

)
·
∫ ∞

0

[Fγl,1Tx
(γ1:L ,1Tx)]L−1 · pγl,1Tx

(γ1:L ,1Tx) · Q(
√

2 · γ1:L ,1Tx) · dγ 1:L ,1Tx

= L

2
·

L−1∑
m=0

(
L − 1

m

)
· (−1)m · 1

m + 1
·
(

1 −
√

γ̄c,1Tx

1 + m + γ̄c,1Tx

)
(5.113)

where γ̄c,1Tx is given by (5.100).

When Lc = 2, the two strongest paths are selected and combined so that the closed-

form BER can be manipulated through the two-fold integral in (5.112) as

P<2>
e,1Tx = 2 ·

(
L
2

)
·
∫ ∞

0

∫ ∞

γ2:L ,1Tx

[Fγl,1Tx
(γ2:L ,1Tx)]L−2 ·

2∏
l=1

pγl,1Tx
(γl:L ,1Tx)

· Q

⎛
⎝

√√√√2 ·
2∑

l=1

γl:L ,1Tx

⎞
⎠ · dγ 1:L ,1Tx · dγ 2:L ,1Tx

= L(L − 1)

2
·
[

P<2>
e1,1Tx +

L−2∑
m=1

(
L − 2

m

)
· (−1)m · P<2>

e2,1Tx

]
(5.114)

where, by the definitions,

P<2>
e1,1Tx = 1

2
− 3 + 2γ̄ c,1Tx

4 · (1 + γ̄c,1Tx)
·
√

γ̄c,1Tx

1 + γ̄c,1Tx

(5.115)

P<2>
e2,1Tx = 1

m + 2
− 1

m
·
√

γ̄c,1Tx

1 + γ̄c,1Tx

+ 2

m · (m + 2)
·
√

2γ̄ c,1Tx

2 + m + 2γ̄ c,1Tx

(5.116)

When Lc = 3, the three strongest paths are selected and combined so that the closed-

form BER can be manipulated through the three-fold integral in (5.112) as

P<3>
e,1Tx = 3! ·

(
L
3

)
·
∫ ∞

0

∫ ∞

γ3:L ,1Tx

∫ ∞

γ2:L ,1Tx

[Fγl,1Tx
(γ3:L ,1Tx)]L−3 ·

3∏
l=1

pγl,1Tx
(γl:L ,1Tx)

· Q

⎛
⎝

√√√√2 ·
3∑

l=1

γl:L ,1Tx

⎞
⎠ · dγ 1:L ,1Tx · dγ 2:L ,1Tx · dγ 3:L ,1Tx

= 3!

2
·
(

L
3

)
·
[

P<3>
e1,1Tx +

L−3∑
m=1

(
L − 3

m

)
· (−1)m · P<3>

e2,1Tx

]
(5.117)
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where, by the definitions,

P<3>
e1,1Tx = 1

6
− 15 + 20γ̄ c,1Tx + 8γ̄ 2

c,1Tx

48 · (1 + γ̄c,1Tx)2
·
√

γ̄c,1Tx

1 + γ̄c,1Tx

(5.118)

P<3>
e2,1Tx = 1

2(m + 3)
+ 6 · (1 + γ̄c,1Tx) − m · (3 + 2γ̄ c,1Tx)

4m2 · (1 + γ̄c,1Tx)
·
√

γ̄c,1Tx

1 + γ̄c,1Tx

− 9
√

3

2m2 · (m + 3)
·
√

γ̄c,1Tx

3 + m + 3γ̄ c,1Tx

(5.119)

5.4 Numerical results and discussion

In this section, the system performance of TD-STBC and the resultant spatial diversity

gain over the conventional DS-CDMA system are numerically evaluated in terms of

BER under different system configurations and parameters. In order to demonstrate the

spatial and path diversity gain provided by the 2D-Rake receiver, the total transmit power

is restricted as constant, irrespective of the number of transmit antennas and resolvable

multipaths. Therefore, the parameter of the SNR per bit per antenna per path γ̄p in (5.37)

is used to calculate BER while the SNR per bit γ̄b in (5.35) is used to plot the performance

figures. Unless noted otherwise, the number of resolvable multipaths L = 6, the number

of active users K = 10 and the spreading factor N = 128.

5.4.1 Performance of the EGC 2D-Rake receiver

In Figure 5.3, the BER of the EGC 2D-Rake receiver with an independent pair of channels

is illustrated versus the average SNR per bit γ̄b for different numbers of Rake fingers, i.e.

Lc = 1 ∼ 6, respectively. It is clearly seen that the 2D-Rake receiver takes advantage of

the multipath and improves the performance when the number of fingers increases. For

the combined path Lc = 4, BER = 10−2 can be obtained when the average SNR per bit

γ̄b ≈ 12 dB. If the channel coding is further utilized, an acceptable BER performance

can thus be achieved.

Figure 5.4 illustrates the BER of the full EGC or GSC 2D-Rake receiver, which

combines the signals from all resolvable multipaths, versus the correlation coefficient

ρ between the pair of channels h1,l and h2,l . It is assumed that the number of resolv-

able multipaths varies from L = 1 to L = 6 and that the concerned average SNR per

bit inspected is γ̄b = 10 dB. It can be seen that the BER monotonously increases when

the correlation of the pair of channels increases. As the number of resolvable paths

increases, however, the degradation of BER due to the increasing correlation of the

pair of channels becomes less. In other words, in the rich scattering propagation envi-

ronment the increased multipath diversity gain is somehow able to compensate for

the reduction of spatial diversity gain so that the overall system performance is more

robust.
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Figure 5.3 BER of EGC 2D-Rake receiver with ideal CSI available and an independent pair of

channels.
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Figure 5.4 BER of full EGC/GSC 2D-RAKE receiver versus the correlation coefficient with

ideal CSI available.
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Figure 5.5 BER comparison of EGC 2D-Rake receiver with TD-STBC and conventional EGC

Rake receiver with only one transmit antenna, assuming ideal CSI available.

Figure 5.5 demonstrates the spatial diversity gain benefiting from TD-STBC by com-

paring the BER of the EGC 2D-Rake receiver with the BER of the conventional EGC

Rake receiver with only one transmit antenna. It is assumed that the pair of channels h1,l

and h2,l are independent from each other and the different number of Rake fingers is

Lc = 1, 2, 3, 6. The solid curves are for the 2D-Rake receiver with TD-STBC while the

dotted curves are for the conventional Rake receiver of the DS-CDMA system with only

one transmit antenna and without TD-STBC. It can be seen that TD-STBC can provide

significant spatial diversity gain with respect to BER when the ideal CSI is assumed

available at the receiver. For example, as the combined path Lc = 6 and BER = 10−3

the obtained diversity gain is about 10 dB.

5.4.2 Performance of the GSC 2D-Rake receiver

In Figure 5.6, the BER of the GSC 2D-Rake receiver with an independent pair of channels

is illustrated versus the average SNR per bit γ̄b for different numbers of Rake fingers,

i.e. Lc = 1, 2, 3, 6, respectively. It is also seen that the 2D-Rake receiver improves the

performance when the number of fingers increases. For the combined path Lc = 3,

BER = 10−2 can be obtained when the average SNR per bit γ̄b ≈ 10 dB. Compared

with receiving only the strongest path, it is shown that the GSC receiver with Lc = 3 can

achieve more than half of the diversity gain achieved by the full 2D-Rake receiver that

combines signals of all resolvable multipaths. On the other hand, by comparison of the

corresponding curves in Figures 5.6 and 5.3, it is seen that the GSC receiver outperforms
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Figure 5.6 BER of GSC 2D-Rake receiver with ideal CSI available and an independent pair of

channels.

the EGC receiver. This proves the feasibility of implementation of GSC receivers that

select and combine limited numbers of strongest paths in practice.

When the pair of channels h1,l and h2,l are correlated, it is predicted that the BER

increases due to the lack of spatial diversity promised by TD-STBC. In Figure 5.7, the

BERs of both the EGC and GSC 2D-Rake receivers are illustrated versus the correlation

coefficient ρ between the pair of channels h1,l and h2,l . The concerned number of Rake

fingers is Lc = 1, 2, 3, 6, respectively, and the average SNR per bit is γ̄b = 30 dB. The

dotted-line curves are for the EGC 2D-Rake receiver while the solid-line curves are for the

GSC 2D-Rake receiver. It can be seen that the BER performance is just slightly degraded

when the correlation of the pair of channels increases. Thus the DS-CDMA system

with TD-STBC performs robustly even under the environment of severely correlated

pairs of channels because the system benefits from the spatial diversity gain as well as

the multipath diversity gain. It can also be seen that for the same number of fingers

to combine the GSC receiver outperforms the EGC receiver with respect to the BER

performance as well as the robustness property toward the correlation between the pair of

channels.

Figure 5.8 demonstrates the spatial diversity gain of TD-STBC by comparing the

BER of the GSC 2D-Rake receiver and the BER of the conventional GSC Rake receiver

with only one transmit antenna. It is assumed that the pair of channels h1,l and h2,l

are independent from each other and that the number of Rake fingers to combine is

Lc = 1, 2, 3, respectively. Similarly to Figure 5.5, under the assumption of ideal CSI

available at the receiver, it is seen that the GSC 2D-Rake receiver with TD-STBC can
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Figure 5.8 BER comparison of GSC 2D-Rake receiver with TD-STBC and conventional GSC

Rake receiver with only one transmit antenna, assuming ideal CSI available.
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still achieve spatial diversity gain in BER over the conventional Rake receiver without

TD-STBC when the concerned average SNR per bit is relatively high. For example, as

the combined path Lc = 3 and BER = 2 × 10−3, the obtained diversity gain is nearly

4 dB.

5.5 Summary

In this chapter, the downlink performance of the DS-CDMA system with and without

TD-STBC is investigated in terms of BER under frequency-selective fading channels.

It is assumed that the ideal CSI is available at the receiver and the pair of channels h1,l

and h2,l corresponding to two transmit antennas might be independent from each other

or mutually correlated by a common coefficient.

For the system with TD-STBC, the 2D-Rake receiver is exploited to collect both

spatial diversity gain and multipath diversity gain. Two different combining methods are

analyzed and some closed-form BER results are obtained for both EGC and GSC Rake

receivers in DS-CDMA systems.

(1) Both EGC and GSC 2D-Rake receivers improve the system performance when the

number of fingers increases. However, for the same fingers, the GSC receiver out-

performs the EGC receiver.

(2) In comparison with the conventional system deploying only one transmit antenna, it

is observed that significant spatial diversity gain on BER is achieved by the 2D-Rake

receiver by the use of TD-STBC.

(3) The correlation between the pair of channels degrades the spatial diversity gain

promised by TD-STBC; however, the BER performance of the 2D-Rake receiver

is rather robust in a rich scattering propagation environment because the multipath

diversity gain can compensate for a reduction in the spatial diversity gain.

Appendix 5A Hermitian quadratic forms in CGRV

The Rayleigh fading channel is the most typical and widely used analytical channel model

when the performance of diversity techniques in digital communications is studied. It

is well known that the magnitude of the zero-mean complex-valued Gaussian random

variable (CGRV) follows the Rayleigh distribution. It is sometimes more convenient to

represent the Rayleigh fading channel as a multiplicative complex Gaussian distributed

channel. The performance analysis in applications usually involves the evaluation of the

probability distribution of a generic quadratic form of a set of zero-mean CGRVs [3].

Let zn(n = 1, . . . , N ) be a set of CGRVs, the real and imaginary parts of which are

independent and identically normally distributed, and denote as Z the column vector

formed from the zn . A generic quadratic form of an N × 1 CGRV Z is a real-valued

random variable given by

Q Z = ZH · W · Z (5A.1)
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where W is any arbitrary N × N Hermitian matrix and the superscript H stands for the

conjugate transpose. Then it is found that the general characteristic function of Q Z is

given by

Q Z (t) = |IN − j t · RW|−1 · exp{−Z
H

R−1 [IN − (IN − j t · RW)−1] Z} (5A.2)

where IN is the N × N identity matrix, Z = E{Z} is the column vector of complex

means, and R = E{(Z − Z)(Z − Z)H} is the N × N covariance matrix of Z, which is

assumed to be non-singular. The operation | · | stands for the determinant of the matrix.

According to the relationship of the Fourier transform pair between the characteristic

function and the PDF, the PDF of Q Z can be derived through the standard characteristic

function inversion technique, i.e.

pQ Z (qZ ) = 1

2π

∫ ∞

−∞
Q Z (t) · exp (− j t ·q Z ) · dt (5A.3)

The density function of QZ in (5A.3) is generally difficult to solve precisely because of

the complicated nature of the exponential factor in Q Z (t). However, with the special

case that often arises in performance analysis of digital communications, in which the

variables zn have zero means, thus Z = 0, and the characteristic function in (5A.2)

reduces to

Q Z (t) = |IN − j t · RW|−1 =
N∏
1

1

1 − j tλn
(5A.4)

where the λn are the eigenvalues of the matrix RW. By noting that W is Hermitian

and R is nonnegative definite and Hermitian, it can be shown that RW has real-valued

eigenvalues [4]. Hence, the singularities of Q Z (t) in this case consist solely of a finite

number of finite-order poles; once the eigenvalues of RW are obtained, the PDF pQ Z (qZ )

can be therefore readily determined by taking advantage of the residue theorem [5].

In particular, the quadratic form composed of two mutually independent or correlated

CGRVs can be represented as

Q = A · |X |2 + B · |Y |2 + C XY ∗ + C ∗ X∗Y (5A.5)

where A, B, C are constants, and X and Y are a pair of independent or correlated CGRVs

with zero means. With respect to (5A.4), the two eigenvalues concerned (which are not

necessarily distinct) can be generally derived as

λ1,2 =
ω2 ±

√
ω2

2 + 4ω1

2
(5A.6)

where, by definitions,

ω1 = (|C |2 − AB) · (ξxxξyy − |ξxy |2) (5A.7)

ω2 = Aξxx + Bξyy + Cξxy + C ∗ξ ∗
xy (5A.8)
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where ξxx and ξyy are the variances of CGRV X and Y , respectively, and ξxy is the

covariance of X and Y defined by

ξxy = ξ ∗
yx = E{(X − X )(Y − Y )∗} (5A.9)

Further considering two correlated CGRVs, the correlation coefficient of X and Y can

be defined as

ρx,y = COV(x, y)

σx · σy
= ξxy√

ξxx · √
ξyy

(5A.10)

When the eigenvalues in (5A.6) are two distinct values, the PDF can be achieved

through inverse-Fourier transformation (5A.3), or alternatively using the residue theorem

[5], as follows:

pQ(q) = 1

λ1 − λ2

· exp

(
− q

λ1

)
− 1

λ1 − λ2

· exp

(
− q

λ2

)
(5A.11)

Alternatively, when two eigenvalues in (5A.6) are single twice repeated values λ = λ1 =
λ2, the PDF can be derived as

pQ(q) = q

λ2
· exp

(
−q

λ

)
(5A.12)

Appendix 5B Involved integral derivations

5B.1 Some basic integral formulas

Based on formula (7.4.19) of [9] and (2-1-95) of [3], it can be obtained that

∫ ∞

0

e−at · erfc(
√

bt) · dt = 1

a
·
(

1 −
√

b

a + b

)
(5B.1)

where Re(a + b) > 0. By setting b = 1 and taking the derivative of both sides of (5B.1)

with respect to a continuously n times, the following can be obtained:

∫ ∞

0

xn · e−ax · erfc(
√

x) · dx = n!

an+1
·
{

1 −
n∑

q=0

aq

q! · √
π

· 

(
q + 1

2

)
(1 + a)q+ 1

2

}

(5B.2)

where n ≥ 0, a > 0. Another approach to prove (5B.2) is to utilize the method of inte-

gration by parts and mathematical induction.

An alternative integral result can be deduced from [3], as follows:∫ ∞

0

xn · e−ax · erfc(
√

x) · dx

= 2 · n!

an+1
·
[

1

2

(
1 − 1√

1 + a

)]n+1

·
n∑

k=0

(
n + k

k

)
·
(

1

2

)n+k

·
[

1

2

(
1 + 1√

1 + a

)]k

(5B.3)
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From the binomial theorem [3], [9],

(a + x)n =
n∑

k=0

(
n
k

)
· xk · an−k (5B.4)

(a + b + c)L =
L∑

m=0

m∑
n=0

(
L
m

)
·
(

m
n

)
· an · bm−n · cL−m

=
L∑

m=0

m∑
n=0

L!

(L − m)! · (m − n)! · n!
· an · bm−n · cL−m (5B.5)

From the definition of the complementary error function (erfc),

erfc(x) = 2√
π

∫ ∞

x
e−t2 · dt (5B.6)

its derivative is given by

[erfc(
√

x)]′ = − 1√
π

· e−x

√
x

· dx (5B.7)

When α + β > 0, and for any n, it is readily proven that

lim
x→∞ e−αx · erfc(

√
βx) = 0 (5B.8)

lim
x→∞ xn · erfc(

√
x) = 0 (5B.9)

Using the method of integration by parts, it can be deduced that∫ ∞

x
erfc(

√
t) · dt = t · erfc(

√
t)

∣∣∣∞
x

−
∫ ∞

x
t · −1√

π
· e−t

√
t

· dt

= −x · erfc(
√

x) + 1√
π

·
∫ ∞

x

√
t · e−t · dt (5B.10)

Furthermore, by variant substitution,
√

t = y and dt = 2ydy, the integral in (5B.10)

can be deduced:

1√
π

·
∫ ∞

x

√
t · e−t · dt = 2√

π
·
∫ ∞

√
x

y2 · e−y2 · dy

= 1√
π

· √
x · e−x + 1

2
· erfc(

√
x) (5B.11)

Therefore, it is obtained that∫ ∞

x
erfc(

√
t) · dt = 1√

π
· √

x · e−x +
(

1

2
− x

)
· erfc(

√
x) (5B.12)

Similarly, through the method of integration by parts and variant substitution, the

followed integral formulas can be derived:∫ ∞

x
e−αt · erfc(

√
t) · dt

= 1

α
· e−αx · erfc(

√
x) − 1

α
√

1 + α
· erfc[

√
(1 + α) · x] α > −1

(5B.13)
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∫ ∞

x

√
t · e−αt · dt = 1

α

√
x · e−αx +

√
π

2 · α3/2
· erfc(

√
αx) α > 0 (5B.14)

∫ ∞

x
t · erfc(

√
t) · dt

= − 1

2
x2 · erfc(

√
x) + 1

2
√

π
· x

3
2 · e−x + 3

4
√

π
· √

x · e−x + 3

8
· erfc(

√
x)

(5B.15)∫ ∞

x
t2 · erfc(

√
t) · dt

= −1

3
x3 · erfc(

√
x) + 1

3
√

π
· x

5
2 · e−x + 5

6
√

π
· x

3
2 · e−x

+ 5

4
√

π
· √

x · e−x + 5

8
· erfc(

√
x) (5B.16)

∫ ∞

x
t · e−αt · erfc(

√
t) · dt

= 1

α
· x · e−αx · erfc(

√
x) + 1

α2
· e−αx · erfc(

√
x)

− 1

α · (1 + α) · √
π

· √
x · e−(1+α)x − 2 + 3α

2α2 · (1 + α)
3
2

· erfc[
√

(1 + α) · x]

(5B.17)∫ ∞

x
t2 · e−αt · erfc(

√
t) · dt

= 1

α
· x2 · e−αx · erfc(

√
x) + 2

α2
· x · e−αx · erfc(

√
x) + 2

α3
· e−αx · erfc(

√
x)

− 15α2 + 20α + 8

4α3 · (1 + α)
5
2

· erfc[
√

(1 + α) · x] − 4 + 7α

2α2 · (1 + α)2√π

· √x · e−(1+α)x − 1

α · (1 + α) · √
π

· x
3
2 · e−(1+α)x (5B.18)

5B.2 Independent pair of channels

In Sections 5B.2 and 5B.3, we set α = 1/γ c to simplify the notation. For the integral in

(5.55), by substituting (5.53) and (5.54) into (5.55) and applying the binomial theorem

to the power series, it is obtained that

P<1>
e,ind =

(
L
1

)
·
∫ ∞

0

[1 − (1 + αy1) · exp(−αy1)]L−1

· α2 · y1 · exp (−αy1) · Q(
√

2y1) · dy1

=
(

L
1

)
· 1

2
·

L−1∑
m=0

m∑
n=0

(
L − 1

m

)
·
(

m
n

)
· (−1)m · αn+2

·
∫ ∞

0

yn+1
1 · exp[−α(m + 1)y1] · erfc(

√
y1) · dy1 (5B.19)
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By applying (5B.2), the above formula (5B.19) can be deduced as

P<1>
e,ind = L

2
·

L−1∑
m=0

m∑
n=0

(
L − 1

m

)
·
(

m
n

)
· (−1)m · (n + 1) !

(m + 1)n+2

·
{

1 −
n+1∑
q=0

[α (m + 1)]q

q! · √
π

· 
 (q + 1/2)

(αm + α + 1)q+1/2

}

= L

2
·

L−1∑
m=0

m∑
n=0

(
L − 1

m

)
·
(

m
n

)
· (−1)m · 1

(m + 1)n+2

· IA [n + 1, α (m + 1)] (5B.20)

where IA(·, ·) is defined in (5.44). This is the integral result presented in (5.55).

For the integral in (5.56), by substituting (5.53) and (5.54) into (5.56), it is obtained

that

P<2>
e,ind = 2! ·

(
L
2

)
·
∫ ∞

0

∫ ∞

y2

L−2∑
m=0

m∑
n=0

(
L − 2

m

)
·
(

m
n

)

· (−1)m · αn+4 · y1 · yn+1
2 · exp(−αmy2)

· exp[−α(y1 + y2)] · 1

2
· erfc(

√
y1 + y2) · dy1 · dy2

= 2 ·
(

L
2

)
·

L−2∑
m=0

m∑
n=0

(
L − 2

m

)
·
(

m
n

)
· (−1)m · αn+4 · 1

2
·
∫ ∞

0

yn+1
2

· exp(−αmy2) ·
∫ ∞

y2

y1 · exp[−α(y1 + y2)]

· erfc(
√

y1 + y2) · dy1 · dy2 (5B.21)

Assuming t = y1 + y2, and substituting y1 = t − y2 and dy1 = dt into the inner integral

of (5B.21), it can be written as∫ ∞

y2

y1 · exp[−α(y1 + y2)] · erfc(
√

y1 + y2) · dy1

=
∫ ∞

2y2

t · e−αt · erfc(
√

t) · dt − y2 ·
∫ ∞

2y2

e−αt · erfc(
√

t) · dt (5B.22)

Applying the integration formula in (5B.17) and (5B.13), the integral in (5B.22) can

be further resolved as∫ ∞

y2

y1 · exp[−α(y1 + y2)] · erfc(
√

y1 + y2) · dy1

= 1

α
· y2 · e−2αy2 · erfc(

√
2y2) + 1

α2
· e−2αy2 · erfc(

√
2y2) − 1

α2
√

1 + α

· erfc[
√

2(1 + α) · y2] + 1

α
√

1 + α
· y2 · erfc[

√
2(1 + α) · y2]

− 1

α(1 + α)
·
√

2

π
· √

y2 · exp[−2 · (1 + α) · y2] − 1

2α · (1 + α)3/2

· erfc[
√

2(1 + α) · y2] (5B.23)
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Substituting (5B.23) into the outer integral in (5B.21), it can be written as

∫ ∞

0

yn+1
2 · exp(−αmy2) ·

∫ ∞

y2

y1 · exp[−α(y1 + y2)] · erfc(
√

y1 + y2) · dy1 · dy2

= 1

α
·
∫ ∞

0

yn+2
2 · exp[−α(m + 2)y2] · erfc(

√
2y2) · dy2

+ 1

α2
·
∫ ∞

0

yn+1
2 · exp[−α(m + 2)y2] · erfc(

√
2y2) · dy2

− 1

α2
√

1 + α
·
∫ ∞

0

yn+1
2 · exp(−αmy2) · erfc[

√
2(1 + α) · y2] · dy2

+ 1

α
√

1 + α
·
∫ ∞

0

yn+2
2 · exp(−αmy2) · erfc[

√
2(1 + α) · y2] · dy2

− 1

α(1 + α)
·
√

2

π
·
∫ ∞

0

y
n+ 3

2

2 · exp{−[α(m + 2) + 2] · y2} · dy2

− 1

2α · (1 + α)3/2
·
∫ ∞

0

yn+1
2 · exp(−αmy2) · erfc[

√
2(1 + α) · y2] · dy2

(5B.24)

For any m, the first and second integrals in (5B.24) can be obtained according to the

generic formula (5B.2) as follows, respectively:

1

α
·
∫ ∞

0

yn+2 · exp[−α(m + 2)y] · erfc (
√

2y) · dy

= (n + 2)!

αn+4 · (m + 2)n+3
·
{

1 −
n+2∑
q=0

√
2

π
· [α(m + 2)]q

q!
· 
 (q + 1/2)

[α(m + 2) + 2]q+1/2

}

(5B.25)

1

α2
·
∫ ∞

0

yn+1 · exp[−α(m + 2)y] · erfc (
√

2y) · dy

= (n + 1)!

αn+4 · (m + 2)n+2
·
{

1 −
n+1∑
q=0

√
2

π
· [α(m + 2)]q

q!
· 
 (q + 1/2)

[α(m + 2) + 2]q+1/2

}

(5B.26)

Based on the formula (3.381–4) of [9], the fifth integral in (5B.24) can be deduced as

− 1

α(1 + α)
·
√

2

π
·
∫ ∞

0

yn+ 3
2 · exp{−[α(m + 2) + 2] · y} · dy

= − 1

α(1 + α)
·
√

2

π
· 
(n + 5/2)

[α(m + 2) + 2]n+5/2
(5B.27)
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When m > 0, the third, fourth and sixth integrals in (5B.24) can be derived with the

help of the generic formula (5B.2) as follows, respectively:

− 1

α2
√

1 + α
·
∫ ∞

0

yn+1 · exp(−αmy) · erfc[
√

2(1 + α) · y] · dy

= − (n + 1)!

mn+2 · αn+4 · √
1 + α

·
{

1 −
n+1∑
q=0

√
2(1 + α)

π
· αq · mq

q!

· 
 (q + 1/2)

[α(m + 2) + 2]q+1/2

}
(5B.28)

1

α
√

1 + α
·
∫ ∞

0

yn+2 · exp(−αmy) · erfc[
√

2(1 + α) · y] · dy

= (n + 2)!

mn+3 · αn+4 · √
1 + α

·
{

1 −
n+2∑
q=0

√
2(1 + α)

π
· αq · mq

q!

· 
 (q + 1/2)

[α(m + 2) + 2]q+1/2

}
(5B.29)

− 1

2α · (1 + α)3/2
·
∫ ∞

0

yn+1 · exp(−αmy) · erfc[
√

2(1 + α) · y] · dy

= − (n + 2)!

2mn+2 · αn+3 · (1 + α)n+ 3
2

·
{

1 −
n+1∑
q=0

√
2(1 + α)

π
· αq · mq

q!

· 
 (q + 1/2)

[α(m + 2) + 2]q+1/2

}

(5B.30)

When m = 0, it is noted that n = 0 from (5B.21), thus the integral of (5B.24) can be

written as∫ ∞

0

y2 ·
∫ ∞

y2

y1 · exp[−α(y1 + y2)] · erfc(
√

y1 + y2) · dy1 · dy2

= 1

α
·
∫ ∞

0

y2 · e−2αy · erfc(
√

2y) · dy + 1

α2
·
∫ ∞

0

y · e−2αy · erfc(
√

2y) · dy

− 1

α2
√

1 + α
·
∫ ∞

0

y · erfc[
√

2(1 + α) · y] · dy

+ 1

α
√

1 + α
·
∫ ∞

0

y2 · erfc[
√

2(1 + α) · y] · dy

− 1

α(1 + α)
·
√

2

π
·
∫ ∞

0

y
3
2 · e−2(1+α)y · dy − 1

2α · (1 + α)3/2

·
∫ ∞

0

y · erfc[
√

2(1 + α) · y] · dy (5B.31)
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Based on the generic formula (5B.2), the first and second integrals in (5B.31) can be

obtained:

1

α
·
∫ ∞

0

y2 · e−2αy · erfc(
√

2y) · dy = 1

4α4
·
[

1 − 15α2 + 20α + 8

8(1 + α)2 · √
1 + α

]
(5B.32)

1

α2
·
∫ ∞

0

y · e−2αy · erfc(
√

2y) · dy = 1

4α4
·
[

1 − 2 + 3α

2(1 + α) · √
1 + α

]
(5B.33)

According to the formula (6.281–1) of [9], the third, fourth and sixth integrals in

(5B.31) can be obtained as follows, respectively:

− 1

α2
√

1 + α
·
∫ ∞

0

y · erfc[
√

2(1 + α) · y] · dy = − 3

32α2 · (1 + α)2 · √
1 + α

(5B.34)

1

α
√

1 + α
·
∫ ∞

0

y2 · erfc[
√

2(1 + α) · y] · dy = 5

64α · (1 + α)3 · √
1 + α

(5B.35)

− 1

2α · (1 + α)3/2
·
∫ ∞

0

y · erfc[
√

2(1 + α) · y] · dy = − 3

64α · (1 + α)3 · √
1 + α

(5B.36)

Based on the formula (3.381–4) of [9], the fifth integral in (5B.31) can be deduced as

− 1

α(1 + α)
·
√

2

π
·
∫ ∞

0

y
3
2 · e−2(1+α)y · dy = − 3

16α · (1 + α)3 · √
1 + α

(5B.37)

Therefore, when m = n = 0, substituting equations (5B.32)–(5B.37) into (5B.31), the

double integral is achieved as∫ ∞

0

y2 ·
∫ ∞

y2

y1 · exp[−α(y1 + y2)] · erfc(
√

y1 + y2) · dy1 · dy2

= 1

α4
·
{

1

2
− 35α3 + 70α

2 + 56α + 16

32 · (1 + α)
7
2

}
(5B.38)

Combining the results from (5B.25)–(5B.30) and (5B.38), the integral in (5.56) is

achieved. For the integral in (5.60), by substituting (5.53) and (5.54) into (5.60), it is

obtained that

P<3>
e,ind = 3! ·

(
L
3

)
·
∫ ∞

0

∫ ∞

y3

∫ ∞

y2

L−3∑
m=0

m∑
n=0

(
L − 3

m

)
·
(

m
n

)

· (−1)m · αn+6 · y1 · y2 · yn+1
3 · exp(−αmy3)

· exp[−α(y1 + y2 + y3)] · 1

2
· erfc(

√
y1 + y2 + y3) · dy1 · dy2 · dy3

= 3! ·
(

L
3

)
·

L−3∑
m=0

m∑
n=0

(
L − 3

m

)
·
(

m
n

)
· (−1)m · 1

2
· αn+6 (5B.39)

·
∫ ∞

0

yn+1
3 · exp(−αmy3) ·

∫ ∞

y3

y2 ·
∫ ∞

y2

y1

· exp[−α(y1 + y2 + y3)] · erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3
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Assuming t = y1 + y2 + y3, and substituting y1 = t − (y2 + y3) and dy1 = dt into

the innermost integral of (5B.39), it can be written as

∫ ∞

y2

y1 · exp[−α(y1 + y2 + y3)] · erfc(
√

y1 + y2 + y3) · dy1

=
∫ ∞

2y2+y3

t · e−αt · erfc(
√

t) · dt − (y2 + y3) ·
∫ ∞

2y2+y3

e−αt · erfc(
√

t) · dt

(5B.40)

Applying the integral formulas in (5B.17) and (5B.13), the integral in (5B.40) can be

further resolved as

∫ ∞

y2

y1 · exp[−α(y1 + y2 + y3)] · erfc(
√

y1 + y2 + y3) · dy1

= 1

α
· y2 · exp[−α · (2y2 + y3)] · erfc(

√
2y2 + y3)

+ 1

α
√

1 + α
· y2 · erfc[

√
(1 + α) · (2y2 + y3)]

+ [2α(1 + α)]y3 − (2 + 3α)

2α2 · (1 + α)
3
2

· erfc[
√

(1 + α) · (2y2 + y3)]

+ 1

α2
· exp[−α · (2y2 + y3)] · erfc(

√
2y2 + y3)

−
√

2y2 + y3

α
√

π · (1 + α)
· exp[−(1 + α) · (2y2 + y3)] (5B.41)

Therefore, the second inner integral of (5B.39) can be written as

∫ ∞

y3

y2 ·
∫ ∞

y2

y1 · exp[−α(y1 + y2 + y3)] · erfc(
√

y1 + y2 + y3) · dy1 · dy2

= 1

α
·
∫ ∞

y3

y2 · exp[−α · (2y + y3)] · erfc(
√

2y + y3) · dy

+ 1

α
√

1 + α
·
∫ ∞

y3

y2 · erfc[
√

(1 + α) · (2y + y3)] · dy

+ [2α(1 + α)]y3 − (2 + 3α)

2α2 · (1 + α)
3
2

·
∫ ∞

y3

y · erfc[
√

(1 + α) · (2y + y3)] · dy

+ 1

α2
·
∫ ∞

y3

y · exp[−α · (2y + y3)] · erfc (
√

2y + y3) · dy

− 1

α
√

π · (1 + α)
·
∫ ∞

y3

y ·
√

2y + y3 · exp[−(1 + α) · (2y + y3)] · dy

(5B.42)
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Through substitution of individual proper variants, the integrals in (5B.42) can be

deduced as follows, respectively:

∫ ∞

y3

y2 · exp[−α · (2y + y3)] · erfc(
√

2y + y3) · dy

= 1

8
·
∫ ∞

3y3

t2 · e−αt · erfc(
√

t) · dt − 1

4
· y3 ·

∫ ∞

3y3

t · e−αt · erfc(
√

t) · dt

+ 1

8
· y2

3 ·
∫ ∞

3y3

e−αt · erfc(
√

t) · dt (5B.43)

∫ ∞

y3

y2 · erfc[
√

(1 + α) · (2y + y3)] · dy

= 1

8(1 + α)3

∫ ∞

3(1+α)y3

t2 · erfc(
√

t) · dt − y3

4(1 + α)2

∫ ∞

3(1+α)y3

t · erfc(
√

t) · dt

+ y2
3

8(1 + α)

∫ ∞

3(1+α)y3

erfc(
√

t) · dt (5B.44)

∫ ∞

y3

y · erfc[
√

(1 + α) · (2y + y3)] · dy

= 1

4(1 + α)2
·
∫ ∞

3(1+α)y3

t · erfc(
√

t) · dt − 1

4(1 + α)
· y3

·
∫ ∞

3(1+α)y3

erfc(
√

t) · dt (5B.45)

∫ ∞

y3

y · exp[−α · (2y + y3)] · erfc(
√

2y + y3) · dy

= 1

4
·
∫ ∞

3y3

t · e−αt · erfc(
√

t) · dt − 1

4
· y3 ·

∫ ∞

3y3

e−αt · erfc(
√

t) · dt (5B.46)

∫ ∞

y3

y ·
√

2y + y3 · exp[−(1 + α) · (2y + y3)] · dy

= 1

4(1 + α)
· (3y3)

3
2 · exp[−3(1 + α)y3]

+
[

3

8(1 + α)
− 1

4
· y3

]

·
{√

3y3

1 + α
· exp[−3(1 + α)y3] +

√
π

2(1 + α)
3
2

· erfc[
√

3(1 + α)y3]

}
(5B.47)
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Therefore, substituting (5B.43)–(5B.47) into (5B.42) and applying the general formu-

las (5B.12)–(5B.18), the integral in (5B.42) can be further resolved as∫ ∞

y3

y2 ·
∫ ∞

y2

y1 · exp[−α(y1 + y2 + y3)] · erfc(
√

y1 + y2 + y3) · dy1 · dy2

= 1

2α2
· y2

3 · exp(−3αy3) · erfc(
√

3y3)

+ 1

α3
· y3 · exp(−3αy3) · erfc(

√
3y3)

+ 1

2α4
· exp(−3αy3) · erfc(

√
3y3)

− 3

4α · √
1 + α

· y3
3 · erfc[

√
3(1 + α)y3]

+ 2 + 3α

8α2 · (1 + α)3/2
· y2

3 · erfc[
√

3(1 + α)y3]

+ 15α2 + 20α + 8

16α3 · (1 + α)5/2
· y3 · erfc[

√
3(1 + α)y3]

− 35α3 + 70α2 + 56α + 16

32α4 · (1 + α)7/2
· erfc[

√
3(1 + α)y3]

+
√

3

4α · (1 + α) · √
π

· y5/2
3 · exp[−3(1 + α)y3]

− (2α + 1) · √
3

4α2 · (1 + α)2 · √
π

· y3/2
3 · exp[−3(1 + α)y3]

− (19α2 + 22α + 8) · √
3

16α3 · (1 + α)3 · √
π

· y1/2
3 · exp[−3(1 + α)y3] (5B.48)

Substituting (5B.48) into the outermost integral in (5B.39), it can be rewritten after

substituting proper variants as follows:∫ ∞

0

yn+1
3 · exp (−αmy3) ·

∫ ∞

y3

y2 ·
∫ ∞

y2

y1 · exp [−α (y1 + y2 + y3)]

· erfc
(√

y1 + y2 + y3

) · dy1 · dy2 · dy3

= 1

2α2
·
(

1

3

)n+4

·
∫ ∞

0

tn+3 · exp

(
−m + 3

3
αt

)
· erfc(

√
t) · dt

+ 1

α3
·
(

1

3

)n+3

·
∫ ∞

0

tn+2 · exp

(
−m + 3

3
αt

)
· erfc(

√
t) · dt

+ 1

2α4
·
(

1

3

)n+2

·
∫ ∞

0

tn+1 · exp

(
−m + 3

3
αt

)
· erfc(

√
t) · dt
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− 3

4α · √
1 + α

·
[

1

3(1 + α)

]n+5

·
∫ ∞

0

tn+4

· exp

[
− αm

3(1 + α)
· t

]
· erfc(

√
t) · dt

+ 2 + 3α

8α2 · (1 + α)3/2
·
[

1

3(1 + α)

]n+4

·
∫ ∞

0

tn+3

· exp

[
− αm

3(1 + α)
· t

]
· erfc(

√
t) · dt

+ 15α2 + 20α + 8

16α3 · (1 + α)5/2
·
[

1

3(1 + α)

]n+3

·
∫ ∞

0

tn+2

· exp

[
− αm

3(1 + α)
· t

]
· erfc(

√
t) · dt

− 35α3 + 70α2 + 56α + 16

32α4 · (1 + α)7/2
·
[

1

3(1 + α)

]n+2

·
∫ ∞

0

tn+1

· exp

[
− αm

3(1 + α)
· t

]
· erfc(

√
t) · dt

+
√

3

4α · (1 + α) · √
π

·
∫ ∞

0

tn+ 7
2 · exp {−[α(m + 3) + 3] · t} · dt

− (2α + 1) · √
3

4α2 · (1 + α)2 · √
π

·
∫ ∞

0

tn+ 5
2 · exp {−[α(m + 3) + 3] · t} · dt

− 19α2 + 22α + 8

16α3 · (1 + α)3 · √
π

·
√

3 ·
∫ ∞

0

tn+ 3
2 · exp {−[α(m + 3) + 3] · t} · dt

(5B.49)

As m = n = 0, the fourth to seventh integrals in (5B.49) can be obtained according

to the formula (6.281–1) of [9] as follows, respectively:

− 3

4α · √
1 + α

·
[

1

3(1 + α)

]5

·
∫ ∞

0

t4 · erfc(
√

t) · dt = − 7

384α · (1 + α)11/2 (5B.50)

2 + 3α

8α2 · (1 + α)3/2
·
[

1

3(1 + α)

]4

·
∫ ∞

0

t3 · erfc(
√

t) · dt = 35 · (2 + 3α)

512 · 27 · α2 · (1 + α)11/2

(5B.51)

15α2 + 20α + 8

16α3 · (1 + α)5/2
·
[

1

3(1 + α)

]3

·
∫ ∞

0

t2 · erfc(
√

t) · dt = 5 · (15α2 + 20α + 8)

128 · 27 · α3 · (1 + α)11/2

(5B.52)
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−35α3 + 70α2 + 56α + 16

32α4 · (1 + α)7/2
·
[

1

3(1 + α)

]2

·
∫ ∞

0

t · erfc(
√

t) · dt

= −35α3 + 70α2 + 56α + 16

256 · 3 · α4 · (1 + α)11/2
(5B.53)

The other integrals in (5B.49) have the same results for any value of m. As m 	= 0,

the weighted triple integral in (5B.39) can be obtained according to the generic formula

(5B.2) and the formulas (6.281–1) and (3.381–4) of [9] as follows:

αn+6 ·
∫ ∞

0

yn+1
3 · exp(−αmy3) ·

∫ ∞

y3

y2 ·
∫ ∞

y2

y1 · exp[−α(y1 + y2 + y3)]

· erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3

= (n + 3)!

2 · (m + 3)n+4
·
{

1 −
n+3∑
q=0

[(m + 3)α]q · √
3

q! · √
π

· 
(q + 1/2)

[3 + (m + 3)α]q+1/2

}

+ (n + 2)!

(m + 3)n+3
·
{

1 −
n+2∑
q=0

[(m + 3)α]q · √
3

q! · √
π

· 
(q + 1/2)

[3 + (m + 3)α]q+1/2

}

+ (n + 1)!

2 · (m + 3)n+2
·
{

1 −
n+1∑
q=0

[(m + 3)α]q · √
3

q! · √
π

· 
(q + 1/2)

[3 + (m + 3)α]q+1/2

}

− 3 · (n + 4)!

4mn+5 · √
1 + α

·
{

1 −
n+4∑
q=0

αq · mq · √
3(1 + α)

q! · √
π

· 
(q + 1/2)

[α(m + 3) + 3]q+1/2

}

+ (2 + 3α) · (n + 3)!

8mn+4 · (1 + α)3/2
·
{

1 −
n+3∑
q=0

αq · mq · √
3(1 + α)

q! · √
π

· 
(q + 1/2)

[α(m + 3) + 3]q+1/2

}

+ (15α2 + 20α + 8) · (n + 2)!

16mn+3 · (1 + α)5/2

·
{

1 −
n+2∑
q=0

αq · mq · √
3(1 + α)

q! · √
π

· 
(q + 1/2)

[α(m + 3) + 3]q+1/2

}

− 35α3 + 70α2 + 56α + 16

32mn+2 · (1 + α)7/2
· (n + 1)!

·
{

1 −
n+1∑
q=0

αq · mq · √
3(1 + α)

q! · √
π

· 
(q + 1/2)

[α(m + 3) + 3]q+1/2

}

+
√

3

4 · (1 + α) · √
π

· αn+5 · 
(n + 9/2)

[α(m + 3) + 3]n+9/2

− (2α + 1) · √
3

4 · (1 + α)2 · √
π

· αn+4 · 
(n + 7/2)

[α(m + 3) + 3]n+7/2
− 19α2 + 22α + 8

16 · (1 + α)3 · √
π

·
√

3 · αn+3 · 
(n + 5/2)

[α(m + 3) + 3]n+5/2
(5B.54)
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Therefore, combining and substituting the results (5B.50)–(5B.54) into (5B.39), the

integral representation in (5.60) can be achieved.

5B.3 Correlated pair of channels

For the integral in (5.68), by substituting (5.66) and (5.67) into (5.68) and applying the

binomial theorem to the power series, it is obtained that

P<1>
e,cor =

(
L
1

)
·
∫ ∞

0

[
1 − 1 + ρ

2ρ
· exp

(
− α

1 + ρ
· y1

)

+ 1 − ρ

2ρ
· exp

(
− α

1 − ρ
· y1

)]L−1

· α

2ρ
·
[

exp

(
− α

1 + ρ
· y1

)
− exp

(
− α

1 − ρ
· y1

)]
· Q

√
2y1 · dy1

=
(

L
1

)
· α

2ρ
· 1

2
·

L−1∑
m=0

m∑
n=0

(
L − 1

m

)
·
(

m
n

)
·
(

−1 + ρ

2ρ

)n

·
(

1 − ρ

2ρ

)m−n

·
∫ ∞

0

{
exp

[
−

(
n + 1

1 + ρ
+ m − n

1 − ρ

)
· αy1

]

− exp

[
−

(
n

1 + ρ
+ m − n + 1

1 − ρ

)
· αy1

]}
· erfc

√
y1 · dy1 (5B.55)

Applying (5B.1) to the integral in (5B.55), the integral result of (5.68) can be obtained.

For the integral in (5.71), by substituting (5.66) and (5.67) into (5.71) and applying the

binomial theorem to the power series, it is obtained that

P<2>
e,cor

= 2! ·
(

L
2

)
·
(

α

2ρ

)2

· 1

2
·

L−2∑
m=0

m∑
n=0

(
L − 2

m

)
·
(

m
n

)
·
(

−1 + ρ

2ρ

)n

·
(

1 − ρ

2ρ

)m−n

×
{∫ ∞

0

∫ ∞

y2

exp

[
−

(
n + 1

1 + ρ
+ m − n

1 − ρ

)
· αy2 − 1

1 + ρ
· αy1

]

· erfc(
√

y1 + y2) · dy1 · dy2

−
∫ ∞

0

∫ ∞

y2

exp

[
−

(
n + 1

1 + ρ
+ m − n

1 − ρ

)
· αy2 − 1

1 − ρ
· αy1

]

· erfc(
√

y1 + y2) · dy1 · dy2

−
∫ ∞

0

∫ ∞

y2

exp

[
−

(
n

1 + ρ
+ m − n + 1

1 − ρ

)
· αy2 − 1

1 + ρ
· αy1

]

· erfc(
√

y1 + y2) · dy1 · dy2

+
∫ ∞

0

∫ ∞

y2

exp

[
−

(
n

1 + ρ
+ m − n + 1

1 − ρ

)
· αy2 − 1

1 − ρ
· αy1

]

· erfc(
√

y1 + y2) · dy1 · dy2

}
(5B.56)
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Let us first consider the general integral
∫ ∞

y2
exp(−ay2 − by1) · erfc(

√
y1 + y2) · dy1.

Through setting t = y1 + y2 and substituting y1 = t − y2 and dy1 = dt into it, when

b > 0, with the help of (5B.13) it can be solved as follows:∫ ∞

y2

exp(−ay2 − by1) · erfc(
√

y1 + y2) · dy1

= exp[−(a − b)y2] ·
∫ ∞

2y2

exp(−bt) · erfc(
√

t) · dt

= 1

b
· exp[−(a + b)y2] · erfc(

√
2y2)

− 1

b
√

1 + b
· exp[−(a − b)y2] · erfc[

√
2 · (1 + b)y2] (5B.57)

Next consider the double integral∫ ∞

0

∫ ∞

y2

exp(−ay2 − by1) · erfc(
√

y1 + y2) · dy1 · dy2

= 1

b
·
∫ ∞

0

exp[−(a + b)y2] · erfc(
√

2y2) · dy2 (5B.58)

− 1

b
√

1 + b
·
∫ ∞

0

exp[−(a − b)y2] · erfc[
√

2 · (1 + b)y2] · dy2

Applying (5B.1) to the integrals in (5B.58), if a 	= b, it is obtained that∫ ∞

0

∫ ∞

y2

exp(−ay2 − by1) · erfc(
√

y1 + y2) · dy1 · dy2

= 1

b · (a + b)
− 1

b · (a − b) · √
1 + b

+ 2

a2 − b2
·
√

2

a + b + 2
(5B.59)

If a = b, it is obtained that∫ ∞

0

∫ ∞

y2

exp(−ay2 − by1) · erfc(
√

y1 + y2) · dy1 · dy2

= 1

2b2
− 2 + 3b

4b2 · (1 + b)3/2
(5B.60)

Therefore, applying the general equations (5B.59) and (5B.60) to the corresponding

integrals in (5B.56), it is straightforward to obtain the result in (5.71). For the integral in

(5.73), by substituting (5.66) and (5.67) into (5.73) and applying the binomial theorem

to the power series, it is obtained that

P<3>
e,cor

= 3! ·
(

L
3

)
·
(

α

2ρ

)3

· 1

2
·

L−3∑
m=0

m∑
n=0

(
L − 3

m

)
·
(

m
n

)
·
(

−1 + ρ

2ρ

)n

·
(

1 − ρ

2ρ

)m−n

·
∫ ∞

0

∫ ∞

y3

∫ ∞

y2

{
exp

[
−

(
n + 1

1 + ρ
+ m − n

1 − ρ

)
· αy3 − α

1 + ρ
· (y2 + y1)

]

− exp

[
−

(
n

1 + ρ
+ m − n + 1

1 − ρ

)
· αy3 − α

1 + ρ
· (y2 + y1)

]
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+ exp

[
−

(
n + 1

1 + ρ
+ m − n

1 − ρ

)
· αy3 − α

1 − ρ
· (y2 + y1)

]

− exp

[
−

(
n

1 + ρ
+ m − n + 1

1 − ρ

)
· αy3 − α

1 − ρ
· (y2 + y1)

]

− exp

[
−

(
n + 1

1 + ρ
+ m − n

1 − ρ

)
· αy3 − 1

1 − ρ
· αy2 − 1

1 + ρ
· αy1

]

+ exp

[
−

(
n

1 + ρ
+ m − n + 1

1 − ρ

)
· αy3 − 1

1 − ρ
· αy2 − 1

1 + ρ
· αy1

]

− exp

[
−

(
n + 1

1 + ρ
+ m − n

1 − ρ

)
· αy3 − 1

1 + ρ
· αy2 − 1

1 − ρ
· αy1

]

+ exp

[
−

(
n

1 + ρ
+ m − n + 1

1 − ρ

)
· αy3 − 1

1 + ρ
· αy2 − 1

1 − ρ
· αy1

]}

· erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3 (5B.61)

Let us next consider the general integral
∫ ∞

y2
exp[−ay3 − b(y2 + y1)] · erfc

(
√

y1 + y2 + y3) · dy1. Through setting t = y1 + y2 + y3 and substituting y1 = t − y2 −
y3 and dy1 = dt into the integral, when b > 0, with the help of (5B.13) it can be solved

as follows:∫ ∞

y2

exp[−ay3 − b(y2 + y1)] · erfc(
√

y1 + y2 + y3) · dy1

= exp[−(a − b)y3] ·
∫ ∞

2y2+y3

exp(−bt) · erfc(
√

t) · dt

= 1

b
· exp(−ay3 − 2by2) · erfc(

√
2y2 + y3)

− 1

b
√

1 + b
· exp[−(a − b)y3] · erfc[

√
(1 + b)(2y2 + y3)] (5B.62)

Next consider the double integral∫ ∞

y3

∫ ∞

y2

exp[−ay3 − b(y2 + y1)] · erfc(
√

y1 + y2 + y3) · dy1 · dy2

= 1

b
·
∫ ∞

y3

exp(−ay3 − 2by2) · erfc(
√

2y2 + y3) · dy2

− 1

b
√

1 + b
·
∫ ∞

y3

exp[−(a − b)y3] · erfc[
√

(1 + b)(2y2 + y3)] · dy2

(5B.63)

By substituting t = 2y2 + y3 and applying (5B.13), when b > 0, it can be deduced

that

1

b
·
∫ ∞

y3

exp(−ay3 − 2by2) · erfc(
√

2y2 + y3) · dy2

= 1

2b
· exp[−(a − b)y3] ·

∫ ∞

3y3

exp(−bt) · erfc(
√

t) · dt
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= 1

2b2
· exp[−(a + 2b)y3] · erfc(

√
3y3)

− 1

2b2 · √
1 + b

· exp[−(a − b)y3] · erfc[
√

3(1 + b)y3] (5B.64)

By substituting t = (1 + b)(2y2 + y3) and applying (5B.12), it can be solved as

− 1

b
√

1 + b
· exp[−(a − b)y3] ·

∫ ∞

y3

erfc[
√

(1 + b)(2y2 + y3)] · dy2

= − 1

2b · (1 + b)3/2
· exp[−(a − b)y3] ·

∫ ∞

3(1+b)y3

erfc(
√

t) · dt

= − 1

2b · (1 + b)3/2
· exp[−(a − b)y3]

·
{

1√
π

·
√

3(1 + b)y3 · exp[−3(1 + b)y3]

+
[

1

2
− 3(1 + b)y3

]
· erfc[

√
3(1 + b)y3]

}
(5B.65)

Substituting (5B.64) and (5B.65) into (5B.63) and further considering the triple inte-

gral ∫ ∞

0

∫ ∞

y3

∫ ∞

y2

exp[−ay3 − b(y2 + y1)] · erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3

= I<3>
1,1 + I<3>

1,2 + I<3>
1,3 (5B.66)

where, by applying (5B.1),

I<3>
1,1 = 1

2b2
·
∫ ∞

0

exp[−(a + 2b)y3] · erfc(
√

3y3) · dy3

= 1

2b2
· 1

a + 2b
·
(

1 −
√

3

a + 2b + 3

)
(5B.67)

When a 	= b,

I<3>
1,2 = − 1

2b2 · √
1 + b

·
∫ ∞

0

exp[−(a − b)y3] · erfc[
√

3(1 + b)y3] · dy3

= − 1

2b2 · √
1 + b

· 1

a − b
·
[

1 −
√

3(1 + b)

a + 2b + 3

]
(5B.68)

whereas when a = b,

I<3>
1,2 = − 1

2b2 · √
1 + b

·
∫ ∞

0

exp[−(a − b)y3] · erfc[
√

3(1 + b)y3] · dy3

= − 1

2b2 · √
1 + b

·
∫ ∞

0

erfc[
√

3(1 + b)y3] · dy3

= − 1

12b2 · (1 + b)3/2
(5B.69)
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I<3>
1,3 = −

√
3

2b · (1 + b) · √
π

∫ ∞

0

√
y3 · exp[−(a + 2b + 3)y3] · dy3

− 1

4b · (1 + b)3/2
·
∫ ∞

0

exp[−(a − b)y3] · erfc[
√

3(1 + b)y3] · dy3

+ 3

2b · √
1 + b

·
∫ ∞

0

y3 · exp[−(a − b)y3] · erfc[
√

3(1 + b)y3] · dy3

(5B.70)

Through applying the formula (3.381–4) of [9] to the first integral in (5B.70) and

applying (5B.1) to the second integral in (5B.70), and by substituting t = 3 · (1 + b) · y3

and applying (5B.2) to the third integral in (5B.70), it can be obtained when a 	= b that

I<3>
1,3 = − 1

4b · (1 + b)3/2 · (a − b)
+ 3

2b · (a − b)2 · √
1 + b

− 3

2b · (a − b)2
·
√

3

3 + a + 2b
(5B.71)

When a = b,

I<3>
1,3 = − 1

12 · b · (1 + b)5/2
− 1

24 · b · (1 + b)5/2
+ 1

16 · b · (1 + b)5/2

= − 1

16 · b · (1 + b)5/2
(5B.72)

When a 	= b, by substituting (5B.67), (5B.68) and (5B.71) into (5B.66), it can be found

that

∫ ∞

0

∫ ∞

y3

∫ ∞

y2

exp[−ay3 − b(y2 + y1)] · erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3

= 1

2b2 · (a + 2b)
+ 9b2 + 8b − 3ab − 2a

4b2 · (a − b)2 · (1 + b)3/2

− 9

2(a + 2b) · (a − b)2
·
√

3

a + 2b + 3
(5B.73)

When a = b, by substituting (5B.67), (5B.69) and (5B.72) into (5B.66), it can be found

that

∫ ∞

0

∫ ∞

y3

∫ ∞

y2

exp[−ay3 − b(y2 + y1)] · erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3

= 1

6b3
− 1

6b3 · (1 + b)1/2
− 1

12b2 · (1 + b)3/2
− 1

16 · b · (1 + b)5/2
(5B.74)

Next, for the general integral
∫ ∞

y2
exp(−ay3− by2− cy1) · erfc(

√
y1 + y2 + y3) · dy1,

through setting t = y1 + y2 + y3 and substituting y1 = t − y2 − y3 and dy1 = dt into
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the integral, for c > 0, by the help of (5B.13) it can be solved as follows:∫ ∞

y2

exp(−ay3 − by2 − cy1) · erfc(
√

y1 + y2 + y3) · dy1

= exp[−(a − c)y3 − (b − c)y2] ·
∫ ∞

2y2+y3

exp(−ct) · erfc(
√

t) · dt

= 1

c
· exp[−ay3 − (b + c)y2] · erfc(

√
2y2 + y3) (5B.75)

− 1

c
√

1 + c
· exp[−(a − c)y3 − (b − c)y2] · erfc[

√
(1 + c)(2y2 + y3)]

Furthermore, considering the double integral∫ ∞

y3

∫ ∞

y2

exp(−ay3 − by2 − cy1) · erfc(
√

y1 + y2 + y3) · dy1 · dy2

= 1

c
·
∫ ∞

y3

exp[−ay3 − (b + c)y2] · erfc(
√

2y2 + y3) · dy2

− 1

c
√

1 + c
·
∫ ∞

y3

exp[−(a − c)y3 − (b − c)y2]

· erfc[
√

(1 + c)(2y2 + y3)] · dy2 (5B.76)

By substituting t = 2y2 + y3 and applying (5B.13), for b + c > 0 it can be deduced

that

1

c
·
∫ ∞

y3

exp[−ay3 − (b + c)y2] · erfc(
√

2y2 + y3) · dy2

= 1

2c
· exp

[(
−a + b + c

2

)
y3

]
·
∫ ∞

3y3

exp

(
−b + c

2
t

)
· erfc(

√
t) · dt

= 1

c · (b + c)
· exp [− (a + b + c) y3] · erfc(

√
3y3)

− 1

c · (b + c) ·
√

2+b+c
2

· exp

[
−

(
a − b + c

2

)
y3

]
· erfc

[√
3

(
1 + b + c

2

)
y3

]

(5B.77)

By substituting t = (1 + c)(2y2 + y3) and applying (5B.13), for b 	= c it can be

deduced that

− 1

c
√

1 + c
·
∫ ∞

y3

exp[−(a − c)y3 − (b − c)y2] · erfc[
√

(1 + c)(2y2 + y3)] · dy2

= − 1

2c · (1 + c)3/2
· exp

[
−

(
a − b + c

2

)
y3

]
·
∫ ∞

3(1+c)y3

× exp

[
− b − c

2 · (1 + c)
· t

]
· erfc(

√
t) · dt
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= − 1

c · (b − c) · √
1 + c

· exp[−(a + b − 2c)y3] · erfc[
√

3(1 + c)y3]

+ 1

c · (b − c)
·
√

2

2 + b + c
· exp

[
−

(
a − b + c

2

)
y3

]

· erfc

[√
3

2
(2 + b + c)y3

]
(5B.78)

Substituting (5B.77) and (5B.78) into (5B.76) and further considering the triple

integral∫ ∞

0

∫ ∞

y3

∫ ∞

y2

exp(−ay3 − by2 − cy1) · erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3

= I<3>
2,1 + I<3>

2,2 + I<3>
2,3 + I<3>

2,4 (5B.79)

When a + b + c > 0, and by applying (5B.1),

I<3>
2,1 = 1

c · (b + c)
·
∫ ∞

0

exp[−(a + b + c)y3] · erfc(
√

3y3) · dy3

= 1

c · (b + c)
· 1

a + b + c
·
(

1 −
√

3

3 + a + b + c

)
(5B.80)

As 2a − b − c 	= 0, by applying (5B.1), it is obtained that

I <3>
2,2 = − 1

c · (b + c) ·
√

2+b+c
2

·
∫ ∞

0

exp

[
−

(
a − b + c

2

)
y3

]

· erfc

[√
3

(
1 + b + c

2

)
y3

]
· dy3

= − 2

c · (b + c) · (2a − b − c)
·
√

2

2 + b + c
·
[

1 −
√

3 · (2 + b + c)

2 · (3 + a + b + c)

]

(5B.81)

When 2a − b − c = 0, by applying the formula (6.281–1) of [9], it is obtained that

I<3>
2,2 = − 1

3c · (b + c) · (2 + b + c)
·
√

2

2 + b + c
(5B.82)

As a + b − 2c 	= 0, by applying (5B.1), it is obtained that

I <3>
2,3 = − 1

c · (b − c) · √
1 + c

·
∫ ∞

0

exp[−(a + b − 2c)y3] · erfc[
√

3(1 + c)y3] · dy3

= − 1

c · (b − c) · (a + b − 2c) · √
1 + c

·
[

1 −
√

3(1 + c)

3 + a + b + c

]
(5B.83)
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When a + b − 2c = 0, by applying the formula (6.281–1) of [9], it is obtained that

I <3>
2,3 = − 1

6c · (b − c) · (1 + c)3/2
(5B.84)

When 2a − b − c 	= 0, by applying (5B.1), one obtains that

I <3>
2,4 = 1

c · (b − c)
·
√

2

2 + b + c
·
∫ ∞

0

exp

[
−

(
a − b + c

2

)
y3

]

· erfc

[√
3

2
(2 + b + c)y3

]
· dy3

= 2

c · (b − c) · (2a − b − c)
·
√

2

2 + b + c
·
[

1 −
√

3 · (2 + b + c)

2 · (3 + a + b + c)

]

(5B.85)

When 2a − b − c = 0, by applying the formula (6.281–1) of [9], it is obtained that

I<3>
2,4 = 1

3c · (b − c) · (2 + b + c)
·
√

2

2 + b + c
(5B.86)

Substituting the results from (5B.80)–(5B.86) into (5B.79), the triple integral can be

resolved with respect to different parameters. Therefore, applying the general equations

of the triple integral in (5B.73), (5B.74) and (5B.79) to the integral equation (5B.61), the

consequent expression (5.73) can be achieved.

5B.4 Conventional Rake receiver without TD-STBC

In this section, we set α = 1/γ c,1Tx to simplify the notation. For the integral in (5.113),

by substituting (5.108) and (5.109) into (5.113) and by applying the binomial theorem

to the power series, with the help of (5B.1), it can be obtained that

P<1>
e,1Tx =

(
L
1

)
·
∫ ∞

0

[1 − exp(−αy1)]L−1 · α · exp(−αy1) · Q(
√

2y1) · dy1

=
(

L
1

)
· α

2
·

L−1∑
m=0

(
L − 1

m

)
· (−1)m ·

∫ ∞

0

exp[−α(m + 1) · y1] · j(
√

y1) · dy1

= L

2
·

L−1∑
m=0

(
L − 1

m

)
· (−1)m · 1

m + 1
·
(

1 −
√

1

1 + α + αm

)
(5B.87)

This is the integral result presented in (5.113).
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For the integral in (5.114), by substituting (5.108) and (5.109) into (5.114), and by

applying the binomial theorem to the power series, it can be found that

P<2>
e,1Tx = 2! ·

(
L
2

)
· α2

2
·

L−2∑
m=0

(
L − 2

m

)
· (−1)m

·
∫ ∞

0

exp(−αmy2) ·
∫ ∞

y2

exp[−α(y1 + y2)] · erfc(
√

y1 + y2) · dy1 · dy2

(5B.88)

Through substituting t = y1 + y2 and applying (5B.13), the double integral of (5B.88)

can be deduced as follows:∫ ∞

0

exp(−αmy2) ·
∫ ∞

y2

exp[−α(y1 + y2)] · erfc(
√

y1 + y2) · dy1 · dy2

= 1

α
·
∫ ∞

0

exp[−α(m + 2)y2] · erfc(
√

2y2) · dy2

− 1

α
√

1 + α
·
∫ ∞

0

exp(−αmy2) · erfc[
√

2(1 + α) · y2] · dy2 (5B.89)

Through applying (5B.1), it is obtained that

1

α
·
∫ ∞

0

exp [−α(m + 2)y2] · erfc(
√

2y2) · dy2

= 1

(m + 2) · α2
·
(

1 −
√

2

αm + 2α + 2

)
(5B.90)

When m = 0, under the help of formula (6.281–1) of [9] it is obtained that

− 1

α
√

1 + α
·
∫ ∞

0

exp(−αmy2) · erfc[
√

2(1 + α) · y2] · dy2 = − 1

4α · (1 + α)3/2

(5B.91)

When m 	= 0, by applying (5B.1), it is obtained that

− 1

α
√

1 + α
·
∫ ∞

0

exp(−αmy2) · erfc[
√

2(1 + α) · y2] · dy2

= − 1

mα2 · √
1 + α

+ 1

mα2
·
√

2

αm + 2α + 2
(5B.92)

Therefore, substituting equations (5B.90)–(5B.92) into (5B.89) and then (5B.88), the

results of (5.114) can be achieved. For the integral in (5.117), by substituting (5.108)

and (5.109) into (5.117), and by applying the binomial theorem to the power series, it is

obtained that

P<3>
e,1Tx = 3! ·

(
L
3

)
· α3 · 1

2
·

L−3∑
m=0

(
L − 3

m

)
· (−1)m

·
∫ ∞

0

exp(−αmy3) ·
∫ ∞

y3

∫ ∞

y2

exp[−α(y1 + y2 + y3)]

· erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3 (5B.93)
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Through substituting t = y1 + y2 + y3 and applying (5B.13), the inner integral of

(5B.93) can be deduced as follows:∫ ∞

y2

exp[−α(y1 + y2 + y3)] · erfc(
√

y1 + y2 + y3) · dy1

= 1

α
· exp[−α · (2y2 + y3)] · erfc(

√
2y2 + y3) − 1

α
√

1 + α

· erfc[
√

(1 + α) · (2y2 + y3)] (5B.94)

Substituting (5B.94) into the inner double integral in (5B.93), the first term can be

conducted under the help of substitution 2y2 + y3 = t and (5B.13) as∫ ∞

y3

1

α
· exp[−α · (2y2 + y3)] · erfc(

√
2y2 + y3) · dy2

= 1

2α2
· exp(−3αy3) · erfc(

√
3y3)

− 1

2α2 · √
1 + α

· erfc[
√

3 · (1 + α) · y3] (5B.95)

Similarly, after substituting (5B.94) into the inner double integral in (5B.93), the

second term can be conducted under the help of substitution (1 + α)(2y2 + y3) = t and

(5B.12) as

− 1

α
√

1 + α
·
∫ ∞

y3

erfc[
√

(1 + α) · (2y2 + y3)] · dy2

= − 1

2
√

π · α · (1 + α)3/2
·
√

3(1 + α)y3 · exp[−3(1 + α)y3]

− 1

4α · (1 + α)3/2
· erfc[

√
3(1 + α)y3]

+ 3

2α · √
1 + α

· y3 · erfc[
√

3(1 + α)y3] (5B.96)

Substituting (5B.95), (5B.96) and (5B.94) into the triple integral of (5B.93), it is obtained

that ∫ ∞

0

exp −αmy3) ·
∫ ∞

y3

∫ ∞

y2

exp[−α(y1 + y2 + y3)]

· erfc(
√

y1 + y2 + y3)·dy1 · dy2·dy3

= 1

2α2
·
∫ ∞

0

exp[−(m + 3)αy3] · erfc(
√

3y3) · dy3

− 1

2
√

π · α · (1 + α)
·
∫ ∞

0

√
3y3 · exp[−(αm + 3α + 3) · y3] · dy3

− 2 + 3α

4α2 · (1 + α)3/2
·
∫ ∞

0

exp(−αmy3) · erfc[
√

3(1 + α)y3] · dy3

+ 3

2α · √
1 + α

·
∫ ∞

0

y3 · exp(−αmy3) · erfc[
√

3(1 + α)y3] · dy3 (5B.97)
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Through applying (5B.1) and (3.381–4) of [9], it is obtained that

1

2α2
·
∫ ∞

0

exp[−(m + 3)αy3] · erfc(
√

3y3) · dy3

= 1

2(m + 3) · α3
·
(

1 −
√

3

αm + 3α + 3

)
(5B.98)

− 1

2
√

π · α · (1 + α)
·
∫ ∞

0

√
3y3 · exp[−(αm + 3α + 3) · y3] · dy3

= −
√

3

4α · (1 + α)
· 1

(αm + 3α + 3)3/2
(5B.99)

When m = 0, by applying the formula (6.281–1) of [9], it is obtained that

− 2 + 3α

4α2 · (1 + α)3/2
·
∫ ∞

0

exp(−αmy3) · erfc[
√

3(1 + α)y3] · dy3

= − 2 + 3α

24α2 · (1 + α)5/2
(5B.100)

3

2α · √
1 + α

·
∫ ∞

0

y3 · exp(−αmy3) · erfc[
√

3(1 + α)y3] · dy3

= 1

16α · (1 + α)5/2
(5B.101)

When m 	= 0, by applying (5B.1), it is obtained that

− 2 + 3α

4α2 · (1 + α)3/2
·
∫ ∞

0

exp(−αmy3) · erfc[
√

3(1 + α)y3] · dy3

= − 2 + 3α

4mα3 · (1 + α)3/2
+ 2 + 3α

4mα3 · (1 + α)
·
√

3

αm + 3α + 3
(5B.102)

By substituting t = 3(1 + α)y3 and (5B.2), it is deduced that

3

2α · √
1 + α

·
∫ ∞

0

y3 · exp(−αmy3) · erfc[
√

3(1 + α)y3] · dy3

= 3

2m2 · α3 · √
1 + α

− 9
√

3 · (αm + 2α + 2)

4m2 · α3 · (αm + 3α + 3)3/2
(5B.103)

Furthermore, when m = 0, through substituting (5B.98)–(5B.101) into (5B.97), the

triple integral in (5B.93) can be derived as∫ ∞

0

∫ ∞

y3

∫ ∞

y2

exp(−αmy3) · exp[−α(y1 + y2 + y3)]

· erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3

= 1

6α3
− 8 + 20α + 15α2

48α3 · (1 + α)5/2
(5B.104)
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When m 	= 0, substituting (5B.98), (5B.99), (5B.102) and (5B.103) into (5B.97), the

triple integral can be derived as∫ ∞

0

∫ ∞

y3

∫ ∞

y2

exp(−αmy3) · exp[−α(y1 + y2 + y3)]

· erfc(
√

y1 + y2 + y3) · dy1 · dy2 · dy3

= 1

2(m + 3) · α3
+ 6 · (1 + α) − m · (2 + 3α)

4m2 · α
3 · (1 + α)3/2

− 9
√

3

2m2 · (m + 3) · α3 · (αm + 3α + 3)1/2
(5B.105)

Therefore, substituting the triple integral results of (5B.104) and (5B.105) into (5B.93),

the consequent expression (5.117) can finally be achieved.
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6 TD receiver with imperfect
channel estimation

In this chapter, a common pilot signal transmission scheme is utilized to assist receivers to

estimate the channel fading coefficients; hence, the effect of imperfect channel estimation

on the TD-STBC system performance is investigated for the independent pair of channels.

The power ratio of pilot to data channels and the lowpass filter used to improve the channel

estimation are addressed.

6.1 Introduction

In this chapter, the TD-STBC in the DS-CDMA system with an imperfect channel

estimation scheme based on the 3GPP standard [1] is studied. In the downlink of the

WCDMA system, two common pilot channel signals are transmitted simultaneously

from two antennas, which are employed to assist mobile stations to estimate the channel

fading coefficients. In this chapter, however, it is merely assumed that the pair of channels

corresponding to two transmit antennas are independent from each other. The impact

of imperfect channel estimation on the system performance can be investigated through

comparing the results obtained in Chapters 5 and 6. In terms of the resultant BER and

system capacity, the effect of some important parameters on the system performance is

also evaluated.

The rest of this chapter is organized as follows. In Section 6.2, the transmitter, channel

and receiver models are described. The performance of coherent reception in the down-

link of the CDMA system with and without TD-STBC are analyzed in Section 6.3. In

Section 6.4, the numerical results of the system with various parameters and consequent

discussions are presented. Finally, Section 6.5 summarizes and draws some conclusions.

6.2 System model

6.2.1 Transmitter model in CDMA downlink

Two transmit antennas are deployed at a base station while only one receive antenna

is utilized at each mobile station. It is assumed that there are K active CDMA users

and a common pilot channel is transmitted simultaneously from two transmit antennas

for channel estimation [1]. Therefore, K + 1 different spreading code sequences are
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Figure 6.1 Block diagram of the transmitter.

required, which are mutually orthogonal within one symbol interval. Furthermore, it is

assumed that all spreading codes have the same properties as presented in Chapter 5.

As shown in Figure 6.1, the lowpass equivalent transmitted signals from those two

antennas are represented as follows, respectively:

ŝ1(t) =
∞∑

n=−∞

[
√

Ec ·
K∑

k=1

b(k, �n/N�) · Sd(k, n) + √
gEc · Sp(n)

]

·g (t − nT c) (6.1)

ŝ2(t) =
∞∑

n=−∞

[
√

Ec ·
K∑

k=1

b′(k, �n/N�) · Sd(k, n) + √
gEc · (−1)�n/N� · Sp(n)

]

·g (t − nT c) (6.2)

where g is the transmit power ratio of the pilot channel to data channels, and Sp(n) stands

for the spreading code sequence of the pilot channel. All other identical symbols and

operators in this chapter are defined as in Chapter 5.

6.2.2 Channel model

The discrete tap-delay-line channel model is assumed to be as presented in Chapter

5 except that only the scenario with an independent pair of channels is taken into

account. Furthermore, the lowpass equivalent complex impulse response of the channel

between the ith (i = 1, 2) transmit antenna and the receive antenna is rewritten from (5.4)

here:

hi (t) =
L∑

l=1

hi,l ·δ (t − τl) (6.3)

For one given temporal path index l (l = 1, 2, . . . , L), the channel fading coefficients

h1,l and h2,l are identically Rayleigh distributed and independent from each other. More-

over, for a given spatial antenna index i , hi,l and hi,l ′ (l �= l ′) are mutually independent
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random variables. Similarly, hi,l is assumed invariant over at least one STBC block,

which refers to every two consecutive symbol intervals during which two original data

symbols are STBC encoded.

6.2.3 Receiver model

For any one mobile station, downlink signals from K synchronous data channels as well

as one pilot channel experience the same frequency selective fading and arrive at the

receiver as

r̂ (t) =
L∑

l=1

[h1,l · ŝ1(t − τl) + h2,l · ŝ2(t − τl)] + η(t) (6.4)

where η(t) represents the AWGN with double-sided power spectral density of η0/2.

It is assumed that the chip synchronization at the receiver is perfect and that the

received signal at each path can be resolved by an MF with a local delayed spreading code

sequence. Similarly, it is assumed that the maximum multipath delay is approximately a

few chips in duration and is much smaller than the symbol period so that the inter-symbol

interference can be neglected. Without loss of generality, let us focus on the mth STBC

block. By sampling the output of the pulse MF, the received signal in the first and second

symbol intervals of the mth STBC block can be given by, respectively,

û(1)(m, n) =
K∑

k=1

L∑
l=1

√
Ec · Sd (k, 2m N + n − �τl / Tc�)

· [b1(k, m) · h1,l(m) − b2(k, m) · h2,l(m)] (6.5)

+
L∑

l=1

√
gEc · Sp (2m N + n − �τl / Tc�)

· [h1,l(m) + h2,l(m)] + η(1)(m, n)

û(2)(m, n) =
K∑

k=1

L∑
l=1

√
Ec · Sd [k, (2m + 1) · N + n − �τl / Tc�]

· [b2(k, m) · h1,l(m) + b1(k, m) · h2,l(m)]

+
L∑

l=1

√
gEc · Sp [(2m + 1) · N + n − �τl / Tc�] (6.6)

· [h1,l(m) − h2,l(m)] + η(2)(m, n)

where n = 0, 1, . . . , N − 1; b j (k, m) ( j = 1, 2) stands for the jth data bit of the kth

active user transmitted in the mth STBC block; hi,l(m) (i = 1, 2) represents the fading

coefficient of the lth resolvable path of the channel between the ith transmit antenna and

the receiving antenna in the mth STBC block; and η( j)(m, n) ( j = 1, 2) is the sampled

AWGN in the jth symbol period of the mth STBC block.
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Figure 6.2 Block diagram of the receiver.

6.3 Performance analysis of coherent reception

6.3.1 STBC decoding at each branch

The first user (k = 1) is assumed to be the desired user. The 2D-Rake receiver structure

is shown in Figure 6.2.

It is assumed that the chip-timing synchronization is perfect and the local despreading

code sequence is locked to the l̂th (l̂ = 1, 2, . . . , L) resolvable path. During the first and

second symbol periods of the mth STBC block, the pilot channel at the l̂th path can be

despread from (6.5) and (6.6) as follows, respectively:

r (1)
p (m, l̂) =

N−1∑
n=0

û(1)(m, n) · S∗
p (2m N + n − �τl̂ / Tc�)

= √
gEc · N · [h1,l̂(m) + h2,l̂(m)] +

L∑
l=1
l �=l̂

√
gEc

· R(1)
p,p(m; l, l̂) · [h1,l(m) + h2,l(m)]

+
K∑

k=1

L∑
l=1
l �=l̂

√
Ec · R

(1)
d,p(m, k; l, l̂)

· [b1(k, m) · h1,l(m) − b2(k, m) · h2,l(m)] + η(1)
p (m, l̂) (6.7)

r (2)
p (m, l̂) =

N−1∑
n=0

û(2)(m, n) · S∗
p [(2m + 1) · N + n − �τl̂ / Tc�]

= √
gEc · N · [h1,l̂(m) − h2,l̂(m)] (6.8)

+
L∑

l=1
l �=l̂

√
gEc · R(2)

p,p(m; l, l̂) · [h1,l(m) − h2,l(m)]

+
K∑

k=1

L∑
l=1
l �=l̂

√
Ec · R

(2)
d,p(m, k; l, l̂)

· [b2(k, m) · h1,l(m) + b1(k, m) · h2,l(m)] + η(2)
p (m, l̂)
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where the background AWGN component η( j)
p (m, l̂) ( j = 1, 2) is defined by

η( j)
p (m, l̂) =

N−1∑
n=0

η( j)(m, n) · S∗
p [(2m + j − 1) · N + n − �τl̂ / Tc�] (6.9)

In addition, two discrete aperiodic correlation functions of two different spreading

code sequences with a length of N are defined as follows, respectively:

R( j)
p,p(m; l, l̂) =

N−1∑
n=0

Sp [(2m + j − 1) · N + n − �τl / Tc�]

· S∗
p [(2m + j − 1) · N + n − �τl̂ / Tc�] (6.10)

R
( j)
d,p(m, k; l, l̂) =

N−1∑
n=0

Sd [k, (2m + j − 1) · N + n − �τl / Tc�]

· S∗
p [(2m + j − 1) · N + n − �τl̂ / Tc�] (6.11)

Since two different spreading code sequences with the same time delay are orthogonal

over one symbol interval, when l = l̂, R
( j)
d,p(m, k; l, l̂) = 0. Otherwise, when l �= l̂, both

R
( j)
p,p(m; l, l̂) and R

( j)
d,p(m, k; l, l̂) are modeled as i.i.d. random variables with zero mean

and variance Var{R
( j)
p,p(m; l, l̂)} = Var{R

( j)
d,p(m, k; l, l̂)} = N .

Similarly, assuming the local despreading code sequence is locked to the l̂th resolvable

path of the reference user k = 1, the data channel is despread during the first and second

symbol periods of the mth STBC block as follows, respectively:

r̂ (1)
d (m, l̂) =

N−1∑
n=0

û(1)(m, n) · S∗
d (1, 2m N + n − �τl̂ / Tc�) (6.12)

= r (1)
d (m, l̂) +

L∑
l=1
l �=l̂

√
gEc · R

(1)
p,d(m; l, l̂) · [h1,l(m) + h2,l(m)]

r̂ (2)
d (m, l̂) =

N−1∑
n=0

û(2)(m, n) · S∗
d [1, (2m + 1) · N + n − �τl̂ / Tc�] (6.13)

= r (2)
d (m, l̂) +

L∑
l=1
l �=l̂

√
gEc · R

(2)
p,d(m; l, l̂) · [h1,l(m) − h2,l(m)]

where r (1)
d (m, l̂) and r (2)

d (m, l̂) are given in (5.9) and (5.10), respectively. By comparing

expressions (6.12), (6.13) and (6.9), (6.10), it can be seen that the despread data channel

signals suffer from one more interference term due to the pilot signals. R
( j)
p,d (m; l, l̂) is the

N-length discrete aperiodic correlation function of the pilot and data channel spreading

code sequences, defined by

R
( j)
p,d(m; l, l̂) =

N−1∑
n=0

Sp [(2m + j − 1) · N + n − �τl / Tc�] (6.14)

· S∗
d [1, (2m + j − 1) · N + n − �τl̂ / Tc�]
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Moreover, it is assumed that R
( j)
p,d(m; l, l̂) has the same properties as those of

R
( j)
d,p(m, k; l, l̂) in (6.11).

Therefore, conditioned on the channel fading coefficients at the l̂th path in the mth

STBC coding block and the involved data bits, the mean and variance of r̂ ( j)
d (m, l̂) ( j =

1, 2) are given by

E
{
r̂ (1)

d (m, l̂)
} = √

Ec · N · [b1(1, m) · h1,l̂(m) − b2(1, m) · h2,l̂(m)] (6.15)

E
{
r̂ (2)

d (m, l̂)
} = √

Ec · N · [b2(1, m) · h1,l̂(m) + b1(1, m) · h2,l̂(m)] (6.16)

Var
{
r̂ ( j)

d (m, l̂)
} = E

{[
r̂ ( j)

d (m, l̂) − E
{
r̂ ( j)

d (m, l̂)
}] · [

r̂ ( j)
d (m, l̂) − E

{
r̂ ( j)

d (m, l̂)
}]∗}

= Ec ·N · (g + K ) · (L − 1) · 4σ 2 +N · η0

2
(6.17)

On the other hand, based on the despread pilot signals in (6.7) and (6.8), the initial

estimates of the pair of channels between the two transmit antennas and the receive

antenna at the l̂th resolvable path in the mth STBC block can be manipulated as

r̂ (1)
p (m, l̂) = 1

2N · √
gEc

· [
r (1)

p (m, l̂) + r (2)
p (m, l̂)

]
(6.18)

= h1,l̂(m) + 1

2N · √
gEc

· [
η(1)

p (m, l̂) + η(2)
p (m, l̂)

]

+ 1

2N
·

L∑
l=1
l �=l̂

{
R(1)

p,p(m; l, l̂)

· [h1,l(m) + h2,l(m)] + R(2)
p,p(m; l, l̂) · [h1,l(m) − h2,l(m)]

}

+ 1

2N · √
g

·
K∑

k=1

L∑
l=1
l �=l̂

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

R
(1)
d,p(m, k; l, l̂)

· [b1(k, m) · h1,l(m) − b2(k, m) · h2,l(m)]

+ R
(2)
d,p(m, k; l, l̂)

· [b2(k, m) · h1,l(m) + b1(k, m) · h2,l(m)]

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

r̂ (2)
p (m, l̂) = 1

2N · √
gEc

· [
r (1)

p (m, l̂) − r (2)
p (m, l̂)

]
(6.19)

= h2,l̂(m) + 1

2N · √
gEc

· [
η(1)

p (m, l̂) − η(2)
p (m, l̂)

]

+ 1

2N
·

L∑
l=1
l �=l̂

{
R(1)

p,p(m; l, l̂)

· [h1,l(m) + h2,l(m)] − R(2)
p,p(m; l, l̂) · [h1,l(m) − h2,l(m)]

}

+ 1

2N · √
g

·
K∑

k=1

L∑
l=1
l �=l̂

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

R
(1)
d,p(m, k; l, l̂)

· [b1(k, m) · h1,l(m) − b2(k, m) · h2,l(m)]

− R
(2)
d,p(m, k; l, l̂)

· [b2(k, m) · h1,l(m) + b1(k, m) · h2,l(m)]

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
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Similarly, conditioned on the channel fading coefficients at the l̂th path in the mth STBC

coding block, the initial channel estimates r̂ (i)
p (m, l̂) (i = 1, 2) have the same variances,

given by

Var
{
r̂ (i)

p (m, l̂)
} = E

{[
r̂ (i)

p (m, l̂) − E
{
r̂ (i)

p (m, l̂)
}] · [

r̂ (i)
p (m, l̂) − E

{
r̂ (i)

p (m, l̂)
}]∗}

= 1

gN
· (g + K ) · (L − 1) · 2σ 2 + 1

2gN · Ec

· η0

2
(6.20)

Notice that the initial channel estimates (6.20) with the assistance of pilot transmission

suffer not only from the background AWGN, but also from the multiple access and

multipath interference (MPI) resulting from the data channel signals of all simultaneously

active users as well as the two pilot channel signals. Therefore, it is vital to exploit some

techniques to estimate channels more accurately so that the performance of the DS-

CDMA system with TD-STBC can be improved significantly.

For the slow fading channel, it is assumed that the channel coefficient hi,l̂ remains

invariable during several consecutive STBC blocks, thus an NP-tap lowpass filter (LPF)

can be used to improve the accuracy of the pilot-assisted channel estimation. In other

words, the improved channel estimation can be obtained through time averaging,

ĥi,l̂(m) = 1

NP

·
∑
m∈�

r̂ (i)
p (m, l̂) (6.21)

where any one of the example sets given below might be adopted as the timing average

window:

� ≡ {m − NP +1, m} (6.22)

� ≡
{

m −
⌊

NP −1

2

⌋
, m +

⌊
NP

2

⌋}
(6.23)

Assuming that the noise and interference terms in successive r̂ (i)
p (m, l̂) with different m

are independent from each other, one obtains

E{ĥi,l̂(m)} = E
{
r̂ (i)

p (m, l̂)
} = hi,l̂(m) (6.24)

Var{ĥi,l̂(m)} = 1

NP

· Var
{
r̂ (i)

p (m, l̂)
}

(6.25)

With respect to the l̂th resolvable path, the branch random variables of two estimated data

bits of the first user in the mth STBC block can be constructed through STBC decoding,

as follows:

d̂1(m, l̂) = r̂ (1)
d (m, l̂) · ĥ∗

1,l̂(m) + r̂ (2)∗
d (m, l̂) · ĥ2,l̂(m) (6.26)

d̂2(m, l̂) = r̂ (2)
d (m, l̂) · ĥ∗

1,l̂(m) − r̂ (1)∗
d (m, l̂) · ĥ2,l̂(m) (6.27)

Since the pair of channel coefficients h1,l̂(m) and h2,l̂(m) are independent from each

other and the discrete aperiodic correlation functions of two different spreading code

sequences are independent random variables, all of r̂ (1)
d (m, l̂), r̂ (2)

d (m, l̂), ĥ1,l̂(m) and

ĥ2,l̂(m) are mutually independent. Moreover, the two branch random variables of the

estimated data bits d̂1(m, l̂) and d̂2(m, l̂) are the sum of many independent random
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variables and thus can be approximated as Gaussian variables, conditioned on the channel

fading coefficients of the l̂th path hi,l̂(m) (i = 1, 2). Therefore, the conditional means of

d̂ j (m, l̂) ( j = 1, 2) are given by, respectively,

E{d̂1(m, l̂)} = E
{
r̂ (1)

d (m, l̂)
} · E{ĥ∗

1,l̂(m)} + E
{
r̂ (2)∗

d (m, l̂)
} · E{ĥ2,l̂(m)}

= √
Ec · N · b1(1, m) · [|h1,l̂(m)|2 + |h2,l̂(m)|2] (6.28)

E{d̂2(m, l̂)} = E
{
r̂ (2)

d (m, l̂)
} · E{ĥ∗

1,l̂(m)} − E
{
r̂ (1)∗

d (m, l̂)
} · E{ĥ2,l̂(m)}

= √
Ec · N · b2(1, m) · [|h1,l̂(m)|2 + |h2,l̂(m)|2] (6.29)

Meanwhile, the conditional variances of d̂ j (m, l̂) can be obtained as follows, respec-

tively:

Var{d̂1(m, l̂)} = ∣∣E{
r̂ (1)

d (m, l̂)
}∣∣2 · Var{ĥ∗

1,l̂(m)} + |E{ĥ∗
1,l̂(m)}|2 · Var

{
r̂ (1)

d (m, l̂)
}

+ Var
{
r̂ (1)

d (m, l̂)
} · Var

{
ĥ∗

1,l̂(m)
} + ∣∣E{

r̂ (2)∗
d (m, l̂)

}∣∣2 · Var{ĥ2,l̂(m)}
+ |E{ĥ2,l̂(m)}|2 · Var

{
r̂ (2)∗

d (m, l̂)
} + Var

{
r̂ (2)∗

d (m, l̂)
} · Var{ĥ2,l̂(m)}

= N ·
(

1 + 1

gN P

)
·
[

Ec · (g + K ) · (L − 1) · 4σ 2 +η0

2

]

· [|h1,l̂(m)|2 + |h2,l̂(m)|2]

+ 1

gN P · Ec

·
[

Ec · (g + K ) · (L − 1) · 4σ 2 +η0

2

]2

(6.30)

Var{d̂2(m, l̂)} = ∣∣E{
r̂ (2)

d (m, l̂)
}∣∣2 · Var{ĥ∗

1,l̂(m)} + ∣∣E{
ĥ∗

1,l̂(m)
}∣∣2 · Var

{
r̂ (2)

d (m, l̂)
}

+ Var
{
r̂ (2)

d (m, l̂)
} · Var

{
ĥ∗

1,l̂(m)
} + ∣∣E{

r̂ (1)∗
d (m, l̂)

}∣∣2 · Var{ĥ2,l̂(m)}
+ |E{ĥ2,l̂(m)}|2 · Var

{
r̂ (1)∗

d (m, l̂)
} + Var

{
r̂ (1)∗

d (m, l̂)
} · Var{ĥ2,l̂(m)}

= N ·
(

1 + 1

gN P

)
·
[

Ec · (g + K ) · (L − 1) · 4σ 2 +η0

2

]

· [|h1,l̂(m)|2 + |h2,l̂(m)|2]

+ 1

gN P · Ec

·
[

Ec · (g + K ) · (L − 1) · 4σ 2 +η0

2

]2

(6.31)

It is worth noting that the variance of d̂ j (m, l̂) ( j = 1, 2) is the same through compar-

ing (6.30) and (6.31), i.e. Var{d̂1(m, l̂)} = Var{d̂2(m, l̂)}. After despreading and STBC

decoding at each path, a 2D-Rake receiver is exploited to combine the signal energy

from Lc (Lc ≤ L) selected paths, which collects both the spatial diversity gain and path

diversity gain benefiting from TD-STBC and DS-CDMA merits, respectively.

6.3.2 EGC 2D-Rake receiver

In the EGC 2D-Rake receiver, the signals of the first Lc arriving paths among L resolvable

paths are selected and combined. Under the assumption of mutually independent channel
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fading along multiple paths, the decision variables in different branches of the 2D-

Rake receiver are independent from each other and the output of the combiner can be

represented as

d̂ j (m) =
Lc∑

l=1

d̂ j (m, l) (6.32)

When Lc = L , the signals from all resolvable paths are combined. Conditioned on the

channel fading coefficients and the relevant data bit, the decision variable d̂ j (m) ( j =
1, 2) is a Gaussian variable with conditional mean and variance given by, respectively,

E{d̂ j (m)} =
Lc∑

l=1

E{d̂ j (m, l)} = √
Ec · N · b j (1, m) · ζ (6.33)

Var{d̂ j (m)} =
Lc∑

l=1

Var{d̂ j (m, l)}

= N ·
(

1 + 1

gN P

)
·
[

Ec · (g + K ) · (L − 1) · 4σ 2 +η0

2

]
· ζ

+ Lc

gN P · Ec

·
[

Ec · (g + K ) · (L − 1) · 4σ 2 +η0

2

]2

(6.34)

where ζ is defined as in (5.28). It can be seen that the variance in (6.34) will reduce to

the expression of (6.27) when the parameter NP → ∞ and g  K . In other words, when

the number of taps of the LPF tends to infinity, the perfect channel estimation is roughly

achieved under the assumption of static channels. Therefore, the system performance

will approximate to the results presented in Section 5.3.2.

Since it can be obtained that |E{d̂1(m)}|2 = |E{d̂2(m)}|2 from (6.28), (6.29) and

(6.33), while Var{d̂1(m)} = Var{d̂2(m)} from (6.30), (6.31) and (6.34), d̂1(m) and d̂2(m)

have the same SINR properties. Therefore, conditioned on the instantaneous fading

channel amplitudes of the selected paths, the BER is the same for d̂ j (m) ( j = 1, 2) and

can be represented by [2]

P̂e,EGC(ζ̂ ) = Q

⎧⎨
⎩

[
|E{d̂ j (m)}|2

Var{d̂ j (m)}

]1/2
⎫⎬
⎭ = Q

⎡
⎣

(
ζ̂

2

A · ζ̂ + Lc · B

)1/2
⎤
⎦ (6.35)

where, by the definitions,

ζ̂ = 1

2σ 2
·

Lc∑
l=1

[|h1,l(m)|2 + |h2,l(m)|2] (6.36)

A =
(

1

N
+ 1

gN P · N

)
·
[

2 · (g + K ) · (L − 1) + N

2γ̄ b

]
(6.37)

B = 1

gN P · N 2
·
[

2 · (g + K ) · (L − 1) + N

2γ̄ b

]2

(6.38)

where γ̄ b is the average SNR per bit defined in (5.35) and rewritten here

γ̄ b = 2Ec ·N · σ 2

η0

(6.39)
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Since the channel fading coefficients, hi,l(m), are assumed to be i.i.d. complex Gaus-

sian distributed random variables, the normalized random variable ζ̂ in (6.36) follows a

chi-square distribution with 4Lc degrees of freedom, and its PDF is given by

p
ζ̂ (ζ̂ ) = 1

	 (2Lc)
· ζ̂

2Lc −1 · e−ζ̂ (6.40)

Therefore, the final resultant BER can be obtained by averaging the conditional BER

P̂e,EGC(ζ̂ ) in (6.35) over the PDF of ζ̂ in (6.40), i.e.

P̂e,EGC =
∫ ∞

0

P̂e,EGC(ζ̂ ) · p
ζ̂ (ζ̂ ) · dζ̂

=
∫ ∞

0

Q

⎡
⎣

(
ζ̂

2

A · ζ̂ + Lc ·B

)1/2
⎤
⎦ · p

ζ̂ (ζ̂ ) · dζ̂ (6.41)

= 1

	 (2Lc)
·
∫ ∞

0

Q

⎛
⎝

√
y2

A · y + Lc · B

⎞
⎠ · y2Lc −1 · e−y · dy

Furthermore, it is seen that for a given average SNR γ̄ b and number of active users,

the parameter of power ratio g might impact significantly the system performance of

the 2D-Rake receiver. When g is very large, the pilot channel signal might introduce

severe multipath interference to all active users. On the other hand, when g is very

small, the channel estimation quality becomes poor so that the BER degrades. Therefore,

there exists an optimal value of power ratio g under certain system scenarios, which

would maximize the SINR or minimize the BER. This is because the Q-function is a

monotonously decreasing function.

By setting ∂(A · ζ̂ + Lc · B)/∂g = 0, conditioned on ζ̂ , the optimal g can be derived

as

gopt(ζ̂ ) =
√

a1 · ζ̂ + b1

a2 · ζ̂ + b2

(6.42)

where, by the definitions,

a1 = 8K · (L − 1) · N + 2N 2 · γ̄ −1
b (6.43)

b1 = Lc · [8K · N · (L − 1) · γ̄ −1
b + N 2 · γ̄ −2

b + 16K 2 · (L − 1)2
]

(6.44)

a2 = 8 · (L − 1) · NP · N (6.45)

b2 = 16Lc · (L − 1)2 (6.46)

Similarly, the average gopt for the EGC 2D-Rake receiver can be obtained by averaging

the conditional gopt(ζ̂ ) in (6.42) over the PDF of ζ̂ in (6.40) [3], i.e.

gopt =
∫ ∞

0

gopt(ζ̂ ) · p
ζ̂ (ζ̂ ) · dζ̂ (6.47)

= 1

	 (2Lc)
·
∫ ∞

0

ζ̂
2Lc −1 ·

√
a1 · ζ̂ + b1

a2 · ζ̂ + b2

· e−ζ̂ · dζ̂
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6.3.3 Generalized selection combining 2D-Rake receiver

Similarly, after the despreading STBC decoding at each resolvable path, a GSC 2D-Rake

receiver is exploited to adaptively select and combine the branch decision variables from

the Lc ≤ L paths with highest SINR among the L resolvable paths available.

Since it is noticed that |E{d̂1(m, l)}|2 = |E{d̂2(m, l)}|2 from (6.28) and (6.29) while

Var{d̂1(m, l)} = Var{d̂2(m, l)} from (6.30) and (6.31), d̂1(m, l) and d̂2(m, l) have the

same SINR properties. Therefore, conditioned on the channel fading coefficients of the lth
path, the instantaneous SINR of the branch decision random variable d̂ j (m, l) ( j = 1, 2)

in the lth (l = 1, 2, . . . , L) resolvable path is the same, and can be derived as

γ̂ l = |E{d̂ j (m, l)}|2

Var{d̂ j (m, l)} = ζ̂
2

l

A · ζ̂ l + B
(6.48)

where, by the definition,

ζ̂ l = 1

2σ 2
· [|h1,l(m)|2 + |h2,l(m)|2] (6.49)

It can be proven that the variable γ̂ l in (6.48) is the monotonously increasing function

of the variable ζ̂ l in (6.49). Therefore, selecting the paths with highest instantaneous

value of ζ̂ l is equivalent to selecting the paths with highest instantaneous SINR γ̂ l .

Moreover, ζ̂ 1:L ≥ ζ̂ 2:L ≥ · · · ≥ ζ̂ L:L are defined as the order statistic of the variables,

obtained by arranging {ζ̂ l | l = 1, 2, . . . , L} in descending order of magnitude. Sim-

ilarly, the joint PDF of the order statistic variables [4], [5] ζ̂ l:L (l = 1, 2, . . . , Lc) is

given by

pζ̂ 1:L , ζ̂ 2:L ,... , ζ̂ Lc:L
(ζ̂ 1:L , ζ̂ 2:L , . . . , ζ̂ Lc:L ) (6.50)

= Lc! ·
(

L

Lc

)
· [Fζ̂ l

(ζ̂ Lc:L )]
L−Lc ·

Lc∏
l=1

p
ζ̂ l

(ζ̂ l:L )

where the relevant PDF and CDF of ζ̂ l are given by, respectively,

p
ζ̂ l

(ζ̂ l) = ζ̂ l · exp (−ζ̂ l) (6.51)

Fζ̂ l
(ζ̂ l) = 1 − (1 + ζ̂ l) · exp (− ζ̂ l) (6.52)

It is assumed that the channel fading along multiple paths are mutually independent

and that the decision random variables in distinct branches of that 2D-Rake receiver

are independent from each other. Therefore, based on the branch SINR in (6.48) and

conditioned on the random variables {ζ̂ l:L | l = 1, 2, . . . , Lc } of the selected paths, the

overall output SINR of the GSC 2D-Rake receiver that selects and combines Lc strongest

paths can be represented as [6]

γ̂ GSC =

(
Lc∑

l=1

ζ̂ l:L

)2

A ·
Lc∑

l=1

ζ̂ l:L + Lc · B

(6.53)
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Furthermore, conditioned on {ζ̂ l:L | l = 1, 2, . . . , Lc }, the BER can be obtained by

using

P̂e,GSC(γ̂ GSC ) = Q(
√

γ̂ GSC) (6.54)

Therefore, when the Lc strongest paths are selected and combined by the GSC 2D-

Rake receiver, the average BER can be obtained by averaging conditional BER (6.54)

over the joint PDF of the selected fading paths in (6.50), i.e.

P̂
<Lc>

e,GSC =
∫ ∞

0

∫ ∞

ζ̂ Lc:L

· · ·
∫ ∞

ζ̂ 2:L

P̂e,GSC(γ̂ GSC ) · pζ̂ 1:L , ζ̂ 2:L ,..., ζ̂ Lc:L

· (ζ̂ 1:L , ζ̂ 2:L , . . . , ζ̂ Lc:L ) · dζ̂ 1:L · dζ̂ 2:L · · · dζ̂ Lc:L

= Lc! ·
(

L

Lc

)
·
∫ ∞

0

∫ ∞

ζ̂ Lc:L

· · ·
∫ ∞

ζ̂ 2:L

[1 − (1 + ζ̂ Lc:L ) · exp (− ζ̂ Lc:L )]
L−Lc

·
Lc∏

l=1

ζ̂ l:L · exp

(
−

Lc∑
l=1

ζ̂ l:L

)

· Q

⎡
⎣

(
Lc∑

l=1

ζ̂ l:L

)/(
A ·

Lc∑
l=1

ζ̂ l:L + Lc ·B
) 1

2

⎤
⎦ · dζ̂ 1:L · dζ̂ 2:L · · · dζ̂ Lc:L

(6.55)

6.3.4 Conventional Rake receiver without TD-STBC

Since only one transmit antenna is deployed at the base station, the structure of

the transmitter is the same as the branch of the first transmit antenna shown in the

Figure 6.1, thus, the transmit signal is similar to that given by (6.1), i.e.

ŝ1Tx(t) =
∞∑

n=−∞

[√
Ec,1Tx ·

K∑
k=1

b(k, �n
/

N�) · Sd(k, n) +
√

gEc,1Tx · Sp(n)

]

· g (t − nT c) (6.56)

where it is also assumed that there are K active CDMA users and a common pilot

channel, thus, a total of K + 1 different spreading code sequences are needed. Similarly,

the discrete tap-delay-line channel model is characterized by

h1Tx(t) =
L∑

l=1

h1,l · δ(t − τl) (6.57)

Thus, the received signal at any one mobile station can be represented as

r̂1Tx(t) =
L∑

l=1

h1,l · ŝ1Tx(t − τl) + η(t) (6.58)
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By sampling the output of the pulse-matching filter, the received signal during the mth

symbol interval can be obtained as

û1Tx(m, n) =
K∑

k=1

L∑
l=1

√
Ec,1Tx · Sd (k, m N + n − �τl / Tc�) · b(k, m) · h1,l(m)

+
L∑

l=1

√
gEc,1Tx · Sp (m N + n − �τl / Tc�) · h1,l(m) + η(m, n) (6.59)

where n = 0, 1, . . . , N − 1; and b(k, m) stands for the data bit of the kth active user

transmitted during the mth symbol interval; h1,l(m) represents the fading coefficient

of the lth resolvable path of the channel between the transmit and receive antenna

in the mth symbol period; and η(m, n) is the sampled AWGN in the mth symbol

period.

It is assumed that the chip timing synchronization is perfect and the local despreading

code sequence is locked to the l̂th (l̂ = 1, 2, . . . , L) resolvable path. During the mth

symbol period, the pilot channel at the l̂th path can be despread from (6.59) as follows:

rp,1Tx(m, l̂) =
N−1∑
n=0

û1Tx(m, n) · S∗
p (m N + n − �τl̂ / Tc�) (6.60)

=
√

gEc,1Tx · N · h1,l̂(m) +
L∑

l=1
l �=l̂

√
gEc,1Tx · Rp,p(m; l, l̂) · h1,l(m)

+
K∑

k=1

L∑
l=1
l �=l̂

√
Ec,1Tx · Rd,p(m, k; l, l̂) · b(k, m) · h1,l(m) + ηp(m, l̂)

where the background AWGN component ηp(m, l̂) is defined as

ηp(m, l̂) =
N−1∑
n=0

η(m, n) · S∗
p (m N + n − �τl̂ / Tc�) (6.61)

In addition, two discrete aperiodic correlation functions of two different spreading

code sequences with the length of N are defined as, respectively,

Rp,p(m; l, l̂) =
N−1∑
n=0

Sp [m N + n − �τl / Tc�] · S∗
p[m N + n − �τl̂ / Tc�] (6.62)

Rd,p(m, k; l, l̂) =
N−1∑
n=0

Sd [k, m N + n − �τl / Tc�] · S∗
p [m N + n − �τl̂ / Tc�] (6.63)

Similarly, when l = l̂, Rd,p(m, k; l, l̂) = 0. Otherwise, when l �= l̂, both Rp,p(m; l, l̂) and

Rd,p(m, k; l, l̂) are modeled as i.i.d. random variables with zero mean and variance

Var{Rp,p(m; l, l̂)} = Var{Rd,p(m, k; l, l̂)} = N .

Again, the first user (k = 1) is assumed to be the desired user. The receiver structure

is the same as shown in Figure 6.2 but without the STBC decoder. Assuming perfect

chip timing synchronization and that the local despreading code sequence is locked to

the l̂th (l̂ = 1, 2, . . . , L) resolvable path, the data channel of the first user at the l̂th path
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is despread during the mth symbol period as follows:

r̂d,1Tx(m, l̂) =
N−1∑
n=0

û1Tx(m, n) · S∗
d (1, m N + n − �τl̂ / Tc�) (6.64)

= rd,1Tx(m, l̂) +
L∑

l=1
l �=l̂

√
gEc,1Tx · Rp,d(m; l, l̂) · h1,l(m)

where rd,1Tx(m, l̂) is given by (5.82) and Rp,d(m; l, l̂) is the N-length discrete aperiodic

correlation function of two different spreading code sequences, given by

Rp,d(m; l, l̂) =
N−1∑
n=0

Sp(m N + n − �τl / Tc�) · S∗
d [1, m N + n − left�τl̂ / Tc�] (6.65)

Similarly, it is assumed that Rp,d(m; l, l̂) has the same properties as those of

Rd,p(m, k; l, l̂) in (6.63). Therefore, conditioned on the relevant data bit and the channel

fading coefficient of the l̂th path during the mth symbol period, the mean and variance

of r̂ d,1Tx(m, l̂) are given by, respectively,

E{r̂d,1Tx(m, l̂)} = √
Ec,1Tx · N · b(1, m) · h1,l̂(m) (6.66)

Var{r̂ d,1Tx(m, l̂)} = E{[r̂d,1Tx(m, l̂) − E{r̂d,1Tx(m, l̂)}] (6.67)

· [r̂d,1Tx(m, l̂) − E{r̂d,1Tx(m, l̂)}] ∗}
= Ec,1Tx ·N · (g + K ) · (L − 1) · 2σ 2 +N · η0

2

Based on the despread pilot signal in (6.60), the initial estimate of the channel coef-

ficient at the l̂th resolvable path during the mth symbol period can be manipulated as

follows:

r̂p,1Tx(m, l̂) = 1

N · √
gEc,1Tx

· rp,1Tx(m, l̂) (6.68)

= h1,l̂(m) + 1

N
·

L∑
l=1
l �=l̂

Rp,p(m; l, l̂) · h1,l(m) + 1

N · √
gEc,1Tx

· ηp(m, l̂)

+ 1

N · √
g

·
K∑

k=1

L∑
l=1
l �=l̂

Rd,p(m, k; l, l̂) · b(k, m) · h1,l(m)

Similarly, conditioned on the channel fading coefficient at the l̂th path in the mth symbol

period, the variance of the initial channel estimate r̂p,1Tx(m, l̂) is given by

Var{r̂p,1Tx(m, l̂)} = E{[r̂p,1Tx(m, l̂) − E{r̂p,1Tx(m, l̂)}] (6.69)

· [r̂p,1Tx(m, l̂) − E{r̂p,1Tx(m, l̂)}] ∗}
= 1

gN
· (g + K ) · (L − 1) · 2σ 2 + 1

gN · Ec,1Tx

· η0

2

It is noticed that the above initial channel estimates with the assistance of pilot trans-

mission suffer not only from the background AWGN, but also from the multiple access
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and multipath interference resulting from the data channels of all simultaneously active

users as well as the pilot channel. It is seen that the variance in (6.69) is equivalent to

the variance in (6.20) under the assumption of constant total transmit power. Thus, from

the statistical perspective the channel estimation scheme in the conventional DS-CDMA

system with only one transmit antenna suffers from as much MPI as that for the channel

estimation scheme adopted in the system with two transmit antennas and TD-STBC.

For the slow fading channel, it is assumed that the channel coefficient h1,l(m) remains

invariable during several consecutive symbol intervals, thus an NP-tap lowpass filter is

used to improve the accuracy of the pilot-assisted channel estimation. In other words,

the improved channel estimation can be obtained through time averaging,

ĥ1,l̂(m) = 1

NP

·
∑
m∈�

r̂p,1Tx(m, l̂) (6.70)

where any one of the example sets given by (6.22) or (6.23) might be adopted as the

timing average window. Assuming that the noise and interference terms in successive

r̂p,1Tx(m, l̂) with different m are independent from each other, one obtains

E{ĥ1,l̂(m)} = E{r̂p,1Tx(m, l̂)} = h1,l̂(m) (6.71)

Var{ĥ1,l̂(m)} = 1

NP

· Var{r̂ p,1Tx(m, l̂)} (6.72)

With respect to the l̂th resolvable path, the branch random variable of the estimated

data bit of the first user in the mth symbol period can be constructed through coherent

reception as

d̂1Tx(m, l̂) = r̂d,1Tx(m, l̂) · ĥ∗
1,l̂ (m) (6.73)

Since the data bits from K active users and the discrete aperiodic correlation functions

of two different spreading code sequences are independent random variables, r̂d,1Tx(m, l̂)
and ĥ1,l̂(m) are independent from each other. Moreover, the branch random variable of

the estimated data bit d̂1Tx(m, l̂) is the sum of many independent random variables and

can be approximated as a Gaussian variable conditioned on the channel fading coefficient

at the l̂th path, h1,l̂(m). Therefore, the conditional mean and variance of d̂1Tx(m, l̂) are

derived as follows, respectively:

E{d̂1Tx(m, l̂)} = E{r̂d,1Tx(m, l̂)} · E{ĥ∗
1,l̂ (m)}

= √
Ec,1Tx · N · b(1, m) · ∣∣h1,l̂(m)

∣∣2
(6.74)

Var{d̂1Tx(m, l̂)} = |E{r̂d,1Tx(m, l̂)}|2 · Var{ĥ∗
1,l̂ (m)} + |E{ĥ∗

1,l̂ (m)}|2 · Var{r̂d,1Tx(m, l̂)}
+ Var{r̂d,1Tx(m, l̂)} · Var{ĥ∗

1,l̂ (m)}

= N ·
(

1 + 1

gN P

)
·
[

Ec,1Tx ·(g + K ) · (L − 1) · 2σ 2 +η0

2

]
· |h1,l̂(m)|2

+ 1

gN P · Ec,1Tx

·
[

Ec,1Tx ·(g + K ) · (L − 1) · 2σ 2 +η0

2

]2

(6.75)
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After despreading at each path, a conventional Rake receiver is used to combine the

signal energy from Lc (Lc ≤ L) selected paths. This can obtain the path diversity gain

benefiting from DS-CDMA merits.

EGC Rake receiver
The EGC Rake receiver selects and combines signals of the first Lc arriving paths among

the L available resolvable paths. Assuming that the fading of each path is mutually

independent and the decision random variables in distinct branches are independent

from each other, the output of the Rake combiner can be represented as

d̂1Tx(m) =
Lc∑

l=1

d̂1Tx(m, l) (6.76)

When Lc = L , the signals from all resolvable paths are combined. The decision vari-

able d̂1Tx(m) is a Gaussian variable with the conditional mean and variance given by,

respectively,

E{d̂1Tx(m)} =
Lc∑

l=1

E{d̂1Tx(m, l)} = √
Ec,1Tx · N · b(1, m) · ζ1Tx (6.77)

Var{d̂1Tx(m)} =
Lc∑

l=1

Var{d̂1Tx(m, l)} (6.78)

= N ·
(

1 + 1

gN P

)
·
[

Ec,1Tx ·(g + K ) · (L − 1) · 2σ 2 +η0

2

]
· ζ1Tx

+ Lc

gN P · Ec,1Tx

·
[

Ec,1Tx ·(g + K ) · (L − 1) · 2σ 2 +η0

2

]2

where ζ1Tx is defined as in (5.96). It can be observed that the variance in (6.78) will

reduce to the expression of (5.95) when the parameter NP → ∞ and g  K . In other

words, when the number of taps of the LPF tends to infinity, the perfect channel estima-

tion is roughly achieved under the assumption of static channels. Therefore, the system

performance will approximate to the corresponding results presented in Section 5.3.4.

Therefore, conditioned on the instantaneous fading channel amplitudes of the multi-

paths, the BER can be obtained by [1], [2]

P̂e,EGC,1Tx(ζ̂ 1Tx) = Q

⎧⎨
⎩

[
|E{d̂1Tx(m)}|2

Var{d̂1Tx(m)}

]1/2
⎫⎬
⎭

= Q

⎡
⎣

(
ζ̂

2

1Tx

A1Tx · ζ̂ 1Tx + Lc · B1Tx

)1/2
⎤
⎦ (6.79)

where, by the definitions,

ζ̂ 1Tx = 1

2σ 2
·

Lc∑
l=1

|h1,l(m)|2 (6.80)

A1Tx =
(

1

N
+ 1

gN P · N

)
·
[

(g + K ) · (L − 1) + N

2γ̄ b,1Tx

]
(6.81)

B1Tx = 1

gN P · N 2
·
[

(g + K ) · (L − 1) + N

2γ̄ b,1Tx

]2

(6.82)
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where γ̄ b,1Tx is the average SNR per bit defined in (5.103) and rewritten here:

γ̄ b,1Tx = 2Ec,1Tx · N · σ 2

η0

(6.83)

Since the channel fading coefficient, h1,l(m), is an i.i.d. complex Gaussian distributed

random variable, the normalized random variable ζ̂ 1Tx in (6.80) follows a chi-square

distribution with 2Lc degrees of freedom, and its PDF is given by

p
ζ̂ ,1Tx(ζ̂ 1Tx) = 1

	 (Lc)
· ζ̂

Lc −1

1Tx · e− ζ̂ 1Tx (6.84)

Therefore, the resultant BER can be obtained by averaging the conditional BER

P̂e,EGC,1Tx(ζ̂ 1Tx) in (6.79) over the PDF of ζ̂ 1Tx in (6.84), i.e.

P̂e,1Tx =
∫ ∞

0

P̂e,EGC,1Tx(ζ̂ 1Tx) · p
ζ̂ ,1Tx(ζ̂ 1Tx) · dζ̂ 1Tx (6.85)

=
∫ ∞

0

Q

⎡
⎣

(
ζ̂

2

1Tx

A1Tx · ζ̂ 1Tx + Lc · B1Tx

)1/2
⎤
⎦ · p

ζ̂ ,1Tx(ζ̂ 1Tx) · dζ̂ 1Tx

= 1

	 (Lc)
·
∫ ∞

0

Q

⎛
⎝

√
y2

A1Tx ·y + Lc · B1Tx

⎞
⎠ · yLc −1 · e−y ·dy

Again, let us review and compare this with the EGC 2D-Rake receiver discussed in

Section 6.3.2. When h1,l(m) = h2,l(m) and Ec,1Tx = 2Ec, it is noticed that the conditional

BER performance of the EGC 2D-Rake receiver given by (6.35) degrades to the BER

of the conventional EGC Rake receiver in the CDMA system without TD-STBC given

by (6.79).

Generalized selection combining Rake receiver
The GSC Rake receiver is exploited to adaptively select and combine the signals from

the Lc paths with highest SINR among the L available resolvable paths. Conditioned

on the channel fading coefficient of the lth path, the instantaneous SINR of the branch

decision random variable d̂1Tx(m, l) (l = 1, 2, . . . , L) in the lth resolvable path can be

induced from (6.74) and (6.75) as follows:

γ̂ l,1Tx = |E{d̂1Tx(m, l)}|2

Var{d̂1Tx(m, l)} = ζ̂
2

l,1T x

A1Tx · ζ̂ l,1Tx + Lc · B1Tx

(6.86)

where, by the definition,

ζ̂ l,1Tx = 1

2σ 2
· |h1,l(m)|2 (6.87)

It can be proven that the variable γ̂ l,1Tx in (6.86) is the monotonously increasing

function of the variable ζ̂ l,1Tx in (6.87). Therefore, selecting the paths with highest

instantaneous value of ζ̂ l,1Tx is equivalent to selecting the paths with highest instanta-

neous SINR γ̂ l,1Tx. Moreover, ζ̂ 1:L ,1Tx ≥ ζ̂ 2:L ,1Tx ≥ · · · ≥ ζ̂ L:L ,1Tx are defined as the

order statistic of the variables, obtained by arranging {ζ̂ l,1Tx | l = 1, 2, . . . , L } in
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descending order of magnitude. Similarly, the joint PDF of the order statistic variables

[4], [5] ζ̂ l:L ,1Tx (l = 1, 2, . . . , Lc) is given by

pζ̂ 1:L ,1Tx, ζ̂ 2:L ,1Tx,..., ζ̂ Lc:L ,1Tx
(ζ̂ 1:L ,1Tx, ζ̂ 2:L ,1Tx, . . . , ζ̂ Lc:L ,1Tx)

= Lc! ·
(

L

Lc

)
· [

Fζ̂ l,1Tx
(ζ̂ Lc:L ,1Tx)

]L−Lc ·
Lc∏

l=1

p
ζ̂ l,1Tx

(ζ̂ l:L ,1Tx)
(6.88)

where the relevant PDF and CDF of the variable ζ̂ l,1Tx in (6.87) are given by, respectively,

p
ζ̂ l,1Tx

(ζ̂ l,1Tx) = exp(−ζ̂ l,1Tx) (6.89)

Fζ̂ l,1Tx
(ζ̂ l,1Tx) = 1 − exp(−ζ̂ l,1Tx) (6.90)

It is assumed that the channel fading along multiple paths are mutually independent

and that the decision random variables in distinct branches of the Rake receiver are inde-

pendent from each other. Similarly, based on the branch SINR in (6.86) and conditioned

on the random variables {ζ̂ l:L ,1Tx | l = 1, 2, . . . , Lc } of the selected paths, the total out-

put SINR of the GSC Rake receiver that selects and combines Lc strongest paths can be

represented as [4]

γ̂ GSC,1Tx =

(
Lc∑

l=1

ζ̂ l:L ,1Tx

)2

A1Tx ·
Lc∑

l=1

ζ̂ l:L ,1Tx + Lc · B1Tx

(6.91)

Furthermore, conditioned on {ζ̂ l:L ,1Tx | l = 1, 2, . . . , Lc }, the BER can be obtained by

P̂e,GSC(γ̂ GSC,1Tx ) = Q(
√

γ̂ GSC,1Tx) (6.92)

Thus, after the Lc strongest paths are selected and combined by the GSC Rake receiver,

the average BER can be obtained by averaging the conditional BER in (6.92) over the

joint PDF of the selected fading paths in (6.88):

P̂
<Lc>

e,1Tx =
∫ ∞

0

∫ ∞

ζ̂ Lc:L ,1Tx

· · ·
∫ ∞

ζ̂ 2:L ,1Tx

P̂e,GSC(γ̂ GSC,1Tx ) · pζ̂ 1:L ,1Tx, ζ̂ 2:L ,1Tx,..., ζ̂ Lc:L ,1Tx

· (ζ̂ 1:L ,1Tx, ζ̂ 2:L ,1Tx, . . . , ζ̂ Lc:L ,1Tx) · dζ̂ 1:L ,1Tx · dζ̂ 2:L ,1Tx · · · dζ̂ Lc:L ,1Tx

= Lc! ·
(

L

Lc

)
·
∫ ∞

0

∫ ∞

ζ̂ Lc:L ,1Tx

· · ·
∫ ∞

ζ̂ 2:L ,1Tx

[1 − exp(−ζ̂ Lc:L ,1Tx)]
L−Lc

· exp

(
−

Lc∑
l=1

ζ̂ l:L ,1Tx

)

· Q

⎡
⎣

(
Lc∑

l=1

ζ̂ l:L ,1Tx

)/(
A1Tx ·

Lc∑
l=1

ζ̂ l:L ,1Tx + Lc · B1Tx

) 1
2

⎤
⎦

· dζ̂ 1:L ,1Tx · dζ̂ 2:L ,1Tx · · · dζ̂ Lc:L ,1Tx (6.93)
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Figure 6.3 BER comparison of EGC 2D-Rake receiver with imperfect channel estimation and

ideal CSI available.

6.4 Numerical results and discussion

In this section, the BER performance of the DS-CDMA system with TD-STBC and the

effect of parameters on the system performance are numerically evaluated for different

system configurations. In order to demonstrate the spatial and path diversity gain provided

by the 2D-Rake receiver, the total transmit power is restricted as constant, irrespective

of the number of transmit antennas and the number of resolvable multipaths. Therefore,

the parameter of SNR per bit per antenna per path γ̄ p in (6.37) is used to calculate

BER while the SNR per bit γ̄ b in (6.39) is used to plot the performance figures. Unless

noted otherwise, the number of resolvable multipaths L = 6, the number of active users

K = 10, the spreading factor N = 128, the power ratio of pilot to data channel g = 3 dB

and the number of taps of LPF adopted NP = 4.

6.4.1 BER performance of the 2D-Rake receiver

In Figure 6.3, the BER of the EGC 2D-Rake receiver is illustrated versus the average

SNR per bit γ̄ b for different number of Rake fingers, i.e. Lc = 1, 3, 6, respectively.

For comparison, the BER results of both imperfect channel estimation and ideal CSI

are shown. The latter is discussed in Chapter 5. It is clearly seen that the Rake receiver

improves the performance for both imperfect channel estimation and ideal CSI when the

number of fingers increases. However, the improvement in BER for imperfect channel

estimation is not as much as that for ideal CSI. A similar trend in BER can be seen and
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Figure 6.4 BER comparison of GSC 2D-Rake receivers with imperfect channel estimation and

ideal CSI available.

the same conclusion can be obtained from Figure 6.4 when GSC is used instead of EGC.

In order to clearly show the difference of BER performance between EGC and GSC, the

two idle curves (Lc = 3) from both Figures 6.3 and 6.4 are placed into Figure 6.5. It can

be seen that the GSC outperforms the EGC. However, the cost of this out-performance

is more implementation complexity.

Figure 6.6 shows directly the BER performance of the full (i.e. Lc = L = 6) GSC or

EGC 2D-Rake receiver under perfect and imperfect channel estimation for a different

number of active users. It can be seen that the gap in BER between the imperfect channel

estimation and ideal CSI decreases when the number of users increases. However, the

required SNR to achieve a desired BER actually increases with K , therefore the accurate

channel estimation becomes increasingly more important as more users are involved.

From Figures 6.3–6.6, it is seen that the BER performance is significantly degraded due

to the imperfect channel estimation.

In Figure 6.7, the BER of both the EGC 2D-Rake receiver and the conventional EGC

Rake receiver are illustrated versus the average SNR per bit γ̄ b for different numbers of

Rake fingers, i.e. Lc = 1, 2, 4, 6. By comparison of the dotted and solid-line curves,

it is observed that even for the imperfect channel estimation, the TD-STBC provides

significant spatial diversity gain with respect to the BER.

In Figure 6.8, the BER of the full 2D-Rake receiver is plotted versus the number

of resolvable multipaths L for various numbers of users. The concerned average SNR

per bit γ̄ b = 10 dB is in the middle of the noise-limited range and no LPF is adopted.

When the total bandwidth (and L) increases, the SF increases as 64L since the data
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Figure 6.5 BER comparison of EGC and GSC 2D-Rake receivers with Lc = 3 for both

imperfect channel estimation and ideal CSI available.
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Figure 6.6 BER of full GSC/EGC 2D-Rake receiver with different number of users for both

imperfect channel estimation and ideal CSI available.
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Figure 6.7 BER comparison of EGC 2D-Rake receiver with TD-STBC and conventional EGC

RAKE receiver with only one transmit antenna for imperfect channel estimation.
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Figure 6.8 BER of full 2D-Rake receiver versus the number of resolvable multipaths with fixed

data rate for imperfect channel estimation.
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Figure 6.9 BER of full 2D-Rake receiver with a different quality of channel estimation.

rate is fixed. On the other hand, since the total transmit power remains constant, the

power in each resolvable path decreases. Therefore, as L increases, the system benefits

from increased processing gain and increased multipath diversity, but suffers from larger

channel estimation error and more MPI. From the convex-cup shape of the curves, the

trade-off between increased multipath diversity and less accurate channel estimates is

shown and a varying optimal L for different system scenarios can be observed. Because

of the fixed data rate, transmitting with a bandwidth greater than the optimal bandwidth

results in not only increased BER, but also reduced spectral efficiency.

6.4.2 Effect of system parameters on BER performance

Figure 6.9 illustrates the BER of the full (i.e. Lc = L = 6) GSC or EGC 2D-Rake

receiver for various numbers of taps, i.e. NP = 1, 2, 4, 16. It can be seen that the sys-

tem performance can be improved significantly when NP increases in a static (or slow)

fading channel. This is because increasing NP means improving the quality of the

channel estimation. As the number of taps of LPF increases, the resultant BER per-

formance for imperfect channel estimation tends asymptotically to that for the ideal CSI

scenario.

Figure 6.10 shows the BER of the full 2D-Rake receiver versus the number of taps

of LPF with different number of users when the power ratio of pilot to data channel is

g = 0 dB and the average SNR, γ b = 20 dB. It can be seen that for a given K , when

NP increases from a small number, the performance of imperfect channel estimation

improves significantly. However, further increasing NP only improves the performance

slightly, e.g., increasing NP beyond 20 improves BER performance insignificantly.



TD receiver with imperfect channel estimation 193

K = [10 20 30] , L = Lc = 6, N = 128, g = 0  dB, SNR = 20 dB

K = 10
K = 20
K = 30
Imperfect chan. est.
Ideal CSI

10−1

10−2

10−3

101100

Number of taps of the lowpass filter

B
it

 e
rr

o
r 

ra
te

Figure 6.10 BER of full 2D-Rake receiver versus the number of taps of LPF with a different

number of users.

Figure 6.11 illustrates the BER of the full 2D-Rake receiver versus the power ratio

g with different numbers of active users. The number of taps of LPF is NP = 4 and

γ̄ b = 20 dB. It can be observed that from the BER perspective an optimal power ratio

g exists for a given K and increases as the number of active users increases. This is

because when the number of users is large, the multiple access and multipath interference

increases with respect to the pilot channel. In order to maintain the quality of channel

estimates, more pilot power is needed. For K = 10, the optimal power ratio g is around

3 dB. Therefore, this implies that the BS should adjust dynamically the power ratio of

the pilot to data channels according to the number of total active system users.

In Figure 6.12, the system capacity (number of active users, K ) is demonstrated versus

the power ratio g for the full 2D-Rake receiver. The average SNR per bit is γ̄ b = 20 dB.

For a given BER, it is also observed that an optimal value of g exists but it is rather diverse

for different BER levels. From the system capacity perspective, the optimal value of g
slightly decreases when the value of the given BER decreases.

Furthermore, in Figure 6.13, for the full 2D-Rake receiver the average optimal power

ratio gopt defined in (6.47) is plotted versus the number of taps of the LPF with different

numbers of active users. Again, the average SNR per bit is large, i.e. γ̄ b = 20 dB. It can

be seen that the optimal value, gopt, decreases monotonously as the number of taps of

LPF increases. This is because increasing NP can improve the channel estimation so that

the transmit power of the pilot signal can be proportionally reduced to maintain a given

channel estimation quality. Moreover, the optimal ratio gopt increases as the number of

active users increases. This is consistent with Figure 6.11.
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Figure 6.11 BER of full 2D-Rake receiver versus the power ratio g.
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2D-Rake receiver.
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Figure 6.13 Optimal power ratio gopt versus the number of taps of LPF.
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full 2D-Rake receiver.
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Finally, in Figure 6.14, the system capacity (number of active users, K ) is demonstrated

versus the number of taps of LPF with different values of BER for the full 2D-Rake

receiver. The average SNR per bit is also γ̄ b = 20 dB. It can be seen that the system

capacity is significantly increased when NP increases from a small number. However,

further increasing NP only improves performance slightly, e.g., increasing NP beyond

20 improves system capacity insignificantly. This is consistent with Figure 6.10. On the

other hand, the relatively large BERs can be actually reduced to acceptable levels by using

channel coding (e.g. convolutional or Turbo coding). That is, the system performance

can be significantly improved by taking advantage of LPFs with a large value of NP in

conjunction with proper channel coding.

6.5 Summary

In this chapter, the downlink BER performance of CDMA systems with and without

TD-STBC is investigated for imperfect channel estimation. Without demand for addi-

tional spreading code sequence, a pilot-signal-assisted channel estimation approach is

exploited. Both EGC and GSC 2D-Rake receivers are investigated. It is shown that the

imperfect channel estimation degrades significantly the performance of the TD-STBC

system. Furthermore, the LPF can be employed to increase the accuracy of channel esti-

mates, thus improving the BER performance under the slow fading channel scenario.

The following conclusions are drawn:

(1) Both the EGC and GSC 2D-Rake receivers with imperfect channel estimation also

improve the system performance significantly when the number of fingers increases.

However, GSC outperforms EGC. Moreover, the improvement in BER for imperfect

channel estimation is not as much as that for ideal CSI.

(2) When the number of taps of LPF, NP, increases from a small number, the BER

performance, as well as the system capacity, for imperfect channel estimation can be

improved significantly. However, further increasing NP only improves performance

slightly. For example, increasing NP beyond 20 improves BER performance and

system capacity insignificantly.

(3) From the BER perspective, the optimal power ratio of the pilot to one data channel

increases as the number of active users increases. For K = 10, the optimal power

ratio g is around 3 dB. From the system capacity perspective, an optimal value of g
also exists but is rather diverse for different given BER levels.

(4) When the total transmit power remains constant, there exists an optimal spread

bandwidth for the DS-CDMA system with TD-STBC.
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7 QAM with antenna diversity

The coherent MRC reception of PSAM MQAM systems with antenna diversity is stud-

ied in this chapter. A general fast time varying fading channel model is assumed. Pilot

symbols are periodically inserted during the transmission of data symbols, which are

used to track the time varying fading, and to provide channel estimation for data deci-

sions at the receiver. Based on a digital implementation, a coherent demodulation scheme

is presented. Channel estimation error due to fast fading and additive noise is studied.

System performance is evaluated in terms of BER. The analysis shows that in perfect

channel estimation cases, with the antenna diversity technique, the BER performance

improves significantly, and higher-order QAM can be employed for higher throughput.

It is also found that inaccurate channel estimation limits the benefit of diversity when

the modulation order is large. By increasing the length of the channel estimator and

the amplitude of the pilot symbol, more accurate channel estimation can be achieved,

so that the BER performance is improved. Moreover, when the Doppler frequency is

less than 1/2ST , where S is the number of symbols per time slot and T is the sym-

bol duration, the performance is flat since the channel estimator is robust to fading

rate.

7.1 Introduction

During the past several decades, MQAM has been considered for high rate data transmis-

sion over wireless links due to its high spectral efficiency [1–4]. To achieve best system

throughput, higher-order MQAM can be employed in good channel conditions, e.g.

when the received signal power or SNR is high. Moreover, due to the poor performance

of higher-order modulations in fading channels, especially in low SNR cases, antenna

diversity is employed in this chapter to improve the BER performance. In this chapter,

PSAM (pilot symbol assisted modulation) is adopted, where pilot symbols are periodi-

cally inserted during the transmission of data symbols. The received pilot information

can then be used to provide channel estimation for data decision at the receiver.

In this chapter, a coherent MRC receiver for PSAM MQAM systems with antenna

diversity is studied. In particular, the channel estimation error is analyzed in fast fading

channels, which leads to a better understanding of the nature of the channel estimation

error. The BER performance has also been evaluated with different system parameters,

such as the parameters of the channel estimator (the length of the channel estimator and
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Figure 7.1 Block diagram of the transmitter and receiver for MQAM systems.

the amplitude of the pilot symbol), the Doppler frequency, the modulation order and

the antenna diversity order, etc., for insightful study of the effect of imperfect channel

estimation on the system performance.

This chapter is organized as follows. In Section 7.2, the transmitter model, channel

model and receiver structure are presented. An analytical BER expression in the presence

of channel estimation error is given in Section 7.3. Numerical results are discussed in

Section 7.4. Finally, conclusions are drawn in Section 7.5.

7.2 System models

A block diagram of the transmitter and receiver of MQAM systems is shown in

Figure 7.1.
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Table 7.1 The input/output relationship of the gray coder for MQAM

2-bit gray coder for 16-QAM (d = √
2/5)

Input bits (code word g0g1) 00 01 11 10

Output
√

M-AM symbol −3d −d d 3d
Symbol label (b0b1) 0 (00) 1 (01) 2 (10) 3 (11)

3-bit gray coder for 64-QAM (d = √
1/7)

Input bits (code word g0g1g2) 000 001 011 010 110 111 101 100

Output
√

M-AM symbol −7d −5d −3d −d d 3d 5d 7d
Symbol label (b0b1b2) 0 (000) 1 (001) 2 (010) 3 (011) 4 (100) 5 (101) 6 (110) 7 (111)

7.2.1 Transmitter model

As shown in Figure 7.1, the data stream in the transmitter is first fed into an MQAM map-

per. At the MQAM mapper, the data bit stream is split into the in-phase (I) and quadrature

(Q) bit streams, which are separately Gray coded as
√

M-amplitude modulation (AM)

signals and mapped to complex symbols.

The transmitted MQAM symbols are defined as

D (k1, k2) = ±(2k1 + 1)d ± j(2k2 + 1)d, k1, k2 ∈ {0, 1, . . . ,
√

M/2 − 1} (7.1)

where the in-phase and quadrature parts of the complex MQAM symbol are from

the set {±d, ±3d, . . . , ±(
√

M − 1)d}, and in order to guarantee equal average

energy per bit for fair performance comparison with different modulation order, d =√
(3 log2 M)/2(M − 1).

The Gray coding procedure for each
√

M-AM signal is as in [4]: sort elements in the

set {±d, ±3d, . . . , ±(
√

M − 1)d} in ascending order; then label them with integers from

0 to
√

M − 1; and finally convert the integer labels to their binary form. For the kth sym-

bol corresponding to the element (2k + 1 − √
M)d , where k = 0, 1, . . . ,

√
M − 1, let-

ting its (log2 M)/2-digit binary equivalently be b0,kb1,k . . . b log2 M
2

−1,k , one obtains bi,k =⌊
k/2(log2 M)/2−i−1

⌋
mod 2 for i = 0, 1, . . . , (log2 M)/2 − 1. Then the corresponding

Gray code g0,k g1,k . . . g(log2 M)/2−1,k is given by [4]

g0,k = b0,k

gi,k = bi,k ⊕ bi−1,k i = 1, 2, . . . ,
log2 M

2
− 1

(7.2)

where ⊕ represents modulo-2 addition. The relationship of the input and output of the

encoder is listed in Table 7.1 for M = 16 and 64 with constellations shown in Figure 7.2.

In PSAM systems, pilot symbols are periodically inserted. The time-multiplexed pilot

symbol DPilot is known to the receiver. As shown in [2], a pilot symbol is inserted between

every S − 1 data symbols, by which an S-symbol slot is formatted.
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Figure 7.2 The MQAM constellation. (a) M = 16 (d = √
2/5), (b) M = 64 (d = √

1/7).

7.2.2 Channel model

In an L-order antenna diversity system, it is assumed that the channel for each receiver

antenna is an independent flat-fading channel at a rate much slower than the symbol rate,

so the channel remains constant over one symbol duration. For the lth (l = 0, 1, . . . , L −
1) antenna, the phase θl(t) is a random variable uniformly distributed in [0, 2π ), and the

fading amplitude αl(t) is a Rayleigh random variable with probability density function

(PDF) [5]

p(αl(t)) = 2αl(t)

�l
e−(α2

l (t)/�l), αl(t) > 0 (7.3)
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where �l is the average fading power. Assuming that an equal power fading channel,

�l is the same for different l, i.e. �l = �, then the auto-correlation of the channel is

represented by [5]

E
{
αl(t)e

jθl (t)
(
αl̂(τ )e jθl̂ (τ )

)∗} = �l J0(2π fD(t − τ ))δ(l − l̂) (7.4)

where fD is the Doppler frequency of the communication environment, J0(·) is the

zeroth-order Bessel function, and δ(l − l̂) is equal to 1 when l = l̂, and zero otherwise.

θl(t) and αl(t) are assumed to be independent for different l.

7.2.3 Coherent receiver structure

Assuming perfect carrier and symbol timing synchronization, the baseband signal at the

output of the matched filter for the lth antenna and the mth symbol (m = 0, 1, . . . , S − 1)

transmitted in the nth slot (n = 0, 1, . . .) may be written as

rl(nS + m) = αl(nS + m)e jξl (nS+m) D(nS + m) + Nl(nS + m) (7.5)

where D(nS + m) is the transmitted data/pilot symbol, ξl(nS + m) = θl(nS + m) + θ0 is

the residue phase due to the fading channel θl(nS + m) and the phase difference between

the oscillators of the transmitter and the receiver θ0, and Nl(nS + m) is the background

complex AWGN with double-sided power spectral density N0/2.

Without loss of generality, it is assumed that the nSth symbol is the received pilot

symbol. From (7.5), the desired signal component (the first term on the right-hand side)

is related to the fading gain αl(nS + m) and phase ξl(nS + m). If the fading gain or

phase is estimated incorrectly, the improper coherent operating and scaling can lead to

incorrect MQAM de-mapping even in the absence of AWGN from the wireless channel

[2]. Thus, reliable communication in MQAM systems requires accurate fading estimation

and scaling techniques at the receiver.

A coherent MRC receiver with pilot symbol assisted channel estimator is employed.

The pilot symbol assisted channel estimator provides the estimated fading gain and

phase to eliminate the phase rotation and scale the output signal. Channel fading param-

eters are extracted by dividing the output of the complex matched filter for the pilot

symbol by the known complex pilot symbol. In PSAM systems, since the fading is

time-variant, fading parameters in the pilot symbol duration are not the same as those

in the other data symbols’ duration. Moreover, the received signal suffers from AWGN.

Thus, channel estimation error is caused because of the time varying fading param-

eters and AWGN. Several channel estimation algorithms have been proposed in [2],

[3], including the optimum Wiener filter interpolation, low-order Gaussian interpola-

tion (up to second order) or lowpass sinc interpolation. In general, all of them can be

regarded as an FIR lowpass filter (LPF) with different sets of filter coefficients. In this

chapter, the BER performance will be calculated with a general FIR lowpass filter of
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W taps. Channel estimation for the mth data symbol transmitted in the nth slot duration is

given by

r̂ (nS + m) =
�W/2�∑

tap=−�(W−1)/2�

f m
tapr ((n + tap)S)

DPilot

=
�W/2�∑

tap=−�(W−1)/2�
f m
tapα((n + tap)S)ejξ ((n+tap)S)

+
�W/2�∑

tap=−�(W−1)/2�
f m
tap

N ((n + tap)S)

DPilot

(7.6)

Note that the coefficients set
{

f m
tap

}
is different for different m in the slot. So the esti-

mation r̂ (nS + m) varies for different m. As stated in [2], the lowpass sinc interpolation

can approach almost the same performance as the optimum Wiener interpolation but

with less complexity. However, ideal lowpass sinc interpolation is impractical due to the

infinite length of the filter. Considering the truncation effect of the finite length of FIR

LPF for channel estimation, the normalized interpolation coefficients of FIR filter are

defined as

f m
tap =

sinc
(m

S
− tap

)
�W/2�∑

tap1=−�(W−1)/2�
sinc

(m

S
− tap1

) (7.7)

where sinc (x) = sin (πx)

πx
.

According to [3], MRC gives the maximum SNR of the combined signal. Therefore,

the scaled output of the coherent MRC receiver for the mth data symbol transmitted in

the nth slot duration is

Ẑ I (nS + m)

=

1

2

L−1∑
l=0

(rl(nS + m)r̂∗
l (nS + m) + r∗

l (nS + m)r̂l(nS + m))

L−1∑
l=0

|r̂l(nS + m)|2
(7.8)

and

Ẑ Q(nS + m)

=

1

2 j

L−1∑
l=0

(rl(nS + m)r̂∗
l (nS + m) − r∗

l (nS + m)r̂l(nS + m))

L−1∑
l=0

|r̂l(nS + m)|2
(7.9)

which are used to demodulate the in-phase and quadrature channel symbols correspond-

ing to the noise-free MQAM constellation as shown in Figure 7.2, respectively.
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7.3 BER Performance analysis

7.3.1 General BER performance formula derivation

Since in MQAM systems the outputs of the in-phase and quadrature channels are sym-

metric, the output of the in-phase channel in the receiver, Ẑ I (nS + m), is studied. The

BER performance is obtained by averaging the conditional BER over all possible MQAM

constellation points in the first quadrant. Moreover, considering the fact that the quality

of channel estimation indicated by cross coefficient ρ in [2] may be different for different

m (m = 1, 2, . . . , S − 1), the BER for a different m in the slot may be different. Thus,

the overall BER for MQAM pb is given by

pb = 4

M (S − 1)

S−1∑
m=1

√
M/2−1∑
q1=0

√
M/2−1∑
q2=0

p (e|D(nS + m)

= (2q1 + 1) d + j (2q2 + 1) d) (7.10)

Concerning the conditional probability p (e |D(nS + m) ) in (7.10), it can be easily

evaluated by averaging over all possibilities of the decision variable Ẑ I (nS + m). It can

be seen that for the real part of a given transmitted symbol, i.e. DI (nS + m), when

Ẑ I (nS + m) ≥ (
√

M − 2)d , the receiver will detect the real part of the transmitted sym-

bol as (
√

M − 1)d . Then there is Hd
(
(
√

M − 1)d, DI (nS + m)
)
-bit error among the

(log2 M)/2 transmitted bits being represented by the real part of the transmitted symbol.

Here, Hd(x, y) is the Hamming distance between the code words represented by
√

M
-AM symbols x and y. For the Gray coding scheme shown in (7.2), Hd(x, y) can be

expressed as

Hd(x, y) =
log2 M

2
−1∑

i=0

gi,kx ⊕ gi,ky (7.11)

where x = (2kx + 1 − √
M)d and y = (2ky + 1 − √

M)d .

Then, with the same method to evaluate the rest of the possibilities of Ẑ I (nS + m),

the conditional error probability for pe (e |D(nS + m) ) can be written as

pe (e |D(nS + m) )

= 1

(log2 M)/2

⎧⎨
⎩Hd

((√
M − 1

)
d, DI

)
p(Ẑ I ≥ (

√
M − 2)d|D)

+
√

M/2−2∑
q=−√

M/2+1

Hd((2q + 1)d, DI )p(2qd ≤ Ẑ I < 2(q + 1)d|D)

+ Hd((−
√

M + 1)d, DI )p(Ẑ I < (−
√

M + 2)d|D)

⎫⎬
⎭

(7.12)

where D and Ẑ I denote D(nS + m) and Ẑ I (nS + m) for simplicity of notation, respec-

tively. Therefore, for MQAM, the focus is on calculating the conditional error probability
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of p(Ẑ I (nS + m) < B̃|D(nS + m)), where B̃ = {0, ±2d, . . . , ±(
√

M − 2)d}. Note that

it is a special case of the general quadratic form in Appendix B of [5], where A = 0,

B = −B̃ and C = 1/2.

7.3.2 Conditional BER performance with imperfect channel estimation

Because of time varying fading and AWGN, the channel estimation r̂l(nS + m) obtained

by (7.6) is not the real channel information αl(nS + m)e jξl (nS+m). Hence, r̂l(nS + m)

obtained by (7.6) can only be regarded as an imperfect channel estimation determined

by the length of the estimator, the filter coefficients, the value of the pilot symbol, the

Doppler frequency (fading rate), and the additive noise. In this subsection, the BER

performance with imperfect channel estimation r̂l(nS + m) is derived.

Applying the characteristic function method in Appendix B of [5], with equal fading

power assumption of the fading channel, one obtains

p(Ẑ I (nS + m) < B̃ |D(nS + m) ) =

L−1∑
l=0

(
2L − 1l

) (
−v2

v1

)l

(
1 − v2

v1

)2L−1
(7.13)

where

v1 = v0 −
√

v2
0 + 1

Rr |D (nS+m) Rr̂ |D(nS+m) − |Rrr̂ |D(nS+m) |2 (7.14)

v2 = v0 +
√

v2
0 + 1

Rr |D(nS+m) Rr̂ |D(nS+m) − |Rrr̂ |D(nS+m) |2 (7.15)

and

v0 =
−B̃ Rr̂ |D (nS+m) +

R∗
rr̂ |D (nS+m) + Rrr̂ |D(nS+m)

2
Rr |D (nS+m) Rr̂ |D(nS+m) − |Rrr̂ |D(nS+m) |2 (7.16)

The second moment functions of the received signal rl(nS + m) and the esti-

mated channel information r̂l(nS + m), Rr |D(nS+m) , Rr̂ |D(nS+m) and Rrr̂ |D(nS+m) can be

expressed as

Rr |D(nS+m)

= 1

2
E{rl(nS + m)r∗

l (nS + m) |D(nS + m) }

= 1

2

{
E{|D(nS + m)|2 αl(nS + m)e jξl (nS+m)

(
αl(nS + m)e jξl (nS+m)

)∗}
+ E{Nl(nS + m)N ∗

l (nS + m)}}

= � |D(nS + m)|2
2

+ N0

2
(7.17)
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where the desired signal is uncorrelated with AWGN components,

Rr̂ |D (nS+m)

= 1

2
E{r̂l(nS + m)r̂∗

l (nS + m) |D(nS + m) }

= �

2

�W/2�∑
tap1=−�(W−1)/2�

�W/2�∑
tap2=−�(W−1)/2�

f m
tap1 f m

tap2 J0(2π fD(tap1 − tap2)ST )

+
�W/2�∑

tap=−�(W−1)/2�

(
f m
tap

)2 N0

2 |DPilot|2
(7.18)

where T is the symbol period, fD denotes the Doppler frequency and

Rrr̂ |D(nS+m) = 1

2
E{rl(nS + m)r̂∗

l (nS + m) |D(nS + m) }

= �D(nS + m)

2

�W/2�∑
tap=−�(W−1)/2�

f m
tap J0(2π fD(m − tap · S)T ) (7.19)

7.3.3 Conditional BER performance with perfect channel estimation

In this section, to investigate the performance degradation due to imperfect channel esti-

mation, BER performance with perfect channel estimation is derived, although it cannot

be achieved in real communication systems due to the fact that no channel estimator can

perfectly estimate the fading parameters.

In perfect channel estimation, the channel estimation r̂l(nS + m) is assumed to be

the real channel information αl(nS + m)e jξl (nS+m). Assigning r̂l(nS + m) with αl(nS +
m)e jξl (nS+m), Rr̂ |D(nS+m) and Rrr̂ |D(nS+m) can be replaced with

Rr̂ |D(nS+m) = 1

2
E{r̂l(nS + m)r̂∗

l (nS + m) |D(nS + m) } = �

2
(7.20)

and

Rrr̂ |D(nS+m) = 1

2
E{rl(nS + m)r̂∗

l (nS + m) |D(nS + m) } = �D(nS + m)

2
(7.21)

whereas the other second moment function Rr |D(nS+m) is the same as (7.17).

7.4 Numerical results

In this section, the effect of different system parameters (such as modulation, diversity

orders, pilot symbol, length of FIR filter for channel estimation, Doppler frequency,

etc.) on the BER performance of MQAM systems is investigated. The performance

for imperfect channel estimation cases is for systems employing the channel estimator

with (7.6), whereas the performance for perfect channel estimation cases is obtained by
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assuming the estimated channel information r̂l(nS + m) is the true channel information

αl(nS + m)e jξl (nS+m). Unless noted otherwise, during the performance evaluation by

simulation or analytical method, the Rayleigh fading power is assumed to be unitary,

i.e. � = 1, pilot symbol DPilot = 1 + j , Doppler frequency fD is 240 Hz at the symbol

transmission rate of 16k symbol/s, i.e. the normalized Doppler spread fDT = 0.015, the

length of the slot S is 16, the channel estimator length W is 15, and the diversity order

L is 2.

First, the BER performance of MQAM systems without antenna diversity is pre-

sented. Figure 7.3 shows the BER performance of MQAM (M = 4, 16, 64, 256) versus

SNR with imperfect channel estimation (Figure 7.3(a)) and perfect channel estimation

(Figure 7.3(b)). To illustrate the accuracy of the analytical results, simulation results are

plotted in Figure 7.3 as well. From the figures, it can be seen that analytical results can

accurately predict the system performance. Moreover, the BER performance improves

as SNR increases. But the relative performance degradation due to imperfect channel

estimation becomes greater for higher SNR cases. This is because in low SNR cases, the

AWGN component seriously corrupts the received signals, which results in poor BER

performance. Moreover, the channel estimation is very poor due to the effect of both

time varying fading channel and serious AWGN. Note that the channel estimation error

resulting from the time varying fading channel, which is contained in the second line

of (7.6), doesn’t change with different SNR. It only dominates system performance in

high SNR cases, where the AWGN effect is slight. Then the residual crosstalk between

the in-phase and quadrature components due to inaccurate channel estimation results in

performance degradation. Since the channel estimation error remains almost constant

when the SNR is sufficiently high, performance curves reach error floors. From the fig-

ure, it can also be seen that the performance of the 256-QAM system is the worst even

with perfect channel estimation. This is because the constellation map of higher-order

QAM is more sensitive than that of lower order modulation, i.e. the minimum Euclidean

distance of constellation points (2d) is smaller for higher-order modulation. Therefore,

for a given SNR, the BER performance degrades as M increases.

Meanwhile, it can be seen from Figure 7.3 that to achieve a BER performance of about

10−2, which is acceptable with the help of the forward error correcting code (FEC), the

average SNR per bit should be greater than 17 dB, 20 dB and 25 dB for 16-QAM, 64-

QAM and 256-QAM with perfect channel estimation, respectively. In imperfect channel

estimation cases, however, extra SNR per bit should be invested, e.g. the required SNR

are at about 23 dB and 29 dB for 16-QAM and 64-QAM, respectively, while for 256-

QAM, the SNR should be greater than 30 dB. This implies that more SNR per bit should

be invested as M increases.

As discussed above, in imperfect channel estimation cases, higher SNR is required for

higher order modulation, e.g. 16-QAM, 64-QAM and 256-QAM. To improve the system

throughput, and to employ higher-order QAM in lower SNR cases, antenna diversity

is employed. Theoretically, the performance improves with the increase of the diversity

order in perfect channel estimation cases. Here, to investigate the effect of the imperfect

channel estimation on the performance for MQAM systems with antenna diversity,
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Figure 7.3 Analytical and simulation BER performance of MQAM without diversity.

(a) Imperfect channel estimation with FIR channel estimator (7.6). (b) Perfect channel

estimation.
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Figure 7.4 BER performance of MQAM with different antenna diversity order. (a) M = 16,

(b) M = 64, (c) M = 256.

Figure 7.4 illustrates the performance of 16-QAM, 64-QAM and 256-QAM systems

with different diversity orders. It can be seen that the performance improves rapidly with

the increase of the diversity order from 1 to 3, but the improvement becomes slighter

when the diversity order is larger. For a given SNR, the relative performance degradation

due to imperfect channel estimation becomes larger with the increase of diversity order

and modulation order, which indicates that the inaccurate channel estimation limits the
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Figure 7.4 (cont.)

benefit of antenna diversity. In the case of two antennas, the required SNR are 14 dB,

19 dB and 25 dB for 16-QAM, 64-QAM and 256-QAM, respectively. In perfect channel

estimation cases, however, the required SNR significantly decreases to 9 dB, 12 dB and

16 dB respectively. This implies that if an advanced channel estimator is employed,

which can provide more accurate channel estimation, the transmission efficiency can be

improved.

Next the effect of channel estimation quality on 64-QAM systems is investigated.

Basically, by increasing the filter length for channel estimation, the channel estimator

approaches ideal lowpass filter with cutoff frequency at 1/2ST , which can track the

time varying fading well. In other words, increasing the filter length means improving

the accuracy of the channel estimation. Meanwhile, by increasing the amplitude of the

pilot symbol |DPilot|, the relative effect of AWGN can be significantly suppressed. Then

the channel estimation quality is improved. Figure 7.5 shows the BER performance

of 64-QAM versus the length of the channel estimator W with different |DPilot| when

the average SNR per bit is 20 dB. It can be seen that performance improves with an

increase in W . However, the performance reaches an error floor after W increases to

a balanced point, because after that the AWGN component becomes dominant to the

channel estimation quality. Moreover, by increasing |DPilot|, performance improves due

to significant suppression of AWGN component with respect to pilot components. From

the figure, it can be found that optimum W is associated with the pilot symbol amplitude.

However, too large a |DPilot| will decrease the transmission efficiency due to power loss

for pilot symbols. Therefore, tradeoff should be made between the transmission efficiency

and BER performance.
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Figure 7.5 BER performance of 64-QAM vs. length of channel estimator W .

Finally, the effect of fast channel fading on the system performance is evaluated.

Figure 7.6 shows the BER performance of 64-QAM versus Doppler frequency with

different |DPilot| when the average SNR per bit is 20 dB. It can be seen that the perfor-

mance curves are almost flat when the Doppler frequency is less than 400 Hz, except for

the case of |DPilot| = 6 dB, where the performance degrades slightly with an increase

in Doppler frequency. This is because, in this case, the AWGN component in channel

estimation error is minor, but a slight channel estimation error due to fast fading still

degrades the system performance. As the performance degradation is acceptable, the

lowpass sinc channel estimator is preferred due to its low complexity. But it can also

be seen that the performance degrades abruptly when Doppler frequency is greater than

400 Hz, because the sinc interpolation method is derived from the Nyquist filter [3],

which requires the sampling rate 1/ST to be greater than double the Doppler frequency

to track the time-variant fading parameters. While, when fD > 500 Hz, 2 fD is beyond

the sampling rate, which is the bandwidth of the ideal lowpass filter. The time vary-

ing channel fading cannot be tracked well and consequently the performance degrades

abruptly. In addition, the requirement for the proposed algorithm will be stricter than

that for the ideal sinc interpolation method, because of the truncation effect of the finite

length LPF implementation for channel estimation. Therefore, as shown in Figure 7.6,

when the Doppler frequency is greater than 400 Hz, performance degradation becomes

significant, and the benefit from larger |DPilot| is cancelled out by the failure in track-

ing the fast fading. Thus, it can be concluded that when the Doppler frequency is less

than 1/2ST , the performance is flat due to the robustness of the channel estimator to

fading rate.
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Figure 7.6 BER performance of 64-QAM vs. Doppler frequency.

7.5 Conclusions

In this chapter, the effect of antenna diversity on the BER performance of MQAM

systems in Rayleigh fading channels with imperfect channel estimation has been studied.

Simulation results show that the BER performance of MQAM systems can be accurately

evaluated by the analytical method in this chapter. The main conclusions of this chapter

can be summarized as follows.

(1) QAM is very sensitive to the quality of channel estimation. The performance degra-

dation of higher-order QAM is more serious than that of lower-order QAM. In the

case of perfect channel estimation, to obtain the acceptable BER performance (10−2),

the required SNR per bit for 16-QAM, 64-QAM and 256-QAM are 17 dB, 20 dB

and 25 dB, respectively. In the case of imperfect channel estimation, however, extra

SNR per bit should be invested.

(2) Antenna diversity is an efficient technique to improve the BER performance of

MQAM systems. With the help of antenna diversity, the required SNR for higher-

order QAM dramatically decreases, especially in perfect channel estimation cases.

(3) The channel estimation error limits the benefit of antenna diversity. If the channel

estimator can provide more accurate channel estimation, the system throughput can

be improved significantly by using higher-order modulation, and the required SNR

decreases. Channel estimation can be improved by increasing the length of the chan-

nel estimator and the amplitude of the pilot symbol. Both should be determined by

balancing the transmission efficiency and BER performance.
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(4) The lowpass sinc channel estimator can track fading well when the Doppler frequency

is less than 1/2ST . The BER performance is flat in slow fading channels, but it

degrades sharply in fast fading channels due to failure in tracking the varying fading.
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8 QAM for multicode CDMA with
interference cancellation

This chapter studies MQAM for downlink multicode CDMA systems with interfer-

ence cancellation to support high data rate services. In the current 3G WCDMA sys-

tems, in addition to multicode transmission, MQAM is employed for HSDPA due to its

high spectral efficiency. In frequency selective fading channels, multipath interference

seriously degrades the system performance. In this chapter, theoretical analysis is pre-

sented to show that with the help of interference cancellation technique, MQAM may be

employed in high SNR cases to increase system throughput. Moreover, it is found that

when using the interference cancellation technique, extra pilot power should be invested

for more accurate channel estimation, and consequently better BER performance can be

achieved.

8.1 Introduction

MQAM modulated multicode CDMA is proposed for HSDPA in the 3G standards,

by which the throughput can be increased without extra bandwidth investment. As

mentioned in Chapter 1, the introduction of multicode transmission causes multi-

path interference in frequency selective fading channels due to multipath propaga-

tion delays. In this chapter, a coherent Rake receiver with interference cancellation is

studied.

Moreover, in WCDMA systems, a common pilot channel is used for channel esti-

mation at the receiver. However, channel estimation error occurs since the received

pilot channel signal suffers from the multipath interference and AWGN noise, which

affects the coherent data decision and the regeneration of multipath interference, and

thus degrades the system performance. The effects of imperfect channel estimation

and additive multipath interference on system performance are investigated. The power

ratio of pilot channel to the total transmitted power has been evaluated for better

performance.

The chapter is organized as follows. In Section 8.2, system models are presented,

including transmitter model, channel model and the coherent Rake receiver with interfer-

ence cancellation technique. In Section 8.3, an analytical BER performance is derived.

In Section 8.4, comparison and discussions on numerical BER results are presented.

Finally, some conclusions are drawn in Section 8.5.
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Figure 8.1 Transmitter diagram of a QAM modulated multicode CDMA system.

8.2 System model

As proposed in [1], the transmitter diagram of a downlink MQAM modulated multicode

WCDMA system is shown in Figure 8.1. The source data is divided into K streams and fed

into K MQAM symbol mappers before spreading. The complex data symbols, Dk(m),

are multiplied with real-valued OVSF codes, Ck(n), for the channelization operation.

Note that spreading factors for data channels and the pilot channel are N and NPilot,

respectively. The resultant signals, including the signal of a code-multiplexed common

pilot channel, are multiplied by a complex-valued code, S(n), for scrambling. Then, the

scrambled signal is shaped by a chip pulse-shaping filter, �(t), and up-converted to form

a transmitted signal.

An L-path fading channel is assumed, whose equivalent impulse response is expressed

as

h(t) =
L−1∑
l=0

αl(t)δ(t − τl(t))e
jθl (t) (8.1)

where τl(t) is the delay of the lth path, θl(t) is the phase, uniformly distributed in

[0, 2π ), and αl(t) is the Rayleigh distributed fading amplitude with fading power of

�l , i.e. E{α2
l (t)} = �l . Since a mobile terminal does not move fast for high data rate

transmission, the channel is assumed to be slow fading and remain constant over a few

symbols’ duration. So t is omitted for simplicity of notation.

Although the transmitted signal experiences an L-path fading channel, only the

LR(LR ≤ L) strongest paths are used at the receiver for Rake combining. As shown in

Figure 8.2, the down-converted signal is fed into LR despreading branches correspond-

ing to the LR strongest paths. In each branch, the sampled signal after chip matched

filter is descrambled and then passes through K + 1 correlators (for K data channels

and one pilot channel) for despreading. Finally, the despreading outputs are fed into a

QAM Rake receiver with an interference cancellation block, which makes use of the

regeneration property of multipath interference and mitigates the multipath effect. The
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Figure 8.2 Receiver diagram of QAM modulated multicode CDMA systems.

detailed diagram of the QAM Rake receiver is shown in Figure 8.3, where the estimated

channel fading and phase of the sth stage for the l̂th path, ẑ(s)

l̂,Pilot
, are used to eliminate

the phase error and achieve MRC with scaling for MQAM symbol demodulation. The

despreading outputs z(0)

l̂,k̂
are original inputs to all stages for the k̂th desired code. In

the sth interference cancellation stage (s > 0), z(0)

l̂,k̂
pass through the interference can-

cellation block, where the multipath interference is regenerated by using the channel
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Figure 8.3 Detailed block diagram of QAM Rake receiver with interference cancellation.

estimation and data decision in the previous stage. Then despreading outputs after inter-

ference cancellation, z(s)

l̂,k̂
, are obtained.

Neglecting the high-frequency components, the output of the chip-matched filter for

the l̂th path is

rl̂ (n) =
√

ED

2

L−1∑
l=0

αle
jξl

∞∑
i=−∞

R(τ̄l,l̂ − iTc)

×
(√

β DPilot +
K−1∑
k=0

Dk(ml,i )Ck(n − nl,i )

)
S(n − nl,i ) + ηl̂(n) (8.2)

where ξl = θl − θ is the residue phase due to the fading channel θl and the phase dif-

ference between the oscillators of the transmitter and the receiver θ ; ED is the average

chip energy of each data channel; β is the power ratio of the pilot channel to one data
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channel; Dk(m) is the mth complex-valued MQAM symbol in the kth code channel,

whose real and imaginary parts are from the set {±d, ±3d, . . . , ±(
√

M − 1)d} with

d = √
3log2 M/2(M − 1); DPilot = 1 + j is the symbol in the pilot channel for chan-

nel estimation and pre-processing at the receiver; the channelization code for the pilot

channel, CPilot, as shown in Figure 8.1, is an all-1 sequence; ηl̂ is the complex Gaus-

sian random noise with double-sided power spectral density of N0/2; nl,i = �τl/Tc� − i ;
ml,i = ⌊

(n − nl,i )/N
⌋

; τ̄l,l̂ = τl − τl̂ − �(τl − τl̂)/Tc�; Tc is the chip timing error, where

�x� takes the largest integer no greater than x , and R
(
τ̄l,l̂

)
is the effect of timing error τ̄l,l̂

on the output, where R(τ̄l,l̂) = ∫ ∞
−∞ |�( f )|2 cos(2π f τ̄l,l̂)d f [2]. Note that R(iTc) = 1

and 0 for i = 0 and other non-zero integers, respectively. Actually, R (t) is very small as

long as t is greater than a few chip intervals.

Then, the output of the l̂th despreading branch for the k̂th desired code z(1)

l̂,k̂
can be

written as

z(0)

l̂,k̂
(m) =

√
ED

2

K−1∑
k=0

L−1∑
l=0

αle
jξl

∞∑
i=−∞

(m+1)N+nl̂−1∑
n=m N+nl̂

R(τ̄l,l̂ − iTc)Dk(ml,i )

· Ck(n − nl,i )S(n − nl,i )Ck̂(n − nl̂)S∗(n − nl̂ )

+
√

βED

2

L−1∑
l=0

αle
jξl

∞∑
i=−∞

(m+1)N+nl̂−1∑
n=m N+nl̂

R(τ̄l,l̂ − iTc)DPilot

· S(n − nl,i )Ck̂(n − nl̂)S∗(n − nl̂)

+
(m+1)N+nl̂−1∑

n=m N+nl̂

ηl̂ (n)Ck̂(n − nl̂ )S∗(n − nl̂)

= Us,l̂,k̂(m) + U (0)

p,l̂,k̂
(m) + U (0)

Pilot,l̂,k̂
(m) + UAWGN,l̂,k̂(m) (8.3)

where Us,l̂,k̂(m) is the desired signal component from the l̂th path of the k̂th code,

Us,l̂,k̂(m) = Nαl̂

√
ED Dk̂(m)e jξl̂ (8.4)

Obviously, in (8.4), the transmitted QAM symbol is multiplied with the channel fading.

Thus, the effect of channel fading should be compensated before the MQAM symbol

de-mapping. The MQAM symbol de-mapper is accomplished by choosing the symbol

whose constellation point is closest to the input of the de-mapper. So, if the channel fading

gain or phase is estimated incorrectly, the improper phase and/or amplitude compensation

will lead to incorrect MQAM demodulation [4].

In (8.4), U (0)

p,l̂,k̂
(m) is the multipath interference from data channels, given by

U (0)

p,l̂,k̂
(m) =

√
ED

2

K−1∑
k=0

L−1∑
l=0
l �=l̂

αle
jξl

∞∑
i=−∞

(m+1)N+nl̂−1∑
n=m N+nl̂

· R(τ̄l,l̂ − iTc)Dk(ml,i )Ck(n − nl,i )

· S(n − nl,i )Ck̂(n − nl̂ )S∗(n − nl̂ ) (8.5)
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U (0)

Pilot,l̂,k̂
(m) is the multipath interference from the pilot channel, given by

U (0)

Pilot,l̂,k̂
(m) =

√
βED

2

L−1∑
l=0
l �=l̂

αle
jξl

∞∑
i=−∞

(m+1)N+nl̂−1∑
n=m N+nl̂

R(τ̄l,l̂ − iTc)DPilot

· S(n − nl,i )Ck̂(n − nl̂ )S∗(n − nl̂ ) (8.6)

UAWGN,l̂,k̂(m) is the noise component, given by

UAWGN,l̂,k̂(m) =
(m+1)N+nl̂−1∑

n=m N+nl̂

ηl̂(n)Ck̂(n − nl̂)S∗(n − nl̂ ) (8.7)

In the sth stage (s > 0), the mulitpath interference from the data channels and the pilot

channel are regenerated with tentative data decision and the estimated fading obtained

from the previous stage. The regenerated interference terms are

Û (s)

Pilot,l̂,k̂
(m) =

√
βED

2

LR−1∑
l=0
l �=l̂

ẑ(s−1)
l,Pilot

∞∑
i=−∞

(m+1)N+nl̂−1∑
n=m N+nl̂

· R(τ̄l,l̂ − iTc)DPilotS(n − nl,i )Ck̂(n − nl̂ )S∗(n − nl̂ ) (8.8)

and

Û (s)

p,l̂,k̂
(m) =

√
ED

2

K−1∑
k=0

L R−1∑
l=0
l �=l̂

ẑ(s−1)
l,Pilot

∞∑
i=−∞

(m+1)N+nl̂−1∑
n=m N+nl̂

R(τ̄l,l̂ − iTc)

· D̂(s−1)
k (ml,i )Ck(n − nl,i )S(n − nl,i )Ck̂(n − nl̂ )S∗(n − nl̂ ) (8.9)

respectively, where D̂(s−1)
k is the data decision from the (s − 1)th stage for the kth code

channel, and ẑ(s−1)

l̂,Pilot
is the estimated channel fading in the (s − 1)th stage. Note that

different from [5], where the interference from all paths is regenerated, only the interfer-

ence from the LR strongest paths can be regenerated in this chapter since the number of

resolvable paths LR is pre-determined by the system.

Then, the output of the interference cancellation block of the sth stage is

z(s)

l̂,k̂
(m) = Us,l̂,k̂(m) + U (0)

p,l̂,k̂
(m) − Û (s)

p,l̂,k̂
(m) + U (0)

Pilot,l̂,k̂
(m)

− Û (s)

Pilot,l̂,k̂
(m) + UAWGN,l̂,k̂(m)

= Us,l̂,k̂(m) + U (s)

p,l̂,k̂
(m) + U (s)

Pilot,l̂,k̂
(m) + UAWGN,l̂,k̂(m) (8.10)

where U (s)

p,l̂,k̂
(m) and U (s)

Pilot,l̂,k̂
(m) are residual multipath interference from data channels

and the pilot channel, respectively.

Similarly, in the sth stage, the output of the pilot channel for the l̂th path during the

transmission of the n pth pilot symbol is given by

z(s)

l̂,Pilot
(np) = NPilotαl̂

√
βED Dpilote

jξl̂ + U (s)

p,l̂,Pilot
(np)

+ U (s)

Pilot,l̂,Pilot
(np) + UAWGN,l̂,Pilot(np) (8.11)
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Note that, different from the data channels, for the pilot channel, the correlator length is

NPilot.

In (8.11), UAWGN,l̂,Pilot(np) is the noise component, given by

UAWGN,l̂,Pilot(np) =
(n p+1)NPilot+nl̂−1∑

n=n p NPilot+nl̂

ηl̂(n)S∗(n − nl̂ ) (8.12)

U (s)

p,l̂,Pilot
(n p) and U (s)

Pilot,l̂,Pilot
(n p) are residual multipath interference from the data

channels and the pilot channel, respectively. For the initial stage, these two types of

interference cannot be canceled, and are written as

U (0)

p,l̂,Pilot
(np) =

√
ED

2

K−1∑
k=0

L−1∑
l=0
l �=l̂

αle
jξl

∞∑
i=−∞

(n p+1)NPilot+nl̂−1∑
n=n p NPilot+nl̂

· R(τ̄l,l̂ − iTc)Dk(ml,i )Ck(n − nl,i )S(n − nl,i )S∗(n − nl̂ ) (8.13)

and

U (0)

Pilot,l̂,Pilot
(n p) =

√
βED

2

L−1∑
l=0
l �=l̂

αle
jξl

∞∑
i=−∞

(n p+1)NPilot+nl̂−1∑
n=n p NPilot+nl̂

· R(τ̄l,l̂ − iTc)DPilotS(n − nl,i )S∗(n − nl̂ ) (8.14)

In the sth stage, the residual multipath interference from data channels and the pilot

channel are

U (s)

p,l̂,Pilot
(n p) =

√
ED

2

K−1∑
k=0

L−1∑
l=0
l �=l̂

αle
jξl

∞∑
i=−∞

(n p+1)NPilot+nl̂−1∑
n=n p NPilot+nl̂

· R(τ̄l,l̂ − iTc)Dk(ml,i )Ck(n − nl,i )S(n − nl,i )S∗(n − nl̂)

−
√

ED

2

K−1∑
k=0

LR−1∑
l=0
l �=l̂

ẑ(s−1)
l,Pilot

∞∑
i=−∞

(n p+1)NPilot+nl̂−1∑
n=n p NPilot+nl̂

· R(τ̄l,l̂ − iTc)D̂(s−1)
k (ml,i )Ck(n − nl,i )S(n − nl,i )S∗(n − nl̂) (8.15)

and

U (s)

Pilot,l̂,Pilot
(n p) =

√
βED

2

L−1∑
l=0
l �=l̂

αle
jξl

∞∑
i=−∞

(n p+1)NPilot+nl̂−1∑
n=n p NPilot+nl̂

· R(τ̄l,l̂ − iTc)DPilotS(n − nl,i )S∗(n − nl̂ )

−
√

βED

2

LR−1∑
l=0
l �=l̂

ẑ(s−1)
l,Pilot

∞∑
i=−∞

(n p+1)NPilot+nl̂−1∑
n=n p NPilot+nl̂

· R(τ̄l,l̂ − iTc)DPilotS(n − nl,i )S∗(n − nl̂ ) (8.16)

respectively.
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Then, the fading during the transmission of the n pth pilot symbol is estimated by
z(s)

l̂,Pilot
(n p)

NPilot

√
βED DPilot

. This can be used in the sth stage to detect the data symbols transmitted

within the n pth pilot symbol duration. So the estimated channel fading for the trans-

mission of the mth data symbol is ẑ(s)

l̂,Pilot
(m) = z(s)

l̂,Pilot
(n p)

NPilot

√
βED DPilot

, where
⌊ n p NPilot

N

⌋ ≤ m <⌊ (n p+1)NPilot

N

⌋
. For example, when NPilot = 256 and N = 16, the channel estimation for

coherent detection of the mth data symbol is: ẑ(s)

l̂,Pilot
(m) = z(s)

l̂,Pilot
(0)

NPilot

√
βED DPilot

for 0 ≤ m < 16,

and ẑ(s)

l̂,Pilot
(m) = z(s)

l̂,Pilot
(1)

NPilot

√
βED DPilot

for 16 ≤ m < 32, etc.

In order to improve the channel estimation, a W -tap FIR filter is used, given by

ẑ(s)

l̂,Pilot
(m) =

�W/2�∑
tap=−�(W−1)/2�

z(s)

l̂,Pilot

(⌊
m N
NPilot

⌋
− tap

)
WNPilot

√
βED DPilot

(8.17)

Therefore, the channel fading compensation can be achieved by scaling the coherent

MRC output. For the k̂th code channel in the sth stage, the decision variable for QAM

symbol detection is Y (s)

k̂
(m), given by

Y (s)

k̂
(m) =

LR−1∑
l=0

z(s)

l,k̂
(m)

(
ẑ(s)

l,Pilot(m)
)∗

N
√

ED

L R−1∑
l=0

∣∣ẑ(s)
l,Pilot(m)

∣∣2
(8.18)

8.3 Performance analysis

Without loss of generality, it is assumed that the zeroth code channel is the desired code

channel. Let DI
0 and DQ

0 be the real and imaginary parts of D0, respectively. Referring

to [6], the BER of the sth stage p(s)
b for MQAM is given by

p(s)
b = 4

M

√
M/2−1∑
q1=0

√
M/2−1∑
q2=0

p(s)
(
e
∣∣D0 = DI

0 + j DQ
0 = (2q1 + 1) + j (2q2 + 1) d

)

(8.19)

where the conditional BER p(s)(e |D0 ) is given by

p(s) (e |D0 )

= 1

(log2 M) /2

{
Hd

(
(
√

M − 1)d, DI
0

)
p
(	{

Y (s)
0

} ≥ (
√

M − 2)d|D0

)

+
√

M/2−2∑
q=−√

M/2+1

Hd
(
(2q + 1) d, DI

0

)
p
(
2qd ≤ 	{

Y (s)
0

}
< 2(q + 1)d|D0

)

+ Hd
(
(−

√
M + 1)d, DI

0

)
p
(	{

Y (s)
0

}
< (−

√
M + 2)d|D0

)}
(8.20)

where 	{x} takes the real part of x , and Hd (·) is the Hamming distance defined in (7.11).

From (8.20), to obtain the BER performance for MQAM, the conditional probability

p
(	{Y (s)

0 } < B̃|D0

)
should be calculated, where B̃ = {0, ±2d, . . . , ±(

√
M − 2)d}. By
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directly applying the characteristic function method from [7], the characteristic function

in Rayleigh fading channels is

φ( jv) =
LR−1∏
l=0

v1lv2l

(v + jv1l) (v − jv2l)
(8.21)

where

v1l , v2l = mv3l +
√

v2
3l + 1

R(s)
zl zl |D0

R(s)
ẑl ẑl |D0

− ∣∣R(s)
zl ẑl |D0

∣∣2
(8.22)

and

v3l = −B̃ N
√

ED R(s)
ẑl ẑl |D0

+ 	{
R(s)

zl ẑl |D0

}
R(s)

zl zl |D0
R(s)

ẑl ẑl |D0
− ∣∣R(s)

zl ẑl |D0

∣∣2
(8.23)

R(s)
zl zl |D0

, R(s)
ẑl ẑl |D0

and R(s)
zl ẑl |D0

are the second moment statistic functions of z(s)
l,0 and ẑ(s)

l,Pilot.

With Gaussian approximation of residual multipath interference, following [3], one

obtains

R(0)
zl zl |D0

= E
{
z(0)

l,0

(
z(0)

l,0

)∗}
2

= N 2 ED |D0|2 �l

2

+ NED(K log2 M + 2β)

3

L−1∑
l1=0
l1�=l

�l1 + NN0 (8.24)

R(0)
ẑl ẑl |D0

= E
{
ẑ(0)

l,Pilot

(
ẑ(0)

l,Pilot

)∗}
2

= �l

2

+ (K log2 M + 2β)

6WNPilotβ

L−1∑
l1=0
l1�=l

�l1 + N0

2WNPilotβED

(8.25)

and

R(0)
zl ẑl |D0

= E
{
z(0)

l,0

(
ẑ(0)

l,Pilot

)∗}
2

= N
√

ED D0�l

2
(8.26)

where the interference from the other code channels in the same path is zero due to the

orthogonality of the channel codes.

In the following stages, the second moment statistic function R(s)
zl ẑl |D0

is the same

as (8.26). Assuming that the channel estimation and the tentative data decisions are

uncorrelated as in [3], one obtains

R(s)
zl zl |D0

= N 2 ED|D0|2�l

2
+ NED

3

K−1∑
k=0

LR−1∑
l1=0
l1�=l

(
E

{∣∣Dk − D̂(s−1)
k

∣∣2}
�l1

+ 8
(
σ

(s−1)
e,l1

)2
log2 M

) + 16NβED

3

LR−1∑
l1=0
l1�=l

(
σ

(s−1)
e,l1

)2

+ NED(K log2 M + 2β)

3

L−1∑
l2=LR

�l,2 + NN0 (8.27)



QAM for multicode CDMA 223

where the variance of the tentative data decision is

E
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(
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)
(8.28)

and the channel estimation error in the previous stage is a zero mean Gaussian variable

with variance of
(
σ

(s−1)
e,l

)2 = R(s−1)
ẑl ẑl |D0

− (�l/2). The second statistical function of the

estimated fading is given by

R(s)
ẑl ẑl |D0

= �l

2
+ 1
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+ K log2 M + 2β
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l2=LR
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2W NPilotβED

(8.29)

Then the conditional probability can be obtained by

p
(	{

Y (s)
0

}
< B̃|D0

) = − 1

2π j

∞+ jσ∫
−∞+ jσ

φ( jv)

v
dv (8.30)

After calculating (8.30) by using the Gauss–Chebychev quadrature method [8], the con-

ditional BER, given by (8.20), is obtained, hence the overall BER, given by (8.19), is

achieved.

8.4 Numerical results and discussions

In this section, a six-path channel (indoor channel B model in [9]) is used. Unless noted

otherwise, for analytical results, the spreading factors for the data channels and the pilot

channel are 16 and 256, respectively, the number of code channels K is 6, the number of

Rake fingers LR is 3, the channel estimator length W is 3, and the power ratio of the pilot

channel to one data channel β is 2 dB. During the simulation, the scrambling code and

channelization codes are truncated gold sequence and OVSF codes, respectively, and the

Doppler frequency is assumed to be 80 Hz for a slow fading channel.

Figure 8.4 shows the BER performance versus SNR per bit for different modulations

with perfect channel estimation. In this figure, the channel estimation is assumed to be the

true channel fading information, so the variance of channel estimation error σ
(s)
e,l is zero

for any s and 0 ≤ l < LR. Here, the inaccurate multipath regeneration only results from

the incorrect symbol decision in the previous stage. From the figure, it can be seen that the

BER performance in the initial stage is seriously limited by the multipath interference.

The interference cancellation method dramatically improves the performance in the
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Figure 8.4 BER performance for MQAM multicode CDMA systems with perfect channel

estimation. (a) 4-QAM, (b) 16-QAM.
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following stages. Comparing the performance curves of 4-QAM with those of 16-QAM,

it can be seen that 16-QAM requires a much greater number of interference cancellation

stages. Because the minimal distance, 2d , between constellation points is smaller, the

higher-order QAM system is more sensitive to the additive multipath interference. It is

found that in higher SNR cases, higher-order modulation can be employed to increase

the system throughput.

Meanwhile, to illustrate the accuracy of the analytical method, simulation results

are also plotted in Figure 8.4. It can be observed that simulation results are close to

the analytical ones for the first few stages. The gap between analytical and simulation

curves becomes larger as the number of interference cancellation stages increases. This is

because of the inaccurate Gaussian approximation of the residual multipath interference

when the number of stages is greater.

In the following, the effect of imperfect channel estimation obtained by the channel

estimator (8.17) is investigated. Figure 8.5 shows the BER performance for 4-QAM

(Figure 8.5(a)) and 16-QAM (Figure 8.5(b)) CDMA systems with imperfect channel

estimation, where the length of the FIR filter for channel estimation W is 3, and the

power ratio of the pilot channel to one data channel β is 2 dB. Comparing the perfor-

mance curves with those in Figure 8.4 for perfect channel estimation cases, it can be seen

that the inaccurate channel estimation degrades the system performance, since the exis-

tence of channel estimation error not only affects the fading compensation for coherent

demodulation, but also degrades the accuracy of the regenerated multipath interference.

Moreover, since effects of both inaccurate data decision and channel estimation have been

considered during the analysis on the residual multipath interference, it can be observed

that even in the presence of imperfect channel estimation, the analytical method is still

a good estimate of system performance over the first few stages.

Basically, by increasing the pilot power, the multipath interference from data channels

to the pilot channel is decreased, which results in more accurate channel estimation.

However, too much pilot power will cause much residual multipath interference from

the pilot channel in the despreading outputs for the data channels, which degrades the

system performance. Therefore, a tradeoff should be made in the allocation of the pilot

channel power. Figure 8.6 shows the BER performance of systems without (Figure

8.6(a)) and with (Figure 8.6(b)) interference cancellation (IC) for 16-QAM when the

average SNR per bit is 20 dB. It can be seen that the performance first improves as β

increases from −10 dB. After the BER reaches its minimum value, the performance then

degrades with a further increase in β. Moreover, channel estimation not only affects the

fading compensation but also determines the accuracy of regenerated interference in the

following stages. It can be observed that without interference cancellation (s = 0), the

optimum β are about −1 dB and 0 dB for K = 4 and 6, respectively, and when s = 1,

the optimum β are about 3 dB and 4 dB for K = 4 and 6, respectively. It implies for

16-QAM, the power ratio of pilot channel to the total transmitted power β/(β + 2K ) are

about 8% and 18% for s = 0 and 1, respectively. So to achieve more accurate channel

estimation, the power ratio for systems with interference cancellation should be much

larger than that for systems without interference cancellation.
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8.5 Conclusions

This chapter presents the performance of MQAM modulated multicode CDMA systems

with interference cancellation for high data rate services. An analytical BER in the

presence of imperfect channel estimation is derived. Simulation results are presented

to illustrate the accuracy of the analytical results. Numerical results also show that

interference cancellation is an efficient technique for MQAM multicode CDMA systems.

When using the interference cancellation technique, extra pilot power should be invested

for more accurate channel estimation, so that better BER performance can be achieved.
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9 Optimal and MMSE detection for
downlink OFCDM

The performances of optimum and per sub-carrier MMSE (or pcMMSE) detectors for

OFCDM systems are compared in this chapter. In OFCDM systems, the existence of MCI

in the frequency domain due to a frequency selective channel on different sub-carriers

dramatically degrades the system performance. To suppress MCI, an optimum or MMSE

detector is employed in this chapter. A quasi-analytical BER expression is derived in the

presence of imperfect channel estimation. Numerical results show that with a linear

computation complexity, the MMSE detector can improve the system performance by

suppressing MCI, although it cannot perform as well as the optimum detector. Thus, in

systems with a small number of code channels, the optimum detector can be employed

to achieve better performance, whereas the MMSE detector is more suitable for systems

with a large number of code channels. The MMSE detector is also more robust to different

configurations of system parameters than the optimum detector. Moreover, it is found

that pilot channel power should be carefully determined by making trade-off between

the channel estimation quality and received SNR for each data channel.

9.1 Introduction

OFCDM is proposed for future broadband wireless communications. Inherited from

OFDM, in OFCDM systems a high-speed data stream is divided into several parallel

low-speed substreams, whose bandwidth is far smaller than the channel bandwidth,

so each substream can be regarded as passing through a frequency nonselective (flat)

fading. As a result, the multipath interference in frequency selective fading channels is

effectively avoided. But as mentioned in Chapter 1, due to a frequency selective channel

on different sub-carriers, MCI in the frequency domain occurs. In this chapter, optimum

and MMSE detectors are analytically studied to combat MCI.

Moreover, since the signal is distorted due to the amplitude and phase fluctuations

of the fading channel, the fading effect should be compensated at the receiver. In [1], a

pilot assisted channel estimator is presented. The effect of imperfect channel estimation

by the channel estimator is investigated by means of simulation. In this chapter, the pilot

assisted channel estimator is analytically studied, and the noise power estimator presented

in [1] is modified for unbiased estimation. Furthermore, the BER performance of two

detectors in the presence of imperfect channel estimation is derived.
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The chapter is organized as follows. In Section 9.2, system models are presented.

Besides the description of transmit model and the scheme for the assignment of spread-

ing codes, two detector structures (optimum and MMSE detectors) are described in

detail, including the proposed pilot assisted channel and noise power estimation algo-

rithms. In Section 9.3, analytical expressions for optimum and MMSE detectors are

derived. Comparison and discussion on numerical BER results with various parameters

for different detectors are presented in Section 9.4. Finally, some conclusions are drawn in

Section 9.5.

9.2 System description

9.2.1 Transmitter model

In OFCDM, for each code channel with a spreading factor of N = NT × NF, the transmit-

ter performs two-dimensional spreading by using the time domain spreading code with

length (or spreading factor) NT, and the frequency domain spreading code with length

(or spreading factor) NF. Both time and frequency domain spreading codes are generated

from OVSF codes. Spreading factors for time and frequency domain spreading can be

varied according to channel conditions to achieve high system capacity. It is desired that

channels with different time domain spreading codes are orthogonal to each other, i.e. the

MCI from code channels with different time domain spreading codes is zero. Frequency

diversity is achieved by frequency domain spreading. Similarly, the frequency domain

spreading codes are orthogonal to each other. In Gaussian channels, there is no MCI

among frequency domain spreading codes. However, because of independent fading on

sub-carriers, orthogonality in the frequency domain no longer maintains among code

channels in the received signal. Thus, MCI in the frequency domain occurs. Figure 9.1

shows one example of the two-dimensional spreading operation.

Similar to [2], the transmitter block diagram for the downlink of a single-cell OFCDM

system is shown in Figure 9.2. Consider the kth (k = 0, 1, . . . , K − 1) data stream, where

K is the number of code channels. The symbol sequence is first serial-to-parallel con-

verted to M/NF (M is the total number of sub-carriers, in VSF-OFCDM, M/NF should

be an integer) parallel sequences. Then each sequence db,k (b = 0, 1, . . . , M/NF − 1)

is spread in the time domain with time domain spreading code c(CH)
T,k . After time domain

spreading, each time domain spreading signal is duplicated into NF parallel copies for

NF sub-carriers. In each sub-carrier, the time domain spreading signal is multiplied by

a chip of the frequency domain spreading code, which is the combination of a channel-

ization code c(CH)
F,k and a cell-specific scrambling code c(SC). In this chapter, for simple

description they are of length NF. Therefore, all M/NF sequences for the kth channel

are spread with the same frequency domain spreading code. For example, as shown in

Figure 9.2, the zeroth copies of all M/N F time domain spreading signals are multiplied by

c(CH)
F,k (0)c(SC)(0), the first copies of all M/NF time domain spreading signals are multiplied

by c(CH)
F,k (1)c(SC)(1), and so on. Here, c(CH)

F,k and c(CH)
T,k are real-valued binary channeliza-

tion codes taking the value ±1, whereas c(SC) is the real-valued binary scrambling code

being the same for all code channels. K code-multiplexed channels are assigned with
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different combinations of time and frequency domain channelization codes{
c(CH)

T,k , c(CH)
F,k

}
. Therefore, in the OFCDM, each data symbol is impressed over NF sub-

carriers by NT OFCDM symbols (chips) in each sub-carrier. For channel estimation at

the receiver, a common pilot channel with spreading factor of NPilot is employed and

code-multiplexed over each sub-carrier. Note that ED is the chip energy of the transmit-

ted symbol on data channel, β is the power ratio of the pilot channel to one data channel,

and for the mth (m = 0, 1, . . . , M − 1) sub-carrier, the pilot symbol dm,P is known at

the receiver and the spreading code for pilot channels is an all-1 sequence. In order to

exploit the frequency diversity, a frequency interleaver is employed before the frequency

modulation. Therefore, the largest possible frequency separation between sub-carriers

carrying the same information is achieved. For example, sub-carriers {0, 1, . . . NF − 1}
bear the same information, they are separated as much as possible in the frequency

domain to achieve the maximum frequency diversity gain. After frequency interleaving

using an inverse fast Fourier transform (IFFT) the spread signals occupy all M sub-

carriers. Similar to OFDM, in the transmitter, a guard interval is inserted between the

OFCDM symbols to avoid ISI caused by multipath propagation.

In order to meet the orthogonality property of different codes, it is important to

assign code combinations with different time domain spreading codes, but the same fre-

quency domain spreading code. Similar to the example in [2], one typical pilot channel

is assumed with a spreading factor of NPilot = 16 × 1 and K code channels are assumed

with a spreading factor of 4 × NF , where NT = 4. The pilot channel is assigned the

code C16,0 in the OVSF code tree shown in Figure 9.3. To maintain the orthogonality

between code channels, all mother codes of C16,0, including C8,0, C4,0, C2,0 and C1,0,

cannot be used. Thus, for K ≤ 3, the K code channels are assigned with different time

spreading codes from the set {C4,1, C4,2, C4,3} and the same frequency domain spreading

code CNF,0. Note that the code set {C4,1, C4,2, C4,3} is orthogonal. When K > 3, how-

ever, some code channels will be assigned the same time domain spreading code from

{C4,1, C4,2, C4,3}, and distinguished by assigning different frequency domain spreading

codes. In general, for K < NT, the K code channels can be assigned with different

time domain spreading codes, but the same frequency domain spreading code CNF,0,

so that MCI in the time domain is avoided. Note that there are NF different frequency

domain spreading codes available, but only NT − 1 different time domain spreading

codes, since the remaining code CNT,0 cannot be used due to its connection with the pilot

channel. Thus, the maximum number of codes available is (NT − 1)NF, which must

be equal to or greater than K . When K ≥ NT, where K is assumed to be an integer

multiple of NT − 1, the same NT − 1 codes have to be assigned repeatedly with other

different frequency domain spreading codes. Then, MCI may occur over independent

fading in sub-carriers. So, with this spreading code allocation scheme, for the kth code

channel, its spreading codes for frequency and time domain spreading can be derived

from the tree in Figure 9.3 as CNF,k f and CNT,k̂ , respectively, where k f = �k/ (NT − 1)�
and k̂ = k − k f (NT − 1) + 1. For the kth code channel, the received signal suffers from

MCI only from Kc − 1 code channels, where Kc = �K/(NT − 1)� is the number of code

channels employing the same time domain spreading code CNT,k̂ , and �x� denotes the

smallest integer not less than x . Referring to the original OFCDM system in [1], where
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Figure 9.3 Example for assignment of time domain spreading codes for VSF-OFCDM.

no time domain spreading is employed, the MCI is from all other K − 1 code channels.

In the VSF-OFCDM system, however, the MCI is only from a small number of code

channels (Kc − 1 ). Thus, the MCI is reduced, but at the cost of small frequency diversity

for a given spreading factor. Therefore, time and frequency domain spreading factors

should be optimized by considering both effects of MCI and frequency diversity.

9.2.2 Receiver model

At the receiver, shown in Figure 9.4, after guard interval deletion, FFT and frequency

deinterleaving, the received baseband signals on all sub-carriers {rm} are obtained.

Since information of the bth data sequence for the kth code channel ({db,k}) is con-

tained in NF received signals, {rm, bNF ≤ m < (b + 1) NF}, the received signals on the

mth sub-carrier (bNF ≤ m < (b + 1) NF ) for the λth (λ = 0, 1, . . .) OFCDM symbol is
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given by

rm(λ) =
√

EDhmc(SC)(m − bNF)
K−1∑
k=0

c(CH)
F,k (m − bNF)c(CH)

T,k (λ)db,k(λD)

+
√

βEDhmdm,P + nm(λ)

=
√

EDhmc(SC)(m − bNF)
K−1∑
k=0

CNF,k f (m − bNF)CNT,k̂

× (λ − (λD − 1)NT)db,k(λD) +
√

βEDhmdm,P + nm(λ) (9.1)

where hm is the channel impulse response of the mth sub-carrier. Since frequency inter-

leaving is employed at the transmitter, hm is assumed to be a co-independent complex

Gaussian random variable with zero mean and unit variance the OVSF codes, CNT,k̂ and

CNF,k f , are the time and frequency domain spreading codes for the kth code channel,

respectively, k f = �k/(NT − 1)�, k̂ = k − k f (NT − 1) + 1, db,k(λD) is the λth
D transmit-

ted symbol in the kth data channel with λD = �λ/NT �, dm,P is the pilot symbol for the

mth sub-carrier and nm(λ) is the zero mean AWGN noise with variance

σ 2
n = 1

2
E{nm(λ)n∗

m ′ (λ′)} = σ 2δ(m − m ′)δ(λ − λ′) (9.2)

where δ(m − m ′) = 1 and 0 for m = m ′ and m 
= m ′, respectively.

Without loss of generality, the data symbols (d0,k , k = 0, 1, . . . , K − 1) transmitted

from the 0th sub-carrier to the (NF − 1)th sub-carrier are assumed to be the desired

symbols. By despreading the received signal (9.1) with different time domain spreading

codes CNT,k̂ for k̂ = 1, 2, . . . , NT − 1, the information transmitted on all code channels
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can be recovered by processing in the frequency domain. The time domain despreading

output of the mth (m = 0, 1, . . . , NF − 1) sub-carrier is

ym,k̂(λD) =
(λD+1)NT−1∑

λ=λD NT

rm (λ) CNT,k̂(λ − (λD − 1)NT)

=
√

ED NThmc(SC)(m)
Kc−1∑
k̂ f =0

CNF,k̂ f
(m)d0,k̂−1+k̂ f (NT−1) (λD)

+ ηm,k̂ (λD) (9.3)

where

ηm,k̂(λD) =
(λD+1)NT−1∑

λ=λD NT

nm (λ) CNT,k̂(λ − λD NT) (9.4)

In (9.3), as code channels with different time domain spreading codes are orthogonal to

each other, the MCI is only from code channels with the same time domain spreading

code and different frequency domain spreading codes. Then the data transmitted on

code channels with time domain spreading code CNT,k̂ can be recovered from (9.3). For

convenience, the time domain despreading output is rewritten in vector form as

Yk̂(λD) = [y0,k̂(λD), y1,k̂(λD),. . . , yNF−1,k̂(λD)]T (9.5)

In Figure 9.4, the channel estimator provides channel estimation { ¯̄hm} and noise power

estimation σ̂ 2. Using these, the optimum detector or MMSE detector is employed for

symbol detection.

9.2.3 Pilot assisted channel estimator

As the channel and noise power estimations are required for both optimum and MMSE

detectors, a pilot assisted channel estimator will be described first.

Similar to the time domain despreading for data channels, the time domain despreading

output for the pilot channel on the mth sub-carrier can be expressed by

ym,0(λD) =
(λD+1)NT−1∑

λ=λD NT

rm(λ)

=
√

βED NThmdm,P +
(λD+1)NT−1∑

λ=λD NT

nm(λ) (9.6)

where the second term is the AWGN component, which can be regarded as a zero

mean Gaussian variable with variance of NTσ 2. Then one obtains E{ym,0(λD)} =√
βED NThmdm,P. Thus, the channel estimation for the mth sub-carrier can be obtained

by

h̄m(λD) = ym,0(λD)√
βED NTdm,P

= hm +
(λD+1)NT−1∑

λ=λD NT

nm(λ)√
βED NTdm,P

= hm + �h̄m(λD) (9.7)
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where �h̄m(λD) is given by

�h̄m(λD) =
(λD+1)NT−1∑

λ=λD NT

nm (λ)√
βED NTdm,P

(9.8)

It is obvious that the channel estimation suffers from AWGN, which results in imper-

fect channel estimation. Because the variance of this channel estimation error has a direct

contribution to the decision noise (as will be shown in the following analysis), it must

be suppressed as much as possible. Considering that the channel estimation error can

be modeled as Gaussian noise with no correlation between successive pilot symbols,

an LPF with a cut-off frequency much greater than the maximum Doppler frequency is

able to reduce much of the noise in the channel estimation [3]. With the assumption of a

slow fading channel, so that the fading remains constant in recent ND symbols’ duration,

channel estimation is obtained by

¯̄hm(λD) = 1

ND

�ND/2�∑
i=−�(ND−1)/2�

h̄m(λD − i)

= hm + 1

ND

�ND/2�∑
i=−�(ND−1)/2�

�h̄m(λD − i) = hm + � ¯̄hm (9.9)

where the channel estimation error is given by

� ¯̄hm = 1

ND

�ND/2�∑
i=−�(ND−1)/2�

�h̄m(λD − i) (9.10)

Since hm and �h̄m(λD) are uncorrelated Gaussian variables with zero mean, the

channel estimation error is uncorrelated with hm , and ¯̄hm (λD) can also be regarded

as a Gaussian variable. So, the conditional mean and variance of ¯̄hm are

μ ¯̄hm |hm
= E{ ¯̄hm |hm} = hm (9.11)

and

R ¯̄hm |hm
= 1

2
E{( ¯̄hm − E{ ¯̄hm})( ¯̄hm − E{ ¯̄hm})∗|hm} = σ 2

βED NT ND

(9.12)

respectively.

The noise power (σ 2) estimation can be calculated from the time domain despreading

outputs (9.6) for the pilot channel by

σ̂ 2 = 1

2NT M

M−1∑
m=0

∣∣ym,0(λD) −
√

βED NThmdm,P

∣∣2
(9.13)

Then the noise power estimation is unbiased, i.e. E{σ̂ 2} = σ 2. Because only esti-

mated channel information is available at the receiver, (9.13) can be approximated
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as [1]

σ̂ 2 ≈ 1

2NT M

M−1∑
m=0

∣∣ym,0(λD) −
√

βED NT
¯̄hm(λD)dm,P

∣∣2

= 1

2NT M

M−1∑
m=0

∣∣∣∣∣∣−
1

ND

λD+�ND/2�∑
λ

′
D=λD−�(ND−1)/2�

(λ
′
D+1)NT−1∑
λ=λ

′
D NT

nm(λ)

+
(λD+1)NT−1∑

λ=λD NT

nm (λ)

∣∣∣∣∣
2

(9.14)

It can be seen from (9.14) that E{σ̂ 2} = (ND − 1)σ 2/ND, i.e. in case of imperfect

channel estimation, the approximated noise power estimation is biased. To provide

unbiased estimation, the channel estimator [3] should be adjusted by

σ̂ 2 = ND

2NT M (ND − 1)

M−1∑
m=0

∣∣ym,0(λD) −
√

βED NT
¯̄hm(λD)dm,P

∣∣2

=
M−1∑
m=0

|n̂m(λD)|2 (9.15)

where

n̂m(λD) =
− 1

ND

λD+�ND/2�∑
λ

′
D=λD−�(ND−1)/2�

(λ
′
D+1)NT−1∑
λ=λ

′
D NT

nm(λ) +
(λD+1)NT−1∑

λ=λD NT

nm (λ)

√
2NT M(ND − 1)/ND

(9.16)

Since n̂m(λD) is the sum of independent Gaussian variables, it can be approximated

as a statistically independent and identically distributed complex Gaussian variable with

zero mean and a variance of σ 2
1 , where

σ 2
1 = 1

2
E{|n̂m(λD)|2} = σ 2

2M
(9.17)

Therefore, the noise power estimation is unbiased and can be regarded as a central

chi-square distributed random variable with 2M degrees of freedom. Its PDF is given by

p
(
σ̂ 2

) = 1

σ 2M
1 2M�(M)

(
σ̂ 2

)M−1
exp

(
− σ̂ 2

2σ 2
1

)
(9.18)

where � (·) is the gamma function [4]. For simplification, the symbol index λD will be

omitted in the following.

9.2.4 Optimum detector

The optimum detector is to select the vector d̂ from all possible combinations of the

transmitted vectors {d} that maximizes the a-posteriori probability p(d|Yk̂), where d =
[d0,k̂−1, d0,k̂−1+(NT−1), ·d0,k̂−1+(Kc−1)(NT−1)]

T denotes the transmitted symbol vector. It is
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well known that maximizing the a-posteriori probability is equivalent to maximizing the

likelihood p(Yk̂ |d) when equiprobable symbols are transmitted.

From (9.3) and (9.5), conditioned on d, Yk̂ is Gaussian with mean and variance of

μYk̂ |d = E{Yk̂ |d}

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

√
ED NTh0c(SC)(0)

Kc−1∑
k̂ f =0

cNF,k̂ f
(0)d0,k̂−1+k̂ f (NT−1)

√
ED NTh1c(SC)(1)

Kc−1∑
k̂ f =0

cNF,k̂ f
(1)d0,k̂−1+k̂ f (NT−1)

...
√

ED NThNF−1c(SC)(NF − 1)
Kc−1∑
k̂ f =0

cNF,k̂ f
(NF − 1)d0,k̂−1+k̂ f (NT−1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(9.19)

and

RYk̂ |d = 1

2
E{(Yk̂ − μYk̂ |d )(Yk̂ − μYk̂ |d )H |d }

= 1

2
E

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

η0,k̂

η1,k̂
...

ηNF −1,k̂

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

η0,k̂

η1,k̂
...

ηNF −1,k̂

⎤
⎥⎥⎥⎦

H⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(9.20)

respectively. Since the AWGN components in the outputs for different sub-carriers are

uncorrelated, RYk̂ |d = NTσ 2I, where I is the identity matrix.

Then, the conditional Gaussian variable Yk̂ has the PDF p(Yk̂ |d ) as

p(Yk̂ |d ) = 1

(2π NTσ 2)NF

× exp

⎛
⎜⎜⎜⎜⎝−

NF−1∑
m=0

∣∣∣ym,k̂−
√

ED NThmc(SC)(m)
Kc−1∑
k̂ f =0

cNF,k̂ f
(m)d0,k̂−1+k̂ f (NT−1)

∣∣∣2

2NTσ 2

⎞
⎟⎟⎟⎟⎠

(9.21)

Maximizing p(Yk̂ |d ) is equivalent to minimizing its negative exponent, i.e.


(d) ≡
NF−1∑
m=0

∣∣∣∣∣∣ym,k̂ −
√

ED NT
¯̄hmc(SC)(m)

Kc−1∑
k̂ f =0

cNF,k̂ f
(m)d0,k̂−1+k̂ f (NT−1)

∣∣∣∣∣∣
2

(9.22)
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where hm is replaced by ¯̄hm because, at the receiver, only the channel estimation is

available. The metric 
(d) can be written as


(d)

=
NF−1∑
m=0

⎛
⎝|ym,k̂ |2 +

∣∣∣∣∣∣
√

ED NT
¯̄hmc(SC)(m)

Kc−1∑
k̂ f =0

cNF,k̂ f
(m)d0,k̂−1+k̂ f (NT−1)

∣∣∣∣∣∣
2⎞
⎠

−
NF−1∑
m=0

2�
⎧⎨
⎩y∗

m,k̂

√
ED NT

¯̄hmc(SC)(m)
Kc−1∑
k̂ f =0

cNF,k̂ f
(m)d0,k̂−1+k̂ f (NT−1)

⎫⎬
⎭

(9.23)

Since |ym,k̂ |2 is constant for any data d, one obtains


̄(d) =
NF−1∑
m=0

∣∣∣∣∣∣
√

ED NT
¯̄hmc(SC)(m)

Kc−1∑
k̂ f =0

cNF,k̂ f
(m)d0,k̂−1+k̂ f (NT−1)

∣∣∣∣∣∣
2

−2
√

ED NT

NF−1∑
m=0

�
{

ym,k̂

( ¯̄hmc(SC)(m)
)∗

(
Kc−1∑
k̂ f =0

cNF,k̂ f
(m)d0,k̂−1+k̂ f (NT−1)

)∗}

(9.24)

Therefore, the received signal is first coherently descrambled by multiplying with

( ¯̄hmc(SC)(m))∗, and then sent to a selector to find the vector d̂ with minimum metric 
̄.

9.2.5 MMSE detector

It can be seen from (9.24) that when Kc is large, the computational complexity of

the optimum detector increases exponentially. In order to reduce the complexity, when

Kc is large, the MMSE is studied. The MMSE detector is used to minimize the mean

squared error Jk̂,k̂ f
= E{|d0,k̂−1+k̂ f (NT−1) − wH

k̂,k̂ f
Yk̂ |2|d}with the assumption that signals

received on different sub-carriers are uncorrelated, where wk̂,k̂ f
is the weight vector for

the kth code channel. Then data decisions can be made by

d̂0,k̂−1+k̂ f (NT−1) = sgn
[�(

wH
k̂,k̂ f

Yk̂

)]
(9.25)

where sgn(x) = −1 and 1 for x < 0 and x ≥ 0, respectively.

Solving the zero point of the differential of the mean squared error Jk̂,k̂ f
with respect

to wk̂,k̂ f
, one obtains

wk̂,k̂ f
= E

{
Yk̂YH

k̂

}−1
d0,k̂−1+k̂ f (NT−1) E

{
Yk̂

}

=

⎛
⎜⎜⎜⎜⎝E

{
μYk̂ |d μH

Yk̂ |d
} + E

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

η0,k̂

η1,k̂
...

ηNF−1,k̂

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

η0,k̂

η1,k̂
...

ηNF−1,k̂

⎤
⎥⎥⎥⎦

H⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

⎞
⎟⎟⎟⎟⎠

−1
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×

⎡
⎢⎢⎢⎢⎢⎣

√
ED NTh0c(SC)(0)CNF,k̂ f

(0)
√

ED NTh1c(SC)(1)CNF,k̂ f
(1)

...√
ED NThNF−1c(SC)(NF − 1)CNF,k̂ f

(NF − 1)

⎤
⎥⎥⎥⎥⎥⎦

(9.26)

where the desired signal and AWGN components are uncorrelated with each other.

Defining Rμ ≡ E{μYk̂ |dμ
H
Yk̂ |d}, one obtains from (9.19) that

Rμ = ED N 2
T E

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0c(SC)(0)
Kc−1∑
k̂

′
f =0

CNF,k̂
′
f
(0)d0,k̂−1+k̂

′
f (NT−1)

h1c(SC)(1)
Kc−1∑
k̂

′
f =0

CNF,k̂
′
f
(1)d0,k̂−1+k̂

′
f (NT−1)

...

hNF−1c(SC)(NF − 1)
Kc−1∑
k̂

′
f =0

CNF,k̂
′
f
(NF − 1)d0,k̂−1+k̂

′
f (NT−1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0c(SC)(0)
Kc−1∑
k̂

′
f =0

CNF,k̂
′
f
(0)d0,k̂−1+k̂

′
f (NT−1)

h1c(SC)(1)
Kc−1∑
k̂

′
f =0

CNF,k̂
′
f
(1)d0,k̂−1+k̂

′
f (NT−1)

...

hNF−1c(SC)(NF − 1)
Kc−1∑
k̂ ′

f =0

CNF,k̂
′
f
(NF − 1)d0,k̂−1+k̂

′
f (NT−1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

H⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(9.27)

Assuming signals on different sub-carriers are uncorrelated and E |∑Kc−1

k̂ ′
f =0

CNF,k̂
′
f
×

d0,k̂−1+k̂
′
f (NT−1)|2 = Kc, (9.27) is written as

Rμ = ED Kc N 2
T

⎡
⎢⎢⎢⎣

|h0|2 0 · · · 0

0 |h1|2 · · · 0
...

...
. . .

...

0 0 · · · |hNF−1|2

⎤
⎥⎥⎥⎦ (9.28)

Considering that at the receiver the true channel information (including noise power and

channel fading) is unknown to the detector, the estimated noise power σ̂ 2 and estimated

channel fading ¯̄hm are used to obtain the weight vector

wk̂,k̂ f
=

⎡
⎢⎢⎢⎢⎣

wk̂,k̂ f
(0)

wk̂,k̂ f
(1)

...

wk̂,k̂ f
(NF − 1)

⎤
⎥⎥⎥⎥⎦
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=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

√
ED

¯̄h0

ED NT Kc

∣∣∣ ¯̄h0

∣∣∣2

+ 2σ̂ 2

c(SC)(0)CNF,k̂ f
(0)

√
ED

¯̄h1

ED NT Kc

∣∣∣ ¯̄h1

∣∣∣2

+ 2σ̂ 2

c(SC)(1)CNF,k̂ f
(1)

...√
ED

¯̄hNF−1

ED NT Kc

∣∣∣ ¯̄hNF−1

∣∣∣2

+ 2σ̂ 2

c(SC)(NF − 1)CNF,k̂ f
(NF − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(9.29)

Substituting (9.29) into (9.25), the data decision of the symbol on the kth code channel

can be made.

9.3 BER performance analysis

9.3.1 Performance of the optimum detector

The upper union bound on the BER of the optimum detector for the kth code channel

pb,k is given. Letting dl denote the transmitted vector, an error occurs at the receiver

when the detector finds a vector dq which satisfies 
̄(dq ) < 
̄(dl) in (9.23) with dl 
= dq

and with probability p
(

̄(dq ) < 
̄(dl)

)
of this pairwise. Then, the union bound can be

obtained by summing p
(

̄(dq ) < 
̄(dl)

)
over all vectors (denoted as {dl}) that differ

from dl in their kth position and then averaging over all possible transmitted vectors dl ,

which is written as

pb,k <
1

2Kc

∑
dl

∑
dq∈{dl }

p(
̄(dq ) < 
̄(dl) |dl ) (9.30)

Considering the symmetric property of the transmitted vector, pb,k can be written as

pb,k <
∑

dq∈{dl }
p

(

̄(dq ) < 
̄(dl) |dl

) =
∑

dq∈{dl }
p

(
Dl,q < 0 |dl

)
(9.31)

where Dl,q = 
̄(dq ) − 
̄(dl). The computational complexity is significantly reduced

compared to (9.30).

Defining the equivalent transmitted symbol on the mth sub-carrier d̄ (m) as

d̄ (m) =
Kc−1∑
k̂

′
f =0

CNF,k̂
′
f
(m)d0,k̂−1+k̂

′
f (NT−1) (9.32)

and the vector zm = [
ym,k̂

√
ED NT

¯̄hmc(SC)(m)
]T

, one obtains Dl,q = 
̄(dq ) − 
̄(dl) =
NF−1∑
m=0

zH
m F(m)

l,q zm . Then, p(Dl,q < 0|dl) is written as

p(Dl,q < 0|dl) =
∑

s∈right poles of �Dl,q (s)

residue{�Dl,q (s)} (9.33)
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where �Dl,q (s) is the moment generating function (MGF) of Dl,q . With the assumption

of independent channels over each sub-carrier, �Dl,q (s) is written as

�Dl,q (s) =
NF −1∏
m=0

1

det
(
I + 2sR(m)F(m)

l,q

) (9.34)

where the Hermitian matrix F(m)
l,q is given by

F(m)
l,q =

[
1

−d̄ (m)
q

]∗ [
1 −d̄ (m)

q

] −
[

1

−d̄ (m)
l

]∗ [
1 −d̄ (m)

l

]

=
⎡
⎣ 0 −(

d̄ (m)
q − d̄ (m)

l

)T

−(
d̄ (m)

q − d̄ (m)
l

)∗ (
d̄ (m)

q
)∗(

d̄ (m)
q

)T − (
d̄ (m)

l

)∗(
d̄ (m)

l

)T

⎤
⎦ (9.35)

and R(m) = 1

2
E

{
zmzH

m |dl

}
is given by

R(m) =

⎡
⎢⎢⎣

1

2
E

{
ym,k̂

(
ym,k̂

)∗ |dl

} 1

2
E

{
ym,k̂

(√
ED NT

¯̄hmc(SC)(m)
)∗ |dl

}

1

2
E

{√
ED NT

¯̄hmc(SC)(m)
(
ym,k̂

)∗ |dl

} 1

2
E

{√
ED NT

¯̄hmc(SC)(m)
(√

ED NT
¯̄hmc(SC)(m)

)∗ |dl

}
⎤
⎥⎥⎦

=

⎡
⎢⎢⎣

(
ED N 2

T

∣∣∣d̄ (m)
l

∣∣∣2

+ NTσ 2

)
ED N 2

T

(
d̄ (m)

l

)T

ED N 2
T

(
d̄ (m)

l

)∗
ED N 2

T

(
1 + σ 2

NDβED NT

)
⎤
⎥⎥⎦ (9.36)

Now to derive 1/det
(
I + 2sR(m)F(m)

l,q

)
, for all m (m = 0, 1, . . . , NF − 1), two different

cases are to be studied. Then, �Dl,q (s) can be obtained. When d̄ (m)
q 
= d̄ (m)

l , it can be

found that
∣∣F(m)

l,q

∣∣ and
∣∣R(m)

∣∣ are nonzero, and the matrix 2R(m)F(m)
l,q is full rank, i.e.

rank
{
2R(m)F(m)

l,q

} = 2. Therefore, one obtains

1

det
(
I + 2sR(m)F(m)

l,q

) = p(m)
l,q,1 p(m)

l,q,2(
s − p(m)

l,q,1

)(
s − p(m)

l,q,2

) (9.37)

where −1/p(m)
l,q,1 and −1/p(m)

l,q,2 are the two eigenvalues of 2R(m)F(m)
l,q . When d̄ (m)

q = d̄ (m)
l ,

F(m)
l,q = 0, and I + 2sR(m)F(m)

l,q = I, so that 1/det
(
I + 2sR(m)F(m)

l,q

) = 1.

Finally, using the Gauss–Chebychev quadrature method [5], (9.37) can be calculated,

and the overall BER union bound (or the BER bound for one code channel) is

pb = E{pb,k} (9.38)

9.3.2 Performance of the MMSE detector

For the MMSE detector, the BER for the kth code channel pb,k is pb,k =
p(d̂0,k = −1|d0,k = 1), where d̂0,k is obtained by (9.25). Conditioned on channel estima-

tion { ¯̄hm}, noise power estimation σ̂ 2 and the transmitted symbol vector d, the weighted

output on the mth sub-carrier w∗
k̂,k̂ f

(m)ym,k̂ is a Gaussian variable with mean and



Optimal and MMSE detection for downlink OFCDM 245

variance of

E{w∗
k̂,k̂ f

(m)ym,k̂ |{ ¯̄hm}, σ̂ 2, d} =
ED NT

∣∣ ¯̄hm

∣∣2
CNF,k̂ f

(m)d̄ (m)

ED NT Kc

∣∣ ¯̄hm

∣∣2 + 2σ̂ 2
(9.39)

and

Var
{
w∗

k̂,k̂ f
(m)ym,k̂

∣∣{ ¯̄hm

}
, σ̂ 2, d

}

=
ED| ¯̄hm |2 E

{∣∣−√
ED NT� ¯̄hmCNF,k̂ f

(m)d̄ (m) + (c(SC)(m)CNF,k̂ f
(m))∗ηm,k̂

∣∣2}
2(ED NT Kc| ¯̄hm |2 + 2σ̂ 2)2

(9.40)

respectively.

With the assumption of independent AWGN noise on different sub-carriers, the con-

ditional variance is

Var
{
w∗

k̂,k̂ f
(m)ym,k̂

∣∣{ ¯̄hm

}
, σ̂ 2, d

}

=
ED NT

∣∣ ¯̄hm

∣∣2(
ED NT

∣∣d̄ (m)
∣∣2

R ¯̄h
∣∣h

+ σ 2
)

(
ED NT Kc

∣∣ ¯̄hm

∣∣2 + 2σ̂ 2
)2

(9.41)

Then, the signal-to-interference-plus-noise ratio (SINR) of the sum of the NF weighted

outputs is

γo =
1
2

(
Re

{
NF−1∑
m=0

E
{
w∗

k̂,k̂ f
(m)ym,k̂

∣∣{ ¯̄hm

}
, σ̂ 2, d

}})2

NF−1∑
m=0

Var
{
w∗

k̂,k̂ f
(m)ym,k̂

∣∣{ ¯̄hm

}
, σ̂ 2, d

} (9.42)

Therefore, the conditional BER is given by

p
(
d̂0,k = −1

∣∣d0,k = 1,
{ ¯̄hm

}
, σ̂ 2, d

) = Q
(√

2γo

)
(9.43)

where Q (x) is the Q-function defined as Q (x) = 1√
2π

∞∫
x

e−t2/2dt .

Calculating the expectation over the joint ensemble of channel, noise power estimates

and all possible ds with d0,k = 1, the average BER for the kth code channel can be

obtained by

pb,k = p(d̂0,k = −1|d0,k = 1)

= E{ ¯̄hm },σ̂ 2,d

{
p
(
d̂0,k = −1

∣∣d0,k = 1,
{ ¯̄hm

}
, σ̂ 2, d

)}
(9.44)

After calculating (9.44) using a numerical method (Monte Carlo integration) [6], the

analytical BER for the overall system is obtained from (9.38).
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Figure 9.5 Analytical and simulation BER vs. SNR for different detectors.

9.4 Numerical results

In this section, some representative numerical results are presented to illustrate the per-

formance of optimum and MMSE detectors for VSF-OFCDM systems. The effect of

different system parameters such as spreading factors, noise and channel parameter esti-

mations on the BER performance is investigated by numerical evaluation. The number

of sub-carriers M is 768, and the OFDM symbol period (plus guard interval) is 8 μs. The

ISI is efficiently suppressed by proper setting of the guard interval. Unless noted other-

wise, the received signals of the most recent 48 OFDM symbols are collected for channel

estimation, the power ratio of the pilot channel to all code channels β/(β + K ) = 20%.

The average SNR is 14 dB, defined as SNR = (1 + β/K ) NED/σ 2
n .

First, the BER performance with different detectors is investigated by means of simu-

lation and analytical methods. Figure 9.5 shows the BER performance vs. SNR when the

spreading factor is N = 16 × 16 and the number of code channels is 60. It can be seen

that the optimum detector significantly outperforms the MMSE (or pcMMSE) detector,

especially in high SNR cases. This is mainly because the optimum detector can make a
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Figure 9.6 BER vs. channel load (K/N ) with different NF when NT = 16.

simultaneous decision on data transmitted over all Kc code channels, which counts the

effect of all transmitted code channels. Although with the additive Gaussian assumption

of the MCI, the MMSE detector can suppress the interference from other code channels,

it cannot make full use of the information from other code channels. Compared to the

optimum detector, the performance of the MMSE detector dramatically degrades, but

still outperforms the MRC detector, since, in addition to the AWGN component, MCI

is another important additive interference. However, the MRC detector cannot combat

MCI, whereas the MMSE detector takes into account the effect of both MCI and AWGN.

Thus, the MMSE detector can provide a significant performance improvement compared

to the MRC detector.

Simulation results are plotted to verify the accuracy of analytical results. During the

simulations, the guard interval is set at 25% of an OFCDM symbol period as configured in

[2], i.e. 2 μs, Doppler frequency is 20 Hz, a 24-path Rayleigh fading channel is assumed,

and the other system parameters are the same as those for the analytical results. It can

be seen that the analytical results are very close to the simulation ones for all detectors,

except for the optimum detector in the case of small SNR. From the above discussion,
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it can be found that when Kc is large, the MMSE detector is employed due to its low

computational complexity.

Figure 9.6 shows the BER performance for a given channel load K/N and for various

values (4, 8 and 16) of the frequency domain spreading factor NF, when the time domain

spreading factor is 16. Note that for a given K/N , K increases linearly as N increases,

so that more MCI is caused. But since a larger NF provides a higher frequency diversity

gain, the performance of both detectors improves with the increase of NF, especially in

higher channel load cases, where MCI is dominant (compared to AWGN). Moreover,

because the optimum detector demodulates the transmitted symbols simultaneously, the

interference from other code channels can be fully exploited. Therefore, the performance

gap for the optimum detector with different values of NF is much larger that that for the

MMSE detector. Moreover, it can be seen that a larger frequency domain spreading

factor is preferred for both detectors. But, a larger NF results in a larger number of code

channels, which will make the optimum detection more complicated. Thus, to make the

optimum detector practical, NF should be less than or equal to 16.

Figure 9.7 shows the BER performance with variable time and frequency domain

spreading factors (NF = N/NT) for a fixed channel load (K/N = 0.352) and a fixed
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overall N = 128. It can be seen that the BER performance of the MMSE detector is

flat for different values of NT. When NT increases, NF decreases so that fewer code

channels result in the frequency domain. Note that the number of cochannel signals is

Kc = 45/(NT − 1). Thus less MCI is caused. That is, a smaller NF causes less MCI and

a smaller frequency diversity gain. Therefore, the BER performance of the pcMMSE

is almost independent of NF for a given N and K/N . With the optimum detector,

performance degrades as NT increases. This is because the performance of the optimum

detector is mainly affected by the frequency diversity gain. In general, for a fixed overall

spreading factor, a higher frequency domain spreading factor achieves a higher frequency

diversity gain by employing the optimum detector.

In Figure 9.8, the effect of channel estimation quality on the system performance is

investigated. In general, the channel estimation can be improved by increasing the power

of the pilot channel where AWGN can be suppressed effectively. It can be seen that first

when the power ratio of the pilot channel to one code channel increases, the system

performance can be improved dramatically due to more accurate channel estimation.

However, since the power ratio of the pilot channel to the overall transmitted power is

fixed, a larger β results in a smaller received SNR for each data channel due to the decrease
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Figure 9.9 Simulation BER performance vs. Doppler frequency (N = 16 × 16).

of ED, so when β increases beyond a certain value, the benefit from more accurate channel

estimation becomes slight, whereas the received SNR for each data channel is dominant

to system performance. Consequently, as shown in the figure, performance degrades with

the increase of β after it reaches an optimum value (approximately 10–14 dB for the

MMSE detector with different Kc), i.e. the pilot channel occupies about 15 percent of

the overall transmitted power. With the optimum detector, a similar scenario can be seen.

Although the optimum detector jointly detects symbols transmitted on all code channels,

calculation of the metric for different symbol combinations is sensitive to channel fading

estimation. Thus it requires a more accurate channel estimation. Therefore, the optimum

value for the optimum detector is greater than that for the MMSE detector under the same

system conditions. In summary, to achieve better system performance, trade-off should

be made between the channel estimation quality and received SNR for code channels.

Finally, the effect of Doppler frequency on system performance is simulated. In Figure

9.9, simulation and analytical results are shown with ND = 1 and ND = 3, respectively.

Although by (9.15), noise power estimation cannot be achieved for ND = 1, to simplify

the investigation of the Doppler frequency effect on MCI and channel fading estimation,



Optimal and MMSE detection for downlink OFCDM 251

it is assumed that noise power is perfectly estimated by some other advanced algorithms

for both cases in this figure. It can be seen that in slow fading cases, i.e. when the Doppler

frequency is less than 500 Hz, analytical results are close to simulation results because

the assumption of slow fading is satisfied so that the provided analytical method can pre-

dict system performance well. However, when the Doppler frequency increases beyond

500 Hz, code channels assigned with different time domain spreading codes are no

longer orthogonal to each other due to the time varying fading for different chips, which

introduces more MCI in time domain. As expected, simulation results show that BER

performance degrades dramatically with an increase in Doppler frequency. Moreover,

detectors with ND = 3 outperform those with ND = 1 when the Doppler frequency is

less than 50 Hz, but as the Doppler frequency increases, the BER performance degrades

more for ND = 3 than that for ND = 1. This is because although channel estimation

in (9.9) can suppress the AWGN noise more with larger ND, the desired component is

distorted more in fast fading. Therefore, trade-off should be made between both effects

of the noise and Doppler frequency. An optimum ND should exist, which is associated

with Doppler frequency.

9.5 Conclusions

In this chapter, the performance of VSF-OFCDM systems with different detectors (opti-

mum and MMSE detectors) has been studied. As OFCDM systems seriously suffer from

MCI in frequency selective fading channels, two typical detectors are compared in this

chapter. Analytical BER performance is derived for both detectors considering the pres-

ence of imperfect channel estimation over frequency selective fading channels. The main

conclusions of this chapter can be summarized as follows.

(1) The performance of the optimum detector varies dramatically with different con-

figurations of system parameters, whereas the MMSE detector is more robust to

different system parameters.

(2) Although the optimum detector outperforms the MMSE detector in most cases, it is

too complicated, especially when there are a large number of code channels.

(3) Pilot channel power should be determined by making trade-off between the channel

estimation quality and received SNR for each data channel.

(4) The system performance of both detectors is much affected by Doppler frequency,

especially when the Doppler frequency is larger than 500 Hz.
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10 Hybrid detection for OFCDM systems

As discussed in the last chapter, in a Gaussian or flat fading channel, multicode chan-

nels are orthogonal. In a realistic wireless channel, however, the orthogonality no longer

maintains. Thus, MCI is caused. In this chapter, a novel detection method, called hybrid

MCI cancellation and MMSE detection, is proposed and compared with pure MMSE

detection. The system performance is analytically studied with imperfect channel esti-

mation to show how it is affected by parameters such as the window size in the channel

estimation, Doppler shift, the number of stages of the hybrid detection, the power ratio

of pilot to data channels, spreading factor, and so on.

10.1 Introduction

Although MMSE detection can suppress MCI as discussed in the last chapter, so far

MMSE detection has not been investigated for the OFCDM system with interference

cancellation. Figure 10.1 illustrates the situation when MMSE detection is employed with

MCI cancellation. It can be seen that the input to the MCI canceller is a combination of

the useful signal, MCI and background noise. After MCI cancellation, the useful signal

and background noise remain unchanged, but MCI is reduced. The combined signal is

input to the MMSE detector with estimated signal plus interference power. Then the

weighted output is generated after MMSE detection. Since the weight of MMSE is

related to the input signal plus interference power, it should be updated stage by stage

because the input power of MCI changes due to MCI cancellation. Therefore, when

MMSE detection is employed with MCI cancellation, it is not a simple concatenation of

the MCI canceller and pure MMSE detector, but a hybrid scheme. The objective of this

chapter is to analytically investigate the performance of VSF-OFCDM with this hybrid

MCI cancellation and MMSE detection.

For the broadband OFCDM system with high carrier frequency, fast fading may exist.

For example, for a carrier frequency of 5 GHz, when a bullet train runs at the speed of

300 km/hour, the resultant maximum Doppler frequency ( fD) can be as high as 1500 Hz.

In this case, even with a short packet length such as 0.5 ms, the channel variation in one

packet duration is not negligible. Hence, in a fast fading channel, spreading in the time

domain cannot preserve the orthogonality between code channels and MCI will occur in

the time domain. Furthermore, the orthogonality between code channels in the frequency

domain will be distorted by the frequency selectivity as well. Therefore, in a fast fading
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Figure 10.2 Transmitter block diagram of the OFCDM system.

broadband channel, all two-dimensional multicode channels interfere with each other

and the resultant two-dimensional MCI is severe. In order to improve performance,

MCI should be mitigated as much as possible. On the other hand, channel estimation is

important for the system in a fast fading channel. Therefore, this chapter is devoted to

investigating the performance of OFCDM in the presence of Doppler shift, when hybrid

MCI cancellation and MMSE detection is employed with pilot-aided channel estimation.

10.2 System model

Note that with the introduction of the pilot channel and channel estimation, the system

model is shown in Figures 10.2 and 10.3 for transmitter and receiver, respectively. At

the transmitter, information bits on each data channel are first translated into Gray codes
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Figure 10.3 Receiver block diagram of the VSF-OFCDM system with hybrid MCI cancellation

and MMSE detection.

by a QPSK mapper, and then serial-to-parallel (S/P) converted into M/NF streams of

mapped symbols, where M is the total number of sub-carriers. Every symbol of the

streams will be two-dimensionally spread with NT chips in the time domain and NF chips

in the frequency domain. At the same time, known QPSK-modulated pilot symbols are

S/P converted into M streams, each one of which is spread into NT chips in only the

time domain. Then all data and pilot code channels are combined by a code multiplexer.

Scrambling will be carried out on the combined signals. After scrambling, a frequency

interleaver is employed to separate the NF sub-carriers carrying the same data symbol as

far as possible, so that the system can benefit from frequency diversity due to independent

fading in interleaved sub-carriers. After interleaving, a total of M chips should be up-

converted to M sub-carriers and transmitted in parallel. An M-point IFFT realizes this

operation. At the output of IFFT, an effective OFCDM symbol with duration Ts is

obtained with M samples. A guard interval called cyclic prefix with Lg samples (or

duration Tg) is inserted between OFCDM symbols to prevent inter-symbol interference

(ISI). Hence, a complete OFCDM symbol is composed of M + Lg samples with duration

T = Ts + Tg. Finally, OFCDM symbols pass through a pulse shaping filter, which gives

rise to a transmitted baseband signal.

In the receiver, with perfect symbol timing, the received equivalent baseband sig-

nals are first processed by a matched filter where the guard interval is removed. The

resultant signals are further input to the FFT block, which realizes the M-sub-carrier
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down-conversion. After FFT, the M chips involved with the M sub-carriers are obtained,

deinterleaved and descrambled. On one hand, the output of the descrambler passes

through the time domain summation for pilot channel estimation. On the other hand, using

the phase information of the estimated channels, the output of the descrambler is weighted

by equal gain combining (EGC) and accumulated by the time domain despreader for data

channels. The resultant data signals will be further processed with the hybrid detection.

When the MCI canceller is employed, the output from the time domain despreader for

data channels is subtracted by a regenerated MCI. The outputs of MCI subtraction are

then multiplied by weights obtained from MMSE algorithms and combined at the fre-

quency domain despreader to get the signals of the desired code channel. After frequency

domain despreading, a hard decision will be made to recover QPSK symbols. Then sig-

nals are parallel-to-serial (P/S) converted and demapped. Finally, information bits at the

desired code channel are obtained. The recovered information bits from all other code

channels will be used to regenerate the MCI for the desired code channel. Basically,

the interference regenerator performs the operation as the transmitter except channel

information. Although MCI cancellation cannot be performed at the zeroth stage due

to unavailable information data, the signals of the first stage at the output of the time

domain despreader for data channels will be subtracted by non-zero MCI. This can-

cellation process will continue in an iterative way until a specified number of stages is

reached. Since the MMSE weights are related to the input power, they must be updated

stage by stage due to the reduction of the MCI in each stage. Generally speaking, as the

recovered information bits become more reliable stage by stage, MCI can be regenerated

with higher accuracy stage by stage. After subtraction, MCI can be cancelled out much

from the output of the despreader. Thus, the BER performance can be improved stage

by stage.

10.3 Performance analysis

10.3.1 Transmitted signal

Using M sub-carriers, one data symbol can be modulated by NT chips in the time

domain over NF sub-carriers in the frequency domain. Therefore, NB = M/NF QPSK

symbols can be modulated, where NB is an integer. Using a block frequency inter-

leaver, the frequency separation between adjacent sub-carriers impressing the same

symbol is NB · � f where � f = 1/Ts is the sub-carrier spacing. The first of the NB

symbols uses the 0th, NBth, . . . ((NF − 1) · NB)th sub-carriers, the second uses the

1st, (NB + 1)th, . . . , ((NF − 1) · NB + 1)th sub-carriers, . . . , and the last of the NB sym-

bols uses (NB − 1)st, (2NB − 1)th, . . . , (NF · NB − 1)th sub-carriers. When a high data

rate is required, more than NB symbols should be supported at a time. Thus, multiple

codes are needed with one code for NB symbols. When K codes are used for each sub-

carrier, K · NB symbols can be modulated one time by the system. Thus, in forward link,

the baseband transmitted data signal of the mth sub-carrier on the ith chip of the time
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domain can be expressed as

Sm,i (t) =
√

P
K−1∑
k=0

ak,m,i e
j2π fm (t−iT ) p(t − iT ) (10.1)

where P is the signal power on one sub-carrier and fm = m · � f represents the baseband

equivalent frequency of the mth sub-carrier. ak,m,i is given by

ak,m,i = dk,m%NB,�i/NT� · c(kF)
NF,�m/NB� · c(kT)

NT,i%NT
· sm,i (10.2)

where x%y and �x/y� represent the remainder and integer parts of x/y, respectively,

dk,m%NB,�i/NT� is the data symbol of the kth code channel, and sm,i is the random binary

scrambling code chip of the ith chip (or OFCDM symbol) in the mth sub-carrier. In

(10.1), p(t) is assumed to be a rectangular pulse with unity amplitude and duration

of T.

In order to carry out effective channel estimation, a code-multiplexed pilot channel is

employed on each sub-carrier. Pilot symbols are spread only in time domain with C (0)
NT

.

The baseband pilot signal of the mth sub-carrier on the ith chip can be expressed as

SP,m,i (t) =
√

β P · aP,m,i · e j2π fm (t−iT ) p(t − iT ) (10.3)

where β is the power ratio of pilot to one data channel and

aP,m,i = dP · c(0)
NT,i%NT

· sm,i = dP · sm,i (10.4)

where dP is the known pilot symbol and c(0)
NT,i%NT

= 1 for all i of the pilot code C (0)
NT

.

Therefore, the total baseband equivalent complex transmitted signal in NT-chip duration

is given by

S(t) =
M−1∑
m=0

NT −1∑
i=0

[Sm,i (t) + SP,m,i (t)] (10.5)

10.3.2 Channel model and received signal

In forward link, all code signals are synchronized and experience the same multipath

fading channel with the lowpass equivalent impulse response

h(t) =
L−1∑
l=0

hl(t)δ(τ − τl) (10.6)

where hl(t) is the complex time-varying channel fading for the lth path and τl is the

delay of the lth path, uniformly distributed in [0, Tg). The amplitude and phase of hl(t)
are Rayleigh distributed with the variance σ 2

l = E{|hl(t)|2} and uniformly distributed

in [0, 2π ), respectively. When Doppler frequency exists, the autocorrelation function of

the lth path is defined as

φl(�t) = E{hl(t + �t) · h∗
l (t)} = σ 2

l J0(2π fD�t) (10.7)
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where (·)∗ stands for the conjugate operation, fD is the maximum Doppler frequency and

J0 (·) is the correlation coefficient (zeroth-order Bessel function of the first kind [1]).

After experiencing the multipath channel, the baseband received signal inputs to

the matched filter. By setting Tg larger than the maximum channel delay, there is no

contribution (or interference) from adjacent symbols. With ideal symbol timing, the

output of the matched filter on the m̂th sub-carrier in the î th time chip duration can be

expressed as

rm̂(î) = 1

Ts

∫ î ·T +Ts

î ·T
r (t) · e− j2π fm̂ (t−î ·T ) p(t − î · T )dt

= 1

Ts

∫ î ·T +Ts

î ·T

[
L−1∑
l=0

hl(t) · S(t − τl) + η(t)

]
· e− j2π fm̂ (t−î ·T ) p(t − î · T )dt

=
M−1∑
m=0

(
K−1∑
k=0

√
Pak,m,î +

√
β PaP,m,î

)
· λ

(m)
m̂ (î) + N (m̂, î) (10.8)

where r (t) is the received baseband signal, η(t) is a complex additive white Gaussian

noise (AWGN) with power spectral density of N0 and

λ
(m)
m̂ (î) = 1

Ts

L−1∑
l=0

e− j2π fmτl ·
∫ Ts

0

hl(t + î · T )e j2π ( fm− fm̂ )t dt (10.9)

is the factor of the contribution from the mth sub-carrier. When m �= m̂, λ
(m)
m̂ (î) is the

factor of interference whereas when m = m̂, λm̂(î) = λ
(m̂)
m̂ (î) tends to be the factor of the

useful component from the m̂th sub-carrier. N (m̂, î) is the noise component with zero

mean and a variance of σ 2
n = N0/Ts. The output rm̂(î) involved with the M sub-carriers

will be frequency deinterleaved and then descrambled.

10.3.3 Channel estimation

In order to demodulate the data signal, the channel estimation is discussed first. The

output of the descrambler inputs to the time domain summation for the pilot channel.

Actually, the summation is a simple average of the output of the descrambler over γ NT

chips duration, whereγ is an odd integer. Therefore, the resultant output of the summation

for pilot is given by

rP (m̂) = 1

γ NT

(γ+1)NT/2−1∑
î=−(γ−1)NT2

rm̂(î) · sm̂,î

=
√

β PdP ·
⎡
⎣ 1

γ NT

(γ+1)NT/2−1∑
î=−(γ−1)NT/2

λm̂(î)

⎤
⎦ + I1 + I2 + NP (10.10)

where the first term is the useful component and I1 is the interference caused by all

the K data channels from the m̂th sub-carrier. In a flat fading channel ( fD = 0), I1 = 0



Hybrid detection for OFCDM systems 259

due to the orthogonality of time domain spreading codes. When fD �= 0, however, the

orthogonality no longer maintains, so I1 �= 0. The variance of I1 is given by

σ 2
I1

= P

(γ NT)2

K−1∑
k=0

⎡
⎣ (γ+1)NT/2−1∑

î1=−(γ−1)NT/2

(γ+1)NT/2−1∑
î2=−(γ−1)NT/2

Rλ(î1, î2) ·
(

c(kT)

NT,î1%NT
c(kT)

NT,î2%NT

)⎤
⎦

(10.11)

where Rλ(î1, î2) is the autocorrelation function of λm̂(î), defined as

Rλ(î1, î2) = E{λm̂(î1) · (λm̂(î2))∗}

= 1

T 2
s

∫ Ts

−Ts

L−1∑
l=0

φl(t + (î1 − î2)T ) (Ts − |t |)dt (10.12)

I2 is the interference caused by all other sub-carriers, given by

I2 = 1

γ NT

(γ+1)NT/2−1∑
î=−(γ−1)NT/2

×

⎡
⎢⎣√

P
K−1∑
k=0

M−1∑
m=0
m �=m̂

λ
(m)
m̂ (î) · ak,m,î +

√
β P

M−1∑
m=0
m �=m̂

λ
(m)
m̂ (î) · aP,m,î

⎤
⎥⎦ · sm̂,î

(10.13)

The variance of I2 is derived in [2] and given by

σ 2
I2

= 2P(K + β)

γ NT MT 2
s

∫ Ts

0

L−1∑
l=0

φl (t) ·
[

sin2 (π M� f t)

sin2 (π� f t)
− M

]
· (Ts − t)dt

(10.14)

NP is the noise term with variance

σ 2
NP

= σ 2
n

γ NT

= N0

γ NTTs

(10.15)

Therefore, the channel estimation for NT chips (i = 0, 1, . . . , NT − 1) is given by the

simple averaging estimator

λm̂ = rP (m̂)√
β PdP

= 1

γ NT

(γ+1)NT/2−1∑
î=−(γ−1)NT/2

λm̂(î) + IP (10.16)

where IP is the total interference plus noise with variance

σ 2
IP

= σ 2
I1

+ σ 2
I2

+ σ 2
NP

β P
(10.17)

Defining the channel estimation error:

ei = λm̂ − λm̂(i), i = 0, . . . , NT − 1 (10.18)
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the autocorrelation function of ei is given by

Rerr (i1, i2) = E{ei1
· e∗

i2
}

= E

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

⎡
⎣ 1

γ NT

(γ+1)NT/2−1∑
î1=−(γ−1)NT/2

λm̂(î1) + IP − λm̂(i1)

⎤
⎦

·
⎡
⎣ 1

γ NT

(γ+1)NT/2−1∑
î2=−(γ−1)NT/2

λm̂(î2) + IP − λm̂(i2)

⎤
⎦

∗

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

= 1

(γ NT)2

(γ+1)NT/2−1∑
î1=−(γ−1)NT/2

(γ+1)NT/2−1∑
î2=−(γ−1)NT/2

Rλ(î1, î2)

− 1

γ NT

(γ+1)NT/2−1∑
î=−(γ−1)NT/2

[Rλ(i1, î) + Rλ(i2, î)] + Rλ(i1, i2) + σ 2
IP

(10.19)

Therefore, the variance of the estimation error, ei, is given by

σ 2
err(i) = E{|ei |2} = Rerr(i, i) (10.20)

10.3.4 Time domain despreading for data channels

Suppose the k̂th code channel is the desired data channel. A simple EGC is employed in

time domain despreading to collect any useful signal from different chips. The phase of

the channel estimation λm̂ is denoted as ϕm̂ , given by

ϕm̂ = tan−1{Im(λm̂)/Re(λm̂)} (10.21)

where tan−1(·) stands for the reverse tan function, Im(·) and Re(·) represent the imaginary

and real parts, respectively. Assuming that the k̂th code channel employs two-dimensional

spreading code
{
C (k̂T)

NT
, C (k̂F)

NF

}
, the signal at the output of the time domain despreader is

given by

rk̂,m̂ = 1

NT

NT−1∑
î=0

rm̂(î) · e−jϕm̂ · c(k̂T)

NT,î
· sm̂,î

= Sk̂,m̂ + MCIm̂,X + MCIm̂,Y + ICIm̂ + Nm̂ (10.22)

where Sk̂,m̂ is the useful signal from the k̂th code channel. When there are a large number

of sub-carriers M � NF, the minimum spacing NB · � f of two adjacent sub-carriers

carrying the same data can be quite large and the crosstalk (or contribution) from the

other NF − 1 sub-carriers (rather than the m̂th sub-carrier) will be very small, so it is
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neglected. Therefore, Sk̂,m̂ is given by

Sk̂,m̂ =
√

P

NT

NT−1∑
î=0

ak̂,m̂,î · c(k̂T)

NT,î
· sm̂,î · λm̂(î) · e−jϕm̂

=
√

P · dk̂ · c(k̂F)
NF,�m̂/NB� · α(m̂) (10.23)

where dk̂ = d
k̂,m̂%NB,

⌊
î
/

NT

⌋ for simple notation and α(m̂) is the channel distortion, given

by

α(m̂) = 1

NT

NT−1∑
î=0

λm̂(î) · e−jϕm̂ (10.24)

MCIm̂,X is the interference from the KX codes in �X given by

�X = {
C (kT)

NT
, C (k̂F)

NF

}
, k̂F = 0, 1, . . . , NF − 1, but k̂F �= kF, kT �= 0

(10.25)

which have the same time domain spreading code as the k̂th code channel, given by

MCIm̂,X =
√

P
∑
k∈�X

dk · c(kF)
NF,�m̂/NB� · α(m̂) (10.26)

MCIm̂,Y is interference from the KY interference codes in �Y given by

�Y = {
C (k̂T)

NT
, C (k̂F)

NF

}
, k̂F = 0, 1, . . . , NF − 1, k̂T

= 1, . . . , NT − 1, but k̂T �= kT �= 0 (10.27)

which have different time domain spreading codes from the k̂th code channel and from

the pilot channel, given by

MCIm̂,Y =
√

P
∑
k∈�Y

dk · c(kF)
NF,�m̂/NB� · αk(m̂) +

√
β PdP · αP(m̂) (10.28)

where αk(m̂) and αP(m̂) are defined as

αk(m̂) = 1

NT

NT−1∑
î=0

λm̂(î) · e−jϕm̂ · c(kT)

NT,î
· c(k̂T)

NT,î
(10.29)

αP(m̂) = 1

NT

NT−1∑
î=0

λm̂(î) · e−jϕm̂ · c(k̂T)

NT,î
(10.30)

The variances of MCIm̂,X and MCIm̂,Y are given by

σ 2
MCIm̂,X

= P · KY · |α(m̂)|2 (10.31)

σ 2
MCIm̂,Y

= P
∑
k∈�Y

|αk(m̂)|2 + β P · |αP(m̂)|2 (10.32)
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ICIm̂ is the interference from all other sub-carriers. Considering the sub-carriers with

m̂ = 0, NB, 2NB, . . . , (NF − 1)NB, ICIm̂ is given by

ICIm̂ = 1

NT

NT−1∑
î=0

⎛
⎜⎝

M−1∑
m=0
m �=m̂

λ
(m)
m̂ (î)

(√
P

K−1∑
k=0

ak,m,î +
√

β P · aP,m,î

)⎞
⎟⎠

· e−jϕm̂ · c(k̂T)

NT,î
· sm̂,î (10.33)

− 1

NT

NT−1∑
î=0

⎛
⎜⎝√

P
NF−1∑

m=0
m·NB �=m̂

λ
(m·NB)
m̂ (î) · ak̂,m·NB,î

⎞
⎟⎠ · e−jϕm̂ · c(k̂T)

NT,î
· sm̂,î

The reason to subtract the second term from the first term on the right-hand side is that

NF out of M sub-carriers carry the same data as the desired channel. The variance of

ICIm̂ can be derived [2] and is given by

σ 2
ICIm̂

= 2P

N T 2
s

∫ Ts

0

L−1∑
l=0

φl(t)

·

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

⎡
⎣ (K + β) · sin2(π M� f t) cos (π (1 − NB)� f t)

sin(π� f t) sin (π NB� f t)
−(K + β) · NF

⎤
⎦

−
[

sin2(π M� f t)

sin2 (π NB� f t)
− NF

]

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

· (Ts − t)dt (10.34)

Finally, Nm̂ is the background noise with zero mean and a variance of σ 2
Nm̂

= σ 2
n /NT =

N0/NT · Ts.

10.3.5 Frequency domain despreading

In frequency domain despreading, the outputs of the time domain despreader will be

weighted by different factors, multiplied by a frequency domain spreading code and then

summed over NF interleaved sub-carriers. In the despreading process, however, MCI

is caused by independent fading on interleaved sub-carriers, so MCI cancellation plus

MMSE detection must be employed.

Pure MMSE detection
At the zeroth (or original) stage of MCI cancellation, the regenerated MCI is unavailable

due to detected data being unavailable. Thus pure MMSE detection is used to combine

the signals from different interleaved sub-carriers. The weights of pure MMSE are given

by [3]

ω(m̂) =
E

{√
Pdk̂ · r∗

k̂,m̂

∣∣α(m̂)
} · c(k̂F)

NF,�m̂/NB�
E{|rk̂,m̂ |2|α(m̂)}

= P · α∗(m̂)

P · |α(m̂)|2 + σ 2
MCIm̂,X

+ σ 2
MCIm̂,Y

+ σ 2
ICIm̂

+ σ 2
Nm̂

(10.35)
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In the evaluation of ω(m̂), the estimates of several parameters are required. When

λm̂ in (10.16) is used to replace λm̂(î), α(m̂) is approximated as α̂(m̂) = |λm̂ | and both

(10.31) and (10.30) are zero. Thus, (10.35) reduces to

ω(m̂) = α̂(m̂)

(1 + KX) · |α̂(m̂)|2 + σ 2
ICIm̂

P
+

(
NT Es

N0

)−1
(10.36)

where Es/N0 = PTs/N0.

For the first of the NB symbols on the k̂th code channel, m̂ = m · NB and m =
0, 1, . . . , NF − 1. By summing the signals of the NF interleaved sub-carriers, the output

of the frequency domain despreader is given by

yk̂ = 1

NF

·
NF−1∑
m=0

rk̂,m·NB

[
c(k̂F)

NF,m · ω(m · NB)
]

= Sk̂ + MCIX + MCIY + ICIk̂ + Nk̂ (10.37)

where Sk̂ is the desired data signal, given by

Sk̂ =
√

P · dk̂ ·
[

1

NF

NF−1∑
m=0

α(m · NB) · ω(m · NB)

]
(10.38)

MCIX is the MCI caused by the KX code channels from �X, given by

MCIX =
√

P

NF

∑
k∈�X

dk ·
[

NF−1∑
m=0

c(k̂F)
NF,m · c(kF)

NF,m · α(m · NB) · ω(m · NB)

]
(10.39)

MCIY is the interference caused by other KY code channels from �Y and the pilot channel

due to non-zero Doppler shift, given by

MCIY =
√

P

NF

∑
k∈�Y

dk ·
[

NF−1∑
m=0

c(k̂F)
NF,m · c(kF)

NF,m · αk(m · NB) · ω(m · NB)

]

+
√

β P

NF

NF−1∑
m=0

dP ·
[
c(k̂F)

NF,m · αP (m · NB) · ω(m · NB)
]

(10.40)

ICIk̂ and Nk̂ are the ICI and the background noise components, respectively, with vari-

ances given by

σ 2
ICI = σ 2

ICIm̂

N 2
F

NF−1∑
m=0

|ω(m · NB)|2 (10.41)

σ 2
N = N0

Ts NT N 2
F

NF−1∑
m=0

|ω(m · NB)|2 (10.42)

Finally, a hard decision will be made on the output, yk̂ , and a tentative decision d (0)

k̂
will

be obtained, where the superscript “0” stands for the zeroth stage. For QPSK modulation,

the probabilities of incorrect decisions of real and imaginary parts of yk̂ are the same.
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Hybrid MCI cancellation and MMSE detection
Using the tentative decision

{
d (0)

k , k �= k̂
}

from the pure MMSE, MCI interference can

be regenerated for the first stage. Generally speaking, with the tentative data decisions

d (s−1)
0 , . . . , d (s−1)

k,k �=k̂
, . . . , d (s−1)

K−1 , where k �= k̂, of the previous stage and channel estima-

tion λm̂ , the MCI interference in (10.26) can be regenerated for the sth stage, so MCI

cancellation can be carried out. The regenerated MCI for the (m · NB)th sub-carrier is

given by

Q(s)
m·NB

=
√

P
∑
k∈�X

d (s−1)
k · c(kF)

NF,m · α̂(m · NB) (10.43)

Note that only the interference caused by the KX code channels from �X can be regen-

erated. For interference MCIm̂,Y from �Y and the pilot channel, regenerated MCI is

zero due to orthogonality of different codes and to the fixed channel estimation over NT

chips.

The output of the MCI cancellation is given by

r (s)

k̂,m·NB
= rk̂,m·NB

− Q(s)
m·NB

= Sk̂,m·NB
+ MCI

(s)
m·NB,X + MCIm·NB,Y + ICIm·NB

+ Nm·NB
(10.44)

where Sk̂,m·NB
and ICIm·NB

are given by (10.23) and (10.33), respectively. MCI
(s)
m·NB,X is

the residual MCI, given by

MCI
(s)
m·NB,X = MCIm·NB,X − Q(s)

m·NB

=
√

P
∑
k∈�X

[
dk · α(m · NB) − d (s−1)

k · α̂(m · NB)
] · c(kF)

NF,m (10.45)

Assuming that the data decision error dk − d (s−1)
k and the error α(m · NB) − α̂(m · NB)

are independent with zero mean, the variance of residual MCI is given by

σ 2
MCIX

(s) = P
∑
k∈�X

E
{∣∣dk · α(m · NB) − d (s−1)

k · α̂(m · NB)
∣∣2}

≈ P
∑
k∈�X

[
E

{∣∣(dk − d (s−1)
k

) · α(m · NB)
∣∣2}

+E
{∣∣d (s−1)

k · [α(m · NB) − α̂(m · NB)]
∣∣2}

]

= 4P · P (s−1)
b · KX · |α(m · NB)|2 + P KX

N 2
T

NT−1∑
î1=0

NT−1∑
î2=0

Rerr(î1, î2) (10.46)

where P (s−1)
b is the BER of the (s − 1)th stage and Rerr(î1, î2) is given by (10.19).

Since in r (s)

k̂,m·NB
, the powers of the useful signal, interference and noise terms are

unchanged, the new weights of MMSE with MCI cancellation at the sth stage are given
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by (10.35) with the substitution of σ 2
MCIm̂,X

by σ 2
MCIm·NB ,X

(s), i.e.

ω(s)(m · NB)

= P · α̂(m · NB)

P · |α̂(m · NB)|2 + σ 2
MCIm·NB ,X

(s) + σ 2
ICIm·NB

+ σ 2
Nm·NB

= α̂(m · NB)

(1 + 4P (s−1)
b KX) · |α̂(m · NB)|2 + KX

N 2
T

NT−1∑
î1=0

NT−1∑
î2=0

Rerr(î1, î2) +
σ 2

ICIm·NB

P
+

(
NT Es

N0

)−1

(10.47)

Finally, the output signal of the frequency domain despreader after hybrid MCI can-

cellation and MMSE detection is expressed as

y(s)

k̂
= 1

NF

NF−1∑
m=0

r (s)

k̂,m·NB

[
c(k̂F)

NF,m · ω(s)(m · NB)
]

(10.48)

= S(s)

k̂
+ MCI

(s)
X + MCI

(s)
Y + ICI

(s)

k̂
+ N (s)

k̂

where S(s)

k̂
is the desired signal component contributed from the NT chips in time domain

over NF sub-carriers, given by (10.38) with the substitution of ω(m · NB) by ω(s)(m · NB).

MCI
(s)
X is the residual MCI caused by the other KX code channels from �X, given by

MCI
(s)
X = 1

NF

NF−1∑
m=0

MCI
(s)
m·NB,X · [

c(k̂F)
NF,m · ω(s)(m · NB)

]
(10.49)

MCI
(s)
Y is the MCI caused by the other KY code channels from �Y and the pilot chan-

nel, given by (10.38) with the substitution of ω(m · NB) by ω(s)(m · NB) · ICI
(s)

k̂
is the

ICI component and N (s)

k̂
is the background noise component at the sth stage, with vari-

ances given respectively by (10.41) and (10.42) with the substitution of ω(m · NB) by

ω(s)(m · NB). Note that in the hybrid detection, not only the MCI but also the power or

variance of the useful signal, the ICI and the background noise change with the stages

because of the updated MMSE weighting factors.

10.4 Performance evaluation

Conditioned on the estimated channel fading factors {λm·NB
}, the decision variable, y(s)

k̂
,

at the sth stage of MCI cancellation is given by (10.48). When the number of code

channels in �Y is large, conditioned on {λm·NB
} which is contained in ω(s)(m · NB), and

spreading codes
{
C (kT)

NT
, C (kF)

NF

}
, where C (kT)

NT
is contained in αk(m · NB), MCI

(s)
X in (10.48)

can be modeled as a Gaussian random variable with variance

σ 2
MCIY

(s) = P

N 2
F

∑
k∈�Y

∣∣∣∣∣
NF−1∑
m=0

[
c(k̂F)

NF,m · c(kF)
NF,m · αk(m · NB) · ω(s)(m · NB)

]∣∣∣∣∣
2

+ β P

N 2
F

∣∣∣∣∣
NF−1∑
m=0

[
c(k̂F)

NF,m · αP (m · NB) · ω(s)(m · NB)
]∣∣∣∣∣

2

(10.50)
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Therefore, at the sth stage, there are three Gaussian random variables in y(s)

k̂
, i.e.,

MCI
(s)
Y , ICI

(s)

k̂
and N (s)

k̂
. MCI

(s)
Y is the multicode interference in the time domain from

code channels in �Y and ICI
(s)

k̂
is the inter-carrier interference from all other sub-carriers.

Since MCI
(s)
Y and ICI

(s)

k̂
are generated with different principles, the correlation between

MCI
(s)
Y and ICI

(s)

k̂
is negligible. Furthermore, N (s)

k̂
is the background noise. Therefore,

MCI
(s)
Y , ICI

(s)

k̂
and N (s)

k̂
are independent Gaussian random variables. A new Gaussian

random variable as η
(s)

k̂
= MCI

(s)
Y + ICI

(s)

k̂
+ N (s)

k̂
can be defined with the variance of

σ 2
η (s) = σ 2

MCIY
(s) + σ 2

ICI(s) + σ 2
N (s). Then the decision variable y(s)

k̂
is written as

y(s)

k̂
= S(s)

k̂
+ MCI

(s)
X + η

(s)

k̂
(10.51)

The original data in MCI
(s)
X (see (10.45) or (10.49)) is written as dk =

(dI,k + j · dQ,k)/
√

2, where dI,k and dQ,k take 1 or –1 with equal probability. Similarly,

the tentative decisions can be written as d (s−1)
k = (

d (s−1)
I,k + j · d (s−1)

Q,k

)
/
√

2. Defining the

error vector e(s−1)
k = dk − d (s−1)

k = e(s−1)
I,k + j · e(s−1)

Q,k , the error probabilities of the real

and imaginary parts are supposed to be equal and given by

P
(
e(s−1)

I,k

) =
{

1 − P (s−1)
b , e(s−1)

I,k = 0

P (s−1)
b , e(s−1)

I,k �= 0
(10.52)

Conditioned on {λm·NB
}, {dk, k ∈ �X} and {e(s−1)

k = e(s−1)
I,k + j · e(s−1)

Q,k , k ∈ �X}, the

conditional error probability at the sth stage is given by

P (s)
b

({λm·NB
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k

}∣∣
k∈�X

)
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(
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(
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+ MCI

(s)
X
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ση(s)/

√
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)
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where Q(z) = 1√
2π

∫ +∞
z e−t2/2dt for z ≥ 0. The factor of

√
2 is introduced because only

the real part of the Gaussian noise is considered with a variance equal to half of that of

the complex Gaussian noise.

In order to obtain the average bit error rate, (10.53) must be averaged over all con-

ditions. First consider the average over
{
e(s−1)

I,k , k ∈ �X

}
and

{
e(s−1)

Q,k , k ∈ �X

}
. For n bit

errors out of KX codes, the number of orders of different error vectors (or sequences)

is
( KX

n

)
= KX!

n!(KX−n)!
. Further, defining

{
e(s−1)

I,k

}
n,i

, i = 1, 2, . . . ,
( KX

n

)
as the ith order

error vector with n bit errors, the probability of the ith order error vector with n bit errors
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out of KX codes is given by

P(n) = (
P (s−1)

b

)n · (
1 − P (s−1)

b

)KX−n
(10.54)

When n is large, (10.54) is very small. Thus, in numerical calculation, only a few small

values of n need to be considered. Therefore, the average of (10.53) over
{
e(s−1)

I,k , k ∈ �X

}
is given by

P (s)
b

(
{λm·NB

}, {dk},
{
e(s−1)

Q,k

}∣∣
k∈�X

)

=
KX∑

n=0

P(n)

( KX
n )∑

i=1

P (s)
b

({λm·NB
}, {dk},

{
e(s−1)

Q,k

}
,
{
e(s−1)

I,k

}
n,i

∣∣
k∈�X

)
(10.55)

Similarly, the average of (10.55) over
{
e(s−1)

Q,k , k ∈ �X

}
is given by

P (s)
b ({λm·NB

}, {dk}|k∈�X
)

=
KX∑

n=0

P(n)

( KX
n )∑

i=1

P (s)
b

({λm·NB
}, {dk}

{
e(s−1)

Q,k

}
n,i
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k∈�X

)
(10.56)

Then (10.56) should be averaged over all possible KX interference data

P (s)
b ({λm·NB

}) =
4KX −1∑

j=0

P (s)
b ({λm·NB

}, {dk} j |k∈�X
) (10.57)

where 4 stands for the number of different values of dk and 4KX is the total number of

combinations of dk over KX data. In the special case (i.e. the zeroth stage or pure MMSE

detection), the regenerated MCI or the error vector do not exist. Thus, the error vectors

in (10.53) should be removed.

Finally, P (s)
b ({λm·NB

}) is averaged over all {λm·NB
, m = 0, 1, . . . , NF − 1}, which can

be numerically evaluated using a Monte Carlo approach [4].

10.5 Numerical results

Using the Monte Carlo approach, some representative numerical results are obtained

from the analytical expressions and presented in this section. A broadband system with

100 MHz is employed. A total of M = 1024 sub-carriers are used and the resultant sub-

carrier spacing is about 97.7 kHz. The effective OFCDM symbol duration is 10.24 μs.

When the delay spread of the multipath channel is around 1.0 μs [5], a guard interval

Tg of 1.76 μs is adequate to combat the multipath interference. Therefore, the complete

OFCDM symbol duration is 12.0 μs. Furthermore, the average received signal-to-noise

ratio (SNR) per bit is defined as SNRb = Es

N0

Rλ(0,0)
2

N (1 + β/K ) = 14 dB and the system

load is defined as K/N . The times γ of NT for channel estimation is set to be γ = 3. All

the numerical results are based on these assumptions unless noted otherwise.
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Figure 10.4 Performance of hybrid MCI cancellation and MMSE detection with N = 2 × 32

and full load.

First, performance of the OFCDM system is evaluated with the assumption of ideal

channel estimation. Thus, no pilot is needed. The BER performance of the hybrid MCI

cancellation and MMSE detection is shown in Figure 10.4 for N = NT × NF = 2 × 32

and full system load, i.e. K/N = 1.0 when the Doppler shift is zero. A three-stage MCI

canceller, including the zeroth to third stages, is considered. The system performance

without MCI is also shown for comparison. It can be seen from the figure that the

hybrid detection performs much better than pure MMSE when SNRb is large. The BER

decreases as the number of stages increases and gets close to the performance without

MCI. The performance improvement between the pure MMSE and the hybrid detection

with the first stage is significant. The gap in BER between the first stage and second

stage is also large. However, the improvement beyond the second stage is insignificant.

In conclusion, the BER performance improvement for the hybrid detection decreases as

the number of stages increases. Considering two stages is sufficient.

Figure 10.5 shows the BER performance as a function of system load K/N for a

given SNRb = 8 dB and a different number of stages. It can be seen that with various
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Figure 10.5 Performance of hybrid MCI cancellation and MMSE detection as a function of

system load.

system loads, the hybrid detection exhibits much better performance than the conven-

tional MMSE. When system load is light, the first stage is needed. When the system load

is heavy, however, it is necessary to consider uing two stages. This is consistent with

Figure 10.4.

Figure 10.6 illustrates the BER performance with the hybrid two-stage MCI can-

cellation and MMSE detection, and with various values of NF, the frequency domain

spreading factor, for a given total spreading factor. It can be seen that the BER of the

hybrid detection decreases as NF increases, especially for large SNRb. This is because

a greater frequency diversity gain is obtained when NF increases. Although more MCI

is caused when NF gets larger, MCI cancellation can reject most of the MCI. In this

case, frequency diversity can still provide more gain when NF becomes larger. In sum-

mary, with hybrid detection, a large value of the frequency domain spreading factor is

desired.

The BER of the hybrid detection is plotted in Figure 10.7 as a function of the frequency

domain spreading factor for a given total spreading factor and for various values of the
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Figure 10.8 System performance as a function of NF with a given NT.

system load. The BER of conventional MMSE is also plotted for comparison. It can be

seen that for pure MMSE, the BER decreases when NF increases from a small value.

This is because the gain of frequency diversity is more than the loss caused by the MCI.

For different values of NF, however, the pure MMSE provides very stable performance.

In other words, large NF does not provide any frequency diversity gain for pure MMSE.

This is because more MCI is caused when NF increases. The frequency diversity gain is

canceled out by the MCI. However, the hybrid detection performs differently. Its BER

performance improves when NF increases for different system loads. This is similar to

Figure 10.6.

The BER is plotted in Figure 10.8 for both detection schemes as a function of NF for a

given NT, but variable N = NT × NF. Simulation results are also shown for comparison.

It can be seen that the analytical results provide correct and useful indications on the

system performance as simulation results, although the analytical results are optimistic

in the hybrid detection scheme. It can also be seen that for a given number of stages

(first stage or second stage) in the hybrid scheme, the BER decreases as NF increases,
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whereas the BER of conventional MMSE is flat for various NF. This is consistent with

Figure 10.7.

In the following, practical channel estimation is considered. Thus the code-multiplexed

pilot channel is needed. Figure 10.9 illustrates the effect of the power ratio β on the per-

formance of a two-dimensionally spreading system with the system load K/N = 0.25

and 0.75, respectively. The Doppler shift fD is assumed to be 500 Hz. For compari-

son, the performances of pure MMSE, and one-stage, two-stage and three-stage hybrids

are shown. It can be seen from the figure that when β is small, the system performance

degrades by the poor channel estimation. When β increases, BER performance improves

as the quality of channel estimation improves, and BER reaches a minimum for a par-

ticular value of β. Further increasing β beyond that value increases BER due to the low

transmit power efficiency and more interference caused to data channels by the pilot

channel. When the system load is light, i.e. K/N = 0.25, the optimum β is around

12 dB. However, when system load is heavy, i.e. K/N = 0.75, the optimum β is around

18 dB. Generally speaking, the power on pilot channel is set to be about 20 percent of

the total transmit power, i.e. β/(β + K ) = 0.2, or equivalently β = 0.25K . Moreover,
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the significant improvement in BER performance can be achieved by making use of the

hybrid detection. For either heavy or light system loads, the most significant reduction

in BER is obtained by the one-stage hybrid detection, then the improvement decreases

when the number of stages increases. For the light load, a one-stage hybrid detector is

sufficient, whereas for the heavy load, two-stage hybrid detection is necessary.

Given NF = 16 and β = 0.25K , Figure 10.10 shows the optimal γ (γopt is the multi-

plier of NT in channel estimation) as a function of fD for various values of NT. It can be

seen from the figure that for a given NT, γopt decreases when fD increases. This is because

when fD is small the channel variation is negligible and a larger γ can suppress more

interference and noise in channel estimation. But when fD is large, the channel variation

is obvious, so γ should not be large in order not to distort the channel estimation. More-

over, for given fD, γopt is smaller when NT is larger. However, γopt should be greater than

one for a wide range of Doppler shift.

The BER is plotted in Figure 10.11 also as a function of fD with N = 16 × 16, K/N =
0.75, and β = 0.25K for pure MMSE, and one-stage, two-stage and three-stage hybrids,

respectively. It can be seen from the figure that when fD is small ( fD ≤ 200 Hz), the
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Figure 10.11 Performance of hybrid detection as a function of Doppler frequency.

performance of each detection is very stable and the performance of the hybrid is much

better than that of the pure MMSE. Considering the two-stage hybrid is sufficient. When

fD increases from 200 Hz, the performance of any detection degrades dramatically due

to poor channel estimation. Furthermore, the degradation in performance is much more

rapid for hybrid than for pure MMSE. This is because when fD increases, MCI in the

time domain increases, which cannot be cancelled out by the hybrid detection. When fD
becomes large ( fD ≥ 1000 Hz), the BER performances of the pure MMSE and hybrid

detection are very similar. In general, as long as fD is less than 800 Hz, the improvement

in BER with hybrid detection is still significant.

The BER of the two-stage hybrid is plotted in Figure 10.12 as a function of NF

for various values of fD. For similar channel estimation, γ is assumed to be 3 and 5

for NT = 16 and NT = 8, respectively. It can be seen that for a given fD, when NF

increases, the system performance improves. This is because with hybrid detection, when

NF increases, the frequency diversity gain increases and overcomes the increased MCI in

frequency domain. Note that for NT = 16 and fD = 1000 Hz, the system performance

degrades slightly when NF increases from a small value and remains stable. Furthermore,
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when fD is small, the performance difference between NT = 16 and NT = 8 is negligible.

However, the difference increases with fD. When fD ≥ 500 Hz, the system with NT = 8

performs much better than that with NT = 16. This is because the MCI in the time

domain is larger with NT = 16. This MCI increases with fD and cannot be cancelled out

by the hybrid detection. In summary, with similar channel estimation quality, a larger

frequency domain spreading factor is preferred, irrespective of the Doppler shift fD. But

a shorter NT is more favorable when fD increases.

Figure 10.13 illustrates the system performance of the two-stage hybrid as a function

of NT for various values of fD, as well. The frequency domain spreading factor NF is

set to 8 or 16. γ is changed with NT. Using the optimum γ = 3 when NT = 16 and

fD = 500 Hz as a reference, to obtain similar channel estimation, γ is chosen as 11, 5,

1 and 1 for NT = 4, 8, 32 and 64, respectively. It can be seen that, basically, for a given

value of fD, the BER of each detection increases when NT increases. This is because with

similar channel estimation, the MCI in the time domain increases as NT increases, which

cannot be mitigated by the hybrid detection. There are also some special points acting as
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Figure 10.13 System performance as a function of NT.

the optimum value such as NT = 8 for fD = 1000 Hz and NT = 16 for fD = 100 Hz, but

the performance difference is not significant. Furthermore, when fD is small, the system

has stable performance with NT = 4, 8 and 16. When fD increases, however, the system

performance with NT = 16 is obviously degraded. In summary, when similar channel

estimation is possible, the system with shorter NT is always favorable, especially when

the Doppler frequency is high.

10.6 Summary

The performance of OFCDM systems with hybrid MCI cancellation and MMSE detec-

tion is investigated in this chapter. The performance of conventional MMSE and the

hybrid detection have been compared extensively. The following conclusions are drawn.
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(1) The hybrid detection performs much better than the conventional MMSE. But the

BER performance improvement for the hybrid detection decreases as the number of

stages increases. Considering a two-stage MCI cancellation is sufficient.

(2) For the hybrid detection, a large value of frequency domain spreading factor, NF,

is expected. For the conventional MMSE, however, the value of NF does not make

much difference in BER performance.

(3) The quality of channel estimation is critical to the performance of hybrid detection

in the presence of Doppler shift. The optimum power ratio (β) between pilot and one

data channel takes a value around 0.25K for a wide range of system loads.

(4) The optimal times (γ ) of NT in channel estimation decreases when the Doppler shift

increases, but should be greater than one for a wide range of Doppler shift.

(5) When the Doppler frequency fD is less than 200 Hz, the effect of the Doppler fre-

quency on system performance can be negligible. However, increasing fD rapidly

degrades the system performance. As long as fD < 800 Hz, the hybrid detection

still provides significant improvement in performance compared to the pure MMSE

detection.

(6) In order to achieve the best performance for a wide range of Doppler shifts, a larger

NF is preferred, while a shorter NT should be employed, especially when the Doppler

frequency is high.
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11 Coded layered space-time-frequency
architecture

For high-speed OFDM MIMO multiplexing, a new coded layered space-time-frequency

(LSTF) architecture (i.e. LSTF-c) with iterative signal processing at the receiver is pro-

posed, where multiple encoders/decoders are designed and each independent codeword

is threaded in the three-dimensional (3-D) space-time-frequency (STF) transmission

resource array. The iterative receiver structure is adopted consisting of a joint MMSE-SIC

detector and the maximum a posteriori (MAP) convolutional decoders. Simulation results

show that the proposed LSTF architecture can achieve almost the same performance as

the LSTF (i.e. LSTF-a) where single coding is applied across the whole information

stream. However, due to its structure of multiple parallel lower speed encoders/decoders

with shorter codeword length, the proposed LSTF architecture can be more easily imple-

mented than the LSTF-a.

11.1 Introduction

The challenge of the detection of MIMO multiplexing is to design a low complexity

detector, which can efficiently suppress multi-antenna interference and approach the

interference-free performance. In this chapter, an iterative processing technique for joint

detection and decoding is used in the coded MIMO multiplexing. The iterative receiver

contains an MMSE-SIC detector [1], the complexity of which is much lower than that

of the MAP detector especially when the number of transmit antennas Nt and modu-

lation level are large. As a constituent code, the convolutional code is used due to the

computationally efficient SISO MAP decoding. The performances of the joint iterative

detection/decoding schemes for both turbo code and convolutional code are quite similar

for different numbers of antennas [2], [3]. However, the iterative joint scheme for con-

volutional code outperforms that for low density parity check (LDPC) code [4], because

the former can approach the performance with zero interference while the latter is very

sensitive to error propagation when the sum-product decoding algorithm is used. The

objective of this chapter is to evaluate the performance of iterative signal processing

for the proposed novel LSTF-c. The effects of system or channel parameters, such as

the number of iterations in the joint detectors and decoders, the percentage of the pilot

channel energy, the number of multipaths, the root mean square delay spread, the cor-

relation coefficient between antennas, and the Doppler frequency shift, etc., are studied

extensively.



Coded layered space-time-frequency architecture 279

Int S/P

QPSK
IFFT

S/P

1cN −

0 M
P/S

QPSK
IFFT

S/P
0 M

P/S

QPSK
IFFT

S/P
0 M

P/S
1tN −

1

0

Encoder

Info
stream 

1cN −

1cN −

0

0

0

1cN −

1cN −

1cN −

Figure 11.1 Transmitter model of LSTF-a.

The remainder of this chapter is organized as follows. The transmitter structures,

channel model and iterative receiver structures of the three LSTF architectures are

given in Section 11.2. The channel estimation algorithm and the MMSE-SIC detec-

tor are described in Section 11.3. Some representative simulation results are given in

Section 11.4. Finally, some conclusions are drawn in Section 11.5.

11.2 System description

11.2.1 Transmitter structures

The coded LSTF architectures have Nt transmit antennas and Nr receive antennas, assum-

ing there are Nd data symbols and Nc sub-carriers in one packet. Thus, the LSTF architec-

tures have a 3-D space-time-frequency (i.e. Nt × Nd × Nc) transmission resource array,

where Nt, Nd and Nc are the spatial, temporal and frequency spans, respectively. The

convolutional-coded LSTF architectures with iterative processing are investigated in this

chapter, and therefore an interleaver is required to follow each convolutional encoder in

the transmitter structures.

In the LSTF-a transmitter structure shown in Figure 11.1, the information stream is first

encoded by a single convolutional encoder and then interleaved. After that, it is divided

into Nt sub-streams, each of which is QPSK modulated, S/P converted, up-converted to

Nc sub-carriers by an M-point IFFT (M ≥ Nc), and then transmitted through transmit

antennas. In the LSTF-b transmitter structure shown in Figure 11.2, the information

stream is first divided into Nt parallel sub-streams, each of which is independently

encoded by a convolutional encoder, interleaved, modulated, S/P converted, up-converted

to Nc sub-carriers, and transmitted through a dedicated antenna. The LSTF-c transmitter

structure is shown in Figure 11.3. As in the LSTF-b, the information stream in one

packet in the LSTF-c transmitter is divided into Nt sub-streams towards Nt encoders,

interleavers and modulators in parallel. Then the QPSK modulated symbols in each

codeword are S/P converted and then distributed according to the function F into the
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Nt × Nd × Nc 3-D transmission resource array. After that, the symbols in each transmit

antenna are up-converted to Nc sub-carriers and transmitted.

In all the LSTF transmitters, after encoding and interleaving, a block of 2 bits is Gray

mapped into one of the four possible signal points of a complex constellation in QPSK

modulation. At the output of the M-point IFFT, an effective OFDM symbol is obtained

with M samples, and a guard interval of Tg for CP is inserted between the OFDM symbols

to prevent inter-symbol interference. Therefore, the duration of a complete symbol is

T = Te + Tg, where Te = MTs is the effective symbol duration and Ts is the sampling

time.

Our aim is to design a novel LSTF structure that can exploit spatial, temporal and

frequency diversity like the LSTF-a, and also have a low processing speed and short

codeword length in the channel encoder/decoder like the LSTF-b. Thus, a novel (i.e.

LSTF-c) LSTF structure is proposed by introducing a distribution function F in the

LSTF-b, as shown in Figure 11.1. As in the LSTF-b, the whole information stream in

one packet in the LSTF-c is divided into Nt sub-streams and then encoded and modulated
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in parallel. After that, the modulated symbols in each codeword are S/P converted and

then assigned in the Nt × Nd × Nc 3-D transmission resource array with the distribution

pattern F .

In our framework, there are Nt independent codewords, which are distributed to the 3-

D transmission resource array according to the distribution function F . In the 3-D array,

the symbols from the i th (i = 0, . . . , Nt − 1) codeword at the input of the proposed

distribution function F are expressed by an indexing set

FI (nt, nd, nc) = {i, nd, nc} (11.1)

where nt = 0, . . . , Nt − 1, nd = 0, . . . , Nd − 1 and nc = 0, · · · , Nc − 1 represents the

ntth transmit antenna, the ndth time slot and the ncth sub-carrier, respectively. At the

output of the distribution function F, the symbols from the i th codeword can be indicated

by an indexing set in the 3D array as

FO (nt, nd, nc) = {�nd + nc + i�Nt
, nd, nc} (11.2)

where �·�Nt
denotes the operation of modulo Nt. The cube of spatial, temporal and

frequency spans is {Nt, Nd, Nc} and it shows the capability of codewords to exploit

the full spatial, temporal and frequency diversities. That is, all these codewords are

distributed according to (11.2) in the 3-D array with the usage of the three resources:

antennas, symbol slots and sub-carriers.

Given the parameters Nt, Nd and Nc, at the transmitter, (11.2) determines the dis-

tribution of the modulated symbols in each codeword to the 3-D array, and at the

receiver the inverse distribution function F−1 is used to collect the symbols back in

the 3-D array to form the original codeword for decoding. Figure 11.4 shows the sym-

bol distribution with Nt = 4, Nd = 12 and Nc = 8, where every parallelogram denotes

a symbol with a codeword number to which the symbol belongs. It can be seen from

this figure that each codeword (given i) in the 3-D array shows a shape of thread, and

thus this proposed novel LSTF-c is called threaded LSTF architecture. In summary,

the proposed LSTF-c makes the whole 3-D array be filled by Nt disjoint codewords in

order to jointly exploit the available spatial, temporal and frequency diversity for every

codeword.

To carry out coherent MIMO detection, time-multiplexed pilot-aided channel estima-

tion is considered. Figure 11.5 illustrates the packet format. One packet at each transmit

antenna consists of Nd modulated data symbols, one time-multiplexed pilot symbol and

Nt − 1 dummy symbols at every sub-carrier. The position of the pilot symbol depends on

the order of transmit antennas. In order to achieve high-quality channel estimations, the

dummy symbols are given to avoid interference among different transmit antennas. That

is, when one transmit antenna transmits one pilot symbol, all the other transmit anten-

nas transmit nothing. x[nd, nc] stands for the vector of Nt transmitted symbols from Nt

antennas at the ncth sub-carrier and the ndth time slot, and xnt
[nd, nc] is the transmitted
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Figure 11.4 Distribution function of the novel LSTF-c. (Nt = 4, Nd = 12, Nc = 8.)

symbol at the ntth antenna,

xnt
[nd, nc] =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

√
Pd x (data)

nt [nd, nc], 0 ≤ nd ≤ Nd/2 − 1
√

β Pd x (pilot), nd = Nd/2 + nt

√
Pd x (data)

nt [nd − Nt, nc], Nd/2 + Nt ≤ nd ≤ Nd + Nt − 1

0, otherwise

(11.3)

where Pd is the signal power of data symbols at one sub-carrier, x (data)
nt [·, ·] is the QPSK

modulated data symbol with unity power at the ntth transmit antenna, x (pilot) is the

known QPSK modulated pilot symbol with unity power, and β is the power ratio of pilot

symbol to data symbol. Thus, the percentage of the pilot channel energy in one packet

is γ = β/(β + Nd).
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11.2.2 Channel model

At the ndth time slot and the ncth sub-carrier, the channel response matrix with Nr rows

and Nt columns, where Nr is the number of receive antennas, is given by [5]

H [nd, nc] =
L−1∑
l=0

R1/2
l H(nd)

l S1/2
l exp(−j2π fnc

τl) (11.4)

where fnc
is the baseband equivalent frequency of the ncth sub-carrier; and L is the

number of resolvable paths of the frequency-selective fading channels.
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The stochastic MIMO channel impulse response H(nd)
l of the lth path is the matrix with

elements h(nd)
l (nr, nt), where nr = 0, 1, . . . , Nr − 1 and nt = 0, 1, . . . , Nt − 1, being

independently and identically distributed (i.i.d.) complex Gaussian random variables

with zero mean and variance σ 2
l . The L-path channel has an exponential power decay

10 log(σ 2
l /σ 2

l−1) = −12/L dB with
∑L−1

l=0 σ 2
l = 1, and a time delay difference of

equal interval between two adjacent paths. Furthermore, h(nd)
l1

(nr, nt) and h(nd)
l2

(nr, nt)

are assumed to be statistically independent for l1 �= l2. The autocorrelation func-

tion of the lth path between two different symbol slots with time difference �nd is

defined as

φl (�nd) = E
{
h(nd)

l (nr, nt)
∗ h(nd+�nd)

l (nr, nt)
} = σ 2

l J0 (2π fD�ndT ) (11.5)

where ∗ stands for the complex conjugate, J0 (·) is the zeroth-order Bessel function and

fD is the maximum Doppler frequency shift.

In (11.4), Sl = S1/2
l S1/2

l and Rl = R1/2
l R1/2

l represent the transmit and receive spatial-

correlation matrices for the lth path, given by

Sl =

⎡
⎢⎢⎢⎢⎣

1 ρ · · · ρ

ρ 1
. . .

...
...

. . .
. . . ρ

ρ · · · ρ 1

⎤
⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Nt

, Rl =

⎡
⎢⎢⎢⎢⎣

1 ρ · · · ρ

ρ 1
. . .

...
...

. . .
. . . ρ

ρ · · · ρ 1

⎤
⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Nr

(11.6)

where ρ (0 ≤ ρ ≤ 1 ) stands for the correlation coefficient between any two transmit

antennas or receive antennas. When ρ = 0, the transmit antennas or the receive antennas

are uncorrelated.

11.2.3 Iterative receiver structures

At the ndth (0 ≤ nd ≤ Nd − 1) time slot and the ncth (0 ≤ nc ≤ Nc − 1) sub-carrier, the

received signal vector at the Nr antennas

y [nd, nc] = H [nd, nc] x [nd, nc] + η [nd, nc] (11.7)

where η [nd, nc] is the additive noise vector with elements being i.i.d. AWGN with

double-sided spectral density N0/2. In addition, the channel estimation is first carried

out on each sub-carrier by using the time-multiplexed pilot channel, and then further

averaged over adjacent sub-carriers in the frequency domain. The element, ξnr,nt
[nc], of

the tentative channel estimation matrix, ξ [nc], for the ncth sub-carrier in one packet is

given by

ξnr,nt
[nc] = 1√

β Pdx (pilot)
ynr

[Nd/2 + nt, nc] (11.8)

where ynr
[nd, nc] is the nrth element of y [nd, nc]. To improve the reliability of channel

estimation, ξnr,nt
[nc] should be averaged over adjacent sub-carriers in the frequency

domain. Using a sliding window average, the elements, h̃nr,nt
[nc], of the final channel
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Figure 11.6 Receiver model of LSTF-a.

estimation matrix, H̃ [nc], for the ncth sub-carrier is given by

h̃nr,nt
[nc] = 1

2λ + 1

j=nc+λ∑
j=nc−λ

ξnr,nt
[ j] (11.9)

where 2λ + 1 is the size of the sliding window.

The receiver performance of MIMO multiplexing depends upon the efficiency of the

signal processing in separating the signals from different transmit antennas. Basically,

the problem of coded MIMO detection can be considered as a joint multiuser detection

and decoding problem. Hence, the turbo processing can be efficiently used to develop a

set of iterative multiuser detection algorithms that make a trade-off between performance

and complexity.

In the receiver structure of LSTF-a as shown in Figure 11.6, the sampled OFDM

symbols with M samples in every symbol interval from each receive antenna are S/P

converted, down-converted from the Nc sub-carriers by an M-point FFT, and then sent

to a SISO multiuser detector, which provides soft-valued estimates of the symbols from

all the transmit antennas. The iterative MMSE-SIC multiuser detector consists of a feed-

back module which performs parallel interference cancellation and a feed-forward filter

which performs interference suppression based on the MMSE criteria. In each iteration,

the soft outputs from the decoders in the previous iteration are used to update the a priori

likelihood ratio (LLR) values of the transmitted symbols. In the MMSE-SIC detector,

these updated LLR values are then used to regenerate the soft estimates in the parallel

interference cancellation, and also to calculate the MMSE filter coefficients. After the

detector, the signals are P/S converted, deinterleaved, and then decoded by an SISO

decoder. After that, the soft LLR outputs from the decoders are sent through interleavers

and S/P converters as the a priori LLR values for the SISO multiuser detector in the

next iteration. The receiver structure of the LSTF-b is shown in Figure 11.7, where at

the output of the detector all soft-valued sequences for Nt codewords are independently

P/S converted, deinterleaved, and then decoded by Nt parallel decoders. After that, soft
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outputs of the Nt decoders are independently interleaved, S/P converted and then sent

to the detector. The receiver structure of LSTF-c is described in Figure 11.8, which is

obtained from the LSTF-b receiver by inserting the distribution function F between the

detector and S/P converters, and inserting the inverse distribution function F−1 between

the detector and P/S converters. Note that, in the iterative receiver, each of the sub-streams

is independently interleaved to facilitate convergence. This feature of the receiver is to

ensure good convergence characteristics for the iterative processing. The SISO multiuser

detector constitutes a major part of the overall complexity of the iterative receivers.

11.3 MMSE-SIC detection

For simplicity, the indices, nd and nc, of the symbol slots and sub-carriers in

x [nd, nc], y [nd, nc], H [nd, nc] and η [nd, nc], are omitted in the following. In the
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MMSE-SIC detection, it is assumed that the channel response matrix is perfectly

known in the receiver by using a channel estimation algorithm. The coded bit vector(
x (0)

0 , x (1)
0 , x (0)

1 , x (1)
1 , . . . , x (0)

Nt−1, x (1)
Nt−1

)
from the Nt transmit antennas is mapped to the

symbol vector x = (x0, x1, . . . , xNt−1), where the element xnt corresponds to one of

the four possible signal points in the complex constellation of QPSK modulation.

In the MMSE-SIC detector, based on the a priori LLR sequence, �A(2nt + j) =
ln Pr(x ( j)

nt = 1)/Pr(x ( j)
nt = 0), j = 0, 1, of the coded bit vector given by the channel

decoders at the previous iteration, the expectation and variance of the symbol xnt
trans-

mitted from the ntth transmit antenna are given by

E{xnt
} =

∑
x̃∈

x̃ Pr(xnt
= x̃) (11.10)

=
∑
x̃∈

x̃
1∏

j=0

Pr
(
x ( j)

nt
= x̃ ( j)

)

=
∑
x̃∈

x̃
1∏

j=0

(1 − x̃ ( j)) + x̃ ( j) exp(�A(2nt + j))

1 + exp(�A(2nt + j))

=
∑
x̃∈

x̃
1∏

j=0

[1 + exp((1 − 2x̃ ( j)) · �A(2nt + j))]−1

and

Var(xnt ) =
∑
x̃∈

|x̃ |2 Pr(xnt
= x̃) − |E{xnt

}|2 (11.11)

=
∑
x̃∈

|x̃ |2
1∏

j=0

[1 + exp((1 − 2x̃ ( j)) · �A(2nt + j))]−1 − |E{xnt
}|2

where x̃ ( j) denotes the corresponding j th binary bit in symbol x̃ . For the first iteration,

assuming equally likely coded bits, i.e. no a priori information available, one obtains

�A(2nt + j) = 0.

The soft estimate of the symbol vector x is formed as E{x} = (E{x1}, E{x2}, . . .,
E{xNt−1}), and for each transmit antenna nt, the soft interference cancellation

is performed on the received signal vector y, to obtain the interference-reduced

signal

ỹnt
= y − HE{x}|E{xnt }=0 = H(x − E{x}|E{xnt }=0) + η (11.12)

In order to further suppress the residual interference in ỹnt
, an instantaneous linear

MMSE filter is applied to ỹnt
, to obtain

znt
= ω∗

nt
ỹnt

(11.13)

where ω∗
nt

stands for the filter coefficient vector with Nr elements, and it minimizes

the mean square error, E{|xnt
− znt

|2} = E{|xnt
− ω∗

nt
ỹnt

|2}, between the transmitted

symbol xnt
and the filter output znt

. Solving the zero point of the differential of this mean



288 High-speed wireless communications

squared error with respect to ω∗
nt

, one obtains

ω∗
nt

= E
{

xnt
ỹ∗

nt

}
E

{
ỹnt

ỹ∗
nt

}−1

= E
{

xnt

[(
x∗ − E{x∗}|E{xnt }=0

)
H∗ + η∗]}

× E
{[

H
(
x − E{x}|E{xnt }=0

) + η
] [(

x∗ − E{x∗}|E{xnt }=0

)
H∗ + η∗]}−1

= E
{

xnt
x∗ − xnt

E{x∗}|E{xnt }=0

}
× H∗ {

E
{
H(x − E{x}|E{xnt }=0)(x∗ − E{x∗}|E{xnt }=0)H∗} + E

{
ηη∗}}−1

= E
{|xnt

|2} e∗H∗ {
HE

{(
x−E{x}|E{xnt }=0

) (
x∗ − E{x∗}|E{xnt }=0

)}
H∗ + N0INt

}−1

= Ese
∗H∗ {

H diag{Var(x0), . . . , Var(xnt−1),

× Var(xnt+1), . . . , Var(xNt−1)}H∗ + N0INt

}−1
(11.14)

where Es = E{|xnt
|2} = PdTe is the energy of each modulated data symbol, e denotes

a vector with the ntth element being 1 and all the other Nt − 1 elements being 0,

diag{·} stands for a diagonal matrix, and Int
is an identity matrix with Nt rows and

columns.

Consider two special cases of the MMSE filter: in the absence of the a pri-

ori information, i.e. in the first iteration, the variances Var(xnt
) = Es make ω∗

nt
=

Ese∗H∗{EsHH∗ + N0INt
}−1, and then (11.13) is the output of the well-known MMSE

filter for the ntth transmit antenna; in the opposite case of genie a priori knowledge,

the variances Var(xnt
) = 0 make ω∗

nt
= Es

Es+N0
e∗, and then (11.13) is simply a scale ver-

sion of the matched filter for the ntth transmit antenna after perfect cancellation of the

interference from other transmit antennas.

The instantaneous MMSE filtering provides an efficient and accurate method of com-

puting the extrinsic LLR, which is vital to the iterative receiver. Conditioned on xnt
, it

is shown in [1] that the soft instantaneous MMSE filter output znt
is well approximated

as a Gaussian random variable with mean μnt
xnt

and variance σ 2
nt

given respectively

by

μnt
= E

{
znt

x∗
nt

}
/E

{|xnt
|2} (11.15)

= ω∗
nt

He/Es

= e∗H∗{H diag{Var(x0), . . . , Var(xnt−1),Es, Var(xnt+1), . . . , Var(xnt−1)}H∗

+ N0Int

}
He

and

σ 2
nt

= Var(znt
)

= E{|znt
|2} − μ2

nt
= μnt

− μ2
nt

(11.16)
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Then the extrinsic LLR sequence of the coded bit vector given by the MMSE-SIC

detector is

�D(2nt + j) = ln
Pr

(
x ( j)

nt = 1|zi

)
Pr

(
x ( j)

nt = 0|zi

) − ln
Pr

(
x ( j)

nt = 1
)

Pr
(
x ( j)

nt = 0
) (11.17)

= ln

∑
xnt ∈,x ( j)

nt =1

Pr(xnt
|znt

)

∑
xnt ∈,x ( j)

nt =0

Pr(xnt
|znt

)
− �A(2nt + j)

= ln

∑
xnt ∈,x ( j)

nt =1

Pr(znt
|xnt

) Pr(xnt
)

∑
xnt ∈,x ( j)

nt =0

Pr(znt
|xnt

) Pr(xnt
)

− �A(2nt + j)

= ln

∑
xnt ∈,x ( j)

nt =1

exp

(
− ∣∣znt

− μnt
xnt

∣∣2
/

σ 2
nt

+
1∑

k=0

x (k)
nt �A(2nt + k)

)

∑
xnt ∈,x ( j)

nt =0

exp

(
− ∣∣znt

− μnt
xnt

∣∣2
/

σ 2
nt

+
1∑

k=0

x (k)
nt �A(2nt + k)

)

− �A(2nt + j)

After that, the extrinsic LLR sequence �D(2nt + j) passes through the inverse dis-

tribution function F−1, P/S converters, deinterleaver, and is then sent to the SISO MAP

decoder as the a priori LLR input for the coded bit vector. While in the next iteration, the

soft extrinsic LLR output of decoders is sent through the S/P converters, the distribution

function F and interleavers are then used to regenerate the a priori LLR input of the

MMSE-SIC detector for the coded bit vector.

Note that in a conventional SISO MAP decoder for convolutional code, only the infor-

mation bits are concerned. Therefore, the conventional SISO MAP decoding algorithm

is derived to provide LLR of each information bit. As a result, only information bits are

recovered after decoding. In the SIC scheme, however, data replicas must be regenerated

and then the coded bits should be recovered. Hence, only in the last iteration is the con-

ventional SISO MAP decoder used to recover information bits, while in the iterations

before the last one, the conventional SISO MAP decoder is modified to obtain LLR of

the coded bits, and then the soft estimates of the coded bits can be generated in the

MMSE-SIC detector.

11.4 Simulation results

Some representative simulation results are given in this section. Unless noted otherwise,

the parameters given in Table 11.1 are used as follows. The number of transmit or

receive antennas is Nt = Nr = 4. A carrier frequency of 4.635 GHz with bandwidth of

50.75 MHz is assumed. The number of sub-carriers, Nc, is 384 with a sub-carrier spacing
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Table 11.1 Simulation parameters for convolutional-coded LSTF architectures

Number of antennas, Nt = Nr 4

Carrier frequency 4.635 GHz

Bandwidth 50.75 MHz

Number of sub-carriers, Nc 384 (131.836 kHz sub-carrier spacing)

Number of IFFT/FFT points, M 512

Packet length Nd(= 24) OFDM symbol slots

Data modulation QPSK

OFDM symbol duration, T (effective data, Te+ guard

interval, Tg)

9.259 μs (7.585 + 1.674 μs: 512 + 113

samples)

Channel coding/decoding 1/2-convolutional code/SISO MAP decoding

Number of iterations in joint detection and decoders 4

Channel model L(= 6)-path exponential decay Rayleigh fading,

r.m.s. delay spread σrms = 0.23 μs, Doppler

frequency shift fD = 20 Hz
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Figure 11.9 PER performance vs. the number of iterations in the joint detection and decoding.

of 131.836 kHz. The number of IFFT points, M , is set to 512, and in each packet there are

Nd = 24 OFDM symbols. QPSK modulation is adopted. To prevent ISI, a guard interval

of Tg = 1.674 μs for cyclic prefix is inserted between two adjacent OFDM symbols.

The convolutional codes with coding rate R = 1/2, constraint length of 5 and generator

polynomials (238, 358 ) are adopted, and the codeword length is 2Nt Nc Nd = 55 296 bits

in the LSTF-a but only 2Nc Nd = 18 432 bits in the LSTF-b and the LSTF-c. The number
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Figure 11.10 PER performance vs. the percentage of pilot channel energy in one packet.

of iterations in the joint MMSE-SIC detector and SISO MAP decoders is 4. The number

of multipaths is L = 6, the r.m.s. delay spread σrms = 0.23 μs and the maximum Doppler

frequency shift fD is 20 Hz. The fading correlation coefficient ρ between antennas is 0.

In channel estimation, the average window size in frequency domain is 2λ + 1 = 3, and

the percentage, γ , of the pilot channel energy in one packet is set to be 20 percent. Finally,

because the average energy per transmitted symbol after cyclic insertion is PdT and the

elements in each channel response matrix H [nd, nc] have unity variances, the average

symbol power of every receive antenna is Nt PdT /(1 − γ ), carrying 2Nt R information

bits. Then the average SNR of every receive antenna per information bit is defined as

Eb/N0 = PdT /2N0 R(1 − γ ), which is set to 1 dB.

First, the packet error rate (PER) performance is shown in Figure 11.9 as a function

of the number of iterations in the joint MMSE-SIC detector and SISO MAP decoders. It

can be seen from the figure that the LSTF-c outperforms the LSTF-b significantly, and

has almost the same PER performance as the LSTF-a, because the LSTF-c can jointly

exploit the available spatial, temporal and frequency diversity like the LSTF-a. Generally,

the PER performance of all the three LSTF architectures improves dramatically as the

number of iterations increases from 1 to 3. However, when the number of iterations

increases further beyond 3, the PER performance of the three LSTF architectures remain

flat.

Figure 11.10 investigates the effect of the percentage, γ , of the pilot channel energy

in one packet on the system performance. The total transmit power and the variance of

channel noise are fixed to meet Eb/N0 of 1 dB. It can be seen that, for all the three LSTF

architectures, when γ is small, the pilot channel has small power and this results in poor
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Figure 11.13 PER performance vs. the fading correlation coefficient between antennas.

channel estimation. Thus, the system performance degrades. When γ increases, PER

performance improves as the quality of channel estimation improves, and PER reaches

a minimum value for a particular value of γ . Further increasing γ beyond that value

increases PER. This is because too much power is assigned to the pilot channel and

small power to data channel so that data channel becomes vulnerable to channel noise.

Thus, γ should be in the range [16%, 24%] to provide near optimum system performance.

On the other hand, it can be seen that, for a given value of γ , the LSTF-c outperforms the

LSTF-b significantly, and has almost the same PER performance as the LSTF-a. This is

consistent with Figure 11.9.

The PER performance of the three LSTF architectures as a function of the number

of multipaths, L , is shown in Figure 11.11. For different values of L from 2 to 12, the

maximum time delays are set to different values to make the corresponding r.m.s. delay

spreads, σrms, be approximately 0.23 μs. It can be seen that the PER performance of all

the three LSTF architectures decreases almost linearly as L increases. This is because

a larger L makes the channel more frequency selective, and thus achieves much more

frequency diversity gain. Therefore, the instantaneous received signal power tends to vary

less, i.e. the time variations in the received signal approach a constant level. Furthermore,

for a given value of L , the LSTF-c achieves almost the same performance as the LSTF-a,

and outperforms the LSTF-b significantly.

Figure 11.12 illustrates the PER as a function of the r.m.s. delay spread σrms. It can

be seen that for all the three LSTF architectures, when σrms is very small, the high

correlation between sub-carriers results in low frequency diversity gain. Thus, the system

performance degrades. When σrms increases from a very small value, PER performance
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Figure 11.14 PER performance vs. the maximum Doppler frequency shift.

improves as the frequency diversity gain increases, and PER reaches a minimum value

for a particular value of σrms. Further increasing σrms beyond that value increases PER.

This is because the decreasing correlation between sub-carriers results in worse channel

estimation error in the frequency domain.

Figure 11.13 investigates the effect of the fading correlation coefficient, ρ, between

antennas on the system performance. It can be seen that, given ρ, the PER performance

of the LSTF-c is almost the same as that of the LSTF-a, but much better than that of the

LSTF-b. For all the three LSTF architectures, as ρ increases, the system performance

degrades, and the performance difference between the LSTF-c (or LSTF-a) and the

LSTF-b becomes smaller and smaller. This is because the spatial diversity gain decreases

with increasing correlation between antennas.

Although in most cases the high-speed LSTF architectures experience a slow fading

channel, when occasionally a large Doppler frequency shift occurs, the channel variation

in one packet duration is serious. For example, for a carrier frequency of 4.635 GHz,

when a mobile terminal moves at a speed of 200 km/hour, the resultant maximum Doppler

frequency shift can be almost as high as 800 Hz. Therefore, it is necessary to investigate

the effect of Doppler frequency shift fD. Figure 11.14 shows the PER performance as a

function of the maximum Doppler frequency shift. It can be seen that for all the three

LSTF architectures, when the Doppler frequency shift is small (i.e. less than 100 Hz), the

PER is almost flat. When fD increases from 100 Hz, the system performance degrades

severely. This is because the channel estimation cannot track the channel variation well.

On the other hand, for a given value of fD, the LSTF-c achieves the same performance
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as the LSTF-a, and outperforms the LSTF-b significantly. This is consistent with other

figures. When fD increases to 800 Hz, compared to that of the LSTF-b the performance

gains of the LSTF-a and the LSTF-c become smaller due to the increasing channel

estimation error.

11.5 Summary

In this chapter, the iterative receiver structure is studied for the novel LSTF architecture

(i.e. LSTF-c) with each independent codeword threaded in the three-dimensional space-

time-frequency transmission resource array for high-speed OFDM MIMO multiplexing

over frequency-selective fading channels. This iterative receiver structure consists of the

joint MMSE-SIC detector and SISO MAP convolutional decoder with time-multiplexed

pilot-aided channel estimation. The following conclusions are drawn.

(1) The proposed LSTF-c architecture can get almost the same performance as the

LSTF-a applying coding across the whole information stream, and considerably

outperform the LSTF-b assuming each independent codeword is being transmitted

through a dedicated antenna.

(2) Four iterations in joint MMSE-SIC detector and SISO MAP convolutional decoders

are sufficient to achieve stable performance.

(3) To provide near optimum performance, the percentage of the pilot channel energy

in one packet should be in the range [16%, 24%].

(4) As long as the Doppler frequency shift is less than 100 Hz, the performances of

the LSTF architectures are flat, but they degrade dramatically when the Doppler

frequency shift is large.
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12 Sub-packet transmission for hybrid
ARQ systems

ARQ is a flexible and efficient technique for data transmissions. In hybrid ARQ, sub-

packet schemes are more attractive for systems with burst errors than complete packet

schemes. Although sub-packet schemes were proposed in ARQ systems, optimum sub-

packet transmission is more effective to maximize throughput in a dynamic channel.

Since convolutional codes are burst errors in decoding, the optimum sub-packet can be

applied to convolutional codes. This chapter investigates the performance of sub-packet

transmission for convolutionally coded systems. An efficient method is proposed to esti-

mate the optimum number of sub-packets, and adaptive sub-packet schemes, i.e. schemes

that enable a system to employ different optimum numbers of sub-packets under various

conditions, are suggested to achieve maximum throughput in the system. Numerical and

simulation results show that the adaptive sub-packet scheme is very effective for the con-

volutionally coded hybrid ARQ system, and it can provide higher throughput, smaller

delay and lower dropping rate than complete packet schemes. Moreover, the adaptive

sub-packet scheme can be flexibly used with packet combining techniques to further

improve system throughput.

12.1 Introduction

In high-speed data communication systems, information sequences are transmitted usu-

ally in packets with fixed length. At a receiver, error correction and detection are carried

out on the whole packet. If the packet is found in error, the receiver sends a request to

the transmitter via a feedback channel, and then the whole packet is retransmitted. How-

ever, such a conventional complete-packet ARQ scheme is inefficient in the presence

of burst errors. As shown in Figure 12.1, when the whole packet is divided into a few

sub-packets, all or a majority of the bit errors may be located in one sub-packet, leaving

other sub-packets error-free. But in the complete packet scheme, the whole packet will be

retransmitted no matter how bit errors are distributed. This situation can be improved if

sub-packet schemes are employed. In sub-packet transmissions, only those sub-packets

that include errors need to be retransmitted.

Although sub-packet schemes were proposed in ARQ systems [1], there is no work

that discusses the optimum number of sub-packets, and a fixed sub-packet scheme

only provides improved throughput in a small range of the signal-to-noise ratio (SNR).
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Sub-packet 1 Sub-packet N − 1 Sub-packet N

Figure 12.1 Burst packet error patterns.

Ascertaining the optimum number of sub-packets in one transmission is the objective

of this chapter. Exploiting the burst error property of convolutional codes, an adaptive

sub-packet scheme is proposed to provide the highest throughput in a dynamic channel.

The chapter is organized as follows. In Section 12.2, the system model and sub-packet

schemes are introduced. In Section 12.3, PER performance of FEC codes is analyzed.

Section 12.4 is devoted to finding the optimum number of sub-packets for a system to

maximize the throughput. An efficient algorithm is proposed to estimate the optimum

number of sub-packets at variable SNR. Representative analytical and simulation results

of throughput, delay and dropping rate are also presented. Finally, conclusions are drawn

in Section 12.5.

12.2 System overview

In a hybrid ARQ system, the information data blocks are encoded with error detection

and FEC codes. The coded bit stream modulates a carrier using binary phase shift keying

(BPSK). After passing through an additive white Gaussian noise (AWGN) channel and

being demodulated, the baseband signals are decoded by error correction and checked by

error detection. Finally, acknowledgment signals, i.e. positive acknowledgement (ACK)

and negative acknowledgment (NAK), are transmitted back to the transmitter over an

ideal feedback channel, which is assumed to be error-free.

Suppose that an information data block of L-bit length is transmitted with ARQ tech-

niques. The whole information data block is segmented into N sub-blocks as illustrated in

Figure 12.2(a), which consists of N error detection encoders and one FEC encoder. Each

detection code is an (n, k) systematic block code where n is the length of one codeword

(one sub-packet) and k is the length of information bits in each sub-block (k = L/N
is an integer). That is, each sub-block passes through an error detection encoder that

produces a sub-packet of n bits. All sub-packets are then time-multiplexed into a whole

packet with length Lcb = n · N for the convolutional encoder with possible punctuation.

The final output is a channel-coded word of length Lf. The sub-packet structure is shown

in Figure 12.2(b) where each sub-packet includes a systematic error detection code of

n − k bits. In the following analysis, two different PERs are used in the N sub-packet

schemes. One is the sub-packet error rate (SPER), denoted as Psp(N ), and another one

is the whole packet error rate, i.e. the codeword error rate of the FEC code, denoted as
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Pw(N ). Note that the conventional complete-packet scheme can be treated as a special

case of the sub-packet scheme with N = 1. That is, the PER of the complete-packet

scheme is simply represented by Pw(1) or Psp(1).

A systematic cyclic redundancy check (CRC) code with 16 parity bits (Lcrc = 16)

in CCITT standards is used as the error detection code [2]. Its generator polynomial is

g(D) = D16 + D12 + D5 + 1, where D stands for bit delay operation. The CRC

code is easy to implement, but it is not easy to evaluate its performance in traditional

methods such as weight distribution and minimum distance. However, there are some

other meaningful measures for the performance of CRC codes, such as the “burst error

detection capability” and “error detection coverage (λ).” A binary CRC code with Lcrc

parity bits can detect all burst errors of length Lcrc or less and detect the fraction λ =
1 − 2−Lcrc of all the error patterns. On a binary symmetric channel, when the code-

dimension k and the error probability are large, the undetected error probability of CRC

codes approaches 2−Lcrc . Thus, the performance of CRC codes is mainly determined by

Lcrc. The longer Lcrc, the better the performance. A CRC code with Lcrc = 16 can provide

adequate detection for most applications.

A 1/2-rate convolutional code is employed with constraint length mc = 4 (or memory

length of mc − 1 = 3) and generator polynomial G(D) = [1 + D + D3, 1 + D + D2 +
D3], or (64, 74) [2]. Higher-rate codes are obtainable by puncturing from the low-rate

code [3]. For example, the compatible 2/3-rate and 5/6-rate codes can be obtained from



Sub-packet transmission for hybrid ARQ systems 299

the 1/2-rate code by means of the following puncturing matrices:

[
1 1 0 1

0 1 1 1

]
and

[
1 1 0 1, 1 0 0 1, 1 1 0 1, 1 0 0 1, 1 0 0 1

0 1 1 0, 0 1 1 1, 0 1 1 0, 0 1 1 1, 0 1 1 0

]

respectively, where “1” means that the code bit will be transmitted and “0” means that

the code bit will be dropped and not transmitted.

Consider the ARQ protocol of sub-packet schemes. As shown in Figure 12.2(b), sub-

packets are independent of each other in CRC coding processes. The N sub-packets

named {SP1, SP2, . . . , SPN } are time-multiplexed into a single whole packet to be

encoded by the FEC coder. At the receiver side, Viterbi decoding is carried out, and

the syndrome of CRC codes is calculated for each sub-packet SPi (i = 1, 2, . . . , N ). If

there is no error in a sub-packet, the corresponding decoded sub-block is stored in a buffer

and an ACK is sent to the transmitter. However, if there are some erroneous sub-packets

after the decoding is finished, then the corresponding NAK is sent to the transmitter for

retransmission of the erroneous sub-packets. All correctly detected sub-blocks are stored

in a buffer, and sequentially forwarded to the higher layer. At the transmitter, since the

codeword of the previous transmission has been stored, the corresponding parts in the

codeword of the sub-packets to be retransmitted can be obtained and retransmitted to

the receiver. At the receiver, the signals of the previous transmission are needed. The

retransmitted parts will replace the erroneous parts in the previous codeword, and the

whole codeword is decoded again. The maximum transmission times for a particular

sub-packet are limited to M. If the sub-packet is still in error after M transmissions, then

it will be dropped out.

12.3 Performance bound

The tangential sphere bound is used since it is a tight bound for binary linear codes [3–5].

Compared to the union bound [6], tangential sphere bound gets much closer to the actual

performance at low to moderate SNR. The total number of codewords with Hamming

weight d is defined as

Sd =
Lcb∑

w=0

Aw,d , d = 0, 1, . . . , L f (12.1)

where Aw,d is the number of codewords with Hamming weight d, generated from infor-

mation bits with Hamming weight w. Assuming that the variance of the additive channel

noise is σ 2, the tangential sphere bound on the PER, Pp, is given by [5]

Pp ≤
∫ +∞

−∞

dz1√
2πσ

e−z2
1/2σ 2 ·

{
1 − γ

(
L f − 1

2
,

r2
z1

2σ 2

)

+
∑

d
δd /2<αd

Sd

[
Q

(
βd (z1)

σ

)
− Q

(rz1

σ

)]
γ

(
L f − 2

2
,

r2
z1

− β2
d (z1)

2σ 2

) }
(12.2)
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where the sum is only taken over {d} which satisfy δd/2 < αd , and variables rz1
, βd (z1)

and αd are further defined as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

rz1
=

(
1 − z1√

L f Es

)
r

βd (z1) = rz1√
1 − δ2

d

4L f Es

· δd

2r

αd = r

√
1 − δ2

d

4L f Es

(12.3)

where Es is the energy per coded bit. Thus, the total energy of a codeword is L f Es.

δd is defined as the Euclidean distance between two codewords in d different positions

(d ≤ L f). For antipodal signals, δd = 2
√

d Es. Furthermore, γ (a, x) in (12.2) is the

normalized incomplete gamma function, given by

γ (a, x) = 1

	 (a)

∫ x

0

ta−1e−t dt, a > 0, x > 0 (12.4)

where 	 (a) is the gamma function, given by

	 (a) =
∫ +∞

0

t x−1e−t dt, x ≥ 0 (12.5)

In (12.2), Q (x) is the Q function, expressed as

Q (x) = 1√
2π

∫ +∞

x
e−t2/2dt, x ≥ 0 (12.6)

By setting the derivative of (12.2) to zero, an optimal r can be found to achieve the

tightest upper bounds [5].

To calculate the tangential sphere bound, it is necessary to evaluate (12.1) first.

Although many efforts have been made by experts to find the distance spectra [7–10], it

remains a problem for most codes. Fortunately, for convolutional codes with small con-

straint lengths, (12.1) can be quickly calculated [11] when the codeword is not too long.

Since the computation complexity increases exponentially with the constraint length,

the tangential sphere bound is only calculated for the 1/2-rate convolutional code with a

constraint length of 4. Given Lcb = 1200, the length of the codeword is 2406, including

6 tail bits. Otherwise, an overflow will occur because the calculation involves very large

values. Convolutional codes with other code rates, constraint lengths and code lengths

will be studied as well.

12.4 Analysis and simulation

As explained in Section 12.1, sub-packet schemes are good schemes in the presence

of burst errors. This section is devoted to finding the optimum sub-packet schemes to

maximize system throughput. Consider an N-sub-packet scheme with an (n, k) error
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detection code. The effective code rate of the packet scheme is defined as

Reff = L

L f

= N · k

L f

= N · (n − Lcrc)

L f

= Lcb − N · Lcrc

L f

(12.7)

which accounts for the redundancy introduced by error detection codes. Define SNRb =
Eb/N0 as the SNR per information bit, where Eb is the energy per information bit and N0

is the power spectrum density of channel noise, and SNRc = Reff · SNRb as the SNR per

channel bit. Obviously, when all the other parameters are fixed, SNRc (or Reff) decreases

as N increases. Given Lcrc = 16 and N, one way to alleviate the effect of N on SNRc is

to apply sub-packet schemes in long-packet-length systems (large Lcb).

12.4.1 Optimum sub-packet schemes

Throughput is chosen as the criterion for optimizing the number of sub-packets, N. Con-

sider a truncated system that employs a selective repeat-ARQ protocol with M maximum

transmissions. The throughput is defined as [6]

η = Reff · [1 − Psp(N )] = Lcb − N · Lcrc

L f

· [1 − Psp(N )] (12.8)

When Lcb, Lcrc, Lf (or the code rate) and SNRb are given, the throughput only depends

on N. When the number of sub-packets, N, is very large, Reff tends to be small, so that

the throughput η becomes small. When N is very small, however, the SPER Psp(N) tends

to be large, so the throughput η becomes small as well. Therefore, there must exist a

value of N at which the throughput takes a maximum value. The optimum number of

sub-packets (Nopt) that achieves the highest throughput can be obtained by setting the

derivative dη/dN to zero. Nopt can then be obtained from

N = Lcb · dPsp(N )

dN + Lcrc · [1 − Psp(N )]

Lcrc · d Psp(N )

dN

(12.9)

If Psp(N) is given, then Nopt can be calculated from (12.9) directly. Unfortunately, it

is difficult to obtain a closed form of Psp(N). Under the assumption of burst packet error

patterns and long packet lengths, Nopt can be obtained from (12.9) by approximating

Psp(N) with its average upper bound as follows.

For the hybrid ARQ system employing an N-sub-packet scheme, the error rate of the

whole packet, Pw(N ), can be approximated by the tangential bound (12.2). Note that the

input sequence to the FEC encoder is not pure information bits but N time-multiplexed

CRC codewords. CRC encoders will change the weight distribution of the input sequence.

As Sd in (12.1) is the number of FEC codewords with weight d, it is a function of the

number of sub-packets. In addition, the effective code rate is a function of N. For long

packet lengths, the effects of N on weight distribution and code rate are not significant.

Moreover, the PER of convolutional codes is not sensitive to the change in SNR. Thus,

Pw(N ) ≈ Pw(1). Furthermore, since bit errors are in burst, Psp(N ) can be approximated

by Pw(N )/N :

Psp(N ) ≈ Pw(N )

N
≈ Pw(N )

N
≈ Pp

N
(12.10)
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Then, Nopt can be obtained from (12.9) and (12.10):

Nopt ≈
√

Lcb · Pp

Lcrc

(12.11)

Equation (12.11) clearly describes the relationship between Nopt and other system

parameters. Firstly, Nopt is limited by the redundancy (Lcrc) introduced by error detection

codes. When the CRC is long (large Lcrc), Nopt may take a value as small as one, which

means that there is no benefit from sub-packet schemes due to too much redundancy

introduced by the CRC. When Lcrc is very small, Nopt becomes large. Thus, a small Lcrc

is required to render a sub-packet scheme advantageous. For CRC codes, however, Lcrc

should be large enough to ensure detection. Therefore, to balance both CRC detection

capability and sub-packet scheme, an appropriate value of Lcrc should be chosen. Second,

when Lcrc and Pw(1) are given, Nopt increases with Lcb, which means more benefit from

large-N sub-packet schemes in long-packet-length systems. Third, a lower bound of

Pw(1) can be obtained from (12.11) by setting Nopt = 1, and is given by

Pw = Lcrc

Lcb

(12.12)

Thus, a longer packet length Lcb can result in a smaller Pw, which will increase the

effective SNRb region of sub-packet schemes (see (12.7)). In the SNRb region where

Pw(1) < Pw, Nopt is set to one, which means that complete packet schemes are the best

packet schemes in the region, instead of sub-packet schemes.

Given Lcrc and Lcb, the optimum sub-packet scheme can be constructed as follows.

First, a PER versus SNRb curve is obtained from the tangential sphere bound (or simu-

lation). Then Pw can be found from the curve and the corresponding SNRb is taken as a

threshold. For SNRb where Pw(1) ≤ Pw, Nopt should be set to one, whereas for smaller

SNRb where Pw(1) > Pw, Nopt is calculated by using (12.11).

The proposed method of constructing adaptive sub-packet schemes is verified with

convolutional codes. Consider a convolutional code with L f = 2406, Lcb = 1200, mc =
4 and a code rate of 1/2, whose generator polynomial is (64, 74). The tangential sphere

bound of PER is obtained and Pw is calculated from (12.12) with the corresponding

SNRb of about 5.0 dB. Therefore, when SNRb is smaller than 5.0 dB, the optimum Nopt

can be found by using (12.11), whereas when SNRb ≥ 5 dB, Nopt = 1. The adaptive

sub-packet scheme (or Nopt) can be derived. Simulation results are also depicted in

Figure 12.3 for comparison. It is seen that analytical Nopt derived from the tangential

sphere bound is close to the simulated Nopt obtained from simulations at low or high

SNRb. At moderate SNRb, however, it is larger than the simulated Nopt. This is because

when SNRb is low or high, the tangential sphere bound provides good estimation for

PER, while at moderate SNRb, this upper bound is much larger than the simulated PER.

It is seen from Figure 12.3 that the optimum sub-packet scheme is not a constant-N
scheme. Instead, Nopt changes with SNRb. The scheme that enables a system to employ

different values of Nopt under variable SNRb is called “an adaptive sub-packet scheme.”

Using a predefined table of Nopt at different SNRb, the adaptive sub-packet scheme can

be easily realized.
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Figure 12.3 Optimum number of sub-packets in the adaptive sub-packet scheme.

Since at moderate SNRb, Nopt derived from the tangential sphere bound provides a

rough estimation for the real Nopt, it is necessary to investigate the system throughput

with the adaptive optimum sub-packet scheme. The throughput of the complete packet

scheme obtained from simulation is also plotted for comparison. Note that the optimum

number of sub-packets is dependent on the SNRb. It can be seen from Figure 12.4 that

when SNRb is small or moderate (SNRb ≤ 3 dB), the adaptive sub-packet scheme can

significantly improve the system throughput compared to the complete packet scheme.

Analytical and simulation results are very close even at moderate SNRb where analytical

Nopt is larger than simulated Nopt (see Figure 12.3). That is, performance degradation is

small when Nopt is slightly over-estimated.

Simulated throughput is illustrated in Figure 12.5 with fixed-N and adaptive sub-

packet schemes. It is seen that an adaptive sub-packet scheme always provides the high-

est throughput, whereas fixed-N sub-packet schemes provide the same throughput as

adaptive only in narrow ranges of SNRb. Specifically, when SNRb is from 2 dB to 3 dB,

or from 3 dB to 4 dB, or from 4 dB to 5 dB, the optimum numbers of sub-packets
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Figure 12.4 Throughput comparison between simulation and analytical results.

are about Nopt = 8, 4 and 2, respectively. When SNRb ≥ 5 dB, the complete packet

scheme (Nopt = 1) performs the best. This is consistent with Figure 12.3. In summary, for

convolutionally-coded hybrid ARQ systems, the adaptive sub-packet scheme improves

the throughput significantly.

The performance of adaptive sub-packet schemes will be further investigated with

different code rates and constraint lengths. As mentioned in the previous section, it is

complicated to obtain the distance spectra of convolutional codes with punctuation and

long constraint lengths. In order to provide the performance comparison of the adaptive

sub-packet and complete packet schemes in more detail, the following results are obtained

by means of simulations.

Figure 12.6 illustrates the system throughput as a function of SNRb for different

code rates generated by puncturing. It can be seen that for a given scheme (adaptive or

complete), the convolutional code with code rate of 1/2 provides the highest throughput

at small SNRb, while the code with code rate of 5/6 performs best at high SNRb. For a

given code rate, although adaptive and complete schemes perform the same when SNRb
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Figure 12.5 Throughput of fixed sub-packet and adaptive sub-packet schemes.

is large, the former performs much better than the latter when SNRb is small or moderate.

It is also interesting to note that in the SNRb range of interest, the throughput of 5/6-rate

code with the adaptive scheme is always higher than that of 1/2- or 2/3-rate code with

the complete scheme. Although the SPER of the 5/6-rate code is higher than the complete

PER of the 1/2-rate code, the former code still provides better throughput than the latter

due to the higher code rate. In summary, for the adaptive scheme, the best code rates

should be 1/2, 2/3 and 5/6 for SNRb less than 3 dB, from 3 dB to 4 dB and greater than

4 dB, respectively.

In order to investigate the effect of packet length on the optimum sub-packet scheme,

Figure 12.7 shows the throughput (η) as a function of the number of sub-packets (N)

for Lcb = 1200 and 1800, respectively. It is seen that each curve takes a peak value at

a specific value of N, which is Nopt = 9 and 12 for Lcb = 1200 and 1800, respectively.

Nopt is roughly proportional to Lcb. Although the peak values of the two curves are very

close, the curve of Lcb = 1800 is more robust to N. Therefore, a large value of Lcb is

preferable.
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Figure 12.6 System throughput of adaptive sub-packet and complete packet schemes for

different code rate.

12.4.2 Delay

Assuming that T is the time needed to encode, transmit and decode a sub-block of data,

the system delay is T plus additional delay caused by retransmission. For N = 1, i.e.

in complete packet schemes, if the packet is error free, then the system delay is T. If

the packet is in error, then additional time is needed for retransmission. Assuming that

feedback delay is negligible, the average additional system delay for complete packet

schemes is given by

Delay = T · Psp(1) + T · Psp(1)2 + · · · + T · Psp(1)M−1 (12.13)

When N > 1, the situation is quite different. For the received sub-packets SP1 to SPN,

if the first sub-packet SP1 is in error, then the other sub-packets must wait for it even

if they are error free, because data blocks must be sent to the upper layer protocol in

sequence. Hence, the system delay also depends on the position of the erroneous sub-

packet. Consider the simple case of M = 2, where all new sub-packets are transmitted.
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Figure 12.7 System throughput as a function of the number of sub-packets for different packet

lengths.

At the receiver side, if the first sub-packet is in error, then all N sub-packets must wait for

another T before being sent to the upper layer or dropped, and the average additional delay

is Psp (N ) · T . If the first sub-packet is error free and the second is in error, then the first

is sent to the upper layer and the other N − 1 sub-packets wait in the buffer for another

T. Hence, the average additional delay is [1 − Psp (N )] · Psp (N ) · (N − 1)/N · T .

Similarly, when the first i sub-packets are error free and the (i +1)th is in error, the average

additional delay is [1 − Psp (N )]i · Psp (N ) · (N − 1)/N · T . Then, the additional delay

caused by retransmission for N-sub-packet schemes is given by

Delay =
N−1∑
i=0

[1 − Psp(N )]i · Psp(N ) · N − i

N
· T

= T ·
(

Psp(N ) + [1 − Psp(N )]N+1 − [1 − N · Psp(N )] · [1 − Psp(N )]

N · Psp(N )

)

(12.14)

When N = 1, (12.14) reduces to (12.13).
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Figure 12.8 Additional delay in adaptive sub-packet and complete packet schemes.

Figure 12.8 illustrates the additional delay of complete and adaptive schemes for

convolutionally coded systems. For all considered code rates, the adaptive sub-packet

scheme always provides less additional delay than the complete packet scheme, although

the improvement is relatively small. In this figure, Lcb is set to 1200, and the packet length

varies with code rates. Note that in fact T should change with packet length. The same T
is used in this figure, however, since the focus is on the performance difference between

complete packet and adaptive sub-packet schemes for each code rate.

12.4.3 Dropping rate

When a sub-packet is unsuccessfully transmitted for M times, it will be dropped out.

Therefore, in a truncated ARQ system with M maximum transmissions, the dropping

rate of a sub-packet is simply a power function of Psp(N):

Pdrop = Psp(N ) · Psp(N ) · · · Psp(N )︸ ︷︷ ︸
M

= P M
sp (N ) (12.15)
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For M = 2, the dropping rates of complete packet and adaptive sub-packet schemes

are shown in Figure 12.9. It can be seen that for a given code rate, the dropping rate

of the adaptive sub-packet is much smaller than that of the complete packet, especially

when SNRb is moderate.

12.4.4 Sub-packet combining

By combining a previously received erroneous packet and a new packet, the system

throughput can be improved significantly [12]. The adaptive sub-packet scheme can be

used with packet combining to further improve the system performance. It is assumed

that in total M = 2 transmissions are permitted. At the first transmission, the data

signals are transmitted using the optimum sub-packet scheme according to the channel

condition. At the receiver, all sub-packets are stored and NAK is sent to the transmitter

for retransmission of the erroneous sub-packets. The received signals of the previous

erroneous sub-packets and the corresponding sub-packets in the second transmission

are combined and the whole codeword is decoded again. If the channel is static during

the two transmissions, then the combination is simply the half sum of the two received



310 High-speed wireless communications

−1 10 432 5
0

0.1

0.2

0.3

0.4

0.5

T
h
ro

u
g
h
p
u
t

Adaptive

Complete

With packet
combining 

W/o packet
 combining

SNRb (dB)

R = 1/2, m
c
 = 4, L

cb 
= 1200

Figure 12.10 Performance of adaptive sub-packet schemes with packet combining.

signals. In the Gaussian channel, the SNR of the combined signal is improved by 3 dB

and the SPER can be reduced significantly. If the sub-packet is still in error after packet

combining, it will be dropped.

Figure 12.10 shows the throughput performance of the adaptive scheme with and with-

out sub-packet combining. As a comparison, the performance of the complete scheme

with and without packet combining is also shown. It can be seen that for either the

adaptive or complete scheme, the system throughput is enhanced considerably by the

combining algorithm, especially at low SNR. With the combining algorithm, the adap-

tive scheme still outperforms the complete scheme, but the performance gap is reduced

when SNRb is around 1 dB. This is because, when SNRb is small, the SPER and PER

of the first transmission is high and the system throughput is mainly determined by

the SPER and PER after combining. Hence, due to two transmissions, the throughput is

roughly equal to half of the throughput without combining by shifting the SNR by −3 dB.

Therefore, with combining, the performance gap between the adaptive and complete

schemes reduces to a small value as SNRb increases. When SNRb is further increased

beyond 1 dB, however, the throughput in the first transmission increases for the adaptive
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scheme, while it is still very small for the complete scheme. Therefore, after combining,

the throughput gap between the two schemes increases as SNRb increases from 1 dB.

Then, when SNRb is moderate or high, after combining, the packet is error free in most

cases. Hence, the throughput is mainly determined by the SPER and PER at the first

transmission, and the throughput difference between the two schemes reduces as SNRb

is high.

It is interesting to note that although the adaptive scheme without combining is inferior

to the complete scheme with combining at low SNR, the former outperforms the latter

when SNRb > 2 dB. As explained before, when SNRb is moderate or high, the throughput

after combining is mainly determined by the PER of the complete scheme at the first

transmission. Since the SPER of the adaptive scheme is much lower than the PER of the

complete scheme when SNRb > 2 dB, it is noticeable that the adaptive scheme without

combining has higher throughput than the complete scheme with combining. In summary,

the adaptive sub-packet scheme can be flexibly used with the packet combining technique

and still outperforms the complete scheme with combining.

12.5 Conclusions

This chapter presents an optimum sub-packet scheme for convolutionally coded ARQ

systems. By means of theoretical analysis and computer simulations, the following has

been shown.

(1) Sub-packet schemes are suitable for convolutionally coded ARQ systems at low to

moderate SNRb. Significant improvement in the system throughput is obtainable

with optimum sub-packet schemes.

(2) The optimum number of sub-packets (Nopt) can be derived under the assumption

of burst packet error patterns. Nopt decreases with increasing SNRb. Adaptive sub-

packet schemes provide best performance in dynamic channels (variable SNRb).

(3) The optimum sub-packet scheme outperforms complete packet schemes in the addi-

tional delay and dropping rate.

(4) The optimum sub-packet scheme can be flexibly used with the packet combining

technique to further improve system throughput.
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