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Preface

The second edition of the Civil Engineering Handbook has been revised and updated to provide a
comprehensive reference work and resource book covering the broad spectrum of civil engineering. This
book has been written with the practicing civil engineer in mind. The ideal reader will be a BS- or MSc-
level engineer with a need for a single reference source to use to keep abreast of new techniques and
practices as well as to review standard practices.

The Handbook stresses professional applications, placing great emphasis on ready-to-use materials. It
contains many formulas and tables that give immediate solutions to common questions and problems
arising from practical work. It also contains a brief description of the essential elements of each subject,
thus enabling the reader to understand the fundamental background of these results and to think beyond
them. Traditional as well as new and innovative practices are covered.

As a result of rapid advances in computer technology and information technology, a revolution has
occurred in civil engineering research and practice. A new aspect, information technology and computing,
has been added to the theoretical and experimental aspects of the field to form the basis of civil engi-
neering. Thorough coverage of computational and design methods is essential in a knowledge-based
economy. Thus, computational aspects of civil engineering form the main focus of several chapters. The
Civil Engineering Handbook is a comprehensive handbook, featuring a modern CAD/CAE approach in
advancing civil engineers in the 21% century. The Handbook is organized into eight sections, covering the
traditional areas of civil engineering: construction engineering, materials engineering, environmental
engineering, structural engineering, geotechnical engineering, surveying engineering, hydraulic engineer-
ing, and transportation engineering.

The subdivision of each section into several chapters is made by the associate editors and is somewhat
arbitrary, as the many subjects of the individual chapters are cross-linked in many ways and cannot be
arranged in a definite sequence. To this end, in addition to the complete table of contents presented at
the front of the book, an individual table of contents precedes each of the eight sections and gives a
general outline of the scope of the subject area covered. Finally, each chapter begins with its own table
of contents. The reader should look over these tables of contents to become familiar with the structure,
organization, and content of the book. In this way, the book can also be used as a survey of the field of
civil engineering, by the student or civil engineer, to find the topics that he or she wants to examine in
depth. It can be used as an introduction to or a survey of a particular subject in the field, and the references
at the end of each chapter can be consulted for more detailed studies.

The chapters of the Handbook have been written by many authors, all experts in their fields, and the
eight sections have been carefully edited and integrated by the various associate editors in the School of
Civil Engineering at Purdue University and the Department of Civil Engineering at the National Uni-
versity of Singapore. This Handbook is a testimonial to the dedication of the associate editors, the
publisher, and the editorial associates. I wish to thank all of the authors for their contributions and the



reviewers for their constructive comments. I also wish to acknowledge at CRC Press, Helena Redshaw,

Elizabeth Spangenberger, Susan Fox, and Cindy Carelli for their professional support in revising this
handbook.

W. E. Chen
J. Y. Richard Liew
Editors-in-Chief
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he construction industry is one of the largest segments of business in the United States, with the

percentage of the gross national product spent in construction over the last several years averaging

about 10%. For 2001, the total amount spent on new construction contracts in the U.S. is estimated

at $481 billion [Engineering News Record, Nov. 19, 2001]. Of this total, about $214 billion is estimated
for residential projects, $167 billion for nonresidential projects, and the rest for nonbuilding projects.

Construction is the realization phase of the civil engineering process, following conception and design.

It is the role of the constructor to turn the ideas of the planner and the detailed plans of the designer

into physical reality. The owner is the ultimate consumer of the product and is often the general public



for civil engineering projects. Not only does the constructor have an obligation to the contractual owner,
or client, but also an ethical obligation to the general public to perform the work so that the final product
will serve its function economically and safely.

The construction industry is typically divided into specialty areas, with each area requiring different
skills, resources, and knowledge to participate effectively in it. The area classifications typically used are
residential (single- and multifamily housing), building (all buildings other than housing), heavy/highway
(dams, bridges, ports, sewage-treatment plants, highways), utility (sanitary and storm drainage, water
lines, electrical and telephone lines, pumping stations), and industrial (refineries, mills, power plants,
chemical plants, heavy manufacturing facilities). Civil engineers can be heavily involved in all of these
areas of construction, although fewer are involved in residential. Due to the differences in each of these
market areas, most engineers specialize in only one or two of the areas during their careers.

Construction projects are complex and time-consuming undertakings that require the interaction and
cooperation of many different persons to accomplish. All projects must be completed in accordance with
specific project plans and specifications, along with other contract restrictions that may be imposed on
the production operations. Essentially, all civil engineering construction projects are unique. Regardless
of the similarity to other projects, there are always distinguishing elements of each project that make it
unique, such as the type of soil, the exposure to weather, the human resources assigned to the project,
the social and political climate, and so on. In manufacturing, raw resources are brought to a factory with
a fairly controlled environment; in construction, the “factory” is set up on site, and production is
accomplished in an uncertain environment.

It is this diversity among projects that makes the preparation for a civil engineering project interesting
and challenging. Although it is often difficult to control the environment of the project, it is the duty of the
contractor to predict the possible situations that may be encountered and to develop contingency strategies
accordingly. The dilemma of this situation is that the contractor who allows for contingencies in project cost
estimates will have a difficult time competing against other less competent or less cautious contractors. The
failure rate in the construction industry is the highest in the U.S.; one of the leading causes for failure is the
inability to manage in such a highly competitive market and to realize a fair return on investment.

Participants in the Construction Process

There are several participants in the construction process, all with important roles in developing a
successful project. The owner, either private or public, is the party that initiates the demand for the
project and ultimately pays for its completion. The owner’s role in the process varies considerably;
however, the primary role of the owner is to effectively communicate the scope of work desired to the
other parties. The designer is responsible for developing adequate working drawings and specifications,
in accordance with current design practices and codes, to communicate the product desired by the owner
upon completion of the project. The prime contractor is responsible for managing the resources needed
to carry out the construction process in a manner that ensures the project will be conducted safely, within
budget, and on schedule, and that it meets or exceeds the quality requirements of the plans and specifi-
cations. Subcontractors are specialty contractors who contract with the prime contractor to conduct a
specific portion of the project within the overall project schedule. Suppliers are the vendors who contract
to supply required materials for the project within the project specifications and schedule. The success
of any project depends on the coordination of the efforts of all parties involved, hopefully to the financial
advantage of all. In recent years, these relationships have become more adversarial, with much conflict
and litigation, often to the detriment of the projects.

Construction Contracts

Construction projects are done under a variety of contract arrangements for each of the parties involved.
They range from a single contract for a single element of the project to a single contract for the whole



project, including the financing, design, construction, and operation of the facility. Typical contract types
include lump sum, unit price, cost plus, and construction management.

These contract systems can be used with either the competitive bidding process or with negotiated
processes. A contract system becoming more popular with owners is design-build, in which all of the
responsibilities can be placed with one party for the owner to deal with. Each type of contract impacts
the roles and responsibilities of each of the parties on a project. It also impacts the management functions
to be carried out by the contractor on the project, especially the cost engineering function.

A major development in business relationships in the construction industry is partnering. Partnering
is an approach to conducting business that confronts the economic and technological challenges in industry
in the 21st century. This new approach focuses on making long-term commitments with mutual goals for
all parties involved to achieve mutual success. It requires changing traditional relationships to a shared
culture without regard to normal organizational boundaries. Participants seek to avoid the adversarial
problems typical for many business ventures. Most of all, a relationship must be based upon trust. Although
partnering in its pure form relates to a long-term business relationship for multiple projects, many single-
project partnering relationships have been developed, primarily for public owner projects. Partnering is
an excellent vehicle to attain improved quality on construction projects and to avoid serious conflicts.

Partnering is not to be construed as a legal partnership with the associated joint liability. Great care
should be taken to make this point clear to all parties involved in a partnering relationship.

Partnering is not a quick fix or panacea to be applied to all relationships. It requires total commitment,
proper conditions, and the right chemistry between organizations for it to thrive and prosper. The
relationship is based upon trust, dedication to common goals, and an understanding of each other’s
individual expectations and values. The partnering concept is intended to accentuate the strength of each
partner and will be unable to overcome fundamental company weaknesses; in fact, weaknesses may be
magnified. Expected benefits include improved efficiency and cost effectiveness, increased opportunity
for innovation, and the continuous improvement of quality products and services. It can be used by
either large or small businesses, and it can be used for either large or small projects. Relationships can
develop among all participants in construction: owner-contractor, owner-supplier, contractor-supplier,
contractor-contractor. (Contractor refers to either a design firm or a construction company.)

Goals of Project Management

Regardless of the project, most construction teams have the same performance goals:

Cost — Complete the project within the cost budget, including the budgeted costs of all change orders.
Time — Complete the project by the scheduled completion date or within the allowance for work days.
Quality — Perform all work on the project, meeting or exceeding the project plans and specifications.
Safety — Complete the project with zero lost-time accidents.

Conflict — Resolve disputes at the lowest practical level and have zero disputes.

Project startup — Successfully start up the completed project (by the owner) with zero rework.

Basic Functions of Construction Engineering

The activities involved in the construction engineering for projects include the following basic functions:

Cost engineering — The cost estimating, cost accounting, and cost-control activities related to a
project, plus the development of cost databases.

Project planning and scheduling — The development of initial project plans and schedules, project
monitoring and updating, and the development of as-built project schedules.

Equipment planning and management — The selection of needed equipment for projects, produc-
tivity planning to accomplish the project with the selected equipment in the required project
schedule and estimate, and the management of the equipment fleet.



Design of temporary structures — The design of temporary structures required for the construction
of the project, such as concrete formwork, scaffolding, shoring, and bracing.

Contract management — The management of the activities of the project to comply with contract
provisions and document contract changes and to minimize contract disputes.

Human resource management — The selection, training, and supervision of the personnel needed
to complete the project work within schedule.

Project safety — The establishment of safe working practices and conditions for the project, the
communication of these safety requirements to all project personnel, the maintenance of safety
records, and the enforcement of these requirements.

Innovations in Construction

There are several innovative developments in technological tools that have been implemented or are
being considered for implementation for construction projects. New tools such as CAD systems, expert
systems, bar coding, and automated equipment offer excellent potential for improved productivity and
cost effectiveness in industry. Companies who ignore these new technologies will have difficulty com-
peting in the future.

Scope of This Section of the Handbook

The scope of Section I, Construction, in this handbook is to present the reader with the essential
information needed to perform the major construction engineering functions on today’s construction
projects. Examples are offered to illustrate the principles presented, and references are offered for further
information on each of the topics covered.
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1.1 Introduction

The preparation of estimates represents one of the most important functions performed in any business
enterprise. In the construction industry, the quality of performance of this function is paramount to the
success of the parties engaged in the overall management of capital expenditures for construction projects.
The estimating process, in some form, is used as soon as the idea for a project is conceived. Estimates
are prepared and updated continually as the project scope and definition develops and, in many cases,
throughout construction of the project or facility.

The parties engaged in delivering the project continually ask themselves “What will it cost?” To answer
this question, some type of estimate must be developed. Obviously, the precise answer to this question
cannot be determined until the project is completed. Posing this type of question elicits a finite answer
from the estimator. This answer, or estimate, represents only an approximation or expected value for the
cost. The eventual accuracy of this approximation depends on how closely the actual conditions and
specific details of the project match the expectations of the estimator.

Extreme care must be exercised by the estimator in the preparation of the estimate to subjectively
weigh the potential variations in future conditions. The estimate should convey an assessment of the
accuracy and risks.

1.2 Estimating Defined

Estimating is a complex process involving collection of available and pertinent information relating to
the scope of a project, expected resource consumption, and future changes in resource costs. The process
involves synthesis of this information through a mental process of visualization of the constructing process
for the project. This visualization is mentally translated into an approximation of the final cost.




At the outset of a project, the estimate cannot be expected to carry a high degree of accuracy, because
little information is known. As the design progresses, more information is known, and accuracy should
improve.

Estimating at any stage of the project cycle involves considerable effort to gather information. The
estimator must collect and review all of the detailed plans, specifications, available site data, available
resource data (labor, materials, and equipment), contract documents, resource cost information, pertinent
government regulations, and applicable owner requirements. Information gathering is a continual process
by estimators due to the uniqueness of each project and constant changes in the industry environment.

Unlike the production from a manufacturing facility, each product of a construction firm represents
a prototype. Considerable effort in planning is required before a cost estimate can be established. Most
of the effort in establishing the estimate revolves around determining the approximation of the cost to
produce the one-time product.

The estimator must systematically convert information into a forecast of the component and collective
costs that will be incurred in delivering the project or facility. This synthesis of information is accom-
plished by mentally building the project from the ground up. Each step of the building process should
be accounted for along with the necessary support activities and embedded temporary work items
required for completion.

The estimator must have some form of systematic approach to ensure that all cost items have been
incorporated and that none have been duplicated. Later in this chapter is a discussion of alternate
systematic approaches that are used.

The quality of an estimate depends on the qualifications and abilities of the estimator. In general, an
estimator must demonstrate the following capabilities and qualifications:

Extensive knowledge of construction

Knowledge of construction materials and methods

Knowledge of construction practices and contracts

Ability to read and write construction documents

Ability to sketch construction details

Ability to communicate graphically and verbally

Strong background in business and economics

Ability to visualize work items

Broad background in design and code requirements

Obviously, from the qualifications cited, estimators are not born but are developed through years of
formal or informal education and experience in the industry. The breadth and depth of the requirements
for an estimator lend testimony to the importance and value of the individual in the firm.

1.3 Estimating Terminology

There are a number of terms used in the estimating process that should be understood. AACE Interna-
tional (formerly the American Association of Cost Engineers) developed a glossary of terms and defini-
tions in order to have a uniform technical vocabulary. Several of the more common terms and definitions
are given below.

1.4 Types of Estimates

There are two broad categories for estimates: conceptual (or approximate) estimates and detailed esti-
mates. Classification of an estimate into one of these types depends on the available information, the
extent of effort dedicated to preparation, and the use for the estimate. The classification of an estimate
into one of these two categories is an expression of the relative confidence in the accuracy of the estimate.



Conceptual Estimates

At the outset of the project, when the scope and definition are in the early stages of development, little
information is available, yet there is often a need for some assessment of the potential cost. The owner
needs to have a rough or approximate value for the project’s cost for purposes of determining the
economic desirability of proceeding with design and construction. Special quick techniques are usually
employed, utilizing minimal available information at this point to prepare a conceptual estimate. Little
effort is expended to prepare this type of estimate, which often utilizes only a single project parameter,
such as square feet of floor area, span length of a bridge, or barrels per day of output. Using available,
historical cost information and applying like parameters, a quick and simple estimate can be prepared.
These types of estimates are valuable in determining the order of magnitude of the cost for very rough
comparisons and analysis but are not appropriate for critical decision making and commitment.

Many situations exist that do not warrant or allow expenditure of the time and effort required to
produce a detailed estimate. Feasibility studies involve elimination of many alternatives prior to any
detailed design work. Obviously, if detailed design were pursued prior to estimating, the cost of the
feasibility study would be enormous. Time constraints may also limit the level of detail that can be
employed. If an answer is required in a few minutes or a few hours, then the method must be a conceptual
one, even if detailed design information is available.

Conceptual estimates have value, but they have many limitations as well. Care must be exercised to
choose the appropriate method for conceptual estimating based on the available information. The
estimator must be aware of the limitations of his estimate and communicate these limitations so that the
estimate is not misused. Conceptual estimating relies heavily on past cost data, which is adjusted to reflect
current trends and actual project economic conditions.

The accuracy of an estimate is a function of time spent in its preparation, the quantity of design data
utilized in the evaluation, and the accuracy of the information used. In general, more effort and more
money produce a better estimate, one in which the estimator has more confidence regarding the accuracy
of his or her prediction. To achieve significant improvement in accuracy requires a larger-than-propor-
tional increase in effort. Each of the three conceptual levels of estimating has several methods that are
utilized, depending on the project type and the availability of time and information.

Order of Magnitude

The order-of-magnitude estimate is by far the most uncertain estimate level used. As the name implies,
the objective is to establish the order of magnitude of the cost, or more precisely, the cost within a range
of +30 to —=50%.

Various techniques can be employed to develop an order-of-magnitude estimate for a project or portion
of a project. Presented below are some examples and explanations of various methods used.

Rough Weight Check

When the object of the estimate is a single criterion, such as a piece of equipment, the order-of-magnitude
cost can be estimated quickly based on the weight of the object. For the cost determination, equipment
can be grouped into three broad categories:

1. Precision/computerized/electronic
2. Mechanical/electrical
3. Functional

Precision equipment includes electronic or optical equipment such as computers and surveying instru-
ments. Mechanical/electrical equipment includes pumps and motors. Functional equipment might
include heavy construction equipment, automobiles, and large power tools. Precision equipment tends
to cost ten times more per pound than mechanical/electrical equipment, which in turn costs ten times
per pound more than functional equipment. Obviously, if you know the average cost per pound for a
particular class of equipment (e.g., pumps), this information is more useful than a broad category
estimate. In any case, the estimator should have a feel for the approximate cost per pound for the three



categories so that quick checks can be made and order-of-magnitude estimates performed with minimal
information available. Similar approaches using the capacity of equipment, such as flow rate, can be used
for order-of-magnitude estimates.

Cost Capacity Factor
This quick method is tailored to the process industry. It represents a quick shortcut to establish an order-
of-magnitude estimate of the cost. Application of the method involves four basic steps:

1. Obtain information concerning the cost (C, or C,) and the input/output/throughput or holding
capacity (Q, or Q,) for a project similar in design or characteristics to the one being estimated.

2. Define the relative size of the two projects in the most appropriate common units of input, output,
throughput, or holding capacity. As an example, a power plant is usually rated in kilowatts of
output, a refinery in barrels per day of output, a sewage treatment plant in tons per day of input,
and a storage tank in gallons or barrels of holding capacity.

3. Using the three known quantities (the sizes of the two similar plants in common units and the
cost of the previously constructed plant), the following relationship can be developed:

C/C,=(Q/Q,)

where x is the appropriate cost capacity factor. With this relationship, the estimate of the cost of
the new plant can be determined.

4. The cost determined in the third step is adjusted for time and location by applying the appropriate
construction cost indices. (The use of indices is discussed later in this chapter.)

The cost capacity factor approach is also called the six-tenths rule, because in the original application
of the exponential relationship, x was determined to be equal to about 0.6. In reality, the factors for
various processes vary from 0.33 to 1.02 with the bulk of the values for x around 0.6.

Example 1

Assume that we have information on an old process plant that has the capacity to produce 10,000 gallons
per day of a particular chemical. The cost today to build the plant would be $1,000,000. The appropriate
cost factor for this type of plant is 0.6. An order-of-magnitude estimate of the cost is required for a plant
with a capacity of 30,000 gallons per day.

0.6

C =$1,000,000(30,000/10,000) " = $1,930,000

Comparative Cost of Structure

This method is readily adaptable to virtually every type of structure, including bridges, stadiums, schools,
hospitals, and offices. Very little information is required about the planned structure except that the
following general characteristics should be known:

1. Use — school, office, hospital, and so on

2. Kind of construction — wood, steel, concrete, and so on
3. Quality of construction — cheap, moderate, top grade
4. Locality — labor and material supply market area

5. Time of construction — year

By identifying a similar completed structure with nearly the same characteristics, an order-of-magni-
tude estimate can be determined by proportioning cost according to the appropriate unit for the structure.
These units might be as follows:

1. Bridges — span in feet (adjustment for number of lands)
2. Schools — pupils



3. Stadium — seats

4. Hospital — beds

5. Offices — square feet

6. Warehouses — cubic feet
Example 2

Assume that the current cost for a 120-pupil school constructed of wood frame for a city is $1,800,000.
We are asked to develop an order-of-magnitude estimate for a 90-pupil school.

Solution. The first step is to separate the per-pupil cost.

$1,800,000/120 = $15,000/ pupil

Apply the unit cost to the new school.

$15,000/ pupil ¥ 90 pupils = $1,350,000

Feasibility Estimates

This level of conceptual estimate is more refined than the order-of-magnitude estimate and should
provide a narrower range for the estimate. These estimates, if performed carefully, should be within +20
to 30%. To achieve this increase in accuracy over the order-of-magnitude estimate requires substantially
more effort and more knowledge about the project.

Plant Cost Ratio

This method utilizes the concept that the equipment proportion of the total cost of a process facility is
about the same, regardless of the size or capacity of the plant, for the same basic process. Therefore, if
the major fixed equipment cost can be estimated, the total plant cost can be determined by factor
multiplication. The plant cost factor or multiplier is sometimes called the Lang factor (after the man
who developed the concept for process plants).

Example 3

Assume that a historical plant with the same process cost $2.5 million, with the equipment portion of
the plant costing $1 million. Determine the cost of a new plant if the equipment has been determined
to cost $2.4 million.

C =24/(1.0/2.5)
C =6 million dollars

Floor Area

This method is most appropriate for hospitals, stores, shopping centers, and residences. Floor area must
be the dominant attribute of cost (or at least it is assumed to be by the estimator). There are several
variations of this method, a few of which are explained below.

Total Horizontal Area

For this variation, it is assumed that cost is directly proportional to the development of horizontal surfaces.
It is assumed that the cost of developing a square foot of ground-floor space will be the same as a square
foot of third-floor space or a square foot of roof space. From historical data, a cost per square foot is
determined and applied uniformly to the horizontal area that must be developed to arrive at the total cost.

Example 4

Assume that a historical file contains a warehouse building that cost $2.4 million that was 50 ft ¥ 80 ft
with a basement, three floors, and an attic. Determine the cost for a 60 ft ¥ 30 ft warehouse building
with no basement, two floors, and an attic.



Solution. Determine the historical cost per square foot.

Basement area 4000
1%t floor 4000
27 floor 4000
31 floor 4000
Attic 4000
Roof 4000
TOTAL 24,000

$2,400,000/24,000 = $100/ ft>
Next, calculate the total cost for the new project.

1% floor 1800
2n floor 1800

Attic 1800
Roof 1800
TOTAL 7200

7200 ft* ¥ $100/ft* = $720,000

Finished Floor Area

This method is by far the most widely used approach for buildings. With this approach, only those floors
that are finished are counted when developing the historical base cost and when applying the historical
data to the new project area. With this method, the estimator must exercise extreme care to have the
same relative proportions of area to height to avoid large errors.

Example 5

Same as the preceding example.
Solution. Determine historical base cost.
1%t floor 4000

21 floor 4000
31 floor 4000

TOTAL 12,000 ft*fa

$2,400,000/12,000 = $200/ ft*fa

where ft*fa is square feet of finished floor area.
Next, determine the total cost for the new project.

1%t floor 1800
27 floor 1800

TOTAL 3600 ft’fa

3600 ft*fa ¥ $200/ft*fa = $720,000



As can be seen, little difference exists between the finished floor area and total horizontal area methods;
however, if a gross variation in overall dimensions had existed between the historical structure and the
new project, a wider discrepancy between the methods would have appeared.

Cubic Foot of Volume Method
This method accounts for an additional parameter that affects cost: floor-to-ceiling height.

Example 6

The same as the preceding two examples, except that the following ceiling heights are given:

Old Structure  New Structure

1%t floor 14 12
21d floor 10 12
31 floor 10 —

Solution. Determine the historical base cost.

14 ¥ 4000 = 56,000 ft?
10 ¥ 4000 = 40,000 ft*
10 ¥ 4000 40,000 ft?

136,000 ft?

TOTAL

$2,400,000/136,000 ft* = $17.65/ft>

Next, determine the total cost for the new warehouse structure.

1%t floor 1800 ft? ¥ 12 ft = 21,600 ft*
2 floor 1800 ft* ¥ 12 ft = 21,600 ft*

TOTAL = 43,200 ft

43,200 ft* ¥ $17.65/ft* = $762,500

Appropriation Estimates

As a project scope is developed and refined, it progresses to a point where it is budgeted into a corporate
capital building program budget. Assuming the potential benefits are greater than the estimated costs, a
sum of money is set aside to cover the project expenses. From this process of appropriation comes the
name of the most refined level of conceptual estimate. This level of estimate requires more knowledge
and effort than the previously discussed estimates.

These estimating methods reflect a greater degree of accuracy. Appropriation estimates should be
between +10 to 20%. As with the other forms of conceptual estimates, several methods are available for
preparing appropriation estimates.

Parametric Estimating/Panel Method

This method employs a database in which key project parameters, project systems, or panels (as in the
case of buildings) that are priced from past projects using appropriate units are recorded. The costs of
each parameter or panel are computed separately and multiplied by the number of panels of each kind.
Major unique features are priced separately and included as separate line items. Numerous parametric
systems exist for different types of projects. For process plants, the process systems and piping are the



parameters. For buildings, various approaches have been used, but one approach to illustrate the method

is as follows:

Parameter

Unit of Measure

Site work
Foundations and columns
Floor system
Structural system
Roof system
Exterior walls
Interior walls
HVAC

Electrical
Conveying systems
Plumbing

Finishes

Square feet of site area

Building square feet

Building square feet

Building square feet

Roof square feet

Wall square feet minus exterior windows
Wall square feet (interior)

Tons or Btu
Building square feet
Number of floor stops
Number of fixture units
Building square feet

Each of these items would be estimated separately by applying the historical cost for the appropriate
unit for similar construction and multiplying by the number of units for the current project. This same

approach is used on projects such as roads. The units or parameters used are often the same as the bid
items, and the historical prices are the average of the low-bid unit prices received in the last few contracts.

Bay Method

This method is appropriate for buildings or projects
that consist of a number of repetitive or similar units.
In the plan view of a warehouse building shown in
Fig. 1.1, the building is made up of three types of bays.
The only difference between them is the number of
outside walls. By performing a definitive estimate of the
cost of each of these bay types, an appropriation esti-
mate can be made by multiplying this bay cost times
the number of similar bays and totaling for the three
bay types.

Example 7
We know from a definitive estimate that the cost of the

three bay types is as follows:

Type I = $90,000
Type II = $120,000
Type III = $150,000

4@60'

FIGURE 1.1 Plan view — warehouse building.

3@60'

Determine the cost for the building structure and skin (outer surface).

Solution.

2 Type 1 @ 90,000
6 Type II @ 120,000
4 Type III @ 150,000

TOTAL

$180,000
$720,000
$600,000

$1,500,000

After applying the bay method for the overall project, the estimate is modified by making special
allowances (add-ons) for end walls, entrances, stairs, elevators, and mechanical and electrical equipment.



Plant Component Ratio

This method requires a great deal more information than other methods used in the process industry.
Definitive costs of the major pieces of equipment are needed. These can be determined from historical
records or published data sources. Historical records also provide the data that identifies the relative
percentage of all other items. The total project cost is then estimated as follows:

TPC =

1-PT

where TPC = total plant cost

ET = total estimated equipment cost

PT = sum of percentages of other items or phases (major account divisions).
Example 8

The total equipment cost for a plant is estimated to be $500,000. The following percentages represent
the average expenditures in other cost phases:

Engineering, overhead, and fees 22%

Warehousing 5%
Services 2%
Utilities 6%
Piping 20%
Instrumentation 5%
Electrical 6%
Buildings 4%
TOTAL 70% = PT
200,000 _ ¢ 670,000
(1.0-0.70)

While the solution here appears simple, in fact, the majority of time and effort is spent collecting the
equipment cost and choosing the appropriate percentages for application.

Time and Location Adjustments

It is often desirable when preparing conceptual estimates to utilize cost data from a different period of
time or from a different location. Costs vary with time and location, and it is, therefore, necessary to
adjust the conceptual estimate for the differences of time and location from the historical base. A
construction cost-indexing system is used to identify the relative differences and permit adjustment.

Cost Indexing

A cost index is a dimensionless number associated with a point in time and/or location that illustrates
the cost at that time or location relative to a base point in time or base location. The cost index provides
a comparison of cost or cost change from year to year and/or location to location for a fixed quantity of
services and commodities. The concept is to establish cost indices to avoid having to estimate all of the
unique features of every project, when it is reasonable to assume that the application of relative quantities
of resources is constant or will follow the use of historical data on a proportional basis without knowledge
of all of the design details. If the cost index is developed correctly, the following simple relationship will
exist:

New cost/New index = Historical cost/Historical index



An example of the way in which a cost index might be computed is given below. The cost elements
used for developing a cost index for concrete in 1982 are as follows:

C, = four hours for a carpenter = $240
C, = one cubic yard concrete = $60
C, = three hours for laborer = $66
C, = 100 fbm lumber (2 ¥ 10) = $49

C; = 100 # rebar $35
C,s = one hour from an ironworker = $50

C, =240 +60 +66 +49 +35+50 =500

Calculating C, similarly for another time or location involves the following steps:

C, = four hours for a carpenter = $200
C, = one cubic yard concrete = $58
C,; = three hours for laborer = $90
C, = 100 fbm lumber (2 ¥ 10) = $42
C; = 100 # rebar = $36

C,s = one hour from an ironworker = $44

C,=200+58+90+42+36+44 =470

Using the CI, as the base with an index equal to 100, the CI, index can be calculated as follows:

cI, =(C,/C,) ¥ 100 =(470/500) ¥ 100 = 94

The key to creating an accurate and valid cost index is not the computational approach but the correct
selection of the cost elements. If the index will be used for highway estimating, the cost elements should
include items such as asphalt, fuel oil, paving equipment, and equipment operators. Appropriately, a
housing cost index would include timber, concrete, carpenters, shingles, and other materials common
to residential construction.

Most of the cost indices are normalized periodically to a base of 100. This is done by setting the base
calculation of the cost for a location or time equal to 100 and converting all other indices to this base
with the same divisor or multiplier.

While it is possible to develop specialized indices for special purposes, numerous indices have been
published. These include several popular indices, such as the Engineering News Record building cost index
and construction cost index and the Means Building Construction Cost Data construction cost index and
historical cost index. These indices are developed using a wide range of cost elements. For example, the
Means’ construction cost index is composed of 84 construction materials, 24 building crafts’ labor hours,
and 9 different equipment rental charges that correspond to the labor and material items. These cost
indices are tabulated for the major metropolitan areas four times each year and for the 16 major UCI
construction divisions. Additionally, indices dating back to 1913 can be found to adjust costs from
different periods of time. These are referred to as historical cost indices.

Application of Cost Indices
These cost indices can have several uses:

+ Comparing costs from city to city (construction cost indices)

+ Comparing costs from time to time (historical cost indices)



+ Modifying costs for various cities and times (both)
+ Estimating replacement costs (both)

+ Forecasting construction costs (historical cost indices)
The cost index is only a tool and must be applied with sound judgment and common sense.

Comparing Costs from City to City

The construction cost indices can be used to compare costs between cities, because the index is developed
identically for each city. The index is an indicator of the relative difference. The cost difference between
cities for identical buildings or projects in a different city can be found by using the appropriate con-
struction cost indices (CCI). The procedure is as follows:

CClI for city A

CCl for city B (Known cost, city B)

Cost, city A =
(Known cost, city B) - (Cost, city A) = Cost difference

Comparing Costs from Time to Time

The cost indices can be used to compare costs for the same facility at different points in time. Using the
historical cost indices of two points in time, one can calculate the difference in costs between the two
points in time. It is necessary to know the cost and the historical index for time B and the historical cost
index for time A.

Cost, time A = w (Cost, time B)
HCI for time B

(Known cost, time B) - (Cost, time A) = Cost difference

Modifying Costs for Various Cities and Times

The two prior uses can be accomplished simultaneously, when it is desired to use cost information from
another city and time for a second city and time estimate. Care must be exercised to establish the correct
relationships. The following example illustrates the principle.

Example 9
A building cost $2,000,000 in 2000 in South Bend. How much will it cost to build in Boston in 2002?

Given: HCI, 2002 =114.3
HCI, 2000 = 102.2
CCI, S. Bend = 123.4
CCI, Boston = 134.3

(HCI, 2002) (CCI, Boston)

(HCI, 2000) (CCL, S. Bend) (Cost, . Bend) = Cost, Boston)

W(2>000,OOO) =$2,430,000

Estimating Replacement Costs
The historical cost index can be used to determine replacement cost for a facility built a number of years
ago or one that was constructed in stages.



Example 10

A building was constructed in stages over the last 25 years. It is desired to know the 2002 replacement
cost for insurance purposes. The building has had two additions since the original 1981, $300,000 portion
was built. The first addition was in 1990 at a cost of $200,000, and the second addition came in 1994 at
a cost of $300,000. The historical cost indices are as follows:

2002  100.0 = HCI
1994 49.8 = HCI
1990 34.6 = HCl
1981 23.9=HCl

Solution. The cost of the original building is

100 $300,000 = $1,255,000
23.9

The cost of addition A is

100 $200,000 = $578,000
34.6

The cost of addition B is

100 $300,000 = $602,000
49.8

So,
Total replacement cost = $2,435,000

Construction Cost Forecasting

If it is assumed that the future changes in cost will be similar to the past changes, the indices can be used
to predict future construction costs. By using these past indices, future indices can be forecast and, in
turn, used to predict future costs. Several approaches are available for developing the future index. Only
one will be presented here.

The simplest method is to examine the change in the last several historical cost indices and use an
average value for the annual change in the future. This averaging process can be accomplished by
determining the difference between historical indices each year and finding the average change by dividing
by the number of years.

Detailed Estimates

Estimates classified as detailed estimates are prepared after the scope and definition of a project are
essentially complete. To prepare a detailed estimate requires considerable effort in gathering information
and systematically forecasting costs. These estimates are usually prepared for bid purposes or definitive
budgeting. Because of the information available and the effort expended, detailed estimates are usually
fairly accurate projections of the costs of construction. A much higher level of confidence in the accuracy
of the estimate is gained through this increased effort and knowledge. These types of estimates are used
for decision making and commitment.

The Estimating Process

Estimating to produce a detailed construction cost estimate follows a rigorous process made up of several
key steps. These key steps are explained below.



Familiarization with Project Characteristics

The estimator must be familiar with the project and evaluate the project from three primary avenues:
scope, constructibility, and risk. Having evaluated these three areas in a general way, the estimator will
decide whether the effort to estimate and bid the work has a potential profit or other corporate goal
potential (long-term business objective or client relations). In many cases, investigation of these three
areas may lead to the conclusion that the project is not right for the contractor. The contractor must be
convinced that the firm’s competitive advantage will provide the needed margin to secure the work away
from competitors.

Scope — Just because a project is available for bidding does not mean that the contractor should invest
the time and expense required for the preparation of an estimate. The contractor must carefully scrutinize
several issues of scope for the project in relation to the company’s ability to perform. These scope issues
include the following:

Technological requirements of the project
Stated milestone deadlines for the project
Required material and equipment availability
Staffing requirements

M.

Stated contract terms and associated risk transfer
6. Nature of the competition and likelihood of an acceptable rate-of-return

The contractor must honestly assess the technological requirements of the project to be competitive
and the internal or subcontractor technological capabilities that can be employed. This is especially true
on projects requiring fleets of sophisticated or specialized equipment or on projects with duration times
that dictate employment of particular techniques such as slipforming. On these types of projects, the
contractor must have access to the fleet, as in the case of an interstate highway project, or access to a
knowledgeable subcontractor, as in the case of high-rise slipforming.

The contractor must examine closely the completion date for the project as well as any intermediate
contractual milestone dates for portions of the project. The contractor must feel comfortable that these
dates are achievable and that there exists some degree of time allowance for contingencies that might
arise. Failure to complete a project on time can seriously damage the reputation of a contractor and has
the potential to inhibit future bidding opportunities with the client. If the contract time requirements
are not reasonable in the contractor’s mind after having estimated the required time by mentally sequenc-
ing the controlling work activities, two choices exist. The obvious first choice is to not bid the project.
Alternatively, the contractor may choose to reexamine the project for other methods or sequences which
will allow earlier completion. The contractor should not proceed with the estimate without a plan for
timely completion of the project.

A third issue that must be examined in relation to the project’s scope is availability to satisfy the
requirements for major material commodities and equipment to support the project plan. Problems in
obtaining structural steel, timber, quality concrete, or other materials can have pronounced effects on
both the cost and schedule of a project. If these problems can be foreseen, solutions should be sought,
or the project should not be considered for bidding.

Staffing requirements, including staffing qualifications as well as required numbers, must be evaluated
to determine if sufficient levels of qualified manpower will be available when required to support project
needs. This staffing evaluation must include supervisory and professional support and the various crafts
that will be required. While the internal staffing (supervisory and professional support) is relatively simple
to analyze, the craft availability is extremely uncertain and to some degree uncontrollable. With the craft
labor in much of the construction industry (union sector) having no direct tie to any one construction
company, it is difficult to predict how many workers of a particular craft will be available during a
particular month or week. The ability to predict craft labor availability today is a function of construction
economy prediction. When there is a booming construction market, some shortfalls in craft labor supply
can be expected with a result of higher labor costs or longer project durations.



Constructibility — A knowledgeable contractor, having made a preliminary review of the project docu-
ments, can assess the constructibility of the project. Constructibility evaluations include examination of
construction quality requirements, allowable tolerances, and the overall complexity of the project. The
construction industry has general norms of quality requirements and tolerances for the various types of
projects. Contractors tend to avoid bidding for projects for which the quality or tolerances specified are
outside those norms. The alternative for the contractor is to overcompensate for the risk associated with
achieving the requirements by increasing their expectation of cost.

Complexity of a project is viewed in terms of the relative technology requirement for the project
execution compared with the technology in common practice in the given area. Where the project
documents indicate an unusual method to the contractor, the contractor must choose to either accept
the new technology or not bid. The complexity may also come about because of dictated logistical or
scheduling requirements that must be met. Where the schedule does not allow flexibility in sequence or
pace, the contractor may deem the project unsuitable to pursue through bidding.

The flexibility left to the contractor in choosing methods creates interest in bidding the project. The
means and methods of work are the primary ways that contractors achieve competitive advantage. This
flexibility challenges the contractor to develop a plan and estimate for the work that will be different and
cheaper than the competition’s.

Risk — The contractor must also evaluate the myriad of potential problems that might be encountered
on the project. These risks can include the following:

* Material and workmanship requirements not specified

+ Contradictory clauses interpreted incorrectly

Impossible specifications

+ Unknown or undiscovered site conditions

+ Judgment error during the bidding process

+ Assumption of timely performance of approvals and decisions by the owners
+ Interpretation and compliance requirements with the contract documents
+ Changes in cost

+ Changes in sequence

+ Subcontractor failure

+ Suspension of work

+ Weather variations

+ Environmental issues

+ Labor and craft availability

Strikes and labor disputes

Utility availability

This list represents a sample of the risks, rather than an inclusive listing. In general, a construction
firm faces business risks, project risks, and operational risks, which must be offset in some way. Contract
terms that transfer unmanageable risk or categories of risk that are not easily estimated discourage
participation in bidding.

Contractors assess the likelihood of success in the bidding process by the number of potential com-
petitors. Typically, more competition means lower markups. Lower markup reduces the probability for
earning acceptable margins and rates of return associated with the project risks.

Examine the Project Design

Another aspect of the information important to the individual preparing the estimate is the specific
design information that has been prepared. The estimator must be able to read, interpret, and understand
the technical specifications, the referenced standards and any project drawings, and documents. The



estimator must closely examine material specifications so that an appropriate price for the quality and
characteristics specified can be obtained. The estimator must use sound judgment when pricing substitute
materials for providing an assumption of “or-equal” quality for a material to be used. A thorough
familiarity and technical understanding is required for this judgment. The same is also true for equipment
and furnishings that will be purchased. The estimator must have an understanding of referenced docu-
ments that are commonly identified in specifications. Standards of testing and performance are made a
part of the specifications by a simple reference. These standards may be client standards or more universal
standards, such as State Highway Specifications or ASTM (American Society for Testing and Materials)
documents. If a specification is referenced that the estimator is not familiar with, he or she must make
the effort to locate and examine it prior to bid submittal.

In some cases, the specifications will identify prescribed practices to be followed. The estimator must
assess the degree to which these will be rigidly enforced and where allowances will be made or performance
criteria will be substituted. Use of prescriptive specifications can choke innovation by the contractor but
may also protect the contractor from performance risks. Where rigid enforcement can be expected, the
estimator should follow the prescription precisely.

The drawings contain the physical elements, their location, and their relative orientation. These items
and the specifications communicate the designer’s concept. The estimator must be able to examine the
drawings and mentally visualize the project as it will be constructed to completion. The estimator relies
heavily on the information provided in the drawings for determination of the quantity of work required.
The drawings provide the dimensions so that lengths, widths, heights, areas, volumes, and numbers of
items can be developed for pricing the work. The drawings show the physical features that will be part
of the completed project, but they do not show the items that may be required to achieve completion
(such as formwork). It is also common that certain details are not shown on the drawings for the
contractor but are developed by shop fabricators at a later time as shop drawings.

The estimator must keep a watchful eye for errors and omissions in the specifications and drawings.
Discrepancies are often identified between drawings, between specifications, or between drawings and
specifications. The discrepancies must be resolved either by acceptance of a risk or through communi-
cation with the designer. The best choice of solution depends on the specifics of the discrepancy and the
process or the method for award of contract.

Structuring the Estimate

The estimator either reviews a plan or develops a plan for completing the project. This plan must be
visualized during the estimating process; it provides the logical flow of the project from raw materials
to a completed facility. Together with the technical specifications, the plan provides a structure for the
preparation of the detailed estimate. Most estimators develop the estimate around the structure of the
technical specifications. This increases the likelihood that items of work are covered without duplication
in the estimate.

Determine the Elements of Cost

This step involves the development of the quantities of work (a quantity survey) to be performed and
their translation into expected costs. Translating a design on paper into a functioning, completed project
involves the transformation and consumption of a multitude of resources. These basic ingredients or
resources utilized and incorporated in a project during construction can be classified into one of the
following categories:

Labor
Material
Equipment
Capital
Time
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Associated with the use or consumption of each of these resources is a cost. It is the objective of the
estimator performing a detailed estimate to identify the specific types of resources that will be used, the



quantity of such resources, and the cost of the resources. Every cost item within an estimate is either one
or a combination of these five basic resources. The common unit used to measure the different types of
resources is dollars. Although overhead costs may not be broken down into the component resource
costs, overhead items are a combination of several of these basic resources.

Labor Resources

Labor resources refer to the various human craft or skill resources that actually build a project. Through
the years, large numbers of crafts have evolved to perform specialized functions and tasks in the con-
struction industry. The specialties or crafts have been defined through a combination of collective
bargaining agreements, negotiation and labor relations, and accepted extensions of trade practices. In
most cases, the evolutionary process of definition of work jurisdiction has followed a logical progression;
however, there are limited examples of bizarre craftwork assignment. In all, there are over 30 different
crafts in the construction industry. Each group or craft is trained to perform a relatively narrow range
of construction work differentiated by material type, construction process, or type of construction project.
Where union construction is dominant, the assignment of work to a particular craft can become a
significant issue with the potential for stopping or impeding progress. Usually in nonunion construction,
jurisdictional disputes are nonexistent, and much more flexibility exists in the assignments of workers
to tasks. In union construction, it is vital that the estimator acknowledge the proper craft for a task
because labor wage rates can vary substantially between crafts. In nonunion construction, more mana-
gerial flexibility exists, and the critical concern to the estimator must be that a sufficient wage rate be
used that will attract the more productive craftsworkers without hindering the chances of competitive
award of the construction contract.

The source of construction labor varies between localities. In some cities, the only way of performing
construction is through union construction. This, however, has been changing, and will most likely
continue to change over the next few years. Open-shop or nonunion construction is the predominant
form in many parts of the United States.

With union construction, the labor source is the hiring hall. The usual practice is for the superintendent
to call the craft hiring hall for the type of labor needed and request the number of craftsworkers needed
for the project. The craftsworkers are then assigned to projects in the order in which they became available
for work (were released from other projects). This process, while fair to all craftsworkers, has some drawbacks
for the contractor because the personnel cannot be selected based on particular past performance.

These union craftsworkers in construction have their primary affiliation with the union, and only
temporarily are affiliated with a particular company, usually for the duration of a particular project.
Training and qualifications for these craftsworkers must, therefore, be a responsibility of the union. This
training effort provided through the union is financed through a training fund established in the collective
bargaining agreement. Apprenticeship programs are conducted by union personnel to develop the skills
needed by the particular craft. A second avenue for control is through admission into the union and
acceptance after a trial period by the employer. The training for the craftsworker for this approach may
have been in another vocational program, on-the-job experience, or a military training experience. The
supply of craftsworkers in relation to the demands is thus controlled partially through admissions into
the training or apprenticeship programs.

Open-shop or nonunion construction has some well-established training programs. The open-shop
contractor may also rely on other training sources (union apprenticeship, vocational schools, and military
training) for preparation of the craftsworker. The contractor must exercise considerable effort in screening
and hiring qualified labor. Typically, craftsworkers are hired for primary skill areas but can be utilized
on a much broader range of tasks. A trial period for new employees is used to screen craftsworkers for
the desired level of skill required for the project. Considerably more effort is required for recruiting and
maintaining a productive workforce in the open-shop mode, but the lower wage and greater flexibility
in work assignments are advantages.



Cost of Labor

For a detailed estimate, it is imperative that the cost of labor resources be determined with precision.
This is accomplished through a three-part process from data in the construction bidding documents that
identify the nature of work and the physical quantity of work. The first step in the process involves
identifying the craft that will be assigned the work and determining the hourly cost for that labor resource.
This is termed the labor rate. The second part of the process involves estimation of the expected rate of
work accomplishment by the chosen labor resource. This is termed the labor productivity. The third step
involves combining this information by dividing the labor rate by the labor productivity to determine
the labor resource cost per physical unit of work. The labor cost can be determined by multiplying the
quantity of work by the unit labor resource cost. This entire process will be illustrated later in this chapter;
however, an understanding of labor rate and labor productivity measurement must first be developed.

Labor Rate — The labor rate is the total hourly expense or cost to the contractor for providing the
particular craft or labor resource for the project. This labor rate includes direct costs and indirect costs.
Direct labor costs include all payments made directly to the craftsworkers. The following is a brief listing
of direct labor cost components:

Wage rate

Overtime premium
Travel time allowance
Subsistence allowance

M.

Show-up time allowance
6. Other work or performance premiums

The sum of these direct labor costs is sometimes referred to as the effective wage rate. Indirect labor
costs include those costs incurred as a result of use of labor resources but which are not paid directly to
the craftsworker. The components of indirect labor cost include the following:

Vacation fund contributions

Pension fund contributions

Group insurance premiums

Health and welfare contributions
Apprenticeship and training programs
Workers’ compensation premiums
Unemployment insurance premiums
Social security contribution
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Other voluntary contribution or payroll tax

It is the summation of direct and indirect labor costs that is termed the labor rate — the total hourly
cost of providing a particular craft labor resource. Where a collective bargaining agreement is in force,
most of these items can be readily determined on an hourly basis. Others are readily available from
insurance companies or from local, state, and federal statutes. Several of the direct cost components must
be estimated based on past records to determine the appropriate allowance to be included. These more
difficult items include overtime, show-up time, and performance premiums. A percentage allowance is
usually used to estimate the expected cost impact of such items.

Labor Productivity — Of all the cost elements that contribute to the total project construction cost, labor
productivity ranks at the top for variability. Because labor costs represent a significant proportion of the
total cost of construction, it is vital that good estimates of productivity be made relative to the productivity
that will be experienced on the project. Productivity assessment is a complex process and not yet fully
understood for the construction industry.

The following example illustrates the calculation of a unit price from productivity data.



Example 11

To form 100 square feet of wall requires 6 hours of carpenter time and 5 hours of common laborer time.
This assumption is based on standards calculated as averages from historical data. The wage rate with
burdens for carpenters is $60.00/h. The wage rate with burdens for common laborers is $22.00/h.

Solution. The unit cost may be calculated as follows:

Carpenter — 6 h at $60.00/h = $360.00
Laborer — 5 h at $22.00/h = $110.00

Total labor cost for 100 ft2 = $470.00

Labor cost per ft* = $470.00/100 ft* = $4.70/ ft?
This labor cost is adjusted for the following conditions:

Weather adjustment  1.05

Job complexity 1.04
Crew experience 0.95
Management 1.00

Adjusted unit cost = 4.70 ¥ 1.05 ¥ 1.04 ¥ 0.95 ¥ 1.00 = $4.88/ft*

Equipment Resources

One of the most important decisions a contractor makes involves the selection of construction equipment.
Beyond simple construction projects, a significant number of the activities require some utilization of
major pieces of equipment. This equipment may either be purchased by the contractor or leased for the
particular project at hand. The decision for selection of a particular type of equipment may be the result
of an optimization process or may be based solely on the fact that the contractor already owns a particular
piece of equipment that should be put to use. This decision must be anticipated or made by the estimator,
in most cases, to forecast the expected costs for equipment on a project being estimated.

Equipment Selection Criteria

It is important for the estimator to have a solid background in and understanding of various types of
construction equipment. This understanding is most important when making decisions about equipment.
The estimator, having recognized the work to be performed, must identify the most economical choice
for equipment. There are four important criteria that must be examined to arrive at the best choice:

1. Functional performance
2. Project flexibility

3. Companywide operations
4. Economics

Functional performance is only one criterion, but an important one, for the selection of construction
equipment. For each activity, there is usually a clear choice based on the most appropriate piece of
equipment to perform the task. Functional performance is usually examined solely from the perspective
of functional performance. The usual measures are capacity and speed. These two parameters also give
rise to the calculation of production rates.

A second criterion that must be used is project flexibility. Although each task has an associated,
appropriate piece of equipment based on functional performance, it would not be prudent to mobilize
a different piece of equipment for each activity. Equipment selection decisions should consider the
multiple uses the item of equipment possesses for the particular project. The trade-off between mobilization



expense and duration versus efficiency of the operation must be explored to select the best fleet of
equipment for the project.

Companywide usage of equipment becomes an important factor when determining whether to pur-
chase a particular piece of equipment for a project application. If the investment in the equipment cannot
be fully justified for the particular project, then an assessment of future or concurrent usage of the
equipment is necessary. This whole process necessarily influences selection decisions by the estimator
because the project cost impacts must be evaluated. Equipment that can be utilized on many of the
company projects will be favored over highly specialized single-project oriented equipment.

The fourth, and probably most important, criterion the estimator considers is the pure economics of
the equipment selection choices. Production or hourly costs of the various equipment alternatives should
be compared to determine the most economical choice for the major work tasks involving equipment.
A later section in this chapter explains and illustrates the process of determining equipment costs that
the estimator should follow.

Production Rates

Equipment production rates can be determined in a relatively simple fashion for the purposes of the
estimator. Most manufacturers produce handbooks for their equipment that provide production rates
for tasks under stated conditions.

Equipment Costs

Equipment costs represent a large percentage of the total cost for many construction projects. Equipment
represents a major investment for contractors, and it is necessary that the investment generate a return
to the contractor. The contractor must not only pay for the equipment purchased but also pay the many
costs associated with the operation and maintenance of the equipment. Beyond the initial purchase price,
taxes, and setup costs, the contractor has costs for fuel, lubricants, repairs, and so on, which must be
properly estimated when preparing an estimate. A system must be established to measure equipment
costs of various types to provide the estimator with a data source to use when establishing equipment costs.

The cost associated with equipment can be broadly classified as direct equipment costs and indirect
equipment costs. Direct equipment costs include the ownership costs and operating expenses, while
indirect equipment costs are the costs that occur in support of the overall fleet of equipment but which
cannot be specifically assigned to a particular piece of equipment. Each of the broad cost categories will
be discussed in greater detail in the following sections.

Direct Equipment Costs

Direct equipment expenses are costs that can be assigned to a particular piece of equipment and are
usually divided into ownership and operating expenses for accounting and estimating. The concept
behind this separation is that the ownership costs occur regardless of whether the equipment is used on
a project.

Ownership Costs

Ownership costs include depreciation, interest, insurance, taxes, setup costs, and equipment enhance-
ments. There are several views taken of ownership costs relating to loss in value or depreciation. One
view is that income must be generated to build a sufficient reserve to replace the equipment at the new
price, when it becomes obsolete or worn out. A second view is that ownership of a piece of equipment
is an investment, and, as such, must generate a monetary return on that investment equal to or larger
than the investment made. A third view is that the equipment ownership charge should represent the
loss in value of the equipment from the original value due purely to ownership, assuming some arbitrary
standard loss in value due to use. These three views can lead to substantially different ownership costs
for the same piece of equipment, depending on the circumstances. For simplicity, ownership will be
viewed as in the third view. The depreciation component of ownership cost will be discussed separately
in the following section.



Depreciation Costs

Depreciation is the loss in value of the equipment due to use and/or obsolescence. There are several
different approaches for calculating depreciation, based on hours of operation or on real-time years of
ownership. In both cases, some arbitrary useful life is assumed for the particular piece of equipment
based on experience with similar equipment under similar use conditions. The simplest approach for
calculating depreciation is the straight-line method. Using the useful life, either hours of operation or
years, the equipment is assumed to lose value uniformly over the useful life from its original value down
to its salvage value. The salvage value is the expected market value of the equipment at the end of its
useful life.

Operating Expenses

Operating costs are items of cost directly attributable to the use of the equipment. Operating costs include
such items as fuel, lubricants, filters, repairs, tires, and sometimes operator’s wages. Obviously, the specific
project conditions will greatly influence the magnitude of the operating costs. It is, therefore, important
that on projects where the equipment is a significant cost item, such as large civil works projects like
dams or new highway projects, attention must be given to the job conditions and operating characteristics
of the major pieces of equipment.

Equipment Rates

The equipment rates used in an estimate represent an attempt to combine the elements of equipment
cost that have been explained above. The pricing of equipment in an estimate is also influenced by market
conditions. On very competitive projects, the contractor will often discount the actual costs to win the
project. In other cases, even though the equipment has been fully depreciated, a contractor may still
include an ownership charge in the estimate, because the market conditions will allow the cost to be
included in the estimate.

Materials Costs

Materials costs can represent the major portion of a construction estimate. The estimator must be able
to read and interpret the drawings and specifications and develop a complete list of the materials required
for the project. With this quantity takeoff, the estimator then identifies the cost of these materials. The
materials costs include several components: the purchase price, shipping and packaging, handling, and
taxes.

There are two types of materials: bulk materials and engineered materials. Bulk materials are materials
that have been processed or manufactured to industry standards. Engineered materials have been pro-
cessed or manufactured to project standards. Examples of bulk materials are sand backfill, pipe, and
concrete. Examples of engineered materials are compressors, handrailing, and structural steel framing.
The estimator must get unit price quotes on bulk materials and must get quotes on the engineered
materials that include design costs as well as processing and other materials costs.

Subcontractor Costs

The construction industry continues to become more specialized. The building sector relies almost
entirely on the use of specialty contractors to perform different trade work. The heavy/highway construc-
tion industry subcontracts a smaller percentage of work. The estimator must communicate clearly with
the various subcontractors to define the scope of intended work. Each subcontractor furnishes the
estimator with a quote for the defined scope of work with exceptions noted. The estimator must then
adjust the numbers received for items that must be added in and items that will be deleted from their
scope. The knowledge of the subcontractor and any associated risk on performance by the subcontractor
must also be assessed by the estimator. The estimator often receives the subcontractor’s best estimate
only a few minutes before the overall bid is due. The estimator must have an organized method of
adjusting the overall bid up to the last minute for changes in the subcontractor’s prices.



Example 12

For use as structural fill, 15,000 cubic yards of material must be hauled onto a job site. As the material is
excavated, it is expected to swell. The swell factor is 0.85. The material will be hauled by four 12-yd® capacity
trucks. The trucks will be loaded by a 1.5-yd?® excavator. Each cycle of the excavator will take about 30 sec.
The hauling time will be 9 min, the dumping time 2 min, the return time 7 min, and the spotting time
1 min. The whole operation can be expected to operate 50 min out of every hour. The cost of the trucks is
$66/h and the excavator will cost about $75/h. What is the cost per cubic yard for this operation?

Solution.
Excavator capacity = 1.5 yd® ¥0.85=1.28 yd® /cycle

Hauler capacity =12 ¥ 0.85=10.2 yd® /cycle

Number of loading cycles =10.2/1.28 = 8 cycle

Truck cycle time:

Load 8 cycles ¥ 0.5 min = 4 min

Haul 9 min
Dump 2 min
Return 7 min
Spot 1 min
TOTAL 23 min

Fleet production:

4¥(50/23) ¥10.2=89.75 yd’ /h

15,000/89.75 =168 h

Cost:
168 ¥ 66 ¥ 4 = $44,352
168 ¥75 = $12,600
TOTAL $56,952
56,952/15,000 = $3.80/yd’
Example 13

It is necessary to place 90 cubic yards of concrete. Site conditions dictate that the safest and best method
of placement is to use a crane and a 2-cubic-yard bucket. It is determined that to perform the task
efficiently, five laborers are needed — one at the concrete truck, three at the point of placement, and one
on the vibrator. It is assumed that supervision is done by the superintendent.

The wage rate for laborers is $22.00/h.

Time needed:

Setup 30 min
Cycle:
Load 3 min
Swing, dump, and return 6 min

TOTAL 9 min



No. of cycles

90/2 = 45 cycles

Total cycle time 45 ¥ 9 = 405 min
Disassembly subtotal =15 min
Inefficiency (labor, delays, etc.) 10% of cycle time =41 min
Total operation time 405 + 15 + 41 = 461 min
Amount of time needed (adjusted to workday) =8h
Laborers — five for 8 hours at $22.00/h = $880.00
Cost per 90 yd? = $880.00
Cost per cubic yard $880/90 yd? = $9.78/yd’
Example 14

A small steel-frame structure is to be erected, and you are to prepare an estimate of the cost based on
the data given below and the assumptions provided. The unloading, erection, temporary bolting, and
plumbing will be done by a crew of 1 foreman, 1 crane operator, and 4 structural steel workers with a
55-ton crawler crane. The bolting will be done by two structural-steel workers using power tools. The
painting will be done by a crew of three painters (structural-steel) with spray equipment. For unloading
at site, erection, temporary bolting, and plumbing, allow 7 labor-hours per ton for the roof trusses, and
allow 5.6 labor-hours per ton for the remaining steel. Assume 60 crew hours will be required for bolting.

Allow 1.11 labor-hours per ton for painting.

Materials:
A 36 structural

Costs:
Structural steel supply:
Fabrication:

Freight cost:
Field bolts:

Paint:
Labor costs:

Equipment costs:

Move in/out:
Overhead:
Profit:

Solution.

Materials:

Structural steel: 65 ¥ 2000 ¥.44
Freight: 65 ¥ 2000/100 ¥ 2.65

Field bolts: 250 ¥ $1.10
Paint: 41 ¥ 30

Steel trusses 15 tons
Columns, etc. 50 tons
44¢/1b

$800/ton — trusses
$410/ton — other steel
$2.65/100 Ib
250 @ $1.10 each
41 gallons @ $30.00/gallon
Assume payroll taxes and insurance are 80% of labor
wage; use the following wages:

Foreman $24.10
Crane Operator $21.20
Structural steel worker — $22.10
Painter $20.20
Crane $915.00/day
Power tools $23.40/day
Paint equipment $68.00/day
$300.00

40% of field labor cost
12% of all costs

$57,200

3445
= 275
= 1230

$62,150



Fabrication:
Truss: 15 ¥ 800
Frame: 50 ¥ 410

Labor crew costs:
Erection:
1 foreman:
1 crane operator:

4 structural steel workers:

Paint:
3 painters:
Bolting:

2 structural steel workers:

Erection:
Frame:
(50 ¥ 5.6)/6

Trusses:
(15 ¥ 7)/6

Paint:
(65 ¥ 1.11)/3

Bolting:

Equipment:
Crane: 8 days ¥ 915/day

Power tools: 8 days ¥ 23.40/day
Paint equipment: 3 days ¥ 68/day

Move in/out

TOTAL

Materials:
Fabrication:
Labor:
Equipment:

Payroll taxes and insurance:
80% of 12,686

Overhead:
40% of (12,686 + 10,149)

TOTAL

Profit:
12% of 90,781

Bid

$12,000
= 20,500

$32,500

$24.10
21.20
88.40

$133.70
$60.60

$44.20

= 46.7 crew hours — 6 days
46.7 ¥ $133.40 = $6239

= 17.5 crew hours — 2 days
17.5 ¥ 133.40 = $2340

= 24 crew hours — 3 days
24 ¥ 60.60 = $1455
60 ¥ 44.20 = $2652
Total labor = $12,686

$7320
187
204
= 300

$8011

Summary

$62,150
32,500
12,686
8011

10,149

9134
$134,630

16,156
= $150,786



Project Overhead

Each project requires certain items of cost that cannot be identified with a single item of work. These
items are referred to as project overhead and are normally described in the general conditions of the
contract. The items that are part of the project overhead include but are not limited to the following:

+ Bonds
* Permits

+ Mobilization

Professional services (such as scheduling)

+ Safety equipment

+ Small tools

+ Supervision

+ Temporary facilities

+ Travel and lodging

+ Miscellaneous costs (e.g., cleanup, punch list)
+ Demobilization

Each of these types of items should be estimated and included in the cost breakdown for a project.

Markup

Once the direct project costs are known, the estimator adds a sum of money to cover a portion of the
general overhead for the firm and an allowance for the risk and investment made in the project — the
profit. Each of these elements of markup is in large part determined by the competitive environment for
bidding the project. The more competition, the less the markup.

General Overhead

Each business has certain expenses that are not variable with the amount of work they have under
contract. These expenses must be spread across the projects. The typical method for spreading general
overhead is to assign it proportionally according to the size of the project in relation to the expected total
volume of work for the year. General overhead costs typically include the following:

Salaries (home office)

Employee benefits

Professional fees

Insurance

Office lease or rent

Office stationery and supplies

Maintenance

Job procurement and marketing

Home office travel and entertainment

Advertising

The only restriction on the items of general overhead is that they must have a legitimate business purpose.
The estimator typically will start with the proportional amount and then add a percentage for profit.

Profit

The profit assigned to a project should recognize the nature of risk that the company is facing in the
project and an appropriate return on the investment being made in the project. The reality is that the
profit is limited by the competition. A larger number of bidders requires that a smaller profit be assigned
to have a chance at having the low bid. This process of assigning profit is usually performed at the last
minute by the senior management for the company submitting the bid.



1.5 Contracts

The estimator prepares the estimate in accordance with the instructions to bidders. There are numerous
approaches for buying construction services that the estimator must respond to. These various approaches
can be classified by three characteristics: the method of award, the method of bidding/payment, and
incentives/disincentives that may be attached.

Method of Award

There are three ways in which construction contracts are awarded: competitive awards, negotiated awards,
and combination competitive-negotiated awards. With a purely competitive award, the decision is made
solely on the basis of price. The lowest bidder will be awarded the project. Usually, public work is awarded
in this manner, and all who meet the minimum qualifications (financial) are allowed to compete. In
private work, the competitive method of award is used extensively; however, more care is taken to screen
potential selective bidders.

The term selective bid process describes this method of competitive award. At the opposite extreme
from competitive awards are the negotiated awards. In a purely negotiated contract, the contractor is the
only party asked to perform the work. Where a price is required prior to initiating work, this price is
negotiated between the contractor and the client. Obviously, this lack of competition relieves some of
the tension developed in the estimator through the competitive bid process because there is no need to
be concerned with the price another contractor might submit. The contractor must still, if asked, provide
a firm price that is acceptable to the client and may have to submit evidence of cost or allow an audit.
As the purely competitive and purely negotiated method of contract awards represent the extremes, the
combination competitive-negotiated award may fall anywhere in between. A common practice for rela-
tively large jobs is to competitively evaluate the qualifications of several potential constructors and then
select and negotiate with a single contractor a price for the work.

Method of Bidding/Payment

Several methods of payment are used to reimburse contractors for the construction services they provide.
These methods of payment include lump sum or firm price, unit-price, and cost-plus. Each of these
methods of payment requires an appropriate form of bidding that recognizes the unique incentive and
risk associated with the method. The requirements for completeness of design and scope definition vary
for the various types. The lump-sum or firm-price contract is widely used for well-defined projects with
completed designs. This method allows purely competitive bidding. The contractor assumes nearly all
of the risk, for quantity and quality. The comparison for bidding is based entirely on the total price
submitted by the contractors, and payment for the work is limited to the agreed-upon contract price
with some allowance for negotiated changes. The lump sum is the predominant form used for most
building projects.

The unit-price contract is employed on highway projects, civil works projects, and pipelines. For these
projects, the quality of the work is defined, but the exact quantity is not known at the time of bidding.
The price per unit is agreed upon at the time of bidding, but the quantity is determined as work progresses
and is completed. The contractor, therefore, assumes a risk for quality performance, but the quantity
risk is borne by the owner. There is a strong tendency, by contractors, to overprice or front-load those
bid items that will be accomplished first and compensate with lower pricing on items of work that will
be performed later. This allows contractors to improve their cash flow and match their income closer to
their expenses. Each unit-price given must include a portion of the indirect costs and profits that are
part of the job. Usually, quantities are specified for bidding purposes so that the prices can be compared
for competitive analysis. If contractors “unbalance” or front-load certain bid items to an extreme, they
risk being excluded from consideration. The unit-price approach is appropriate for projects where the
quantity of work is not known, yet where competitive bidding is desirable.



A third method, with many variations, is the cost-plus method of bidding/payment. With this method,
the contractor is assured of being reimbursed for the costs involved with the project plus an additional
amount to cover the cost of doing business and an allowance for profit. This additional amount may be
calculated as a fixed fee, a percent of specified reimbursable costs, or a sliding-scale amount. The cost to
the owner with this method of bidding/payment is open-ended; thus, the risks lie predominantly with
the owner. This method is used in instances where it is desired to get the construction work underway
prior to completion of design, or where it is desired to protect a proprietary process or production
technology and design. Many of the major power plant projects, process facilities, and other long-term
megaprojects have used this method in an attempt to shorten the overall design/construct time frame
and realize earlier income from the project.

Of the several variations used, most relate to the method of compensation for the “plus” portion of
the cost and the ceiling placed on the expenditures by the owner. One of the variations is the cost plus
a fixed fee. With this approach, it is in the contractor’s best interest to complete the project in the least
time with the minimum nonreimbursable costs so that his profits during a given time period will be
maximized. Where the scope, although not defined specifically, is generally understood, this method
works well. The owner must still control and closely monitor actual direct costs. A second variation is
the cost plus a percentage. This method offers little protection for the owner on the cost of the project
or the length of performance. This method, in fact, may tempt the contractor to prolong project com-
pletion to continue a revenue stream at a set return. The sliding-scale approach is a third approach. This
method of compensation is a combination of the two approaches described above. With this approach,
a target amount for the project cost is identified. As costs exceed this amount, the fee portion decreases
as a percentage of the reimbursable portion. If the costs are less than this target figure, there may be a
sliding scale that offers the contractor an increased fee for good cost containment and management.

In addition to the method of calculations of the plus portion for a cost-plus method, there may be a
number of incentives attached to the method. These typically take the form of bonuses and penalties for
better time or cost performance. These incentives may be related to the calendar or working day allowed
for completion in the form of an amount per day for early completion. Similarly, there may be a penalty
for late completion. The owner may also impose or require submittal of a guaranteed maximum figure
for a contract to protect the owner from excessive costs.

1.6 Computer-Assisted Estimating

The process of estimating has not changed, but the tools of the estimator are constantly evolving. The
computer has become an important tool for estimators, allowing them to produce more estimates in the
same amount of time and with improved accuracy.

Today, the computer is functioning as an aid to the estimator by using software and digitizers to read
the architect/engineer’s plans, by retrieving and sorting historical cost databases, by analyzing information
and developing comparisons, and by performing numerous calculations without error and presenting
the information in a variety of graphical and tabular ways.

The microcomputer is only as good as the programmer and data entry person. The estimator must
still use imagination to create a competitive plan for accomplishing the work. The computer estimating
tools assist and speed the estimator in accomplishing many of the more routine tasks.

Many commercially available programs and spreadsheets are used by estimators for developing their
final estimates of cost. These are tools that calculate, sort, factor, and present data and information. The
selection of a software program or system is a function of the approach used by the contractor and the
particular work processes and cost elements encountered. The most widely used tool is still the spread-
sheet because it gives the estimator a tool for flexible organization of data and information and the
capacity to make quick and accurate calculations.



Defining Terms!

Bid — To submit a price for services; a proposition either verbal or written, for doing work and for
supplying materials and/or equipment.

Bulk materials — Material bought in lots. These items can be purchased from a standard catalog
description and are bought in quantity for distribution as required.

Cost — The amount measured in money, cash expended, or liability incurred, in consideration of goods
and/or services received.

Direct cost — The cost of installed equipment, material, and labor directly involved in the physical
construction of the permanent facility.

Indirect cost — All costs that do not become part of the final installation but which are required for
the orderly completion of the installation.

Markup — Includes the percentage applications, such as general overhead, profit, and other indirect
costs.

Productivity — Relative measure of labor efficiency, either good or bad, when compared to an estab-
lished base or norm.

Quantity survey — Using standard methods to measure all labor and material required for a specific
building or structure and itemizing these detailed quantities in a book or bill of quantities.

Scope — Defines the materials and equipment to be provided and the work to be done.
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Further Information

For more information on the subject of cost estimating, one should contact the following professional
organizations that have additional information and recommended practices.

AACE, International (formerly the American Association of Cost Engineers), 209 Prairie Ave., Suite 100,
Morgantown, WV 26507, 800-858-COST.

American Society of Professional Estimators, 11141 Georgia Ave., Suite 412, Wheaton, MD 20902,
301-929-8848.

There are numerous textbooks on the subject of cost estimating and construction cost estimating.
Cost engineering texts usually have a large portion devoted to both conceptual estimating and detailed
estimating. The following reference materials are recommended:

Process Plant Construction Estimating Standards. Richardson Engineering Services, Mesa, AZ.

Contractor’s Equipment Cost Guide. Data quest — The Associated General Contractors of America
(AGQC).

The Building Estimator’s Reference Book. Frank R. Walker, Lisle, IL.

Means Building Construction Cost Data. R.S. Means, Duxbury, MA.

Estimating Earthwork Quantities. Norseman Publishing, Lubbock, TX.

Caterpillar Performance Handbook, 24" ed. Caterpillar, Peoria, IL.

Means Man-Hour Standards. R.S. Means, Duxbury, MA.

Rental Rates and Specifications. Associated Equipment Distributors.

Rental Rate Blue Book. Data quest — The Dun & Bradstreet Corporation, New York.

Historical Local Cost Indexes. AACE — Cost Engineers Notebook, Vol. 1.

Engineering News Record. McGraw-Hill, New York.

U.S. Army Engineer’s Contract Unit Price Index. U.S. Army Corps of Engineers.

Chemical Engineering Plant Cost Index. McGraw-Hill, New York.

Bureau of Labor Statistics. U.S. Department of Labor.
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2.1 Introduction

One of the most important responsibilities of construction project management is the planning and
scheduling of construction projects. The key to successful profit making in any construction company is
to have successful projects. Therefore, for many years, efforts have been made to plan, direct, and control
the numerous project activities to obtain optimum project performance. Because every construction project
is a unique undertaking, project managers must plan and schedule their work utilizing their experience
with similar projects and applying their judgment to the particular conditions of the current project.
Until just a few years ago, there was no generally accepted formal procedure to aid in the management
of construction projects. Each project manager had a different system, which usually included the use of
the Gantt chart, or bar chart. The bar chart was, and still is, quite useful for illustrating the various items
of work, their estimated time durations, and their positions in the work schedule as of the report date
represented by the bar chart. However, the relationship that exists between the identified work items is by
implication only. On projects of any complexity, it is difficult, if not virtually impossible, to identify the
interrelationships between the work items, and there is no indication of the criticality of the various activities
in controlling the project duration. A sample bar chart for a construction project is shown in Fig. 2.1.
The development of the critical path method (CPM) in the late 1950s provided the basis for a more
formal and systematic approach to project management. Critical path methods involve a graphical display
(network diagram) of the activities on a project and their interrelationships and an arithmetic procedure




WORK SCHEDULED DATES
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GLAZING
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PAINTING

EXTERIOR CONCRETE

FIGURE 2.1 Sample Gantt or bar chart.

that identifies the relative importance of each activity in the overall project schedule. These methods
have been applied with notable success to project management in the construction industry and several
other industries, when applied earnestly as dynamic management tools. Also, they have provided a much-
needed basis for performing some of the other vital tasks of the construction project manager, such as
resource scheduling, financial planning, and cost control. Today’s construction manager who ignores the
use of critical path methods is ignoring a useful and practical management tool.

Planning and Scheduling

Planning for construction projects involves the logical analysis of a project, its requirements, and the
plan (or plans) for its execution. This will also include consideration of the existing constraints and
available resources that will affect the execution of the project. Considerable planning is required for the
support functions for a project, material storage, worker facilities, office space, temporary utilities, and
so on. Planning, with respect to the critical path method, involves the identification of the activities for
a project, the ordering of these activities with respect to each other, and the development of a network
logic diagram that graphically portrays the activity planning. Figure 2.2 is an I-] CPM logic diagram.

The planning phase of the critical path method is by far the most difficult but also the most important.
It is here that the construction planner must actually build the project on paper. This can only be done
by becoming totally familiar with the project plans, specifications, resources, and constraints, looking at
various plans for feasibly performing the project, and selecting the best one.

The most difficult planning aspect to consider, especially for beginners, is the level of detail needed
for the activities. The best answer is to develop the minimum level of detail required to enable the user
to schedule the work efficiently. For instance, general contractors will normally consider two or three
activities for mechanical work to be sufficient for their schedule. However, to mechanical contractors,
this would be totally inadequate because they will need a more detailed breakdown of their activities in
order to schedule their work. Therefore, the level of activity detail required depends on the needs of the
user of the plan, and only the user can determine his or her needs after gaining experience in the use of
critical path methods.
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FIGURE 2.2 1I-J] CPM logic diagram.

Once the activities have been determined, they must be arranged into a working plan in the network
logic diagram. Starting with an initial activity in the project, one can apply known constraints and reason
that all remaining activities must fall into one of three categories:

1. They must precede the activity in question.
2. They must follow the activity in question.
3. They can be performed concurrently with the activity in question.

The remaining planning function is the estimation of the time durations for each activity shown on
the logic diagram. The estimated activity time should reflect the proposed method for performing the
activity, plus consider the levels at which required resources are supplied. The estimation of activity times
is always a tough task for the beginner in construction because it requires a working knowledge of the
production capabilities of the various crafts in the industry, which can only be acquired through many
observations of actual construction work. Therefore, the beginner will have to rely on the advice of
superiors for obtaining time estimates for work schedules.

Scheduling of construction projects involves the determination of the timing of each work item, or
activity, in a project within the overall time span of the project. Scheduling, with respect to the critical
path methods, involves the calculation of the starting and finishing times for each activity and the project
duration, the evaluation of the available float for each activity, and the identification of the critical path
or paths. In a broader sense, it also includes the more complicated areas of construction project man-
agement such as financial funds, flow analyses, resource scheduling and leveling, and inclement weather
scheduling.

The planning and scheduling of construction projects using critical path methods have been discussed
as two separate processes. Although the tasks performed are different, the planning and scheduling pro-
cesses normally overlap. The ultimate objective of the project manager is to develop a working plan with
a schedule that meets the completion date requirements for the project. This requires an interactive process
of planning and replanning, and scheduling and rescheduling, until a satisfactory working plan is obtained.

Controlling

The controlling of construction projects involves the monitoring of the expenditure of time and money
in accordance with the working plan for the project, as well as the resulting product quality or perfor-
mance. When deviations from the project schedule occur, remedial actions must be determined that will
allow the project to be finished on time and within budget, if at all possible. This will often require
replanning the order of the remaining project activities.



If there is any one factor for the unsuccessful application of the critical path method to actual
construction projects, it is the lack of project monitoring once the original schedule is developed.
Construction is a dynamic process; conditions often change during a project. The main strength of the
critical path method is that it provides a basis for evaluating the effects of unexpected occurrences (such
as delivery delays) on the total project schedule. The frequency for performing updates of the schedule
depends primarily on the job conditions, but updates are usually needed most as the project nears
completion. For most projects, monthly updates of the schedule are adequate. At the point of 50%
completion, a major update should be made to plan and schedule the remaining work. The control
function is an essential part of successful CPM scheduling.

Critical Path Methods

The critical path technique was developed from 1956 to 1958 in two parallel but different problems of
planning and control in projects in the U. S.

In one case, the U.S. Navy was concerned with the control of contracts for its Polaris missile program.
These contracts compromised research and development work as well as the manufacture of component
parts not previously made. Hence, neither cost nor time could be accurately estimated, and completion
times, therefore, had to be based upon probability. Contractors were asked to estimate their operational
time requirements on three bases: optimistic, pessimistic, and most likely dates. These estimates were
then mathematically assessed to determine the probable completion date for each contract, and this
procedure was referred to as the program evaluation and review technique (PERT). Therefore, it is
important to understand that the PERT systems involve a probability approach to the problems of
planning and control of projects and are best suited to reporting on works in which major uncertainties
exist.

In the other case, the E.I. du Pont de Nemours Company was constructing major chemical plants in
America. These projects required that time and cost be accurately estimated. The method of planning
and control that was developed was originally called project planning and scheduling (PPS) and covered
the design, construction, and maintenance work required for several large and complex jobs. PPS requires
realistic estimates of cost and time and, thus, is a more definitive approach than PERT. It is this approach
that was developed into the critical path method, which is frequently used in the construction industry.
Although there are some uncertainties in any construction project, the cost and time required for each
operation involved can be reasonably estimated. All operations may then be reviewed by CPM in accor-
dance with the anticipated conditions and hazards that may be encountered on this site.

There are several variations of CPM used in planning and scheduling work, but these can be divided
into two major classifications: (1) activity-on-arrows, or I-] CPM; and (2) activity-on-nodes, especially
the precedence version. The original CPM system was -] system, with all others evolving from it to suit
the needs and desires of the users. There is a major difference of opinion as to which of the two systems
is the best to use for construction planning and scheduling. There are pros and cons for both systems,
and the systems do not have a significant edge over the other. The only important thing to consider is
that both systems be evaluated thoroughly before deciding which one to use. This way, even though both
systems will do a fine job, you will never have to wonder if your method is inadequate.

The two CPM techniques used most often for construction projects are the I-J and precedence
techniques. As mentioned earlier, the I-J] CPM technique was the first developed. It was, therefore, the
technique used most widely in the construction industry until recent years. It is often called activity-on-
arrows and sometimes referred to as PERT. This last reference is a misnomer, because PERT is a distinctly
different technique, as noted previously; however, many people do not know the difference. An example
of an I-] CPM diagram is shown in Fig. 2.2, complete with calculated event times.

The other CPM technique is the precedence method; it is used most often today for construction
planning and scheduling. It is actually a more sophisticated version of the activity-on-nodes system,
initiated by John W. Fondahl of Stanford University. A diagram of an activity-on-nodes system is shown
in Fig. 2.3. Notice that the activities are now the nodes (or circles) on the diagram, and the arrows simply
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FIGURE 2.4 Precedence CPM logic diagram.

show the constraints that exist between the activities. The time calculations represent the activity’s early

and late start and finish times.

The precedence technique was developed to add flexibility to the activity-on-nodes system. The only
constraint used for activity-on-nodes is the finish-to-start relationship, which implies that one activity
must finish before its following activity can start. In the precedence system, there are four types of
relationships that can be used; also, the activities are represented by rectangles instead of circles on the

logic diagram. A complete precedence network plus calculations is shown in Fig. 2.4.

Advantages of CPM

The critical path methods have been used for planning and scheduling construction projects for over
20 years. The estimated worth of their use varies considerably from user to user, with some contractors
feeling that CPM is a waste of time and money. It is difficult to believe that anyone would feel that
detailed planning and scheduling work is a waste. Most likely, the unsuccessful applications of CPM
resulted from trying to use a level of detail far too complicated for practical use, or the schedule was
developed by an outside firm with no real input by the user, or the CPM diagram was not reviewed and

updated during the project.




Regardless of past uses or misuses of CPM, the basic question is still the same: “What are the advantages
of using CPM for construction planning and scheduling?” Experience with the application of CPM on
several projects has revealed the following observations:

. CPM encourages a logical discipline in the planning, scheduling, and control of projects.
. CPM encourages more long-range and detailed planning of projects.
. All project personnel get a complete overview of the total project.

=N =

. CPM provides a standard method of documenting and communicating project plans, schedules,
and time and cost performances.

5. CPM identifies the most critical elements in the plan, focusing management’s attention to the
10 to 20% of the project that is most constraining on the scheduling.

6. CPM provides an easy method for evaluating the effects of technical and procedural changes that
occur on the overall project schedule.

7. CPM enables the most economical planning of all operations to meet desirable project completion

dates.

An important point to remember is that CPM is an open-ended process that permits different degrees
of involvement by management to suit their various needs and objectives. In other words, you can use
CPM at whatever level of detail you feel is necessary. However, one must always remember that you only
get out of it what you put into it. It will be the responsibility of the user to choose the best technique.
They are all good, and they can all be used effectively in the management of construction projects; just
pick the one best liked and use it.

2.2 I-J Critical Path Method

The first CPM technique developed was the I-] CPM system, and therefore, it was widely used in the
construction industry. It is often called activity-on-arrows and sometimes referred to as PERT (which is a
misnomer). The objective of this section is to instruct the reader on how to draw I-J CPM diagrams, how
to calculate the event times and activity and float times, and how to handle the overlapping work schedule.

Basic Terminology for I-J CPM

There are several basic terms used in I-] CPM that need to be defined before trying to explain how the
system works. A sample I-] CPM diagram is shown in Fig. 2.5 and will be referred to while defining the
basic terminology.

Event (node) — A point in time in a schedule, represented on the logic diagram by a circle, is an
event. An event is used to signify the beginning or the end of an activity, and can be shared by
several activities. An event can occur only after all the activities that terminate at the event have
been completed. Each event has a unique number to identify it on the logic diagram.

Activity (A;) — A work item identified for the project being scheduled is an activity. The activities
for I-J] CPM are represented by the arrows on the logic diagram. Each activity has two events: a
preceding event (i-node) that establishes its beginning and a following event (j-node) that estab-
lishes its end. It is the use of the i-node and j-node references that established the term I-] CPM.
In Fig. 2.5, activity A, excavation, is referred to as activity 1-3.

Dummy — A fictitious activity used in I-J] CPM to show a constraint between activities on the logic
diagram when needed for clarity is called a dummy. It is represented as a dashed arrow and has
a duration of zero. In Fig. 2.5, activity 3—5 is a dummy activity used to show that activity E cannot
start until activity A is finished.

Activity duration (T;;) — Duration of an activity is expressed in working days, usually eight-hour
days, based on a five-day workweek.



ACTIVITY DESCRIPTION DURATION PREDECESSOR

A EXCAVATION 2 —
B BUILD FORMS 3 -
C PROCURE REINF. STEEL 1 -
D FINE GRADING 2 A

E ERECT FORMWORK 2 A B
F SET REINF. STEEL 2 D E,C
G PLACE/FINISH CONCRETE 1 F

E

1

FIGURE 2.5 Sample I-] CPM activities and diagram.

EET; — This is the earliest possible occurrence time for event i, expressed in project workdays,
cumulative from the beginning of the project.

LET; — This is the latest permissible occurrence time for event i, expressed in project workdays,
cumulative from the end of the project.

Developing the I-J CPM Logic Diagram

The initial phase in the utilization of CPM for construction planning is the development of the CPM
logic diagram, or network model. This will require that the preparer first become familiar with the work
to be performed on the project and constraints, such as the resource limitations, which may govern the
work sequence. It may be helpful to develop a list of the activities to be scheduled and their relationships
to other activities. Then, draw the logic diagram. This is not an exact science but an interactive process
of drawing and redrawing until a satisfactory diagram is attained.

A CPM diagram must be a closed network in order for the time and float calculations to be completed.
Thus, there is a single starting node or event for each diagram and a single final node or event. In Fig. 2.5,
the starting node is event 1, and the final node is event 11. Also, notice in Fig. 2.5 that event 11 is the
only event which has no activities following it. If any other event in the network is left without an activity
following it, then it is referred to as a dangling node and will need to be closed back into the network for
proper time calculations to be made.
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FIGURE 2.6 Typical I-] CPM activity relationships.

The key to successful development of CPM diagrams is to concentrate on the individual activities to
be scheduled. By placing each activity on the diagram in the sequence desired with respect to all other
activities in the network, the final logic of the network will be correct. Each activity has a variety of
relationships to other activities on the diagram. Some activities must precede it, some must follow it,
some may be scheduled concurrently, and others will have no relationship to it. Obviously, the major
concern is to place the activity in a proper sequence with those that must precede it and those that must
follow it. In I-J CPM, these relationships are established via the activity’s preceding event (i-node) and
following event (j-node).

The key controller of logic in I-J] CPM is the event. Simply stated, all activities shown starting from
an event are preceded by all activities that terminate at that event and cannot start until all preceding
activities are completed. Therefore, one of the biggest concerns is to not carelessly construct the diagram
and needlessly constrain activities when not necessary. There are several basic arrangements of activities
in I-] CPM; some of the simple relationships are shown in Fig 2.6. Sequential relationships are the name
of the game — it is just a matter of taking care to show the proper sequences.

The biggest problem for most beginners in I-] CPM is the use of the dummy activity. As defined earlier,
the dummy activity is a special activity used to clarify logic in I-] CPM networks, is shown as a dashed
line, and has a duration of zero workdays. The dummy is used primarily for two logic cases: the complex
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logic situation and the unique activity number problem. The complex logic situation is the most impor-
tant use of the dummy activity to clarify the intended logic. The proper use of a dummy is depicted in
Fig. 2.7, where it is desired to show that activity A, needs to be completed before both activities A, and
Ay, and the activity A; precedes only A;. The incorrect way to show this logic is depicted in Fig. 2.8. It
is true that this logic shows that A, precedes both A, and Ay, but it also implies that A; precedes both
Ay and A, which is not true. Essentially, the logic diagram in Fig. 2.7 was derived from the one in Fig. 2.8
by separating event j into two events, j and s, and connecting the two with the dummy activity A,,.

The other common use of the dummy activity is to ensure that each activity has a unique i-node and
j-node. It is desirable in I-] CPM that any two events may not be connected by more than one activity.
This situation is depicted in Fig. 2.9. This logic would result in two activities with the same identification
number, i-j. This is not a fatal error in terms of reading the logic, but it is confusing and will cause
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problems if utilizing a computer to analyze the schedule. This problem can be solved by inserting a
dummy activity at the end of one of the activities, as shown in Fig. 2.10. It is also possible to add the
dummy at the front of the activity, which is the same logic.

Each logic diagram prepared for a project will be unique if prepared independently. Even if the same
group of activities is included, the layout of the diagram, the number of dummy activities, the event
numbers used, and several other elements will differ from diagram to diagram. The truth is that they
are all correct if the logic is correct. When preparing a diagram for a project, the scheduler should not
worry about being too neat on the first draft but should try to include all activities in the proper order.
The diagram can be fine-tuned after the original schedule is checked.

I-J Network Time Calculations

An important task in the development of a construction schedule is the calculation of the network times.
In I-] CPM, this involves the calculation of the event times, from which the activity times of interest are
then determined. Each event on a diagram has two event times: the early event time (EET) and the late
event time (LET), which are depicted in Fig. 2.11. Each activity has two events: the preceding event, or
the i-node, and the following event, or the j-node. Therefore, each activity has four associated event
times: EET,, LET;, EET;, and LET;. A convenient methodology for determining these event times involves
a forward pass to determine the early event times and a reverse pass to determine the late event times.

EARLY EVENT TIME i EARLY EVENT TIME |
LATE EVENT TIME i LATE EVENT TIME |
12
5/ 15
FNDN. EXCAV.

: D

5
EVENT*“j" t& EVENTYj"
Ul
(ACTIVITY DURATION)

FIGURE 2.11 Terminology for I-] CPM activities.
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Forward Pass

The objective of the forward pass is to determine the early event times for each of the events on the
I-] diagram. The process is started by setting the early event time of the initial event on the diagram
(there is to be only one initial event) equal to zero (0). Once this is done, all other early event times can
be calculated; this will be explained by the use of Fig. 2.12. The early event time of all other events is
determined as the maximum of all the early finish times of all activities that terminate at an event in
question. Therefore, an event should not be considered until the early finish times of all activities that
terminate at the event have been calculated. The forward pass is analogous to trying all the paths on a
road network, finding the maximum time that it takes to get each node. The calculations for the forward
pass can be summarized as follows:

1. The earliest possible occurrence time for the initial event is taken as zero [EET, = 0 = EST; (i =
initial event)].

2. Each activity can begin as soon as its preceding event (i-node) occurs (EST; = EET;, EFT;; = EET;, +
T;).

3. The earliest possible occurrence time for an event is the largest of the early finish times for those
activities that terminate at the event [EET; = max EFT,; (p = all events that precede event j)].

4. The total project duration is the earliest possible occurrence time for the last event on the diagram
[TPD = EET; (j = terminal event on diagram)].

The early event time of event 1 in Fig. 2.12 was set equal to 0; i.e., EET(1) = 0. It is then possible to
calculate the early finish times for activities 1-5, 1-3, and 1-11, as noted. Activity early finish times are
not normally shown on an I-] CPM diagram but are shown here to help explain the process. Since both
events 3 and 11 have only a single activity preceding them, their early event times can be established as
five and eight, respectively. Event 5 has two preceding activities; therefore, the early finish times for both
activities 1-5 (4) and 3-5 (5) must be found before establishing that its early event time equals 5. Note
that dummy activities are treated as regular activities for calculations. Likewise, the early finish time for
event 15 cannot be determined until the early finish times for activities 3-15 (9) and 13-15 (13) have
been calculated. EET(15) is then set as 13. The rest of the early event times on the diagram are, thus,
similarly calculated, resulting in an estimated total project duration of 24 days.

Reverse Pass

The objective of the reverse pass is to determine the late event time for each event on the I-J diagram.
This process is started by setting the late event time of the terminal, or last, event on the diagram (there
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FIGURE 2.13 Reverse pass calculations for I-] CPM.

is to be only one terminal event) equal to the early event time of the event; i.e., LET; = EET;. Once this
is done, then all other late event times can be calculated; this will be explained by the use of Fig. 2.13.
The late event time of all other events is determined as the minimum of all the late start times of all
activities that originate at an event in question. Therefore, an event should not be considered until the
late event times of all activities that originate at the event have been calculated. The calculations for the
reverse pass can be summarized as follows:

1. The latest permissible occurrence time for the terminal event is set equal to the early event time
of the terminal event. This also equals the estimated project duration [LET; = EET; = TPD (j =
terminal event on diagram)].

2. The latest permissible finish time for an activity is the latest permissible occurrence time for its
following event (j-node) (LFT,.]- = LET; LST;; = LET, - T,j).

3. The latest permissible occurrence time for an event is the minimum (earliest) of the latest start
times for those activities that originate at the event [LET; = min LST;, (p = all events that follow
event i)].

4. The latest permissible occurrence time of the initial event should equal its earliest permissible
occurrence time (zero). This provides a numerical check [LET; = EET, = 0 (i = initial event on
diagram)].

The late event time of event 21 in Fig. 2.13 was set equal to 24. It is then possible to calculate the late
start times for activities 9-21, 19-21, and 17-21, as noted. Activity late start times are not normally
shown on I-] CPM diagram but are shown here to help explain the reverse pass process. Since both events
17 and 19 have only a single activity that originates from them, their late event times can be established
as 23 and 20, respectively. Event 9 has two originating activities; therefore, the late start times for activities
9-17 (23) and 9-21 (19) must be found before establishing that its late event time equals 19. Note that
dummy activities are treated as regular activities for calculations. Likewise, the late event time for event
3 cannot be determined until the late start times for activities 3—5 (6) and 3—15 (9) have been calculated.
LET(3) is then set as 6. The rest of the late event times on the diagram are thus calculated, resulting in
the late event time of event 1 checking in as zero.

Activity Float Times

One of the primary benefits of the critical path methods is the ability to evaluate the relative importance
of each activity in the network by its calculated float, or slack, time. In the calculation procedures for
CPM, an allowable time span is determined for each activity; the boundaries of this time span are
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established by the activity’s early start time and late finish time. When this bounded time span exceeds
the activity’s duration, the excess time is referred to as float time. Float time can exist only for noncritical
activities. Activities with zero float are critical activities and make up the critical path(s) on the network.
There are three basic float times for each activity: total float, free float, and interfering float. It should
be noted that once an activity is delayed to finish beyond its early finish time, then the network event
times must be recalculated for all following activities before evaluating their float times.

Total Float

The total float for an activity is the total amount of time that the activity can be delayed beyond its early
finish time, before it delays the overall project completion time. This delay will occur if the activity is
not completed by its late finish time. Therefore, the total float is equal to the time difference between
the activity’s late finish time and its early finish time. The total float for an activity can be calculated by
the following expression:

TE, =LET, - EETI- T,

Since the LET; for any activity is its late finish time, and the EET; plus the duration, T
early finish time, then the above expression for the total float of an activity reduces to:

;» equals the

TE, =LFT, - EFT,

The calculation of the total float can be illustrated by referring to Fig. 2.14, where the total float and
free float for each activity are shown below the activity. For activity B, the total float = 15 -5 -9 = 1,
and for activity K, the total float = 23 — 13 — 3 = 7. The total float for activities G, H, I, and ] is zero;
thus, these activities make up the critical path for this diagram. Float times are not usually noted on
dummy activities; however, dummies have float because they are activities. Activity 13—15 connects two
critical activities and has zero total float; thus, it is on the critical path and should be marked as such.

One of the biggest problems in the use of CPM for scheduling is the misunderstanding of float.
Although the total float for each activity is determined independently, it is not an independent property
but is shared with other activities that precede or follow it. The float value calculated is good only for
the event times on the diagram. If any of the event times for a diagram change, then the float times must
be recalculated for all activities affected. For example, activity B has a total float = 1; however, if activity
A or E is not completed until CPM day 6, then the EET(5) must be changed to 6, and the total float for
activity B then equals zero. Since activity B had one day of float originally, then the project duration is
not affected. However, if the EET(5) becomes greater than 6, then the project duration will be increased.



A chain of activities is a series of activities linked sequentially in a CPM network. Obviously, there are
many different possible chains of activities for a given network. Often, a short chain will have the same
total float, such as the chain formed by activities B, C, and D in Fig. 2.14. The total float for each of these
activities is 1 day. Note that if the total float is used up by an earlier activity in a chain, then it will not
be available for following activities. For instance, if activity B is not finished until day 15, then the total
float for both activities C and D becomes zero, making them both critical. Thus, one should be very
careful when discussing the float time available for an activity with persons not familiar with CPM. This
problem can be avoided if it is always a goal to start all activities by their early start time, if feasible, and
save the float for activities that may need it when problems arise.

Free Float

Free float is the total amount of time that an activity can be delayed beyond its early finish time, before
it delays the early start time of a following activity. This means that the activity must be finished by the
early event time of its j-node; thus, the free float is equal to the time difference between the EET; and its
early finish time. The free float can be calculated by the following expressions:

FE, =EET,- EET,- T, or FE, =EET, - EFT,

The calculation of free float can be illustrated by referring to Fig. 2.14, where the total float and free
float for each activity are shown below the activity. For activity A, the free float = 14 - 5 -9 = 0, and
for activity D, the free float =24 — 18 -5 = 1.

The free float for most activities on a CPM diagram will be zero, as can be seen in Fig. 2.14. This is
because free float occurs only when two or more activities merge into an event, such as event 5. The
activity that controls the early event time of the event will, by definition, have a free float of zero, while
the other activities will have free float values greater than zero. Of course, if two activities tie in the
determination of the early event time, then both will have zero free float. This characteristic can be
illustrated by noting that activities 1-5 and 3—5 merge at event 5, with activity 3—5 controlling the EET = 5.
Thus, the free float for activity 3—5 will be zero, and the free float for activity 1-5 is equal to one. Any
time you have a single activity preceding another activity, then the free float for the preceding activity is
immediately known to be zero, because it must control the early start time of the following activity. Free
float can be used up without hurting the scheduling of a following activity, but this cannot be said for
total float.

Interfering Float

Interfering float for a CPM activity is the difference between the total float and the free float for the
activity. The expression for interfering float is:

IF, =LET, - EET, or IE =TE, - FE,

The concept of interfering float comes from the fact that if one uses the free float for an activity, then
the following activity can still start on its early start time, so there is no real interference. However, if
any additional float is used, then the following activity’s early start time will be delayed. In practice, the
value of interfering float is seldom used; it is presented here because it helps one to better comprehend
the overall system or float for CPM activities. The reader is encouraged to carefully review the sections
on activity float, and refer to Figs. 2.14 and 2.15 for graphic illustrations.

Activity Start and Finish Times

One of the major reasons for the utilization of CPM in the planning of construction projects is to estimate
the schedule for conducting various phases (activities) of the project. Thus, it is essential that one know
how to determine the starting and finishing times for each activity on a CPM diagram. Before explaining
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FIGURE 2.15 Graphic representation of I-] CPM float.

how to do this, it is important to note that any starting or finish time determined is only as good as the
CPM diagram and will not be realistic if the diagram is not kept up to date as the project progresses. If
one is interested only in general milestone planning, this is not as critical. However, if one is using the
diagram to determine detailed work schedules and delivery dates, then updating is essential. This topic
will be discussed in “Updating the CPM Network” later in this chapter.

The determination of the early and late starting and finishing times for I-J] CPM activities will be
illustrated by reference to Fig. 2.14. There are four basic times to determine for each activity: early start
time, late start time, early finish time, and late finish time. Activity F in Fig. 2.14, as for all other activities
on an I-] CPM diagram, has four event times:

EET, =5, LET =6, EETJ. =13, LET}. =13

A common mistake is to refer to these four times as the early start time, late start time, early finish
time, and late finish time for activity E, or activity 3—15. Although this is true for all critical activities
and may be true of some other activities, this is not true of many of the activities on an I-] diagram, and
this procedure should not be used.

The basic activity times can be determined by the following four relationships:

Early start time, EST; = EET; (5 for activity F)

Late start time, LST;; = LET; - Tj; (13 — 4 = 9 for activity F)
Early finish time, EFT; = EST; + T; (5 + 4 =9 for activity F)
Late finish time, LFT; = LET,; (13 for activity F)

As can be seen, the early finish time for activity F is 9, not 13, and the late start time is 9, not 6. The
four basic activity times can be found quickly and easily but cannot be read directly off the diagram. For



many construction projects today, the starting and finishing times for all activities are shown on a
computer printout, not only in CPM days, but in calendar days also. As a further example, the EST, LST,
EFT, and LFT of activity A in Fig. 2.14 are 0, 2, 4, and 6, respectively. These times are in terms of CPM
days; instructions will be given later for converting activity times in CPM days into calendar dates.

Overlapping Work Items in I-J] CPM

One of the most difficult scheduling problems encountered is the overlapping work items problem. This
occurs often in construction and requires careful thought by the scheduler, whether using I-] CPM or
the precedence CPM technique (precedence will be discussed in the following section). The overlapping
work situation occurs when two or more work items that must be sequenced will take too long to perform
end to end, and thus, the following items are started before their preceding work items are completed.
Obviously, the preceding work items must be started and worked on sufficiently in order for the following
work items to begin. This situation occurs often with construction work such as concrete wall (form,
pour, cure, strip, finish) and underground utilities (excavate, lay pipe, test pipe, backfill). Special care
must be taken to show the correct logic to follow on the I-J diagram, while not restricting the flow of
work, as the field forces use the CPM schedule.

The overlapping work item problem is also encountered for several other reasons in construction
scheduling. A major reason is the scheduling required to optimize scarce or expensive resources, such as
concrete forms. It is usually too expensive or impractical to purchase enough forms to form an entire
concrete structure at one time; therefore, the work must be broken down into segments and scheduled
with the resource constraints identified. Another reason for overlapping work items could be for safety
or for practicality. For instance, in utilities work, the entire pipeline could be excavated well ahead of the
pipe-laying operation. However, this would expose the pipe trench to weather or construction traffic that
could result in the collapse of the trench, thus requiring expensive rework. Therefore, the excavation
work is closely coordinated with the pipe-laying work in selected segments to develop a more logical
schedule.

The scheduling of overlapping work items will be further explained by the use of an example. Assume
that a schedule is to be developed for a small building foundation. The work has been broken down into
four separate phases: excavation, formwork, concrete placement, and stripping and backfilling. A prelim-
inary analysis of the work has determined the following workday durations of the four work activities: 4,
8, 2, and 4, respectively. If the work items are scheduled sequentially, end to start, the I-] CPM diagram
for this work would appear as depicted in Fig. 2.16. Notice that the duration for the completion of all
the work items is 18 workdays.

A more efficient schedule can be developed for the work depicted in Fig. 2.16. Assume that the work
is to be divided into two halves, with the work to be overlapped instead of done sequentially. A bar chart
schedule for this work is shown in Fig. 2.17. The work items have been abbreviated as E1 (start excavation),
E2 (complete excavation), and so on, to simplify the diagrams. Because there is some float available for
some of the work items, there are actually several alternatives possible. Notice that the work scheduled
on the bar chart will result in a total project duration of 13 workdays, which is five days shorter than the
CPM schedule of Fig. 2.16.

An I-] CPM schedule has been developed for the work shown on the bar chart of Fig. 2.17 and is
depicted in Fig. 2.18. At first glance, the diagram looks fine except for one obvious difference: the project
duration is 14 days, instead of 13 days for the bar chart schedule. Closer review reveals that there are
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FIGURE 2.18 -] CPM No. 1 for overlapping work items.

serious logic errors in the CPM diagram at events 7 and 11. As drawn, the second half of the excavation
(E2) must be completed before the first concrete placement (CP1) can start. Likewise, the first wall pour
cannot be stripped and backfilled (S/BF1) until the second half of the formwork is completed (F2). These
are common logic errors caused by the poor development of I-] activities interrelationships. The diagram
shown in Fig.2.19 is a revised version of the I-] CPM diagram of Fig. 2.18 with the logic errors at events
7 and 11 corrected. Notice that the project duration is now 13 days, as for the bar chart.

Great care must be taken to show the correct logic for a project when developing any CPM diagram.
One should always review a diagram when it is completed to see if any unnecessary or incorrect constraints
have been developed by improper drawing of the activities and their relationships to each other. This is
especially true for I-] CPM diagrams where great care must be taken to develop a sufficient number of
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events and dummy activities to show the desired construction work item sequences. The scheduling of
overlapping work items often involves more complicated logic and should be done with care. Although
beginning users of I-] CPM tend to have such difficulties, they can learn to handle such scheduling
problems in a short time period.

2.3 Precedence Critical Path Method

The critical path method used most widely in the construction industry is the precedence method. This
planning and scheduling system was developed by modifying the activity-on-node method discussed
earlier and was depicted in Fig. 2.3. In activity-on-node networks, each node or circle represents a work
activity. The arrows between the activities are all finish-to-start relationships; that is, the preceding activity
must finish before the following activity can start. The four times shown on each node represent the
early start time/late start time and early finish time/late finish time for the activity. In the precedence
system (see Fig. 2.20), there are several types of relationships that can exist between activities, allowing
for greater flexibility in developing the CPM network.

The construction activity on a precedence diagram is typically represented as a rectangle (see Fig. 2.21).
There are usually three items of information placed within the activity’s box: the activity number, the
activity description, and the activity time (or duration). The activity number is usually an integer,
although alphabetical characters are often added to denote the group responsible for management of the
activity’s work scope. The activity time represents the number of workdays required to perform the
activity’s work scope, unless otherwise noted.

There are two other important items of information concerning the activity shown on a precedence
diagram. First, the point at which the relationship arrows touch the activity’s box is important. The left
edge of the box is called the start edge; therefore, any arrow contacting this edge is associated with the



5 15 15 20 20 25 28 32
g ls l1s T2 ) T34 T34 I3
35 57 7-15 1517
BUILD BUILD PAINT PAINT
WALLS [~™| ROOF [™BLDG.EXTR. [ ™| BLDG.INTR.
, 10 5 5 4
0 0 5 5 9 0 22 22 28 28 38 38
1o 1o g /16 ) 20 T2 T2 T2 12 /38 /38
1-3 39 9-11 1113 1317
CPM . BUILD | EQUIP o| POUR INSTALL o WRE& - CPM
START FNDNS. | FNDNS. “1 FLOORS | EQUIP. | TEST EQUIP. o FINISH
i 11 4 11 2 i 6 11 10 11
0 15
1 I2
TPD=38 DAYS
1-11
| PROCURE _
™ DG, EQUIP |_”_ CRITICAL PATH
15
FIGURE 2.20 Precedence CPM diagram.
ESTyx EFTyx
ST, TLFT,
ACTIVITY #
START ACTIVITY DESCRIPTION FINISH
EDGE EDGE
Tx
ACTIVITY
DURATION
10 / 25 /
15 30
G100
— FNDN. EXCAV.
15

5]
FIGURE 2.21 Precedence CPM activity information.

activity’s start time. The right edge of the box is called the finish edge; therefore, any arrow contacting
this edge is associated with the activity’s finish time. Second, the calculated numbers shown above the
box on the left represent the early start time and the late start time of the activity, and the numbers above
the box on the right represent the early finish time and the late finish time of the activity. This is different
from I-J CPM, where the calculated times represent the event times, not the activity times.

Precedence Relationships

The arrows on a precedence diagram represent the relationships that exist between different activities.
There are four basic relationships used, as depicted in Fig. 2.22. The start-to-start relationship states that
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activity B cannot start before activity A starts; that is, EST(B) is greater than or equal to EST(A). The
greater-than situation will occur when another activity that precedes activity B has a greater time
constraint than EST(A).

The finish-to-start relationship states that activity B cannot start before activity A is finished; that is,
EST(B) is greater than or equal to EFT(A). This relationship is the one most commonly used on a
precedence diagram. The finish-to-finish relationship states that activity B cannot finish before activity A
finishes; that is, EFT(B) is greater than or equal to EFT(A). This relationship is used mostly in precedence
networks to show the finish-to-finish relationships between overlapping work activities.

The fourth basic relationship is the lag relationship. Lag can be shown for any of the three normal
precedence relationships and represents a time lag between the two activities. The lag relationship shown
in Fig. 2.22 is a start-to-start (S-S) lag. It means that activity B cannot start until X days of work are
done on activity A. Often when there is an S-S lag between two activities, there is a corresponding F-F
lag, because the following activity will require X days of work to complete after the preceding activity is
completed. The use of lag time on the relationships allows greater flexibility in scheduling delays between
activities (such as curing time) and for scheduling overlapping work items (such as excavation, laying
pipe, and backfilling). A precedence with all three basic relationships and three lags is shown in Fig. 2.23.
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Precedence Time Calculations

The time calculations for precedence are somewhat more complex than for I-] CPM. The time calculation
rules for precedence networks are shown in Fig. 2.24. These rules are based on the assumption that all
activities are continuous in time; that is, once started, they are worked through to completion. In reality,
this assumption simplifies interpretation of the network and the activity float times. It ensures that the
EFT equals the EST plus the duration for a given activity.

The time calculations involve a forward pass and a reverse pass, as in I-] CPM. However, for precedence,
one is calculating activity start and finish times directly and not event times as in I-J. In the forward pass,
one evaluates all activities preceding a given activity to determine its EST.

For activity F in Fig. 2.23, there are three choices: C-to-F (start-to-start), EST(F) =4 + 3 = 7; C-to-F
(finish-to-finish), EST(F) = 10 + 1 — 5 = 6; D-to-F (finish-to-start), EST(F) = 2 + 3 = 5. Since 7 is the
largest EST, the C-to-F (S-S) relationship controls. The EFT is then determined as the EST plus the
duration; for activity F, the EFT = 12.

For the reverse pass in precedence, one evaluates all activities following a given activity to determine
its LFT. For activity F, the only following activity is activity J; therefore, the LFT(F) is 24 — 0 = 24. For
activity D, there are two choices for LFT: D-to-F (start-to-start, with lag), LFT(D) = 19 — 3 + 7 = 23;
D-to-G (finish-to-start), LFT(D) =9 -0 = 9. Since 9 is the smallest LFT, the D-to-G relationship controls.
The LST is then determined as the LFT minus the duration; for activity D, the LST is 2.

A major advantage of the precedence system is that the times shown on a precedence activity represent
actual start and finish times for the activity. Thus, less-trained personnel can more quickly read these
times from the precedence network than from an I-J network. As for I-] CPM, the activity times represent



I EARLIEST START TIME
A. EST of first Work Item (W.1.) is zero (by definition).
B. EST of all other W.I's is the greater of these times:
1) EST of a preceding W.I. if start-start relation.
2) EFT of a preceding W.I. if finish-start relation.
3) EFT of a preceding W.1., less the duration of the W.I. itself, if finish-finish relation.
4) EST of a preceding W.I., plus the lag, if there is a lag relation.

Il.  EARLIEST FINISHTIME
A. For first Work Item, EFT = EST + Duration.
B. EFT of all other W.I's is the greater of these times:
1) EST of W.I. plus its duration.
2) EFT of preceding W.I. if finish-finish relation.

Ill.  LATEST FINISHTIME
A. LFT for last Work Item is set equal to its EFT.
B. LFT for all other W.I.'s is the lesser of these items:
1) LST of following W.L. if finish-start relation.
2) LFT of following W.1. if finish-finish relation.
3) LST of following W.I., plus the duration of the W.I. itself, if there is a start-start relation.
4) LST of following W.1., less the lag, plus the duration of the W.I. itself, if there is a lag relation.

IV. LATEST STARTTIME
A. LST of first Work Item = LFT - Duration.
B. LST of all other W.I's is the lesser of these items:
1) LFT of W.I. less its duration.
2) LST of following W.I. if start-start relation.
3) LST of following W.I. if less the lag, if there is a lag relation.

EST = Early Start Time LST = Late Start Time
EFT = Early Finish Time LFT = Late Finish Time

Lag = Number of days of lag time associated with a relationship.
FIGURE 2.24 Precedence activity times calculation rules.

CPM days, which relate to workdays on the project. The conversion from CPM days to calendar dates
will be covered in the next section.

Precedence Float Calculations

The float times for precedence activities have the same meaning as for I-J activities; however, the
calculations are different. Before float calculations can be made, all activity start and finish times must
be calculated as just described. Remember again that all activities are assumed to be continuous in
duration. The float calculations for precedence networks are depicted in Fig. 2.25.

The total float of an activity is the total amount of time that an activity can be delayed before it affects
the total project duration. This means that the activity must be completed by its late finish time; therefore,
the total float for any precedence activity is equal to its LFT minus its EFT. For activity F in Fig. 2.23, its
total float is 24 — 12 = 12.

The free float of an activity is the total amount of time that an activity can be delayed beyond its EFT
before it delays the EST of a following activity. In I-] CPM, this is a simple calculation equal to the EET
of its j-node minus the EET of its i-node minus its duration. However, for a precedence activity, it is
necessary to check the free float existing between it and each of the activities that follows it, as depicted
in Fig. 2.25. The actual free float for the activity is then determined as the minimum of all free float
options calculated for the following activities. For most precedence activities, as for I-J, the free float
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activity has several following activities, then the Free Float for the activity is
the smallest of the Free Float calculations made for each following activity.

FIGURE 2.25 Precedence float calculation rules.

time is normally equal to zero. For activity C in Fig. 2.23, there are three choices: C-to-F (start-to-start),
FF =7 — 4 — 3 = 0; C-to-F (finish-to-finish), FF = 12 — 10 — 1 = 1; C-to-I (finish-to-start), FF = 20 —
10 = 10. Since the smallest is 0, then the C-to-F (S-S) relationship controls, and the FF = 0.

Overlapping Work Items

A major reason that many persons like to use the precedence CPM system for construction scheduling
is its flexibility for overlapping work items. Figure 2.26 depicts the comparable I-] and precedence
diagrams necessary to show the logic and time constraints shown in the bar chart at the top of the figure.
Although the precedence version is somewhat easier to draw, one has to be careful in calculating the
activity times. There is also a tendency for all of the precedence activities to be critical, due to the
continuous time constraint for the activities. If one understands how to use either CPM system, the
network development will not be difficult; therefore, it is mostly a matter of preference.
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FIGURE 2.26 Precedence overlapping work schedules.

2.4 CPM Day to Calendar Day Conversion

All CPM times on the logic diagrams are noted in CPM days, which are somewhat different from project
workdays and decidedly different from calendar days or dates. Because most persons utilizing the activity
times from a CPM diagram need to know the starting and finishing time requirements in calendar dates,
one needs to know how to convert from CPM days to calendar dates. To illustrate this relationship, refer
to Fig. 2.27 that depicts a typical activity from an I-] CPM activity, plus a CPM day to CAL day conversion
chart.

The CPM/CAL conversion table represents CPM days on the left and regular calendar days on the
right. For the sample project shown, the project start date is February 3, 1993. Accordingly, the first CPM
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FIGURE 2.27 CPM/CAL conversion chart.

day is 0 and is shown on the left side. CPM days are then noted consecutively, skipping weekends, holidays,
and other nonworkdays for the project. CPM days are referenced to the morning of a workday; therefore,
CPM day 0 is equal to the morning of project workday 1 and also equal to the morning of February 3, 1993.

Activity start dates are read directly from the conversion table, because they start in the morning. For
instance, if an activity has an early start on CPM day 5, then it would start on February 10, 1993. This
is also the morning of workday 6. Finish times can also be read directly from the table, but one must
remember that the date is referenced to the morning of the day. For instance, if an activity has an early
finish of CPM day 8, then it must finish on the morning of February 13. However, most persons are
familiar with finish times referenced to the end of the day; therefore, unless the project crew is working
24-hour days, one must back off by one CPM day to give the finish date of the evening of the workday
before. This means the finish time for the activity finishing by the morning of February 12 would be
given as February 12, 1993. This process is followed for the early finish time and the late finish time for
an activity.



The activity shown in Fig. 2.27 has the following activity times:

Early start time = CPM day 5

Late start time = 15 — 5 = CPM day 10

Early finish time = 5 + 5 = CPM day 10 (morning) or CPM day 9 (evening)
Late finish time = 15 = CPM day 15 (morning) or CPM day 14 (evening)

The activity time in calendar dates can be obtained for the activity depicted in Fig. 2.27 using the
CPM/CAL conversion table:

Early start time = February 10, 1993

Late start time = February 17, 1993

Early finish time = February 17 (morning) or February 14 (evening) (February 14 would be the date
typically given)

Late finish time = February 24 (morning) or February 21 (evening) (February 21 would be the date
typically given)

The conversion of CPM activity start and finish times to calendar dates is the same process for I-] CPM
and precedence CPM. The CPM/CAL conversion table should be made when developing the original
CPM schedule, because it is necessary to convert all project constraint dates, such as delivery times, to
CPM days for inclusion into the CPM logic diagram. The charts can be made up for several years, and
only the project start date is needed to show the CPM days.

2.5 Updating the CPM Network

Updating the network is the process of revising the logic diagram to reflect project changes and actual
progress on the work activities. A CPM diagram is a dynamic model that can be used to monitor the
project schedule if the diagram is kept current, or up to date. One of the major reasons for dissatisfaction
with the use of CPM for project planning occurs when the original schedule is never revised to reflect
actual progress. Thus, after some time, the schedule is no longer valid and is discarded. If it is kept up
to date, it will be a dynamic and useful management tool.

There are several causes for changes in a project CPM diagram, including the following:

. Revised project completion date

. Changes in project plans, specifications, or site conditions

. Activity durations not equal to the estimated durations

. Construction delays (e.g., weather, delivery problems, subcontractor delays, labor problems, nat-
ural disasters, owner indecision)
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In order to track such occurrences, the project schedule should be monitored and the following
information collected for all activities underway and those just completed or soon to start:

Actual start and finish dates, including actual workdays completed
If not finished, workdays left to complete and estimated finish date
Reasons for any delays or quick completion times

Lost project workdays and the reasons for the work loss

Ll e

Frequency of Updating

A major concern is the frequency of updates required for a project schedule. The obvious answer is that
updates should be frequent enough to control the project. The major factor is probably cost, because
monitoring and updating are expensive and cause disturbances, no matter how slight, for the project
staff. Other factors are the management level of concern, the average duration of most activities, total
project duration, and the amount of critical activities. Some general practices followed for updating
frequencies include the following:



Updates may be made at uniform intervals (daily, weekly, monthly).

Updates may be made only when significant changes occur on the project schedule.
Updates may be made more frequently as the project completion draws near.
Updates may be made at well-defined milestones in the project schedule.

Ll e

In addition to keeping up with the actual project progress, there are other reasons that make it beneficial
to revise the original project network:

. To provide a record for legal action or for future schedule estimates

. To illustrate the impact of changes in project scope or design on the schedule
. To determine the impact of delays on the project schedule

. To correct errors or make changes as the work becomes better defined

N O S

Methods for Revising the Project Network

If it is determined that the current project network is too far off the actual progress on a project, then
there are three basic methods to modify the network. These methods will be illustrated for a small
network, where the original schedule is as shown in Fig. 2.28, and the project’s progress is evaluated at
the end of CPM day 10.

I. Revise existing network (see Fig. 2.29).
A. Correct diagram to reflect actual duration and logic changes for the work completed on the
project schedule.
B. Revise logic and duration estimates on current and future activities as needed to reflect known
project conditions.
II. Revise existing network (see Fig. 2.30).
A. Set durations equal to zero for all work completed and set the EET (first event) equal to the
CPM day of the schedule update.
B. Revise logic and duration estimates on current and future activities as needed to reflect known
project conditions.
III. Develop a totally new network for the remainder of project work if extensive revisions are required
of the current CPM schedule.
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FIGURE 2.28 I-J] CPM diagram for updating example.
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2.6 Other Applications of CPM

Once the CPM schedule has been developed for a construction project (or any type of project, for that
matter), there are several other applications that can be made of the schedule for management of the
project. Since complete coverage of these applications is beyond the scope of this handbook, the appli-
cations are only mentioned here. The methodologies for using these applications are covered in most
textbooks on construction planning and scheduling, if the reader is interested. Major applications include
the following:

Funds flow analysis — The flow of funds on a construction project (expenditures, progress billings
and payments, supplier payments, retainages, etc.) are of great concern to contractors and owners
for their financing projections for projects. CPM activities can be costed and used, along with
other project cost conditions, to predict the flow of funds over the life of the project.

Resource allocation and analysis — The efficient utilization of resources is an important problem in
construction project management, especially for the scheduling of scarce resources. By identifying
the resource requirements of all activities on a CPM network, the network provides the basis for



evaluating the resource allocation needs of a project. If the demand is unsatisfactory over time,
then several methods are available with which to seek a more feasible project schedule to minimize
the resource problem. The controlling factor in most cases is the desire to minimize project cost.
Network compression — This process is sometimes referred to as the time-cost trade-off problem. In
many projects, the need arises to reduce the project duration to comply with a project requirement.
This can be planned by revising the CPM network for the project to achieve the desired date. This
is accomplished by reducing the durations of critical activities on the network and is usually a
random process with minimal evaluation of the cost impact. By developing a cost utility curve
for the network’s activities, especially the critical or near-critical activities, the network compres-
sion algorithm can be used to seek the desired reduced project duration at minimal increased cost.

2.7 Summary

Construction project planning and scheduling are key elements of successful project management. Time
spent in planning prior to a project start, or early in the project, will most always pay dividends for all
participants on the project. There are several methods available to utilize for such planning, including
the bar chart and the critical path methods. Key information on these methods has been presented in
this chapter of the Handbook. Use of any of the methods presented will make project planning an easier
and more logical process. They also provide the basis for other management applications on the project.
The reader is encouraged to seek more information on the methods presented and investigate other
methods available. Finally, there are many computer software packages available to facilitate the planning
process. The use of these systems is encouraged, but the reader should take care to purchase a system
that provides the services desired at a reasonable cost. Take time to investigate several systems before
selecting one, and be sure to pick a reliable source that is likely to be in business for some time in the future.

Defining Terms

Activity — A distinct and identifiable operation within a project that will consume one or more resources
during its performance is an activity. The concept of the distinct activity is fundamental in
network analysis. The level of detail at which distinct activities are identified in planning depends
largely on the objectives of the analysis. An activity may also be referred to as an operation, or
work item. A dummy activity, which does not consume a resource, can be used to identify a
constraint that is not otherwise apparent.

Activity duration — The estimated time required to perform the activity and the allocation of the time
resource to each activity define activity duration. It is customary to express the activity duration
in work-time units; that is, workday, shift, week, and so on. An estimate of activity duration
implies some definite allocation of other resources (labor, materials, equipment, capital) nec-
essary to the performance of the activity in question.

Constraints — Limitations placed on the allocation of one or several resources are constraints.

Critical activities — Activities that have zero float time are critical. This includes all activities on the
critical path.

Critical path — The connected chain, or chains, of critical activities (zero float), extending from the
beginning of the project to the end of the project make up the critical path. Its summed activity
duration gives the minimum project duration. Several may exist in parallel.

Float (slack) — In the calculation procedures for any of the critical path methods, an allowable time
span is determined for each activity to be performed within. The boundaries of this time span
for an activity are established by its early start time and late finish time. When this bounded
time span exceeds the duration of the activity, the excess time is referred to as float time. Float
can be classified according to the delayed finish time available to an activity before it affects the
starting time of its following activities. It should be noted that once an activity is delayed to



finish beyond its early finish time, then the network calculations must be redone for all following
activities before evaluating their float times.

Free float — The number of days that an activity can be delayed beyond its early finish time without
causing any activity that follows it to be delayed beyond its early start time is called free float.
The free float for many activities will be zero, because it only exists when an activity does not
control the early start time of any of the activities that follow it.

Management constraints — Constraints on the ordering of activities due to the wishes of management
are management constraints. For instance, which do you install first, toilet partitions or toilet
fixtures? It does not usually matter, but they cannot be easily installed at the same time.
Therefore, one will be scheduled first and the other constrained to follow; this is a management
constraint.

Monitoring — The periodic updating of the network schedule as the project progresses is called mon-
itoring. For activities already performed, estimated durations can be replaced by actual dura-
tions. The network can then be recalculated. It will often be necessary to replan and reschedule
the remaining activities, as necessary, to comply with the requirement that the project duration
remain the same.

Network model — The graphical display of interrelated activities on a project, showing resource
requirements and constraints or a mathematical model of the project and the proposed methods
for its execution. A network model is actually a logic diagram prepared in accordance with
established diagramming conventions.

Physical constraints — Constraints on the ordering of activities due to physical requirements are
termed physical constraints. For instance, the foundation footings cannot be completed until
the footing excavation work is done.

Planning — The selection of the methods and the order of work for performing the project is planning.
(Note that there may be feasible methods and, perhaps, more than one possible ordering for
the work. Each feasible solution represents a plan.) The required sequence of activities (pre-
ceding, concurrent, or following) is portrayed graphically on the network diagram.

Project — Any undertaking with a definite point of beginning and a definite point of ending, requiring
one or more resources for its execution is a project. It must also be capable of being divided
into interrelated component tasks.

Project duration — The total duration of the project, based on the network assumptions of methods
and resource allocations. It is obtained as the linear sum of activity durations along the critical
path.

Resource constraints — Constraints on the ordering of activities due to an overlapping demand for
resources that exceeds the available supply of the resources. For instance, if two activities can
be performed concurrently but each requires a crane, and only one crane is available, then one
will have to be done after the other.

Resources — These are things that must be supplied as input to the project. They are broadly categorized
as manpower, material, equipment, money, time, and so on. It is frequently necessary to identify
them in greater detail (draftsmen, carpenters, cranes, etc.).

Scheduling — The process of determining the time of a work item or activity within the overall time
span of the construction project. It also involves the allocation of resources (men, material,
machinery, money, time) to each activity, according to its anticipated requirements.

Total float — The total time available between an activity’s early finish time and late finish time as
determined by the time calculations for the network diagram. If the activity’s finish is delayed
more than its number of days of total float, then its late finish time will be exceeded, and the
total project duration will be delayed. Total float also includes any free float available for the
activity.
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Further Information

There are hundreds of books, papers, and reports available on the subject of construction planning and
scheduling in the U.S.. The two references cited above are only two such publications often used by the
author. In addition, there are many computer software packages available that give in-depth details of
basic and advanced applications of planning and scheduling techniques for construction project man-
agement. Some of the commonly used packages are Primavera, Open Plan, Harvard Project Manager,
and Microsoft Project. Another excellent source of information on new developments in scheduling is
the ASCE Journal of Construction Engineering and Management, which is published quarterly.
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3.1 Introduction

Whether a construction contract is unit price, lump sum, or cost-plus; whether the construction project
is to be linear (i.e., concept /A design A procurement AE construction) or fast-track (i.e., design/build),
the cost of construction is a major factor in all projects. The major factors that impact construction costs
are materials, labor, equipment, overhead, and profit. The cost of equipment for civil engineering
construction projects can range from 25 to 40% of the total project cost.

Figure 3.1 illustrates the ability to influence the construction cost of a project. The greatest influence
to construction cost occurs at the front end of the project. Assumptions made by design engineers during
the conceptual and design phases of a project dictate the choice of equipment that will be used for the
particular project, just as it will dictate the choice of materials used in construction. Thus, sometimes
the design may, in fact, restrict the best and most cost-effective solutions from being utilized. For example,
many sewer projects are designed on the basis of traditional specifications, materials, and equipment,
when more advanced materials, techniques, and equipment may, in fact, be safer, more environmentally
and socially acceptable, and more cost-effective. This is especially true of sewer projects in urban areas,
where modern construction techniques, such as microtunneling and pipebursting, utilizing new pipe
materials such as glass fiber-reinforced polymers (GRP) and high-density polyethylene (HDPE), are
replacing the traditional dig and replace methods of sewer construction.

It is important for design engineers and construction engineers to be knowledgeable about construc-
tion equipment. Construction equipment is an integral part of the construction process. The cost of
construction is a function of the design of the construction operation.

This chapter will provide an overview of construction equipment selection and utilization processes.
It will describe typical equipment spreads associated with two major classifications of civil engineering
construction projects: heavy/highway and municipal/utility. Methods for determining equipment pro-
ductivity and cost will be discussed.
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FIGURE 3.1 Ability to influence construction cost over time. (Source: Hendrickson, C. and Au, T. Project Manage-
ment for Construction. Prentice Hall, Englewood Cliffs, NJ.)

3.2 Heavy/Highway Construction Projects

These projects include new road construction, dams, airports, waterways, rehabilitation of existing
roadways, marine construction, bridges, and so on. Each project can be segmented into various phases
or operations. The equipment spread selected for a specific construction operation is critical to the success
of the project.

Figure 3.2(a) illustrates a typical sequence of activities for the construction of a new highway. This
highway project contains culverts and a bridge. While there will be some overlap in equipment utilization,
each activity must be evaluated carefully to identify all operations in the activity and to ensure that the
equipment selected for each operation is compatible with the tasks to be completed. Figure 3.2(b) lists
the activities associated with the project, the duration of each, and whether the activities are critical or
noncritical. The intent is not to provide a detailed description of each activity but to illustrate how
equipment selection and utilization are a function of the associated variables. For example, the first
activity (clearing and grubbing) is critical, as no activity can begin until the project site is cleared. Even
though clearing land is often considered to be a basic, straightforward activity, it is still more an art than
a science. The production rates of clearing land are difficult to forecast, because they depend on the
following factors:

+ The quantity and type of vegetation
+ Purpose of the project

+ Soil conditions

Topography

+ Climatic conditions

+ Local regulations

Project specifications
+ Selection of equipment
+ Skill of operators

To properly address these variables requires research and a thorough evaluation of the site to determine
the following:

+ Density of vegetation
+ Percent of hardwood present
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FIGURE 3.2 (continued).

* Presence of heavy vines
+ Average number of trees by size category

+ Total number of trees

A method for quantifying the density of vegetation and the average number of trees per size category
is described in Caterpillar [1993] and Peurifoy and Schexnayder [2002, p. 179].

The most common type of construction equipment used for clearing and grubbing activities is a
bulldozer. The term bulldozer is used to define a tractor mounted with a dozing blade. Tractor size can
vary from less than 70 flywheel horsepower (FWHP) to more than 775 FWHP. Dozing blades are available
in many types. The appropriate blade depends on the job to be accomplished. For example, types of
blades include the following:

U — universal
SU — semiuniversal

S — straight
P — power angle and tilt
A — angling

V — tree cutter

Caterpillar [1993, pp. 1-39—-1-41] provides a detailed description and illustration of various blades
commonly used. To maximize production, it is important to ensure that the tractor and dozer blade are



properly matched. The two major factors to be considered in selecting the proper blade and tractor are
material to be moved and tractor limitations. For example, weight and horsepower of the tractor deter-
mine its ability to move material. Particle size, particle shape, voids, and water content are the main
factors affecting the level of difficulty of moving material.

Caterpillar [1993] and Peurifoy and Schexnayder [2002] utilize the following relationship to estimate
the time required to perform various operations, such as felling trees with bulldozers and piling in
windows with bulldozers:

T =B+ M,N, + M,N, + M;N; + M,N, + DF (3.1)

where T = time required per acre, minutes
B = base time required for a bulldozer to cover an acre with no trees requiring splitting or
individual treatment, minutes
M = time required per tree in each diameter range, minutes
N = number of trees per acre in each diameter range, obtained from field survey
D = sum of diameter in feet of all trees per acre, if any, larger than 6 ft in diameter at ground level
F = time required per foot of diameter for trees larger than 6 ft in diameter, minutes

While industry average data exist for the variables in Eq. (3.1), which correlate operation duration
with FWHP of bulldozers, a firm’s historic database should provide improved accuracy in forecasting
production. Such a database can be developed by project owner representatives and constructors. This
database could then be used for future projects and comparison with industry averages.

Many large constructors do not maintain such detailed databases. For example, the equipment selected
for the clearing and grubbing activities for the project illustrated in Fig. 3.2 was based on estimator
experience. When questioned about the selection process, the estimator stated that he made his selection
based on the fact that the project consisted of more than 25 acres of timber with trees larger than 24 in.
diameter. If there had been less than 25 acres with less than 24-in. in diameter trees, he would have
selected smaller equipment.

The type of production estimating used by this constructor is extremely effective when experienced
estimators are responsible for making the necessary decisions. However, a more detailed database would
permit decisions to be made at a lower level by less experienced people without sacrificing accuracy. This
would allow the more experienced estimator to utilize his or her time more effectively. In addition, a
more detailed database would provide better information to substantiate the impact if a change in
conditions should develop.

Table 3.1 illustrates major equipment requirements for each activity shown in Fig. 3.2. The equipment
listed can be categorized as follows: bulldozers, excavators, compactors, graders, scrapers, spreaders,
cranes, loaders, trucks, and miscellaneous (asphalt spreaders, screeds, water trucks, power brooms, farm
tractors, generators).

Although it is beyond the scope of this chapter to provide an in-depth analysis of the estimated
productivity of each of the above classes of equipment, this analysis is provided in the references cited
at the end of this chapter. Several categories of machines are discussed in general terms. Equipment
manufacturers also provide reliable productivity information.

It is important to be able to segment a project into its basic activities, as illustrated in Fig. 3.2. Each
activity must then be further segmented into its basic operations. Individual operations within an activity
are unique and require specific combinations of equipment to be executed in a cost-effective manner.
Each machine selected will have a unique operation within an activity; the operation is a function of the
cycle time of the machines needed to execute it. The machines must be selected so that their productivities
balance. The durations of the activities listed in Fig. 3.2 are a function of the operations necessary to
accomplish the activity.

Duration estimating is extremely important, but, because of the many variables involved, it is not an easy
task. Excellent simulation methods and computer software programs are available to help project managers
evaluate more precisely the impact of variables of operations and processes [Halpin and Riggs, 1992].



TABLE 3.1 Equipment Selected for Typical Heavy/Highway Project (See Fig. 3.2)
Equipment Description
Activity  No. of Equipment
Number  Units Size Type Cost/Unit Remarks
1 2 285-340 FWHP  Bulldozers $424,000 Provide: Track-type
2 — U blades
1 — Rake
1 160-180 FWHP  Bulldozer $157,000 Provider: Track-type w/P blade
1 140-160 FWHP  Hydraulic excavator $440,000
2 1 65-75 ton Crane $343,000 Provide: 1 — pile-driving hammer
$83,000 1 — set of cable leads
$44,000 1 — drill and power pack
$132,000
3,4,5 1 50-75 ton Crane $314,000
1 Small Generator $33,000 50 KW
6 2 75-100 ton Cranes $660,000
7 1 50-75 ton Crane $313,000
1 Medium Generator $110,000 150 KW
1 150 CFM Air compressor $13,000
1 Bridge screed $44,000
1 Concrete pump truck $192,000
8 1 140-160 FWHP  Hydraulic excavator $440,000
1 Clarey screed $8,500
1 63-70 FWHP Bulldozer $72,000
9 1 Compactor $82,000 Smooth Drum roller
1 Compactor $66,000 Pneumatic roller
1 Power broom $20,000 Broce model T-20
1 Asphalt spreader $193,000 Barber-Green BFS-185
10 1 75-90 FWHP Bulldozer $83,000 Track-type
1 135-145 FWHP  Motor grader $126,000 12G
1 175-180 FWHP  Scraper $237,000  Provide: elevating equipment/model 615
11 3 50-70 FWHP Farm tractors $44,000 Provide: miscellaneous attachments
2 1800-3000 gal Water trucks $4,000
12 Subcontract work
13 Subcontract work
14 1 135-145 FWHP  Motor grader $127,000
1 75-90 FWHP Bulldozer $83,000 Track-type
1 118-133 FWHP  Hydraulic excavator $176,000
1 Dump truck $68,000
15 1 118-133 FWHP  Hydraulic excavator $176,000
1 75-90 FWHP Bulldozer $82,000 Track-type
1 145-170 FWHP  Front-end loader $82,000 Provide: rubber-tired type
4 Compactors $82,000 Provide: vibra-plate tamps
1 Small Compactor $22,000 Provide: self-propelled roller
16, 17 6 350450 FWHP  Scrapers $330,000 Model 631E
16,17 1 320-370 FWHP  Bulldozer $605,000 Push tractor for scrapers
2 120-140 FWHP  Bulldozers $82,000 To level and spread material
1 140-160 FWHP  Hydraulic excavator $440,000
1 180-200 FWHP  Motor grader $247,000 16G
1 175-215 FWHP  Compactor $198,000 Provide: self-propelled roller
1 10,000 gal Water truck $44,000
1 250-300 FWHP  Farm tractor $116,000 Provide: 24-28 in plow
18 3 Soil stabilizers $165,000  Type: Raygo
4 1800-3000 gal Water trucks $28,000
1 Compactor $165,000 Provide: self-propelled
1 Compactor $82,000 Sheep-foot roller
2 135-145 FWHP  Motor graders $82,000 Provide: pneumatic roller
Truck $44,000



TABLE 3.1 (continued) Equipment Selected for Typical Heavy/Highway Project (See Fig. 3.2)

Equipment Description

Activity  No. of Equipment
Number  Units Size Type Cost/Unit Remarks
19 1 Compactor $82,000 Smooth drum roller
1 Compactor $66,000 Pneumatic roller
1 Power broom $20,000 Broce model T-20
1 Asphalt spreader $192,000 Barber Green BFS-185

Note: Equipment costs represent estimated market value. They illustrate the size of investment that must be recovered.

It is important to ensure that the project is designed for constructibility. Project designers must be
knowledgeable concerning construction processes and the variables impacting total life-cycle costs.

Equipment Productivity

Once the equipment needs for an activity have been identified, the next step is to conduct an equipment
productivity analysis to select the optimum size. The objective is to determine the number of units and
the size of equipment that would permit the constructor to accomplish the activity with a duration
resulting in the lowest cost.

Because most civil engineering construction projects are awarded based on lowest cost, it is of utmost
importance to the constructor to select the proper equipment spread providing the lowest construction
cost for the project. The project is segmented into various activities; therefore, the lowest cost must be
determined for each activity.

Bulldozer Productivity

When a constructor lacks reliable historical data, most bulldozer equipment manufacturers will provide
production information. Manufacturer’s production information is useful in conducting a comparative
analysis when developing a conceptual estimate or schedule. Production data provided by manufacturers
(or any other source) must be applicable to a particular situation.

For example, Caterpillar [1993] contains excellent production curves for estimating dozing production
in units of loose cubic yards (LCY) of materials per hour (LCY/h). Figure 3.3 illustrates a typical pro-
duction curve from Caterpillar [1993, p. 1-58]. This information is based on numerous field studies
made under varying job conditions. These production curves provide the maximum uncorrected pro-
duction based on the following conditions:

100% efficiency (60-min hour — level cycle)

Power shift machines with 0.05 min fixed times

Machine cuts for 50 ft (15 m), then drifts blade load to dump over a high wall. (Dump time — 0 sec)
Soil density of 2300 Ib/LCY (1370 kg/m?)

Coefficient of traction: track machines — 0.5 or better, wheel machines — 0.4 or better
Hydraulic-controlled blades are used

Dig 1F; carry 2F; return 2R (1F — first forward gear, etc.)

N e e

As long as the conditions that the production curves are based on are understood, they can be used
for other conditions by applying the appropriate correction factors using the following relationship:

Production (LCY/ hr) = Maximum production (from production curve)
(3.2)
¥ Correction factor
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FIGURE 3.3 Typical production curve for estimation of dozing production. A-D11N-11SU, a bulldozer as manu-
factured by Caterpillar, Inc. with a model number D11N utilizing an SU-type blade designed for use with a D11
machine can be expected to move the volume of earth per hour as indicated by the A curve on this chart for a specific
distance. For comparative purposes, the FWHP of each machine is D11N — 770, DION — 520, DON — 370, D8N —
285, D7H — 215, and D6H — 165. (Source: Caterpillar Performance Handbook, 24™ ed., 1993. Caterpillar, Peoria,
IL, p. 1-58.)

Common correction factors are provided for such variables as operator skill, type of material being
handled, method of dozing [i.e., dozing in a slot or side-by-side dozing, visibility, time efficiency (actual
minutes per hour of production), transmission type, dozer blade capacity, and grades]. Caterpillar [1993,
pp. 1-59-1-60] is an excellent source for correction factors and provides an excellent example of how
to use production curves and correction factors.

When easy-to-use production curves do not apply to a particular situation, the basic performance
curves must be utilized. Manufacturers provide a performance curve for each machine. Track-type tractor
performance curves are in the form of drawbar pull (DBP) versus ground speed, and rubber-tired-type
machine performance curves are in the form of rimpull (RP) versus ground speed.

The DBP vs. speed curves will be discussed in this section, and the RP vs. speed curves will be discussed
later in connection with rubber-tired scrapers.

Drawbar horsepower is the power available at the tractor drawbar for moving the tractor and its towed
load forward. Figure 3.4 illustrates the transfer of power from the flywheel to the drawbar.
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FIGURE 3.4 Characteristics of typical crawler tractors. (Source: Carson, A.B. 1961. General Excavation Methods.
McGraw-Hill, New York.)

The relationship between DB horsepower, DB pull, and speed can be expressed as follows:

DBP (lb) ¥ speed (mph)
375

DBHP =

(3.3)

where DBHP = drawbar horsepower
DBP = drawbar pull (pounds)
Speed = ground speed (miles per hour)
375 = conversion factor

For example, to obtain the compaction required in activity 17 in Fig. 3.2, tillage may be necessary to
accelerate drying of the soil. This tillage could be accomplished with a 24 to 28 in. agricultural plow
pulled behind a track-type tractor. Production requirements could demand that this tillage operation
needs to move at a speed of 3 mph and would impose a 22,000 Ib DBP. Thus, the tractor must be able
to apply at least

22,000 1b DBP ¥ 3 mph
375

=176 DBHP

However, as can be seen in Table 3.1, for activity 17, a 250 to 300 FWHP rubber-tired farm tractor
was selected by the constructor. Obviously, this decision for a more powerful, rubber-tired machine was
made because a higher production rate was needed to keep all operations in balance.

Figure 3.5 is a DBP vs. speed performance curve for model D8N track-type tractor as manufactured
by Caterpillar, Inc. The same type curves are available from all other manufacturers, whether domestic
or foreign. As illustrated, once the demand has been defined in terms of the necessary DBP required to
perform the task, the gear range and ground speed are determined for a specific machine. Obviously,
this speed is critical information when trying to determine the cycle times for each machine at work.
The cycle times are essential in determining how long each operation will take, and the length of each
operation defines the duration of each activity shown in Fig. 3.2.



D8N
D8N LGP

kgx lbx
1000 1000

120

50 |-

100 N
= 40+ \
> 80
[a
x 30 o
< 60 \
L 2
%20 40—
N A | s
\&
\
ol o ™
1 2 3 4 5 6 7 8 mph
L | | | | | |
0 2 4 6 8 10 12 kmh

SPEED

FIGURE 3.5 Drawbar pull vs. ground speed power shift. 1 — 1% gear, 2 — 2" gear, 3 — 3" gear. (Source: Caterpillar
Performance Handbook, 24™ ed., 1993. Caterpillar, Peoria, IL, p. 1-58.)

Excavator Productivity

Excavators are a common and versatile type of heavy construction equipment. As in the project illustrated
by Fig. 3.2, excavators are used to accomplish many activities, such as lifting objects, excavating for
trenches and mass excavation, loading trucks and scrapers, and digging out stumps and other buried
objects.

The production of an excavator is a function of the digging cycle, which can be divided into the
following segments:

1. Time required to load the bucket

2. Time required to swing with a loaded bucket
3. Time to dump the bucket

4. Time to swing with an empty bucket

This cycle time depends on machine size and job conditions. For example, a small excavator can usually
cycle faster than a large one, but it will handle less payload per cycle. As the job conditions become more
severe, the excavator will slow. As the soil gets harder and as the trench gets deeper, it takes longer to fill
the bucket.

Other factors that greatly impact excavator production are digging around obstacles such as existing
utilities, having to excavate inside a trench shield, or digging in an area occupied by workers.

Many excavator manufacturers provide cycle time estimating data for their equipment. This informa-
tion is an excellent source when reliable historical data are not available. If an estimator can accurately
predict the excavator cycle time and the average bucket payload, the overall production can be calculated
as follows:

Production _ Cycles ¥ Average bucket payload (LCY)

(LCY/ hr) hr Cycle (34)

Caterpillar [1993, pp. 4-106—4-107] provides estimated cycle times for common excavators with bucket
size variations. These values are based on no obstructions, above average job conditions, above average
operator skill, and a 60 to 90° angle of swing. Correction factors must be applied for other operating
conditions.



TABLE 3.2  Cycle Estimating Chart for Excavators

Model E70B 311 312 E140 320  E240C 325 330 235D 350 375
Bucket size 280 450 520 630 800 1020 1100 1400 2100 1900 2800
L -—0637— 0.59 0.68 —0-82» «-65—+3+ 1.44 1.83 275 25 366~
(yd®)
Soil type Packed Earth Hard Clay
Digging depth
(m) 1.5 1.5 1.8 1.8 2.3 3.2 3.2 34 4.0 4.2 5.2
(ft) 5 5 6 6 8 10 10 11 13 14 17
Load buckets (min) 0.08 0.07 0.07 0.09 0.09 0.09 0.09 0.09 0.11 0.10 0.11
Swing loaded (min) 0.05 0.06 0.06 0.06 0.06 0.07 0.06 0.07 0.10 0.09 0.10
Dump bucket (min) 0.03 0.03 0.03 0.03 0.03 0.05 0.04 0.04 0.04 0.04 0.04
Swing empty (min) 0.06 0.05 0.05 0.05 0.05 0.06 0.06 0.07 0.08 0.07 0.09

Total cycle time (min) 0.22 0.21 0.21 0.23 0.23 0.27 0.25 0.27 0.33 0.30 0.34

Source: Caterpillar, 1993. Caterpillar Performance Handbook, 24" ed., p. 4-106. Caterpillar, Peoria, IL.

Table 3.2 illustrates the level of detailed information available from manufacturers on specific
machines. This table presents information on four Caterpillar excavators commonly used on civil engi-
neering projects.

Once the cycle time is determined, either by measuring or estimating, the production can be deter-
mined by the following relationship:

LCY/60-min hr = Cycles/60-min hr ¥ Average bucket payload (LCY) (3.5)

where,
Average bucket payload = Heaped bucket capacity ¥ Bucket fill factor (3.6)

This production is still based on production occurring the full 60 min of each hour. Since this does
not occur over the long term, job efficiency factors are presented at the lower left corner of Table 3.3 and
applied as follows:

Actual Production (LCY/ hr) =LCY/60-min hr ¥ Job efficiency factor (3.7)

Example 1

Determine the actual production rate for a Cat 225D hydraulic excavator (150 FWHP) as required for
activity 16, unclassified excavation, for the project represented in Fig. 3.2. It is estimated that the realistic
productive time for the excavator will be 50 min/hr. Thus, the job efficiency factor will be 50/60 = 0.83.
The soil type is a hard clay.

Solution.
Average bucket payload = Heaped bucket capacity ¥ Bucket fill factor

Enter Table 3.2 and select

1. 1.78 LCY bucket capacity for a Cat 225D
2. 0.25 min total cycle time

1.51 LCY =1.78 LCY ¥0.85



TABLE 3.3  Cubic Yards per 60-Minute Hour

Estimated Estimated
Cycle Times Estimated Bucket Payload” — Loose Cubic Yards Cycle Times

Cycles Cycles
Seconds  Minutes 025 050 0.75 1.00 125 150 175 2.00 225 250 275 3.00 325 350 3.75 4.00 4.50 5.00 per Min per Hr

10.0 17 6.0 360
11.0 .18 5.5 330
12.0 .20 75 150 225 300 375 5.0 300
13.3 22 67 135 202 270 337 404 472 540 607 675 742 810 877 945 1012 1080 1215 1350 4.5 270
15.0 25 60 120 180 240 300 360 420 480 540 600 660 720 780 840 900 960 1080 1200 4.0 240
17.1 .29 52 105 157 210 262 315 367 420 472 525 577 630 682 735 787 840 945 1050 3.5 210
20.0 .33 45 920 135 180 225 270 315 360 405 450 495 540 585 630 675 720 810 900 3.0 180
24.0 .40 37 75 112 150 187 225 262 300 337 375 412 450 487 525 562 600 675 750 2.5 150
30.0 .50 30 60 90 120 150 180 210 240 270 300 330 360 390 420 450 480 510 600 2.0 120
35.0 .58 26 51 77 102 128 154 180 205 231 256 282 308 333 360 385 410 462 613 1.7 102
40.0 .67 112 135 157 180 202 225 247 270 292 315 337 360 405 450 1.5 90
45.0 .75 180 200 220 240 260 280 300 320 360 400 1.3 78
50.0 .83 1.2 72
Average Bucket Payload =
Job Efficiency Estimator (Heaped Bucket Capacity) ¥ (Bucket Fill Factor)
Fill Factor Range (Percent of

Work Time/Hour Efficiency Material Heaped Bucket Capacity)

60 min 100% Moist loam or sandy clay A —100-110%

55 91% Sand and gravel B — 95-110%

50 83% Hard, tough clay C — 80-90%

45 75% Rock — well blasted 60-75%

40 67% Rock — poorly blasted 40-50%

@ Actual hourly production = (60 min h production) ¥ (job efficiency factor)

b Estimated bucket payload = (amount of material in the bucket ) = (heaped bucket capacity) ¥ (bucket fill factor)
Numbers in boldface indicate average production.
Source: Caterpillar. 1993. Caterpillar Performance Handbook, 24th ed. Caterpillar, Peoria, IL.



Enter Table 3.3 and select an average production rate based on a work time of 60 min/hr. Select the
column headed by a 1.5 LCY bucket payload and the row that represents a 0.25 min cycle time. From
this, the average production is determined to be 360 LCY per 60-min hr.

Actual production = LCY/60-min hr ¥ Job efficiency factor
299 LCY/hr =360 LCY/60-min hr ¥ 0.83

When an excavator is used for trenching, the desired rate of production often needs to be expressed
in lineal feet excavated per hour. The trenching rate depends on the earth-moving production of the
excavator being used and the size of the trench to be excavated.

Scraper Production

Scrapers provide the unique capability to excavate, load, haul, and dump materials. Scrapers are available
in various capacities by a number of manufacturers, with options such as self-loading with elevators,
twin engines, or push-pull capability.

Scrapers are usually cost-effective earthmovers when the haul distance is too long for bulldozers yet
too short for trucks. This distance typically ranges from 400 to 4000 ft; however, the economics should
be evaluated for each project.

The production rate of a scraper is a function of the cycle time required to load, haul the load, dump
the load, and return to the load station. The times required to load and dump are usually uniform once
established for a specific project, while travel times can vary a significant amount during the project due
to variation of the travel distance. The load time can be decreased by prewetting the soil and designing
the operation to load downgrade.

It is common practice for a push tractor during the loading operation to add the necessary extra power.
The pattern selected for the tractor-assisted loading operation is important in the design of the operation
to maximize production. The standard patterns are back tracking, chain, and shuttle. A thorough descrip-
tion of these patterns is provided in Peurifoy and Schexnayder [2002, p. 222].

The performance of a scraper is the function of the power required for the machine to negotiate the
job site conditions and the power that is available by the machine. The power required is a function of
rolling resistance (RR) and the effect of grade (EOG). RR is the force that must be exerted to roll or pull
a wheel over the ground. It is a function of the internal friction of bearings, tire flexing, tire penetration
into the surface, and the weight on the wheels.

Each ground-surface type has a rolling resistance factor (RR;) associated with it. However, as a general
rule, the RR;. consists of two parts. First, it takes at least a 40 1b force per each ton of weight just to move
a machine. Second, it takes at least a 30 1b force per each ton of weight for each inch of tire penetration.
Therefore, the RR; can be determined as follows:

RR; =40 Ib/ton + 30 Ib/ton/inch of penetration (3.8)

Rolling resistance is then calculated by using the RR; and the gross vehicle weight (GVW) in tons:

RR=RR, ¥ GVW (3.9)

RR can be expressed in terms of pounds or percent. For example, a resistance of 40 Ib/ton of equipment
weight is equal to a 2% RR.

The EOG is a measure of the force due to gravity, which must be overcome as the machine moves up
an incline, but is recognized as grade assistance when moving downhill. Grades are generally measured
in percent slope. It has been found that for each 1% increment of adverse grade, an additional 20 Ib of
resistance must be overcome for each ton of machine weight. Therefore, the effect of grade factor (EOG,)
can be determined by:



EOG, = (20 1b/ton/% grade) ¥ (% of grade) (3.10)

The EOG is then calculated by:

EOG =EOG, ¥ GVW (3.11)

The total resistance (TR) associated with a job site can be calculated by:

Machine moving uphill: TR =RR +EOG (3.12)
Machine moving on level ground: TR =RR (3.13)
Machine moving downhill: TR =RR - EOG (3.14)

Once the power requirements are determined for a specific job site, a machine must be selected that
has adequate power available. Available power is a function of horsepower and operating speed. Most
equipment manufacturers provide user-friendly performance charts to assist with evaluating the influence
of GVW, TR, speed, and rimpull. Rimpull is the force available between the tire and the ground to propel
the machine.

The relationship of the power train to rimpull for a rubber-tired tractor can be expressed as follows:

_ 375¥ HP ¥ Efficiency
Speed (mph)

Rimpull (3.15)

Figure 3.6 illustrates information available from a typical performance chart. The following example
illustrates how this information can be utilized.

Example 2

A scraper with an estimated payload of 34,020 kg (75,000 Ib) is operating on a total effective grade of
10%. Find the available rimpull and maximum attainable speed.

Empty weight + payload = Gross weight
43,945 kg +34,020 kg = 77,965 kg
(96,880 1b+75,000 1b =171,880 Ib)

Solution. Using Fig. 3.6, read from 77,965 kg (171,880 1b) on top of the gross weight scale down (line
B) to the intersection of the 10% total resistance line (point C).

Go across horizontally from C to the Rimpull Scale on the left (point D). This gives the required
rimpull: 7593 kg (16,740 1b).

Where the line CD cuts the speed curve, read down vertically (point E) to obtain the maximum speed
attainable for the 10% effective grade: 13.3 km/h (8.3 mph).

The vehicle will climb the 10% effective grade at a maximum speed of 13.3 km/h (8.3 mph) in fourth
gear. Available rimpull is 7593 kg (16,740 1b).

3.3 Municipal/Utility Construction Projects

Municipal/utility construction involves projects that are typically financed with public funds and include
such things as water and sewer pipelines, storm drainage systems, water and wastewater treatment
facilities, streets, curbs and gutters, and so on. Much of the same equipment listed in Fig. 3.2 is utilized
for this type of construction. The productivity rates are determined the same way.
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FIGURE 3.6 Rimpull-speed-gradeability curves. (Source: Caterpillar Performance Handbook, 24" ed., 1993. Cater-
pillar, Peoria, IL.)

It is beyond the scope of this chapter to attempt a descriptive comparison of the various types of
construction and equipment in this division. In the preceding section, a typical heavy/highway project
was presented with an itemized list of the typical equipment associated with each activity. In this segment,
the emphasis will be placed on advanced technology, while the emphasis in the section on heavy/highway
equipment was on traditional equipment. In recent years, more concern has been placed on the impact
of construction activities on society. As a result, the trenchless technology industry has expanded greatly.
Trenchless technology includes all methods, equipment, and materials utilized to install new or rehabil-
itate existing underground infrastructure systems.

While trenchless technology is a relatively recent expression (it was coined in the mid-1980s), the ability
to install pipe without trenching is not new. Methods such as auger boring and slurry boring have been
used since the early 1940s. Until recently, these methods were used primarily to cross under roadways
and railroads. The trend today is to utilize the trenchless concept to install complete underground utility
and piping systems with minimum disruption and destruction to society and the environment, safely,
and at the lowest total life-cycle cost.

Figure 3.7 is a classification system of the trenchless methods available to install new systems. Each
method involves unique specialized equipment. The methods are described in detail in Iseley and Tanwani
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FIGURE 3.7 Trenchless excavation construction (TEC) classification system.

[1993]. No one method is compatible with all installations. Each project should be evaluated separately;
the method selected should be compatible, safe, and cost-effective and should provide a high probability
of success.

Only the microtunneling technique will be described in this chapter. This technique is well suited for
installing sanitary and storm sewer pipelines, which require high degrees of accuracy for alignment and
grade. For an excellent introduction to some of the other more common trenchless techniques used to
install underground pipelines, the reader is referred to Iseley and Gokhale [1997].

Microtunneling systems are laser-guided, remote-controlled, pipe-jacking systems. In most instances,
because of their high accuracy, the product pipe is installed in one pass. Most machines have the capability
to counterbalance the earth pressure at the work face continuously, so that dewatering is not required.

These systems were developed in Japan in the mid-1970s, introduced in Germany in the early 1980s,
and first used in the U.S. in 1984. Figure 3.8 shows the growth of the microtunneling industry in the
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FIGURE 3.8 Total U.S. microtunneling footage by year.
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U.S. By mid-1993, more than 50 mi of pipe had been installed by this method. The industry continues
to grow in demand because of its extraordinary capability. For example, in a residential Houston, TX
area, microtunneling was used in 1987 to install almost 4 mi of gravity sewer lines (10 to 24 in. diameter),
because the residents did not want their neighborhood torn apart by traditional methods. In 1989, in
Staten Island, NY, this method was used to install a 5-ft diameter gravity sewer at a depth of 80 ft, under
60 ft of groundwater, with the longest single drive 1600 linear feet. It was installed at an accuracy of
*1 in. horizontal and vertical. In 1992-93, two raw water intake lines were installed, one above the other,
in Jordan Lake, near Carey, NC. These examples and many others are helping engineers realize the unique
capability of microtunneling to solve complex problems safely, cost-effectively, and with minimum
environmental impact.

Figure 3.9 illustrates the two basic types of systems. They provide similar capabilities but are differ-
entiated by their spoil removal systems. One provides a slurry spoil transportation system, and the other
provides an auger spoil removal system.

Figure 3.10 is a schematic drawing that illustrates the basic components and systems of the microtun-
neling methods.

The microtunneling process consists of five independent systems: the mechanized excavation system,
the propulsion system, the spoil removal system, the guidance control system, and the pipe lubrication
system.

The Mechanized Excavation System

The cutter head is mounted on the face of the microtunnel boring machine and is powered by electric
or hydraulic motors located inside the machine. Cutting heads are available for a variety of soil conditions,
ranging from soft soils to rock, including mixed-face conditions and boulders. The microtunnel machines



Soil Skip or
 Separation Plant

AT ) .

To install pipes from 30 inch to 140 inch outside diameter

Slurry Tanks [[:[l Slurry Tanks | A
Charging
| | | Slurry
Pump " Power
Y > Operation Board pack
I <
»& =5 [BO
53 EB: ]
=] 2 c
%0 no [ ]

o

Cutterhead Laser Target

FIOW —
Flow ——ron

[} ]

_ _[ﬁ]]“

Magnetic
Flow | | :
L | Meter Pit
Bypass
Discharge Main
Slurry Jack Unit
Pump Laser
LI
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may operate above or below the groundwater. Each manufacturer produces unique cutting heads. These
machines have been used successfully on projects where rock is encountered with unconfined compressive
strength up to 30,000 psi. Also, they can handle boulders and other obstructions that are up to 30% of
the diameter of the machine by incorporating crushing capability in the head. This crushing mechanism
reduces the boulder to 1 in. particles that can be removed by an auger or by the slurry spoil removal system.

The boring machine also houses the articulating steering unit with steering jacks and the laser control
target. Additional components that may be located in the microtunnel boring machine, depending on
the type of machine, include the rock crusher, mixing chamber, pressure gauges, flow meters, and control
valves.

Most machines have the capability of counterbalancing the actual earth pressure and the hydrostatic
pressure independently. The actual earth pressure is counterbalanced by careful control over the propul-
sion system and spoil removal system. This force is carefully regulated to stay higher than the actual earth
pressure but lower than the passive earth pressure so that subsidence and heave are avoided. The
groundwater can be maintained at its original level by counterbalancing with slurry pressure or com-
pressed air.

The Guidance Control System

The heart of the guidance control system is the laser. The laser provides the alignment and grade
information for the machine to follow. The laser beam must have an unobstructed pathway from the
drive shaft to the target located in the machine. The laser must be supported in the drive shaft so that
it is independent of any movement that may take place as a result of forces being created by the propulsion
system. The target receiving the laser information can be an active or passive system. The passive system
consists of a target that receives the light beam from the laser; the target is monitored by a closed-circuit
TV system. This information is then transferred to the operator’s control panel so that any necessary



adjustments can be made. The active system consists of photosensitive cells that convert information
from the laser into digital data. The data are electronically transmitted to the control panel so that the
operator is provided with a digital readout pinpointing the target the laser beam is hitting. Both active
and passive systems have been used extensively in the U.S. and around the world; both systems have been
found to be reliable.

The Propulsion System

The microtunneling process is a pipe-jacking process. The propulsion system for the microtunneling
machine and the pipe string consists of a jacking frame and jacks in the drive shaft. The jacking units
have been specifically designed for the microtunneling process, offering compactness of design and high
thrust capacity. That capacity ranges from approximately 100 tons to well over 1000 tons, depending on
the soil resistance that must be overcome. The soil resistance includes resistance from face pressure and
resistance from friction and adhesion along the length of the steering head and the pipe string. Jacking
force estimates may be based on drive length, ground conditions, pipe characteristics, and machine
operating characteristics, specifically on overcut and lubrication. A reliable estimate of the required
jacking force is important to ensure that the needed thrust capacity will be available and that the pipe
will not be overloaded.

The propulsion system provides two major pieces of information to the operator: the total force or
pressure being exerted by the propulsion system and the penetration rate of the pipe being pushed
through the ground. The penetration rate and the total jacking pressure generated are important for
controlling the counterbalancing forces of the tunnel boring machine to maintain safe limits.

The types of pipe typically used for microtunneling include concrete, clay, steel, PVC, and centrifugally
cast fiberglass-reinforced polyester pipe (GRP).

The Spoil Removal System

Microtunneling spoil removal systems can be divided into the slurry transportation system and the auger
transportation system. Both systems have been used extensively in this country and abroad and have
been successful. In the slurry system, the spoil is mixed into the slurry in a chamber located behind the
cutting head of the tunnel-boring machine. The spoil is hydraulically removed through the slurry
discharge pipes installed inside the product pipe. This material is then discharged into a separation
system. The degree of sophistication of the spoil separation system is a function of the type of spoil being
removed. The effluent of the separation system becomes the charging slurry for the microtunneling
system; thus, the system is closed loop.

Because the slurry chamber pressure is used to counterbalance the groundwater pressure, it is impor-
tant that the velocity of the flow as well as the pressure be closely regulated and monitored. Regulation
is accomplished by variable speed charging and discharging pumps, bypass piping, and control valves.
As a result of this capability to counterbalance the hydrostatic head accurately, these machines have
worked successfully in situations with extremely high hydrostatic pressures. The machine can be com-
pletely sealed off from external water pressure, allowing underwater retrieval, as was successfully accom-
plished on two recent projects at Corps of Engineer’s lakes. The auger spoil removal system utilizes an
independent auger system in an enclosed casing inside the product pipe for spoil removal. The spoil is
augered to the drive shaft, collected in a skip, and hoisted to a surface storage facility near the shaft.
Water may be added to the spoil in the machine to facilitate spoil removal. However, one of the advantages
of the auger system is that the spoil does not have to reach pumping consistency for removal.

The Control System

All microtunneling systems rely on remote control capability, allowing operators to be located in a safe
and comfortable control cabin, typically at the surface, immediately adjacent to the drive shaft, so the



operator can visually monitor activities in the shaft. If the control cabin cannot be set up adjacent to the
drive shaft for visual monitoring, a closed-circuit TV system can be set up in the shaft to allow the
operator to monitor activities using a TV monitor. A key ingredient to a successful project is the operator’s
skill. The operator must monitor numerous bits of information continuously fed to the control panel,
evaluate this information, and make decisions regarding future actions. Information relayed to the control
panel is audible as well as visual, as sounds generated in the microtunneling machine are sent to the
operator. Other information that must be monitored includes the line and grade of the machine, cutter-
head torque, jacking thrust, steering pressures, slurry flow rates and pressures for slurry systems, and
rate of advancement.

The sophistication of the control system varies from totally manual to completely automatic. With the
manual system, the operator evaluates all information and makes necessary decisions regarding correcting
actions. It is the responsibility of the operator to record all information at appropriate intervals during
the pipe-jacking procedure. All monitoring and recording of data is automated; the computer provides
a printout on the condition of the various systems at selected time intervals. Systems using fuzzy logic
are available for making necessary corrections in the operational process. This allows the machine to
automatically acquire, evaluate, and compare the data to corrections typically utilized for the existing
condition. The machine will then make those corrections. With this system, the operator monitors the
actions to ensure that the automatic corrections are those that the operator thinks are appropriate. Manual
override of the automatic corrections is also possible.

The Pipe Lubrication System

The pipe lubrication system consists of a mixing tank and the necessary pumping equipment, which
transmits the lubricant from a reservoir near the shaft to the application points inside the machine or
along the inside barrel of the pipe. Pipe lubrication is optional but recommended for most installations,
particularly for lines of substantial length. The lubricant can be a bentonite or polymer-based material.
For pipe systems less than 36 in. diameter, the application point is at the machine steering head at the
face of the tunnel. For sizes greater than 36 in., application points can be installed at intervals throughout
the pipe. Lubrication can substantially reduce the total thrust required to jack the pipe.

Equipment Cost

The cost of the project must include the cost of equipment needed to build the project. The constructor
must be able to determine, as accurately as possible, the duration of each piece of equipment required
for each activity of the project. He or she must then be able to apply cost factors to this time commitment.
The cost factor should represent the actual equipment cost experienced by the constructor. If the cost is
too low, the equipment will not pay for itself. If the rate is too high, it may result in not being competitive.
To know the true equipment cost requires accurate record keeping.

The constructor can lease equipment or purchase equipment. If equipment is leased, determining
equipment cost is straightforward, because the rental rate will be established. If the equipment is to be
purchased, the anticipated owing and operating (O&O) cost will need to be determined.

Associated Equipment Distributors publishes an annual compilation of nationally averaged rental rates
for construction equipment. The following need to be taken into consideration when considering the
leasing option:

1. Time basis of the rates quoted — It is common practice in the industry to base rates on one shift
of 8 h/d, 40 h/week, or 176 hr/month. If these hours are exceeded, an extra fee can be charged.

2. Cost of repairs — The lessor usually bears the cost of repairs due to normal wear and tear, and
the lessee bears all other costs. Normal wear and tear would be expected to result from the use of
the equipment under normal circumstances. This can lead to disputes, because in many cases,
normal wear and tear is difficult to distinguish.



. Operator — Unless specifically stated otherwise, the operator is not included in the rental rates.
. Fuel and lubricants — Unless specifically stated otherwise, the lessee is responsible for the cost
of fuel, lubricants, and all preventive maintenance work while the equipment is being rented.

. Condition of equipment — It is standard practice for the equipment to be delivered to the lessee
in good operational condition and to be returned to the lessor in the same condition less normal
wear and tear.

. Freight charges — Unless specifically stated otherwise, the rental rates are f.o.b. the lessor’s
shipping point.

. Payment and taxes — Normally, rental rates are payable in advance, and no license, sale, or use
taxes are included in the rates.

. Insurance — It is standard practice for the lessee to furnish the lessor a certificate of insurance

prior to equipment delivery.

The factors influencing the calculation of owning and operating costs are investment and depreciation
(ownership costs) and maintenance, repairs, lubrication, and fuel (operating costs). If a firm has similar
equipment, they should have reliable historical data to help forecast the cost that should be applied to a
specific piece of equipment. Many times, however, this is not the case. Therefore, the constructor must
use an approximation based on assumed cost factors. Most equipment manufacturers can provide
valuable assistance in selecting cost factors that should apply to the type of work being considered.

Whether rental rates or O&O costs are being utilized, they should eventually be expressed as total
hourly equipment cost without operator cost. This facilitates the determination of machine performance

in terms of cost per units of material. For example,

Lowest possible equipment hourly cost

Top machine performance = — - -
Highest possible hourly productivity

Cost/hr _ Cost($)
Units of material/hr ~ Units of material

Top machine performance =

Caterpillar [1993], Peurifoy and Schexnayder [2002], and Production and Cost Estimating [1981]
contain detailed information on how to develop O&O costs. These references contain numerous examples
that show how to apply specific factors.

The following is a summary of the principles presented in Peurifoy and Schexnayder [2002]:

I. Ownership costs (incurred regardless of the operational status)
A. Investment costs

1.

2.
3.
4.

Interest (money spent on equipment that could have been invested at some minimum
rate of return)

Taxes (property, etc.)

Equipment productivity

Insurance storage

Investment costs can be expressed as a percentage of an average annual value of the equipment (p).
For equipment with no salvage value:

p(N + 1)

P= 0N

where p is the total initial cost and N is the useful life in years. For equipment with salvage value:

p(N+1)+5(N-1)

b= 2N



Example 3
Interest on borrowed money =12%

Tax, insurance, storage = 8%

Total 20%

Investment cost 0.20p

B. Depreciation (the loss in value of a piece of equipment over time due to wear, tear, deterioration,

obsolescence, etc.)
II. Operation costs

A. Maintenance and repair
1. Depends on type of equipment, service, care
2. Usually taken into consideration as a ratio or percentage of the depreciation cost

B. Fuel consumed
1.  Gas engine = 0.06 gal/FWHP-h
2. Diesel engine = 0.04 gal/FWHP-h

C. Lubricating oil

FWHP-h is the measure of work performed by an engine based on average power generated and
duration. Two major factors that impact the FWHP-h are the extent to which the engine will operate at
full power and the actual time the unit will operate in an hour.

50 min

TF = Time factor = ¥100=283.3%

% of time at full load
% of time at less than full load

EF = Engine factor =

OF = Operating factor = TF ¥ EF

Fuel consumed = OF ¥ Rate of consumption

The amount of lubricating oil consumed includes the amount used during oil changes plus oil required
between changes.

_ FWHP ¥ OF ¥ 0.006 #/FWHP-hr _ ¢ _ gal
7.4 #/gal t hr

where OF is the operating factor, ¢ is the crankcase capacity in gallons, t is the number of hours between
changes, and # is pound.
Example 4
Hpydraulic excavator.
160 FWHP — diesel engine
Cycle time = 20 s
Filling the dipper = 5 s at full power

Remainder of time = 15 s at half power
Assume shovel operates 50 min/h

TF = 20 ¥100- 83.3%
60



Engine factor:

Filling 5/20 ¥1=0.25
Rest of Cycle 15/20¥.50=0.375
TOTAL 0.625

OF =TF ¥ EF ¥ 0.625¥0.833=0.520

Fuel consumed

h =0.52¥160¥0.04 =3.33 gal/ hr
r

3.4 Preventive Maintenance

Preventive maintenance (PM) is necessary for sound equipment management and protection of a com-
pany’s assets. Minimum corporate PM standards should be established. Specific maintenance procedures
should be available from the equipment department on most major pieces of equipment. If specific
standards are not available, the manufacturer’s minimum maintenance recommendations need to be
used. A functioning PM program will comprise the following:

1. The PM program will be written and have specific responsibilities assigned. Company, division,
and/or area managers will have the responsibility of seeing that the program works as designed.

2. Periodic service and inspections on all equipment in operation will be performed, documented,
and reported (in writing). Each division/area will implement the service and inspection using the
equipment manufacturers’ recommendations as guidelines. For major pieces of equipment, this
will be defined by the equipment department.

3. A systematic method of scheduling and performing equipment repairs will be implemented.

4. A fluid analysis program with regular sampling (including, but not limited to, testing for alumi-
num, chromium, copper, iron, sodium, silicon, plus water and fuel dilution) will be implemented.

5. All necessary permits will be acquired.

6. Federal, state, and local laws that affect the trucking industry will be followed.

3.5 Mobilization of Equipment

The following are factors that should be taken into consideration to facilitate and expedite mobilization
of equipment:

Type and size of equipment

Number of trucks and trailers needed to make the move
Rates (company charges or rental charges)

Equipment measurements (weight, height, width, length)
Permits (vary with state)

6. Federal, state, and local laws affecting the trucking industry

A

The purpose of mobilization is to maximize efficiency and minimize cost by using rental or company
trucks. This requires research on the above items by using equipment dealer support, appropriate law
enforcement agencies, and so on.
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Further Information

A good introduction to practical excavation methods and equipment is in General Excavation Methods
by Carson.

Construction Planning, Equipment and Methods by Peurifoy and Schexnayder is particularly helpful
for practical techniques of predicting equipment performance and production rates.

An excellent introduction to trenchless techniques used to install new underground utility and piping
systems is Trenchless Excavation Construction Equipment and Methods Manual developed by the Trenchless
Technology Center at Louisiana Tech University.
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4.1 Introduction

Concrete formwork serves as a mold to produce concrete elements having a desired size and configuration.
It is usually erected for this purpose and then removed after the concrete has cured to a satisfactory
strength. In some cases, concrete forms may be left in place to become part of the permanent structure.
For satisfactory performance, formwork must be adequately strong and stiff to carry the loads produced
by the concrete, the workers placing and finishing the concrete, and any equipment or materials supported
by the forms.

For many concrete structures, the largest single component of the cost is the formwork. To control
this cost, it is important to select and use concrete forms that are well suited for the job. In addition to
being economical, formwork must also be constructed with sufficient quality to produce a finished
concrete element that meets job specifications for size, position, and finish. The forms must also be
designed, constructed, and used so that all safety regulations are met.

Formwork costs can exceed 50% of the total cost of the concrete structure, and formwork cost savings
should ideally begin with the architect and engineer. They should choose the sizes and shapes of the
elements of the structure, after considering the forming requirements and formwork costs, in addition
to the usual design requirements of appearance and strength. Keeping constant dimensions from floor
to floor, using dimensions that match standard material sizes, and avoiding complex shapes for elements
in order to save concrete are some examples of how the architect and structural engineer can reduce
forming costs.




The designer of concrete formwork must choose appropriate materials and utilize them so that the
goals of safety, economy, and quality are met. The formwork should be easily built and stripped so that
it saves time for the contractor. It should have sufficient strength and stability to safely carry all live and
dead loads encountered before, during, and after the placing of the concrete. And, it should be sufficiently
resistant to deformations such as sagging or bulging in order to produce concrete that satisfies require-
ments for straightness and flatness.

Concrete forms that do not produce satisfactory concrete elements are not economical. Forms not
carefully designed, constructed, and used will not provide the surface finish or the dimensional tolerance
required by the specifications for the finished concrete work. To correct concrete defects due to improperly
designed and constructed forms may require patching, rubbing, grinding, or in extreme cases, demolition
and rebuilding.

To produce concrete forms that meet all job requirements, the construction engineer must understand
the characteristics, properties, and behaviors of the materials used; be able to estimate the loads applied
to the forms; and be familiar with the advantages and shortcomings of various forming systems. Form
economy is achieved by considering four important factors:

+ Cost of form materials
+ Ease of form fabrication
+ Efficient use of forms — erecting and stripping

+ Planning for maximum reuse to lower per use cost

Design methods for concrete formwork generally must follow the same codes, specifications, and
regulations that apply to permanent structures. Some codes may allow increased allowable loads and
stresses because temporary structures are used for a shorter period of time. The Occupational Safety and
Health Act (OSHA) of the U.S. government contains criteria that the designer of concrete formwork
must follow. State and local safety codes may also exist that regulate form design and construction as it
pertains to job site safety.

For the materials ordinarily used in the construction of concrete forms, building codes commonly
follow and incorporate by reference the basic technical codes published by national organizations. These
national organizations include the American Concrete Institute (ACI), the American Institute of Steel
Construction (AISC), the American Society for Testing of Materials (ASTM), the Aluminum Association
(AA), the Engineered Wood Association (APA — formerly the American Plywood Association), and the
American Forest and Paper Association (AF&PA). These organizations developed specifications and
standards for concrete, steel, aluminum, plywood and similar engineered panels, lumber, and so on. They
are as follows:

+ ACI Standard 318 Building Code Requirements for Reinforced Concrete

+ AISC Specification for Design, Fabrication, and Erection of Structural Steel for Buildings
+ AISC Code of Standard Practice

+ AA Specifications for Aluminum Structures

+ APA Plywood Design Specification

+ AF&PA National Design Specification (NDS) for Wood Construction

+ Design Values for Wood Construction, supplement to the National Design Specifications for Wood
Construction

+ ASTM Annual Book of ASTM Standards

Many technical manuals and publications are used to assist in the design of temporary and permanent
structures. Those most commonly encountered include Formwork for Concrete published by ACI, Concrete
Forming published by APA, Manual of Steel Construction published by AISC, Manual of Concrete Practice
published by ACI, Timber Construction Manual published by the American Institute of Timber Construc-
tion (AITC), Concrete Manual published by the U.S. Department of the Interior Bureau of Reclamation,



Recommended Practice for Concrete Formwork by ACIL, Wood Handbook: Wood as an Engineering Material
published by the U.S. Department of Agriculture, Standard Specifications and Load Tables for Open Web
Steel Joists published by the Steel Joist Institute, Light Gage Cold Formed Steel Design Manual published
by the American Iron and Steel Institute, Minimum Design Loads for Buildings and Other Structures by
the American National Standards Institute (ANSI), and Formwork, Report of the Joint Committee published
by the Concrete Society as Technical Report No.13 (Great Britain).

4.2 Concrete Formwork

Two major categories of formwork are job built and prefabricated. Job-built forms are often designed,
built, and used with the particular requirements of a single project in mind. They are most often
constructed using plywood sheathing and lumber framing. They may also incorporate proprietary hard-
ware in their assembly. Job-built forms are often the economical choice when complicated forming is
required that would be difficult or more expensive if using commercial form systems.

Prefabricated or commercial forms are usually constructed with materials that can be reused many times.
Their higher initial cost is offset by the potential for more reuse cycles than job-built forms of lumber and
plywood or possible cost savings from increased productivity in erecting and stripping the forms. Com-
mercial concrete forms may be of standard design or custom built for a particular application. Some types
of commercial forms are designed to span relatively long distances without intermediate supports. Some
girder forms of this type are constructed so that the sides of the forms behave like a plate girder to carry
the dead and live loads. This type of form would be a viable choice for elements constructed high off the
ground, over water, or over difficult terrain, where it would be difficult to use intermediate supports.

4.3 Materials

Most concrete forms are constructed using basic materials such as lumber, plywood, and steel, or are
prefabricated panels sold or leased to contractors by the panel manufacturers. Use of the prefabricated
panels may save labor costs on jobs where forms are reused many times. Panel manufacturers will provide
layout drawings, and they sometimes provide supervision of the construction where prefabricated forms
are used. Even when prefabricated forms are chosen, there are often parts of the concrete structure that
must be formed using lumber and plywood job-built forms.

Lumber

Lumber suitable for constructing concrete forms is available in a variety of sizes, grades, and species
groups. The form designer should determine what is economically available before specifying a particular
grade or species group of lumber for constructing the forms.

Some of the most widely available species groups of lumber include Douglas fir-larch, southern pine,
ponderosa pine, and spruce-pine-fir. Douglas fir and southern pine are among the strongest woods
available and are often chosen for use in formwork. The strength and stiffness of lumber varies widely
with different species groups and grades. Choice of species groups and grade will greatly affect size and
spacing of formwork components.

Most lumber has been planed on all four sides to produce a uniform surface and consistent dimensions
and is referred to as S4S (surfaced on four sides) lumber. The sizes produced have minimum dimensions
specified in the American Softwood Lumber Standard, PS 20-94. Nominal dimensions are used to specify
standard lumber sizes (e.g., 2 X 4, 2 X 6, 4 X 6, etc.). The actual dimensions are somewhat smaller for
finished and rough-sawn lumber. Rough-sawn lumber will have dimensions about 1/8-in. larger than
finished S4S lumber. Lumber sizes commonly used for formwork along with their section properties are
given in Table 4.1.

Lumber used in forming concrete must have a predictable strength. Predictable strength is influenced
by many factors. Lumber that has been inspected and sorted during manufacturing will carry a grade



TABLE 4.1 Properties of Dressed Lumber

Standard 548 Dressed Moment of Weight in
Size Size Cross-Sectional Inertia Section Modulus ~ Pounds per
Width X Depth ~ Width x Depth Area A (in.?) I (in.%) S (in.?) Lineal Foot*
1x4 Y4 X 32 2.63 2.68 1.53 0.64
1x6 Ya X 5% 4.13 10.40 3.78 1.00
1x8 Ya X 7Y 5.44 23.82 6.57 1.32
1x12 Y X 11% 8.44 88.99 15.82 2.01
2% 4 12 X 3% 5.25 5.36 3.06 1.28
2X6 12 X 5% 8.25 20.80 7.56 2.01
2x8 1Y2 X 7% 10.88 47.64 13.14 2.64
2x10 12 X 9% 13.88 98.93 21.39 3.37
2x 12 12 x 11%a 16.88 177.98 31.64 4.10
4x2 32 X 1% 5.25 98 1.31 1.28
4 x4 3% X 3% 12.25 12.51 7.15 2.98
4x6 3Y2 X 5% 19.25 48.53 17.65 4.68
4x8 3Ya X 74 25.38 111.15 30.66 6.17
6Xx2 51 x 1% 8.25 1.55 2.06 2.01
6 x4 5Y2 X 3% 19.25 19.65 11.23 4.68
6 X6 5Y2 X 5% 30.25 76.26 27.73 7.35
6Xx8 5% X 7V 41.25 193.36 51.53 10.03
8 X2 7Ya X 1% 10.88 2.04 2.72 2.64
8§ x4 7Ya X 3Y2 25.38 25.90 14.80 6.17
8 X6 7Y X 52 41.25 103.98 37.81 10.03
8% 8 7Ya X 74 56.25 263.67 70.31 13.67

@ Weights are for wood with a density of 35 pounds per cubic foot.

stamp indicating the species, grade, moisture condition when surfaced, and perhaps other information.
Grading is accomplished by following rules established by recognized grading agencies and are published
in the American Softwood Lumber Standard. Lumber can be graded visually by a trained technician or by
a machine. Visually graded lumber has its design values based on provisions of ASTM-D245, Methods
for Establishing Structural Grades and Related Allowable Properties for Visually Graded Lumber. Machine
stress-rated (MSR) lumber has design values based on nondestructive stiffness testing of individual pieces.
Some visual grade requirements also apply to MSR lumber. Lumber with a grade established by a
recognized agency should always be used for formwork where strength is important.

Allowable Stresses for Lumber

The National Design Specification for Wood Construction (NDS) (AF&PA, 1997) makes comprehensive
recommendations for engineered uses of stress-graded lumber. Stress values for all commercially available
species groups and grades of lumber produced in the U.S. are tabulated in the NDS. The moduli of
elasticity for all species groups and grades are also included in these tables. These tabulated values of
stresses and moduli of elasticity are called base design values. They are modified by applying adjustment
factors to give allowable stresses for the graded lumber.

The adjustment factors reduce (or in some cases increase) the base design stress values to account for
specific conditions of use that affect the behavior of the lumber. A list of these adjustment factors and a
discussion of their use follows.

Load Duration — C;

The stress level that wood will safely sustain is inversely proportional to the duration that the stress is
applied. That is, stress applied for a very short time (e.g., an impact load) can have a higher value than
stress applied for a longer duration and still be safely carried by a wood member. This characteristic of
wood is accounted for in determining allowable stresses by using a load duration factor, C;,. The load



duration factor varies from 20 for an impact load (duration equal to one second) to 0.9 for a permanent
load (duration longer than 10 years). ACI Committee 347 recommends that for concrete formwork, a
load duration factor appropriate for a load of 7 days should be used. This corresponds to a value for C,,
of 1.25. ACI Committee 347 says this load duration factor should only be applied to concrete forms
intended for limited reuse. No precise definition of limited reuse is given by the ACI committee, but the
no increase for duration of load should be used for concrete forms designed to be reused a high number
of cycles.

Moisture — Cy

Wood is affected by moisture content higher than about 19%. Higher moisture content significantly
softens the wood fibers and makes it less stiff and less able to carry stresses. The reduction in allowable
strength depends on the type of stress (e.g., shear stress is affected less than perpendicular to grain
compressive stress) and the grade of the lumber.

Size — C;

Research on lumber allowable stresses has shown that as cross-sectional size increases, allowable stresses
are reduced. A size factor, C;, is used to increase base design values for different sizes of lumber.

Repetitive Members — C,

The NDS allows bending stresses to be increased for beams that share their loads with other beams. The
increased allowable stress is referred to as a repetitive member stress. For a beam to qualify as a repetitive
member, it must be one of at least three members spaced no further apart than two feet and joined by
a load-distributing element such as plywood sheathing. When these three requirements are met, the
allowable bending stress can be increased by 15%. This corresponds to a value for C, of 1.15. Repetitive
member stresses may be appropriate for some formwork components. Because the intent of allowing
increased stress for repetitive flexural members is to take advantage of the load sharing provided by
continuity, gang panels assembled securely by bolting or nailing and intended for multiple reuse would
seem to qualify for this increase. ACI Committee 347 specifies that they should not be used where the
bending stresses have already been increased by 25% for short duration loads.

Perpendicular to Grain Compression — C,

Allowable perpendicular to grain bearing stress at the ends of a beam may be adjusted for length of
bearing according to:

C, =(1,+.375)/1,

1, is the length of bearing parallel to grain.

Horizontal Shear Constant — Cy

Shear stress in lumber beams used as components of concrete forms is usually highest at the ends of the
members. For beams having limited end defects (e.g., splits, checks, cracks), the values of allowable shear
stress can be increased. This is done by using a shear constant Cy; that depends on the size of end defects
and varies from 1 to 2.

Temperature — C;

Sustained high temperatures adversely affect some properties of wood. It is unusual for concrete forms
to be exposed to temperatures high enough to require the use of a temperature adjustment factor. For
temperatures in excess of 100°F, the stresses and moduli should be adjusted using C;.

Stablity — C,
Like all columns, wood shores will safely carry axial loads in inverse proportion to their effective slen-

derness. The more slender a wood shore is, the less load it will support because of the increased influence
of buckling. Prior to the 1997 edition of the NDS, wood columns were divided into three categories



(short, intermediate, and long) according to their slenderness. Allowable stresses and loads were then
found using three different formulas — one for each category. Beginning with the 1997 NDS, allowable
loads for all wood columns are found using a stability adjustment factor, C,, that reduces the base stress
to account for the buckling tendency of the column. It is no longer necessary to divide wood shores into
three categories to find allowable loads.

Finding Allowable Lumber Stresses

The first step in finding an allowable stress for lumber (or determining the value for modulus of elasticity)
is to look up the base design value. These base design values are given in the NDS supplement, and values
for a few commonly available species groups are shown in Table 4.2.

Next, the adjustment factors appropriate for the conditions of use are found. These may be looked up
in Tables 4.2A through 4.2C. The number of adjustment factors used for a particular situation can vary
from none to several.

The allowable stress value, F’ is then found by multiplying the base design value F by all the adjustment
factors for the conditions of use.

F=FC,
Example 1

Allowable Stresses and Modulus of Elasticity
#1 S48 Douglas fir-larch 2 x 4s are used as studs in a wall form panel. The forms assembled from these
panels will be used twice in building a reinforced concrete wall. If the 2 X 4 studs are spaced 12 in. apart,
and upon examination the ends have no splits or checks in them, what value for allowable bending stress,
allowable shear stress, and modulus of elasticity should be used to design the form panel?

From Table 4.2, the base design values for bending stress, shear stress, and modulus of elasticity are
1000 psi, 95 psi, and 1,700,000 psi.

Adjustments to base design values:
Since the forms will be used a limited number of times (two), it is appropriate to use the load duration
factor that increases the base design values for stress by 25%.

Cp =125

Unless lumber and form panels are stored inside or otherwise protected from rain on a job site, it is
logical to assume that the moisture content will exceed 19%, and a moisture adjustment should be applied
to the base design values. From Table 4.2C, the values of C,; to use are as follows:

C,=85 (bending)
Cy=.97 (shear)
C,, =.9 (modulus of elasticity)

While the 2 X 4 studs meet the three requirements for repetitive members, the 15% increase is not
applied. This is because the 25% load duration increase will be used, and the ACI Committee 347 in
Formwork for Concrete recommends not using both adjustments.

The ends of the studs have no splits or checks, so from Table 4.2B, it is seen that the stress adjustment
factor Cy; is 2.

For a 2 X 4, the size factor adjustment from Table 4.2A for bending stress CF is 1.5.

Applying adjustments for duration of load, size, and moisture to the base design value for bending
stress:

F, =F(C;)=FE/(C,)(C,)(Cs)=1000(1.25)(.85)(1.5) = 1594 psi



TABLE 4.2 Base Design Values for Selected Species Groups of Lumber

Stress Values in Pounds per Square Inch (psi)

Species and Size Horizontal Compression Modulus of

Grade Classification ~ Bending Shear Perpendicular  Parallel Elasticity

Douglas Fir — Larch (Surfaced Dry or Green, Used at 19% Maximum Moisture)

No. 1 2" to 4” 1000 95 625 1500 1,700,000
No. 2 Thick 900 95 625 1350 1,600,000
No. 3 2” and wider 525 95 625 775 1,400,000
Stud 2" to 4” 70 95 625 850 1,400,000
Construction — 1000 95 625 1150 1,500,000
Standard 2" to 4” 575 95 625 925 1,400,000
Utility — 275 95 625 600 1,300,000

Spruce-Pine-Fir (Surfaced Green, Used Any Condition)

No. 1/no. 2 2" to 4”7 875 70 425 825 1,400,000
No. 3 2" to 4” 500 70 425 400 1,200,000
Stud Wide 675 70 425 400 1,200,000
Construction  — 1000 70 425 725 1,300,000
Standard — 550 70 425 600 1,200,000
Utility — 275 70 425 400 1,100,000

Source: Design Values for Wood Construction, A Supplement to the 1997 Edition National Design
Specification, American Forest and Paper Association, Washington, DC.

Similarly, applying the adjustments for duration of load, shear stress, and moisture to the base design
value for shear stress gives:

Fv’ =230 Psi

The only adjustment factor for the modulus of elasticity is for moisture. Applying this factor gives:
E’=E(C,,)=1,530,000 psi

Plywood
Plywood is used extensively for concrete forms and provides the following advantages:

+ It is economical in large panels.

« It is available in various thicknesses.

« It creates smooth, finished surfaces on concrete.
+ It has predictable strength.

+ It is manufactured in more than 40 surface textures that can provide various architectural finishes.

Plywood is available in two types: exterior and interior. The exterior type is made with waterproof
glue and has all plies made with C grade or better veneers. While many exterior plywood panels could
be used, the plywood industry produces a special product intended for concrete forming called Plyform.
This panel has two smooth sides (usually B grade veneer on front and back) and is available in three
classes — Class I, Class II, and Structural I. Class I is stronger than Class II because of the higher grade
of veneers used in the panel. Structural I is the strongest of the three classes and is intended for applications
where high strength and stiffness or maximum reuse are desired. Plyform is also available with a surface
treatment of thermosetting, resin-impregnated material that is bonded to the panel surfaces. This abra-
sion-resistant surface, which gives an extremely smooth finish to concrete and allows more reuses of gang
forms, is called a high-density overlay (HDO). Table 4.3 summarizes plywood grades and uses for concrete
forms.



TABLE 4.2A

Size Factors, Cp

Ey
Thickness (Breadth)
Grades Width (Depth)  2” and 3” 4 F, F.
Select 2”7, 3", and 4” 1.5 1.5 1.5 1.15
Structural, 5” 1.4 1.4 1.4 1.1
No. 1 and Btr. 6” 1.3 1.3 1.3 1.1
No. 1, No. 2, No. 3 8” 1.2 1.3 1.2 1.05
10”7 1.1 1.2 1.1 1.0
12”7 1.0 1.1 1.0 1.0
14” and wider 0.9 1.0 0.9 0.9
Stud 2”,3”, and 4” 1.1 1.1 1.1 1.05
5” and 6” 1.0 1.0 1.0 1.0
8” and wider Use No. 3 Grade tabulated design values and size
factors
Construction and 2”,3” and 4”7 1.0 1.0 1.0 1.0
Standard
Utility 4”,2” and 3” 1.0 1.0 1.0 1.0
0.4 — 0.4 0.6

Source: Wood Construction, 1997 Edition, National Design Specification, p. 62. American
Forest and Paper Association, Washington, DC.

TABLE 4.2B Shear Stress Factors, Cy

Length of Split on Wide

Length of Split on Face Size of Shake?
Wide Face of 2” of 3” (Nominal) in 2” (Nominal)

(Nominal) Lumber Cy and Thicker Lumber Cy and Thicker Lumber Cy
No split 2 No split 2 No shake 2
Y2 X wide face 1.67 % X narrow face 1.67 Y X narrow face 1.67
% X wide face 1.5 % X narrow face 1.5 Y4 X narrow face 1.5
1 X wide face 1.33 1 X narrow face 1.33 Y5 X narrow face 1.33
1%5 X wide face or more 1 1%5 X narrow face or more 1 Y5 X narrow face or more 1

@ Shake is measured at the end between lines enclosing the shake and perpendicular to the loaded face.
Source: Wood Construction, 1997 Edition, National Design Specification, p. 62. American Forest and Paper
Association, Washington, DC.

TABLE 4.2C Wet Service Adjustments, Cy

F, F F F., F, E

v c

0.85* 1 0.97 0.67 0.8° 0.9

@ When (F,)(Cy) <1100 psi, Cy = 1.
b When (F.) (Cy) <750 psi, Cy = 1.

Source: Wood Construction, 1997 Edition,
National Design Specification, p. 62. American
Forest and Paper Association, Washington, DC.

Engineering Properties of Plywood

Plywood is manufactured by peeling veneers from a log in thin layers, then gluing these veneers together
to form plywood panels. Depending on the panel thickness, different numbers of veneer layers are used.
To produce a panel that has desirable properties in both directions, the grain direction in different layers
of veneer is oriented perpendicular to adjacent layers. Laying panels with veneer grain in perpendicular



TABLE4.3 Plywood Grade — Use Guide for Concrete Forms

Veneer Grade

Terms for Typical
Specifying Description Trademarks  Faces  InnerPlies  Backs
APA Specifically manufactured for concrete forms; B C B
B-B Plyform many reuses; smooth, solid surfaces
Classes I and IT
APA Hard, semi-opaque resin-fiber overlay, heat B C-Plugged B
High-Density fused to panel faces; smooth surface resists

Overlaid Plyform abrasion; up to 200 reuses

Classes I and II
APA Especially designed for engineered B Cor B
Structural I applications; all group 1 species; stronger and C-plugged
Plyform stiffer than Plyform Classes I and II;

recommended for high pressures; also

available in HDO faces
APA Sanded panel often used for concrete forming B C C
B-C EXT where only one smooth side is required

Source: Concrete Forming, APA Design/Construction Guide, p. 6, Engineered Wood Association, Tacoma, WA.

directions in alternate layers is called cross-banding. Because of cross-banding, the mechanical properties
of adjacent veneers are not the same.

The section properties of plywood, such as moment of inertia and section modulus, cannot be
calculated using the same formulas used for other common materials. The calculations of these section
properties involve using a transformed area approach with the veneers. The form designer does not have
to make these calculations. For plywood that conforms to the U.S. Product Standard, the engineering
data are published in the Plywood Design Specification (PDS) from the Engineered Wood Association.
Section properties for Plyform Class I, Class II, and Structural I are shown in Table 4.4. These section
properties have been adjusted to account for cross-banded veneers. These values have been calculated by
transforming all plies to the properties of the face ply. In using these values, the designer only needs the
allowable stresses for the face ply and does not have to be concerned with the actual construction of the
panel. The tabulated section properties are used for calculating flexural stresses, shear stresses, and
deflections. For types of plywood other than Plyform panels, section properties can be found in the PDS.

The section properties in Table 4.4 are for a 12-in. wide strip of plywood. The values are given for
both possible orientations of the face grain of the panel with the direction of stress. These two orientations
are sometimes called the “strong direction” and the “weak direction.” When the panel is supported so
that the stresses are in a direction parallel to the face grain, it is said to be oriented in the strong direction.
This is sometimes described as having the supports perpendicular to the grain or having the span parallel
to the grain. All of these describe the strong direction orientation.

The three different section properties found in Table 4.4 are moment of inertia (I), effective section
modulus (KS), and rolling shear constant (I/Q).

The moment of inertia is used in calculating deflections in plywood. Deflections due to flexure and
shear are calculated using I. Standard formulas can be used to find bending and shear deflections.

The effective section modules (KS) is used to calculate bending stress (f,) in the plywood:

M
=%s
It should be noted that because of the cross-banded veneers and the fact that veneers of different

strengths may be used in different plies, bending stress cannot be correctly calculated using the moment
of inertia. That is, KS is not equal to I divided by half the panel thickness:

(4.1)

KS=L (4.2)
C



TABLE 4.4  Section Properties for Plywood

Properties for Stress Applied Parallel Properties for Stress Applied Perpendicular
with Face Grain to Face Grain
Moment Effective Moment Effective

of Section Rolling Shear of Section Rolling Shear

Thickness ~ Approximate Inertia Modulus KS Constant Inertia Modulus KS Constant [b/Q
(in.) Weight (psf) I (in.%) (in.?) 1b/Q (in.?) I (in.%) (in.?) (in.2)

Class I
15/32 1.4 0.066 0.244 4.743 0.018 0.107 2.419
172 1.5 0.077 0.268 5.153 0.024 0.130 2.739
19/32 1.7 0.115 0.335 5.438 0.029 0.146 2.834
5/8 1.8 0.130 0.358 5.717 0.038 0.175 3.094
23/32 2.1 0.180 0.430 7.009 0.072 0.247 3.798
3/4 2.2 0.199 0.455 7.187 0.092 0.306 4.063
7/8 2.6 0.296 0.584 8.555 0.151 0.422 6.028
1 3.0 0.427 0.737 9.374 0.270 0.634 7.014
1% 3.3 0.554 0.849 10.430 0.398 0.799 8.419
Class 1I

15/32 1.4 0.063 0.243 4.499 0.015 0.138 2.434
1/2 1.5 0.075 0.267 4.891 0.020 0.167 2.727
19/32 1.7 0.115 0.334 5.326 0.025 0.188 2.812
5/8 1.8 0.130 0.357 5.593 0.032 0.225 3.074
25/32 2.1 0.180 0.430 6.504 0.060 0.317 3.781
3/4 2.2 0.198 0.454 6.631 0.075 0.392 4.049
718 2.6 0.300 0.591 7.990 0.123 0.542 5.997
1 3.0 0.421 0.754 8.614 0.220 0.812 6.987
1% 3.3 0.566 0.869 9.571 0.323 1.023 8.388

Structural I

15/32 1.4 0.067 0.246 4.503 0.021 0.147 2.405
1/2 1.5 0.078 0.271 4.908 0.029 0.178 2.725
19/32 1.7 0.116 0.338 5.018 0.034 0.199 2.811
23/32 2.1 0.183 0.439 6.109 0.085 0.338 3.780
3/4 2.2 0.202 0.464 6.189 0.108 0.418 4.047
718 2.6 0.317 0.626 7.539 0.179 0.579 5.991
1 3.0 0.479 0.827 7.978 0.321 0.870 6.981
1'% 3.3 0.623 0.955 8.841 0.474 1.098 8.377

Source: Concrete Forming, APA Design/Construction Guide, p. 14, Engineered Wood Association, Tacoma, WA.

Therefore,
Mc
fo®2 = (4.3)

The rolling shear constant is used to calculate the rolling shear stress in plywood having loads applied
perpendicular to the panel. The name rolling shear stress comes from the tendency of the wood fibers in
the transverse veneer plies to roll over one another when subjected to a shear stress in the veneer plane.
Horizontal shear stress in a beam is:

_VQ_ Vv
1= b Ib/Q (4.4)

where V is the shear force in the beam at the section and Ib/Q is the section property depending on size
and shape of the cross section.



TABLE 4.5 Allowable Stresses and Pressures for Plyform Plywood

Plyform Plyform Plyform
Allowable Stresses Class I Class 1T Structural I
Modulus of elasticity, E* (psi) 1,500,000 1,300,000 1,500,000
Bending stress, F, (psi) 1930 1330 1930
Rolling shear stress, F, (psi) 72 72 102

Recommended Maximum Pressures on Plyform Class I (Pounds per Square Foot, psf)
Face Grain Parallel to Supports, Plywood Continuous Across Two or More Spans

Plywood Thickness (in.)

15/32 1/2 19/32 5/8 23/32 3/4 1%
Deflection
limit L/360 1/270 L/360 1/270 1L/360 1/270 L/360 1/270 1L/360 1/270 1L/360 1/270 L/360 1/270
Support Spacing
4 2715 2715 2945 2945 3110 3110 3270 3270 4010 4010 4110 4110 5965 5965
8 885 885 970 970 1195 1195 1260 1260 1540 1540 1580 1580 2295 2295
12 335 395 405 430 540 540 575 575 695 695 730 730 1370 1370
16 150 200 175 230 245 305 265 325 345 390 370 410 740 770
20 — 115 100 135 145 190 160 210 210 270 225 285 485 535
24 - - —  —  — 100 — 110 110 145 120 160 275 340
32 - - - - - - - = = = — — 130 1
Recommended Maximum Pressures on Plyform Class I (Pounds per Square Foot, psf)
Face Grain Across Supports, Plywood Continuous across Two or More Spans
Plywood Thickness (in.)
15/32 172 19/32 5/8 23/32 3/4 1%
Deflection
limit L/360 1/270 L/360 1/270 1L/360 1/270 L/360 1/270 L/360 1/270 1L/360 1/270 L/360 1/270
Support Spacing
4 1385 1385 1565 1565 1620 1620 1770 1770 2170 2170 2325 2325 4815 4815
8 390 390 470 470 530 530 635 635 835 835 895 895 1850 1850
12 110 150 145 195 165 225 210 280 375 400 460 490 1145 1145
16 — — — — — — — 120 160 215 200 270 710 725
20 — — — — — — — — 115 125 145 155 400 400
24 — — — — — — — — — — — 100 255 255
@ Use when shear deflection is not computed separately.
Note: All stresses have been increased by 25% for short-term loading.
Source: Concrete Forming, APA Design/Construction Guide, p. 14, Engineered Wood Association, Tacoma, WA.
Rolling shear stress, f,, in a plywood beam is:
f= |4
=
1b/Q (4.5)

where Ib/Q is the rolling shear constant. The rolling shear constant for Plyform is shown in Table 4.4.

Allowable Stresses for Plywood

Table 4.5 shows the values of allowable stresses and moduli of elasticity for the three classes of Plyform.
Table 4.5 also has load tables showing allowable pressures on Class I Plyform. Like sawn lumber, plywood
stresses are adjusted for conditions of use. A load duration factor may be applied to increase the allowable
stresses if the plywood loads have a duration of not more than 7 days and if the forms are not for multiple
reuse. Stresses in Table 4.5 have been reduced for “wet use” because fresh concrete will be in contact with



the plywood form sheathing. The stresses in Table 4.5 also have been increased by 25% for load duration.
ACI Committee 347 recommends that the allowable stresses shown in Table 4.5 should be reduced by
25% if the plywood is used in formwork intended for multiple reuse.

These allowable stresses can be used without regard to the direction of the grain. Grain orientation is
accounted for in the calculations of the section properties in Table 4.4 that are used to calculate actual
stresses.

Ties

Ties are devices used to hold the sides of concrete forms together against the fluid pressure of fresh
concrete. Ties are loaded in tension and have an end connector that attaches them to the sides of the
form. In order to maintain the correct form width, some ties are designed to spread the forms and hold
them at a set spacing before the concrete is placed. Some ties are designed to be removed from the
concrete after it sets and after the forms have been removed. These ties take the form of tapered steel
rods that are oiled or greased so they can be extracted from one side of the wall. They usually have high
strength and are used in heavier panel systems, where it is desirable to minimize the total number of ties.

The removal of ties allows the concrete to be patched. Patching allows for a smoother concrete surface
and helps to eliminate the potential for staining from rusting of steel tie ends. Another type of tie is
designed to be partially removed by either unscrewing the tie ends from a threaded connector that stays
in the concrete or by breaking the tie ends back to a point weakened by crimping. Some ties have
waterstops attached. These would be used if ordinary grout patching will not provide a watertight seal.
Figure 4.1 shows some of these types of ties.

Nonmetallic ties have recently been introduced. They are produced of materials such as a resin-fiber
composite and are intended to reduce tie-removal and concrete-patching costs. Because they are made
of nonmetallic materials, they do not rust or stain concrete that is exposed to the elements.

The rated strength of ties should include a factor of safety of 2.0. ACI Committee 347 revised previous
recommendations that called for a factor of safety of 1.5 for ties. The new rating matches the factors of
safety applied to the design of other form components. When specifying ties, the manufacturer’s data
should be carefully checked to ensure that the required factor of safety is incorporated within the rated
capacity. If older ratings are found that use a 1.5 factor of safety, then use the ties at only 75% of their
rated capacity.

Anchors

Form anchors are devices embedded in previously placed concrete, or occasionally in rock, that may be
used to attach or support concrete formwork. There are two basic parts to the anchors. One part is the
embedded device, which stays in the concrete and receives and holds the second part. The second part
is the external fastener, which is removed after use. The external fastener may be a bolt or other type of
threaded device, or it may have an expanding section that wedges into the embedded part. Figure 4.2
shows some typical anchors.

ACI Commiittee 347 recommends two factors of safety for form anchors. For anchors supporting only
concrete and dead loads of the forms, a factor of safety of 2 is used. When the anchor also supports
construction live loads and impact loads, a factor of safety of 3 should be used.

The rated capacity of various anchors is often given by the manufacturers. Their holding power depends
not only on the anchor strength but on the strength of the concrete in which they are embedded. The
depth of embedment and the area of contact between the anchor and concrete are also important in
determining capacity. It is necessary to use the data provided by the manufacturers, which are based on
actual load tests for various concrete strengths, to determine the safe anchor working load for job
conditions. This will require an accurate prediction of the concrete strength at the time the anchor is
loaded. Estimated concrete strengths at the age when anchor loads will be applied should be used to
select the type and size of anchor required.
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FIGURE 4.1 A drawing showing common types of form ties. (From Hurd, M.K., Formwork for Concrete, 6th ed.,
American Concrete Institute, Detroit, M1, 1989.)

Hangers

Hangers are used to support concrete formwork by attaching the formwork to structural steel or precast
concrete structural framing members. Various designs are available, and each manufacturer’s safe load
rating should be used when designing hanging assemblies. For hangers having more than one leg, the
form designer should carefully check to see if the rated safe load is for the entire hanger or each leg. ACI
Committee 347 recommends a safety factor of 2 for hangers. Figure 4.3 shows some types of hangers.

Column Clamps

Devices that surround a column form and support the lateral pressure of the fresh concrete are called
column clamps. They may be loaded in tension or flexure or in a combination of both. Several commercial
types of column clamps designed to fit a range of sizes of column forms are available. Care should be
taken to follow the manufacturer’s instructions for using their clamps. Rate of placement of the concrete
and maximum height of the form may be restricted. Deflection limits for the forms may be exceeded if
only the strength of the clamps is considered. Where deflection tolerances are important, either previous
satisfactory experience with the form system or additional analysis of the clamp and form sheathing is
suggested.
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FIGURE 4.2 Common types of anchors used in concrete. (From Hurd, M.K., Formwork for Concrete, 6th ed.,
American Concrete Institute, Detroit, MI, 1989.)

4.4 Loads on Concrete Formwork

Concrete forms must be designed and built so that they will safely carry all live and dead loads applied
to them. These loads include the weight and pressure of concrete, the weight of reinforcing, the weight
of the form materials and any stored construction materials, the construction live loads imposed by
workers and machinery applied to the forms, and loads from wind or other natural forces.

Lateral Pressure of Concrete

Fresh concrete still in the plastic state behaves somewhat like a fluid. The pressure produced by a true
fluid is called hydrostatic pressure and depends on the fluid density and on the depth below the surface
of the fluid. The hydrostatic pressure formula is:

p=h (4.6)

where p is the fluid pressure, ¥is the fluid density, and & is the depth below the free surface of the fluid.
This pressure, which is due to the weight of the fluid above it, always pushes against the container in a
direction perpendicular to the surface of the container.

If concrete behaved like a true fluid, the pressure it would produce on the forms would have a maximum
value of

p=150h (4.7)
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FIGURE 4.3 Examples of types of form hangers used to support formwork from existing structural members.

150h
FIGURE 4.4 A diagram showing the hydrostatic pressure distribution in fresh concrete.

for concrete of normal density. Normal-density concrete is usually assumed to weigh 150 pounds for a
cubic foot, and h is the depth of concrete in the form. The pressure of the concrete would vary from the
maximum pressure of 150k at the bottom of the form to zero at the surface of the concrete. This pressure
distribution is shown in Fig. 4.4. For placing conditions where the form is filled rapidly and the concrete
behaves as a fluid, the form should be designed to resist this maximum hydrostatic pressure.



There are several factors that affect the degree to which concrete behaves like a true fluid:

+ Fresh concrete is a mixture of aggregate, water, cement, and air, and can only approximate fluid
behavior.

+ The internal friction of the particles of solids in the mixture against each other and against the
forms and reinforcing tends to reduce actual pressure to below hydrostatic levels. This internal
friction tends to be reduced in a concrete mixture that is wetter, that is, has a high slump; therefore,
the pressure will more closely approach the hydrostatic level in high slump mixes.

+ The bridging of the aggregate from one side of the form to the opposite in narrow forms also
tends to limit pressure. The weight of the concrete tends to be partly supported by the bridging,
which prevents the pressure from increasing to true fluid levels.

+ In addition to the interaction of the solids in the mixture, the stiffening of the concrete due to
the setting of the cement has a marked influence on the pressure. As the concrete stiffens, it tends
to become self-supporting, and the increase in pressure on the forms is reduced as the filling
continues. Because the setting of the cement can begin in as little as 30 min or in as long as several
hours after mixing, the lateral pressure may or may not be changed from the hydrostatic condition
for any given filling of a form. The conditions directly affecting the stiffening of the concrete
include the concrete temperature, the use of admixtures such as retarders, the amount and type
of cement, and the amount and types of cement substitutes, such as fly ash or other pozzolans.

Variables that most directly influence the effective lateral pressure in the concrete are the density of
the mixture, the temperature of the mixture, the rate of placement of the concrete in the forms, the use
of admixtures or cement replacements, and the effect of vibration or other consolidation methods.

Other factors considered as influences on pressure include aggregate size and shape, size of form cross
section, consistency of the concrete, amount and location of the reinforcement, and the smoothness of
the surface of the forms. Studies have shown that the effect of these other factors is usually small when
conventional placement practices are used, and that the influence of these other factors is generally ignored.

The temperature of the concrete has an important effect on pressure, because it affects the setting time
of the cement. The sooner the setting occurs, the sooner the concrete will become self-supporting, and
the sooner the pressure in the form will cease to increase with increasing depth of concrete.

The rate of placement (usually measured in feet of rise of concrete in the form per hour) is important,
because the slower the form is filled, the slower the hydrostatic pressure will rise. When the concrete
stiffens and becomes self-supporting, the pressure in the concrete tends to level off. At low rates of
placement, the hydrostatic pressure will have reached a much lower value before setting starts, and the
maximum pressure reached at any time during the filling of the forms will be reduced.

Internal vibration is the most common method of consolidating concrete in formwork. When the
probe of the vibrator is lowered into the concrete, it liquefies the surrounding mixture and produces full
fluid pressure to the depth of vibration. This is why proper vibration techniques are important in avoiding
excessive pressure on concrete forms. Vibrating the concrete below the level necessary to eliminate voids
between lifts could reliquefy concrete that has started to stiffen and increase pressure beyond expected
design levels. The pressures in concrete placed using proper internal vibration usually exceed by 10 to
20% those pressures from placement where consolidation is by other means. When vibration is to be
used, the forms should be constructed with additional care to avoid leaking.

In some cases, it is acceptable to consolidate concrete using vibrators attached to the exterior of the
forms or to revibrate the concrete to the full depth of the form. These techniques produce greater pressures
than those from normal internal vibration and usually require specially designed forms.

Recommended Design Values for Form Pressure

ACI Committee 347, after reviewing data from field and laboratory investigations of formwork pressure,
published recommendations for calculating design pressure values. The basic lateral pressure value for
freshly placed concrete is as follows:



p=wh (4.8)

No maximum or minimum controlling values apply to the use of this formula, which represents the
equivalent hydrostatic pressure in the fresh concrete. The weight of the concrete, w, is the weight of the
concrete in pounds per cubic foot, and h is the depth of plastic concrete in feet. For forms of small cross
sections that may be filled before initial stiffening occurs, i should be taken as the full form height.

For concrete made with Type I cement, without pozzolans or admixtures, with a maximum slump of
4 in., with density of 150 pcf, and with placement using proper internal vibration, ACI Committee 347
recommends the following formulas for calculating design pressure values.

Wall Forms

For wall forms that are filled at a rate of less than 7 ft/hr, the maximum pressure is:

p=150+9000§ (4.9)

where p is the maximum lateral pressure of concrete in the form, R is the rate of placement of the concrete
in ft/hr, and T is the temperature of the concrete in the form in degrees Fahrenheit. For wall forms filled
at a rate of between 7 ft/hr and 10 ft/hr, the maximum pressure is

43,400 R

Design values from Egs. (4.9) and (4.10) should not exceed 150k and 2000 psf. These formulas predict
the maximum value of pressure in the wall form during placing. From these maximum values, no
prediction should be made about what the pressure distribution is at any given time. An envelope of
maximum pressure can be found by considering the concrete to be fully fluid to the depth in the form
where the maximum pressure is reached. This depth, where the maximum pressure is reached, is the
depth at which the concrete has become self-supporting and, the pressure has ceased to increase.

Example 2

A wall form 12 ft high is filled with normal-weight concrete having a temperature of 70°. The concrete
rises during placement at a rate of 5 ft/hr.
Using Eq. (4.9), the maximum pressure is

p=150+9000 %

T

5
p=150+9000_ =793 psf

The hydrostatic pressure for the 12-ft depth is 150(12) = 1800 psf.

Comparing the pressure from the formula to the fully hydrostatic pressure, or the limiting value of
2000, shows that the maximum pressure expected in the wall form at any time during placement is 793 psf.

The envelope of maximum pressure will show a hydrostatic pressure to a depth below the top of the
form of 793/150 = 5.29 ft. Figure 4.5 shows the envelope of maximum pressure.

Column Forms

Column forms usually have a smaller total volume than wall forms and will fill faster for a given volume
delivery rate of concrete. When the column form fills in a relatively short period of time, it is likely that
the concrete will act as a fluid, and the pressure will be fully hydrostatic. Equation (4.8) gives the pressure
for this condition.
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FIGURE 4.5 A diagram showing the envelope of maximum pressure in Example 2.

According to ACI Committee 347 recommendations, when the concrete is made with Type I cement
weighing no more than 150 pcf, having a slump of not more than 4 in, having no pozzolans or admixtures,
and having been consolidated using internal vibration to a depth of not more than 4 ft below the surface,
Eq. (4.9) may be used to calculate the maximum lateral pressure in the form.

p=150+9000§ (4.11)

where p is the pressure in psf, R is the rate of placement in feet per hour, and T is the temperature of
the concrete in degrees Fahrenheit. This formula is limited to columns where lifts do not exceed 18 ft.
The pressure from the formula has a minimum recommended value of 600 psf and a maximum value
of 3000 psf.

The pressure distribution in a column form is hydrostatic until the concrete begins to stiffen. For
normal-weight concrete, pressure is assumed to increase by 150 psf per foot of depth until the maximum
value given by Eq. (4.9) is reached. The pressure then remains constant to the bottom of the form.

Example 3

A 16-ft high concrete column form is filled at a rate of 10 ft/hr with 80° concrete. The maximum pressure,
using Eq. (4.11), is

p= 150+9ooo£ =1275 psf

and will occur at a depth of

1275/150 = 8.5 feet

below the top of the form.

The envelope of maximum pressure to be used to design the column form is shown in Fig. 4.6.

The formulas recommended by ACI Committee 347 report for pressure in wall and column forms apply
when the conditions stated above exist. In some cases, conditions may vary from these standard conditions.
Adjustments to the design pressures can be made to account for conditions other than those specified.

These adjustments are explained below.
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FIGURE 4.6 A diagram showing the envelope of maximum pressure in Example 3.

Consolidation by Spading
Lower pressures result when concrete is spaded rather than consolidated using internal vibration. The
pressures from the formulas may be reduced 10% in this situation.

Mixtures Containing Retarders, Fly Ash or Superplasticizers

Concrete that uses retarders, fly ash or other pozzolans, or superplasticizers will have its initial stiffening
delayed. Because this will increase the pressure of the concrete on the forms, the forms should be designed
using the assumption of a full liquid head [Eq. (4.8)].

Concrete Density

For concrete having densities ranging between 100 pcf and 200 pcf, the pressure can be found by
multiplying the pressure from normal-weight concrete (150 pcf) by the ratio of the densities. If the
concrete has a density of 200 pcf, its pressure would be 200/150 or 1.33 times the pressure for normal-
weight concrete.

Gravity Loads on Formwork

Gravity loads are from all live and dead loads applied to and supported by the formwork. These include
the weight of the concrete and reinforcing steel, the weight of the forms, and any construction loads
from workers, equipment, or stored materials. Loads from upper floors may also be transferred to lower-
level forms in multistory construction. The largest loads are generally due to the weight of the concrete
being formed and to the construction live load from workers and equipment. Because the majority of
concrete used has a weight of around 140 to 145 pounds per cubic foot (Ib/ft?), it is common to use a
value for design of 150 Ib/ft?, which includes an allowance for the reinforcing steel. Where lightweight
or heavyweight concrete is used, the density of that particular mix should be used in calculating formwork
loads.

Trying to predict what value should be used for construction loads to account for the weight of workers
and equipment is difficult. The weights of the workers and equipment would have to be estimated for
each situation and their locations taken into account when trying to determine worst-case loadings. As
a guide to the designer in ordinary conditions, ACI Committee 347 recommends using a minimum
construction live load of 50 psf of horizontal projection when no motorized buggies are used for placing
concrete. When motorized buggies are used, a minimum construction live load of 75 psf should be used.
The dead load of the concrete and forms should be added to the value of the live load.



The dead load of the concrete depends on the thickness of the concrete element. For every inch of
thickness of the concrete, 150/12 or 12.5 psf should be used. The dead load of the forms can vary from
a value of 4 or 5 psf to as much as 15 to 18 psf. In some cases, the weight of the forms is small when
compared to the other loads and can be safely neglected. When the design of the form is complete and
form component sizes are known, the form weight should be calculated and compared to the assumed
loads. ACI Committee 347 recommends that a minimum total load for design of 100 psf be used
(regardless of concrete thickness) without use of motorized buggies, or 125 psf when motorized buggies
are used.

Example 4

A reinforced concrete slab with a thickness of 9 in. is placed with a concrete pump. For normal-weight
concrete, find the gravity loads the slab forms should be designed to support.

Dead load of concrete slab = 150(9/12) = 112.5 psf

Dead load of forms (estimate) = 10 psf (check this after design is completed and after member sizes
and weights are known)

Construction live load = 50 psf (ACI Committee 347 recommendations)

Total design load for slab form = 173 psf

Lateral Loads

In addition to fluid pressures, formwork must also resist lateral loads caused by wind, guy cable tensions,
starting and stopping of buggies, bumping by equipment, and uneven dumping of concrete. Because
many formwork collapses can be attributed to inadequate bracing for handling lateral loads, it is impor-
tant that these loads be properly resisted by an adequate bracing system.

The first step in choosing what bracing is required is to determine the magnitude of the lateral loads
created by the effects listed above. When lateral loads cannot be easily or precisely determined, minimum
lateral loads recommended by ACI Committee 347 may be used.

Slab Forms

ACI Committee 347 recommends that bracing of the slab forms should be provided to resist the greater
of 100 pounds per lineal foot of slab edge, or 2% of the total dead load on the form distributed as a
uniform load on the slab edge. When considering dead load, use only the area of the slab formed in a
single pour. If slab forms are enclosed, as might be the case in cold-weather operations, the lateral load
produced by the wind acting on the forms, enclosure, and any other windbreaks attached to the forms,
should be considered. Local building codes should be consulted to estimate the applicable wind loads.

Wall Forms

Bracing for wall forms should resist a minimum load of 100 1b/ft of wall applied at the top of the form,
or should resist the wind load prescribed by the local code. The wind load used should be at least 15
Ib/ft2. If the wall forms are located below grade and are not subjected to wind loads, bracing should be
designed to be adequate to hold the panels in alignment during concrete placement.

Considerations for Multistory Construction

Formwork loads in multistory construction are sometimes transferred by shores and reshores to the
floors below. The shores directly support the slab forms and carry the loads to the level below. When
the shores are removed from the slab and the slab forms are stripped, new shores are placed under that
slab. These new shores are called reshores. The reshores transfer additional loads applied to the floor slab
directly to the level below. The loads in the shores and reshores from the slab may be carried all the way
to the ground when the building is only a few stories high or when work on a taller building is still only
a few levels above the ground. Otherwise, the loads have to be supported by the lower floors of the
building. Depending on the speed of the construction, the loads may be imposed on floors that have not



yet reached their full design strength. This understrength, due to lack of curing time combined with the
possibility that loads from several floors above may be applied to the floor, can create dangerous overloads
or even failures. Most of the failures of concrete buildings occur during the construction phase (Chen
and Mosallam, 1991). To avoid a disastrous accident during the construction of a multistory building,
careful analysis should be made of the loads in the forms, the shores, the reshores, and the concrete floor
systems for each step in the building process. According to ACI Committee 347, the structure’s capacity
to carry these construction loads should be reviewed or approved by the structural engineer. The plan
for the forms and shoring remain the responsibility of the contractor.

The basic method for ensuring that loads applied to any floor level in the building do not exceed that
floor’s capacity is to use as many levels of shores and reshores as necessary to distribute the loads. With
this system, the loads can either be carried through all levels to the ground below, or when the building
has too many levels to make that arrangement practical, the latest-applied loads can be distributed
through the shores and reshores to several floors simultaneously, so that no one level has a load that
exceeds its capacity. The ability of any floor to support construction loads depends on the service capacity
the floor was designed to carry as well as the age of the concrete when the construction loads are applied.
Because the service capacity is based on the specified minimum 28-day strength, the floor capacity prior
to the concrete reaching that strength will be less than this service capacity.

When preparing a forming system for multistory buildings, the sizes and specifications for the forming
elements must be selected and the schedule for when the forms will be erected and stripped must be
carefully prepared. In planning this kind of system and its schedule of use, consider the following:

+ The dead load of the concrete and reinforcing, and the dead load of the forms when significant
+ The construction live loads (workers, equipment, storage of materials)
+ Design strength of concrete specified

+ Cycle time for placing of floors of building

Structural design load for the floor element supporting construction loads (slab, beam, girder,
etc.) — include all loads the engineer designed the slab to carry

+ The rate at which the concrete will gain strength under job conditions — use to find the strength
of the concrete when loads are applied to it

+ The way the loads applied at the different levels are distributed to the floors at the different levels
by the elements of the form system

Because of the complex ways the elements of forms for multistory buildings interact with the building
elements, and because these interactions may change from one building to another (due to cycle times,
concrete properties, weather, different ratios of dead-to-live loads, and many other variables), no single
method or procedure for forming and shoring will be satisfactory for all projects.

4.5 Analysis and Design for Formwork

The objective for the formwork designer is to choose a system that will allow concrete elements that meet
the requirements of the job to be cast in a safe and economical way. The designer has to choose the
materials for constructing the forms and determine the size of the form components, the spacing of all
supporting members, and the best way to properly assemble the forms to produce a stable and usable
structure. After the materials for constructing the form have been selected and the loads that the form
must withstand are determined, the designer must determine how to make the form strong enough to
carry the stresses from these loads. The forms must also be proportioned so that deformations are less
than those allowable under the specifications and conditions of the job. Many times, the form designer
can rely on past experience with other jobs with similar requirements and simply use the same forming
system as used before. However, the current job requirements, the materials to be used, or the loading
conditions are sometimes different enough to make it necessary for the forms to be designed for the new
situation. Form design can be approached in two ways: by relying on tables that give allowable loads for



various materials such as lumber and plywood or by following a rational design procedure similar to
those used in designing permanent structures. In the rational design procedure, known elastic properties
of the materials are used to determine the required member sizes, spacings, and other details of the form
system, and established engineering principles are followed.

Simplifying Assumptions for Design

Because of the many assumptions that can be made about loads, job conditions, workmanship, and
quality of materials for formwork, too much refinement in design calculations may be unwarranted. The
designer’s effort to attain a high degree of precision in calculations is usually negated by the accuracy of
the field construction and by uncertainties about loads and materials. A simplified approach for the
rational design of formwork members is usually justified. The need to make the forms convenient to
construct makes choosing modular spacing desirable, even when other dimensions are indicated by
calculations. For example, the strength of the plywood sheathing for a wall form may be sufficient to
allow a stud spacing of 14 in. For ease of construction and to ensure that the panel edges are supported,
a spacing of 12 in. for the studs would probably be chosen, even though it is conservative and requires
more supports.

For concrete formwork that supports unusually heavy loads, requires a high degree of control of critical
dimensions, or presents unusual danger to life or property, a complete and precise structural design may
be essential. In this situation, a qualified structural engineer experienced in this kind of design should
be engaged.

The following simplifying assumptions are commonly used to allow more straightforward design
calculations:

+ Assume that all loads are uniformly distributed. Loads on sheathing and other members directly
supporting the sheathing are, in fact, distributed, though not necessarily uniformly distributed.
Loads on other form members may be point loads but can usually be approximated by equivalent
distributed loads. In cases where the spacing of the point loads is large compared to the member
span, bending stresses and deflections should be checked for actual load conditions.

+ Beams continuous over three or more spans have values for moment, shear, and deflection
approximated by the formulas shown in Table 4.6 for continuous beams.

Beam Formulas for Analysis

The components that make up a typical wall form include the sheathing to contain the concrete, studs
to support the sheathing, and wales to support the studs. The wales are usually supported by wall ties.
For a slab form, the components are similar and are commonly called sheathing, joists, and stringers.
The stringers are supported by shores or scaffolding. Other types of concrete forms have similar com-
ponents. All of the above components, except the wall ties and shores, may be assumed to behave as
beams when the forms are loaded. They may be oriented vertically or horizontally and have different
kinds of supports, but they all behave similarly and can be designed using beam design principles. Values
for bending moment, shear, and deflection for these beams can usually be found by using standard
formulas such as those given in Table 4.6. Where the framing of concrete forms is more complex, a more
detailed analysis may be required for design. Use of structural analysis programs and a computer will
simplify this task.

Stress Calculations

The components of a concrete form should be checked to ensure that the stresses they develop are below
safe levels for that material. Allowable stresses, as discussed earlier, depend on types of material and
conditions of use. Because concrete forms are considered temporary structures, the form designer can
often take advantage of the increased allowable stresses permitted for temporary structures. In cases



TABLE 4.6 Beam Formulas

Simply Supported Beam with Concentrated
Load at Center
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where the forms are reused and subjected to repeated stripping, handling, and reassembly, it is recom-
mended that the increased allowable stresses permitted for temporary structures not be used.

Bending Stress

The flexural stresses calculated for the formwork components should be compared to the allowable values
of flexural stress for the material being used. The basic flexure formula is as follows:

M
fi=

(4.12)

where f, is the extreme fiber bending stress, M is the bending moment in the beam, and S is the section
modulus of the beam. This formula can also be applied to lumber, plywood, steel, or aluminum beams.



Shear Stress

Shear force due to the applied loads in a beam develop shear stresses. These are often called horizontal
shear stresses. In plywood, this type of stress is called rolling shear stress. Shear stresses should be checked
carefully in lumber beams and plywood. For short, heavily loaded spans, shear stress frequently controls
the lumber beam or plywood capacity. For steel and aluminum beams, shear stress controls the design
less frequently.

The formula for calculating shear stress is

-

b (4.13)

£,
where V is the shear force in the beam at that cross section, I is the centroidal moment of inertia, b is
the beam width at the level in the cross section where f, is desired, and Q is the moment of area of the
part of the beam cross section above or below the plane, where stress is being calculated about the beam
centroid. Because the maximum value of shear stress is required for formwork design, this formula can
be simplified for specific materials. For lumber beams that have a rectangular cross section with width
b and height d, the maximum shear stress will occur at the point in the span where the shear force, V,
is maximum at the center of the cross section, and it will have the value

3V

fv—%

(4.14)

The maximum shear force, V; in lumber beams may be reduced by removing the load for a distance
equal to the beam depth from each beam support. This reduced value is then used to calculate the shear
stress. Refer to the NDS for details of this reduction.

For plywood, the rolling shear stress is calculated using Eq. (4.5).
For steel W beams, the shear stress is

f,=— (4.15)

where V is the shear force, d is the depth of the steel beam, and ¢, is the thickness of the web.

Bearing Stress

Wood is relatively weak when subjected to compression stresses perpendicular to the grain. Because this
is the direction of bearing stresses for lumber beams, these stresses should be compared to allowable
values. The bearing stress in a lumber beam is

R
foe =" 4.16
¢ Abrg ( ’ )

where R is the beam reaction and A,,, is the bearing area.

Deflections

For the concrete member being constructed to have the specified dimensions, concrete forms must resist
excessive deformations. The allowable amount of deformation will depend on job specifications and type
of concrete elements being formed. Concrete elements that will not be concealed by other materials will
have to be cast using formwork that is rigid enough to prevent perceptible bulges or waves in the finished
concrete. When choosing sizes and spacing of elements of the concrete forms, deflections must be controlled



and kept below the specified limits. A common way to specify limits of deflection in a formwork member
is to require it to be less than some fraction of its span. A frequently used value is 1/360 of the span. A
deflection limit may also be a fixed value, such as 1/16 in. for sheathing and 1/8 in. for other form members.
If limits for deflections are given by job specifications, the individual members of the form system should
be sized to meet these limits as well as the strength requirements. If no deflection limits are specified, form
deformations should not be so large that the usefulness of the cast concrete member is compromised.

Deflections for the members of a concrete form can usually be calculated using formulas such as those
in Table 4.6.

Example 5

Wall Form Design
A reinforced concrete wall 10 ft, 9 in. tall and 16 in. thick will be formed using job-built panels that are
12 ft high and 16 ft long. The wall will be poured in sections 80 ft long, and the concrete will be placed
with a pump having a capacity of 18 yd*/hr. The expected temperature of the concrete is 75°F. The form
panels will have sheathing that is 3/4-in.-thick B-B Plyform, Class I. The sheathing will be supported by
2 X 4 lumber studs that are, in turn, supported by horizontal double 2 X 6 lumber wales. The wales are
held against spreading by wall ties that pass through the form. See Fig. 4.8. The lumber has allowable
stresses (base stress values adjusted for conditions of use) as follows: bending = 1100 psi and shear =
190 psi. The modulus of elasticity for the lumber is 1,500,000 psi. Calculate lateral pressure from concrete.
The rate of placement is R = [volume placed in form (yd*/hr)]/volume of form 1 ft high. The volume
of form (1 ft) = (1)(80)(16/12) = 106.7 ft* = 3.95 yd>. R = 18/3.95 = 4.56 ft/hr. Use Eq. (4.9) to calculate
pressure, p:

9000(4.56)

9000R _

p=150+ 150+

p =697 psf

To check full hydrostatic condition: 150h = 150 (10.75)1613 psf; therefore, use 697 psf from formula
depth from top of wall to maximum pressure = 697/150 = 4.65 ft. (See Fig. 4.7.)

To find the support spacing for plywood sheathing, assume the sheets of plywood are oriented in the
form panel with the face grain across the supports (strong direction). Table 4.5 shows that the plywood
will carry a pressure of 730 psf with supports spacing of 12 in. This is also a convenient modular spacing
for support of panel edges.

To determine the wale spacing: with a 12 in. stud spacing, the load on each stud will be 697 plf. The
studs must be supported by the wales so that the bending stress, the shear stress, and the deflection in
the studs do not exceed allowable levels.

10, 75"

97 PSF

FIGURE 4.7 Sketch for Example 5.
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FIGURE 4.8 Cross section views of wall form for sketch in Example 5.

If the studs have three or more spans, the maximum bending moment can be approximated from
Table 4.6 as

2
M= WL
10
Solving for L gives
1= \/IOM
w

The allowable bending stress, F,, gives the allowable bending moment when multiplied by the section
modulus, S.

S(2x 4)=bd*/6=15(3.5)’ 6=3.06 in
My =ES

Substituting the allowable moment,

L 10ES _ 110(1100)(3.06)(12 in/ft)

=24.1 inches
Vowo N 697

For convenience in layout, use a 2-ft wale spacing.



To determine deflection, assume the specifications limit deflections to 1/360:

TMSET 360 145(15)(10) (536) 360

4 . 3 /e3
Wi _ 1 :>697(2) (1728in°/fc)  o(12)

0.0165<0.0667  deflection is OK
To determine shear, from Table 4.6, obtain the maximum shear for a continuous beam:

V =0.6w

The NDS allows reduction of shear at the ends of a wood beam by removing the load for a distance
d. This gives

V= 0.6W|:L —Zd}
12

V= 0.6(697){2 - 2(1325)} =592 pounds

3V 2(592)

f = o Z(T)(35) =169 psi <190 psi  shear is OK

A 2-ft wale spacing is therefore OK.

For wales, determine tie spacing and size of tie required. Loads on wale are actually point loads from
studs but are often treated as distributed loads. For a 2-ft wale spacing, the equivalent distributed wale
load, w, is

2(697) =1394 plf

For 2 X 6 double wales, the section properties are

_bd _ 2(1.5)(5.5)"

S =15.13in.’
6 6
3 2(1.5)(5.5
1:%:7( ( ):41.6in.4
12 12

Wales are 16 ft long and act as continuous beams:

_10F,S _ 10(1100)(15.13)(12in./ft)
S ow 1394

I’ =1432in.?

L =37.9 inches = tie spacing

Use 3-ft tie spacing for convenient layout of panels.
Check deflection:

Wi _ L 1394(3)" (1728 in.’/ft")

- < - . =.0216 in.
145E1 360 145(1.5)(10) (41.6)

L/360 =360/360 =.100 in.>.0216 in. deflection is OK



Check shear:
255
V= 0.6W|:L - iﬂ = 0.6(1394){3 - (12)} =17341b

3(1743
f = SV #: 158 psi <190 psi  shear is OK
Yo2bd 2(2)(1.5)(5.5)
Find the required tie size: load on tie = tie spacing X wale load = 3(1394) = 4182 Ib. The tie must have
a safe working capacity of at least 4200 Ib; the best choice is probably a 5K (5000 1b) tie.
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Further Information

For information about designing and using concrete forms in a safe and economical way, see Guide to
Formwork for Concrete, reported by Committee 347 of the American Concrete Institute (ACI). This is
included in the sixth edition of the comprehensive work by Hurd, Formwork for Concrete, published by
the ACI (1989).

For recommendations and guidance in using plywood for concrete forming, see Concrete Forming, a
design/construction guide published by the Engineered Wood Association (1988).

For information about safety requirements in concrete operations, including design and construction
of formwork, see Safety and Health Regulations for Construction as it appears in the United States
Occupational Safety and Health Act 1988 revision.

For a comprehensive discussion of techniques for analysis and design of concrete formwork, see
Concrete Buildings, Analysis for Safe Construction by Chen and Mosallam (1991). This book is especially
helpful, with its discussion of the treatment of formwork for multistory concrete buildings. It includes
a matrix structural analysis procedure and a simple hand calculation procedure to estimate the distribu-
tion of loads between floor slabs during construction.
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5.1 Introduction

Engineers and architects excel in their mastery of the technical aspects of planning and design, while
contractors are highly proficient in identifying cost-effective process to build complex modern structures.
However, when evaluated on the basis of their knowledge of contracts, many of these professionals do
not understand the importance of the contract language that forms the basis for their relationship with
the owner or with each other. Even small contracts have complex contract relationships, due to increased
regulation of the environment and safety. Few would argue that the proliferation of contract claims
consultants and attorneys reflects positively on the ability of designers and contractors to deliver quality
products without litigation. While it is commonly heard that contractors actively seek claims for profit,
few reputable contractors would pursue a claim that is frivolous or subjective. Owners and design
professionals reflect their heightened awareness of the potential for claims by using restrictive contract
language.

This section will focus on the basics: elements of contracts, contract administration, interpretation of
some key clauses, the common causes of claims, and resolution alternatives. The type of contract is an
important indication of how the contracting parties wish to distribute the financial risks in the project.
The discussion on interpretation of contracts presents common interpretation practices and is not intended
to replace competent legal advice. Good contract administration and interpretation practices are needed
to ensure proper execution of the project contract requirements. In the event that circumstances do not




evolve as anticipated, a claim may be filed to settle disputed accounts. Owners and engineers often view
claims as the contractor’s strategy to cover bidding errors or omissions. Those who have successfully
litigated a claim are not likely to agree that claims are “profitable” undertakings. A claim is a formalized
complaint by the contractor, and the contractor’s right to file for the claim is an important element of
contract law. In many situations, court decisions related to unresolved claims help to define new areas
of contract interpretation. These disputes often relate to some particularly troublesome clause interpre-
tation and serve to provide contract administrators additional guidance on contract interpretation.

5.2 Contracts

Sweet [1989, p. 4] describes contract formation as follows:

Generally, American law gives autonomy to contracting parties to choose the substantive content of
their contracts. Because most contracts are economic exchanges, giving parties autonomy allows each to
value the other’s performance. To a large degree, autonomy assumes and supports a marketplace where
participants are free to pick the parties with whom they deal and the terms upon which they will deal.

The terms of a contract will be enforced, no matter how harshly some language treats one of the
parties. Equity or fairness is occasionally used as the basis for a claim, but the courts seldom use equity
to settle a dispute ensuing from a contract relationship. The most common contract relationships created
by modern construction projects are:

* The owner and contractor(s)
+ The owner and design professional
* The contractor and subcontractor(s)

+ The contractor and the surety

If the owner hires a construction manager, this creates an additional contract layer between the owner
and the designer or contractor. These contracts form the primary basis of the relationship among the
parties. It is important that project-level personnel as well as corporate managers understand the impor-
tance of the contract and how properly to interpret the contract as a whole.

A contract is a binding agreement between the parties to exchange something of value. Contracts are
generally written, but unless there is a statutory requirement that prohibits their use, oral contracts are
valid agreements. The basic elements of a valid contract are:

+ Competent parties

+ Offer and acceptance

+ Reasonable certainty of terms
* Proper subject matter

+ Consideration

Competent parties must be of a proper age to enter into a contract and must have sufficient mental
capacity to understand the nature of the agreement. Offer and acceptance indicates that there has been a
meeting of the minds or mutual assent. A contract cannot be formed if there is economic duress, fraud,
or mutual mistakes. The terms of the contract should be clear enough that an independent third party
can determine whether the two parties performed as promised. While this is rarely a problem in public
construction contracts, the private industry sector has a greater potential for problems, due to more
informal exchanges in determining boundaries of a contract. Contract subject matter must not be some-
thing that is illegal.

The last element of a valid contract is consideration. Contracts are generally economic exchanges;
therefore, something of value must be exchanged. Consideration need not be an equal exchange. Courts
will uphold seemingly unbalanced consideration if all the elements of a contract are met, and there is
no evidence of fraud or similar problems.



Form of Agreement

The actual form of agreement, which describes the contracting parties’ authority, the work in general,
the consideration to be paid, penalties or bonuses, and time for performance, is often a brief document
containing under a dozen pages. This document is seldom the issue of concern in a dispute. More
commonly, the documents that detail the relationships and project requirements are the source of
disagreement. Primarily, these documents for a construction project are the general conditions, special
conditions, technical specifications, and plans.

Contract types can be separated according to a variety of methods. In keeping with the concept of a
contract being an economic exchange, contracts can be identified as either fixed price or cost reimbursable.
Fixed price contracts establish a fixed sum of money for the execution of a defined quantity of work.
These contracts are often termed hard dollar contracts. Fixed price contracts fall into two major categories:
lump sum and unit price. Lump sum contracts require the contractor to assume all risks assigned by the
contract for their stated price. Adjustments to costs and extensions of time require a modification to the
original agreement. Unit price contracts permit more flexibility by establishing costs relative to measurable
work unit (cubic yards and square feet are examples of work units).

Reimbursable contracts allow for contract adjustments relative to overall project scope as determined
by the cost and do not, generally, address a final fixed price. Fixed price contracts allocate more risk to
the contractor and thus require more effort, money, and time on design documentation before construc-
tion is initiated. Cost-reimbursable contracts require greater risk sharing between the owner and con-
tractor and often require more owner personnel for contract administration during the construction
phase to enforce cost and schedule. Cost reimbursable contracts are more easily used for fast-tracking
of design and construction. Reimbursable contracts are also flexible for changing design or scope of work
and establish the basis for a less adversarial relationship between the owner and contractor [Contracts
Task Force, 1986, p. 8]. Figure 5.1, from the Construction Industry Cost Effectiveness (CICE) Project Report
portrays the time advantages associated with cost reimbursable contracts when the owner has a demand
for a facility that is highly schedule-driven [CICE, 1982, p. 9]. Often, both forms of contracts exist on a
project simultaneously. Prime contractors will often have cost reimbursable contracts with the owner
and fixed price contracts with their subcontractors.

5.3 Contract Administration

The contractor must concentrate on constructing the project and concurrently attend to the terms of
the contract documents. Contract administration involves numerous daily decisions based on interpre-
tation of the contract documents. A record of these deliberations is important to both parties. The
primary tools for controlling a project contract are the cost and schedule report updates. In addition,
quality and safety reports are indicative of project administration success. Administration of the contract
requires that accurate records be maintained as a permanent record of the contract process. In the event
that the project manager would need to negotiate a change order, prepare a claim, or reconstruct specific
events, the project data from records and correspondence are often needed. Figure 5.2 [Richter and
Mitchell, 1982] emphasizes the importance of accurate records and documents. The relative priority of
documents would be determined by the nature of the dispute.

Trauner [1993] places emphasis on professional information management as a necessary and cost-
effective measure for reducing risk on the project. The following list highlights the importance of
information management in contract management:

1. Appropriate documentation permits future users to verify how the project was built.

2. Lessons learned on the project are recorded for the benefit of future projects.

3. Continuous, contemporaneous documentation reduces the chance of misunderstanding day-to-
day concerns.

4. Records prevent the loss of information otherwise left to memory.
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. Project personnel turnover problems can be reduced with a complete project history.

. Written reports are the best means of keeping multiple parties informed of project progress.

. Written reports reduce oral communications and the number of meetings.

. Information management supports documentation and monitoring of the project.

. Establishing defined documentation requirements assists the manager in focusing on the most
important aspects of the project.

O 0 NN U

Progress Reports

Performance documentation covers a wide variety of reports and charts. The project schedule is essential
for determining the status of the project at any given point in time, and it can also be used to estimate
the time impact of disruptions at the project site. It is important, therefore, that the schedule be updated
at frequent intervals to ensure that the actual start dates, finish dates, and percent complete are recorded.

Progress should be recorded in daily and weekly reports. Daily reports should be prepared by personnel
who can report on field and office activities. Weather information, subcontractor performance, workforce
data, equipment use, visitor data, meeting notations, and special or unusual occurrences are entered into
a standard diary form, which is filed on-site and in the home office.

Progress reporting should include a photographic progress journal. A log of photograph dates and
locations is needed to preserve the specific nature of the photograph. Photographs provide strong visual
evidence of the site conditions reported in the progress reports.

The personal project diaries of superintendents also record daily activity. These records summarize
key events of the day including meetings, oral agreements or disagreements, telephone discussions, and
similar events. Diaries also record drawing errors, provide notations on differing conditions observed on
the site, and other discrepancies. Personal project diaries should be collected at the end of the project
and stored with project records.



TYPE OF DOCUMENT AUTHORIZATION ISSUES SCHEDULES PAYMENT AUDIT
Agreement [nEn| 1 (RN 11
General Conditions [HnN| 11 (NN (NNN| (NN
Special Conditions [t 1 11 1 T
Technical Specifications 1 (NEN] (NN

Bid Invitation 11 (ENN|

Addenda (Emn] [HnN| [EEE| [Ann| 11
Drawings (nnn| 11 1

Bid Proposal 11 (ENN| (HNN]
Subject Files 1 (NN [T1] 11

Chronological Files 11 111 [

AJE Correspondence [Hnn| 11 1T [ENN|

Contractor Correspondence 1 11 [HEN| (NN [HEN|
Owner Correspondence (HEN| 11 (NN [Ann} o
Conference Notes 11 111

Shop Drawing Logs 11 (NN

Survey Books 11 1T

Inspection Reports 11 11 11 11

Pay Requisitions 11 1 (NN
Delivery Schedules 111 [TT1

Test Reports 11

Daily Reports 11 11 o [EEN| o
Subcontracts 11 11 1 (RN [HEN|
Purchase Orders 11 (NEN| (NN 1 [EEE|
Schedules 1 1 [HEN|
Photographs [1T11

Technical Reports (HEN|

Cost Records (HEN] [T
Estimates [t 1 a1
Change Order Files [ 1 11 [AEN| 1T
Extra Work Orders (nnn| [NNN] (ENN] (HNN} 1
Payrolls [AnN} o
Building Codes 1 [NEN

FIGURE 5.2 Contract document use in claims. Source: Richter, 1. and Mitchell, R. 1982. Handbook of Construction
Law and Claims. Reston Publishing Company, Inc., Reston, VA.

Quality Records

Complete records of all quality tests performed on materials and reports from inspections should be
retained. In addition to test results, plots or statistical analyses performed on the data should also be
stored for later use. Inspection reports should be retained as an integral part of the quality recordation
and documentation. Rework should be noted, and the retest results should be noted. Problems with
quality and notes on corrective procedures applied should be evident in the records.

Change Order Records

Changes should be tracked by a change order record system separate from other project records. Careful
attention is needed to ensure compliance with notice requirements, proper documentation of costs, and
estimation of the anticipated time impact. An understanding beforehand of the change order process



and the required documentation will reduce the risk of a change order request not being approved.
Change orders can have a significant impact on the progress of remaining work as well as on the changed
work. Typical information included in a change request includes the specification and drawings affected,
the contract clauses that are appropriate for filing the change, and related correspondence. Once approved,
the change order tracking system resembles traditional cost and schedule control.

Correspondence Files

Correspondence files should be maintained in chronological order. The files may cover the contract,
material suppliers, subcontracts, minutes of meetings, and agreements made subsequent to meetings. It
is important that all correspondence, letters, and memorandums be used to clarify issues, not for the
self-serving purpose of preparing a claim position. If the wrong approach in communications is employed,
the communications may work against the author in the eventual testimony on their content. Oral
communications should be followed by a memorandum to file or to the other party to ensure that the
oral communication was correctly understood. Telephone logs, fax transmissions, or other information
exchanges also need to be recorded and filed.

Drawings

Copies of the drawings released for bidding and those ultimately released for construction should be
archived for the permanent project records. A change log should be maintained to record the issuance or
receipt of revised drawings. Obsolete drawings should be properly stamped and all copies recovered.
Without a master distribution list, it is not always possible to maintain control of drawing distribution.
Shop drawings should also be filed and tracked in a similar manner. Approval dates, release dates, and
other timing elements are important to establishing the status of the project design and fabrication process.

5.4 Reasoning with Contracts

The contract determines the basic rules that will apply to the contract. However, unlike many other
contracts, construction contracts usually anticipate that there will be changes. Changes or field variations
are created from many different circumstances. Most of these variations are successfully negotiated in
the field, and once a determination is made on the cost and time impact, the contracting parties modify
the original agreement to accommodate the change. When the change order negotiation process fails,
the change effectively becomes a dispute. The contractor will commonly perform a more formal analysis
of the items under dispute and present a formal claim document to the owner to move the negotiations
forward. When the formal claim analysis fails to yield results, the last resort is to file the claim for litigation.
Even during this stage, negotiations often continue in an effort to avoid the time and cost of litigation.
Unfortunately, during the maturation from a dispute to a claim, the parties in the dispute often become
entrenched in positions and feelings and lose their ability to negotiate on the facts alone. Contract wording
is critical, and fortunately, most standard contracts have similar language. It is important to understand
the type of dispute that has developed. Figure 5.3 was developed to aid in understanding the basic
relationships among the major types of changes.

5.5 Changes

Cardinal and bilateral changes are beyond the scope of the contract. Cardinal changes describe either a
single change or an accumulation of changes that are beyond the general scope of the contract. Exactly
what is beyond the scope of a particular contract is a case-specific determination based on circumstances
and the contract; there is no quick solution or formula to determine what constitutes a cardinal change.
Cardinal changes require thorough claim development.
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FIGURE 5.3 Types of changes.

A bilateral change is generated by the need for a change that is recognized as being outside the contract
scope and, therefore, beyond the owner’s capability to issue a unilateral change. A bilateral change permits
the contractor to consent to performing the work required by the change or to reject the change and not
perform the additional work. Bilateral changes are also called contract modifications. Obviously, the gray
area between what qualifies as a unilateral change and a bilateral change requires competent legal advice
before a contractor refuses to perform the work.

Several distinctions can be made among unilateral changes. Minor changes that do not involve
increased cost or time can be ordered by the owner or the owner’s representative. Disputes occasionally
arise when the owner believes that the request is a minor change, but the contractor believes that
additional time and/or money is needed. Minor changes are also determined by specific circumstances.
Change orders are those changes conducted in accordance with the change order clause of the contract,
and unless the change can be categorized as a cardinal change, the contractor is obligated to perform the
requested work. Constructive changes are unilateral changes not considered in the changes clause; they
can be classified as oral changes, defective specifications, misrepresentation, contract interpretation, and
differing site conditions. However, before constructive changes can be considered in more detail, contract
notice requirements must be satisfied.

5.6 Notice Requirements

All contracts require the contractor to notify the owner as a precondition to claiming additional work.
The reason for a written notice requirement is that the owner has the right to know the extent of the
liabilities accompanying the bargained-for project. Various courts that have reviewed notice cases agree
that the notice should allow the owner to investigate the situation to determine the character and scope
of the problem, develop appropriate strategies to resolve the problem, monitor the effort, document the
contractor resources used to perform the work, and remove interferences that may limit the contractor
in performing the work.
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FIGURE 5.4 Notice disputes flowchart.

Contracts often have several procedural requirements for filing the notice. Strict interpretation of the
notice requirements would suggest that where the contract requires a written notice, only a formal writing
will satisfy the requirement. The basic elements in most contracts’ change order clauses are the following:

+ Only persons with proper authority can direct changes.

+ The directive must be in writing.

+ The directive must be signed by a person with proper authority.
+ Procedures for communicating the change are stated.

* Procedures for the contractor response are defined.

Figure 5.4 is a decision analysis diagram for disputes involving notice requirements.

The applicability of the clause should be at issue only if the contract has been written such that the
notice clause is only effective for specific situations. Written notice implies that a formal letter has been
delivered that clearly defines the problem, refers to the applicable contract provisions, and states that the
contractor expects to be compensated for additional work and possibly given additional time to complete
the work. However, notice can also be delivered in other ways. Verbal statements have been found to
constitute notice to satisfy this requirement. The principal issues are owner knowledge of events and
circumstances, owner knowledge that the contractor expects compensation or a time extension under
some provision of the contract, and timing of the communication.

Owner knowledge is further divided into actual knowledge and constructive knowledge. Actual knowl-
edge is clear, definite, and unmistakable. Constructive knowledge can be divided into implied knowledge
and imputed knowledge. Implied knowledge is communicated by deduction from the circumstances, job
site correspondence, or conduct of the parties. While this may not be complete, it is generally sufficient
to alert the owner that additional investigation is warranted. Evidence of owner knowledge is more



compelling if it involves a problem caused by the owner or within the owner’s control. Imputed knowledge
refers to situations in which proper notice is given to an individual who has the duty to report it to the
person affected.

Knowledge that the contractor is incurring additional expense is not sufficient to make the owner
liable for the costs. If the owner is unaware that the contractor expects payment for the additional cost,
the owner may not be held liable for payment.

Notice Timing

Timing of the notice is important. If the notice is given too late for the owner to control the extent of
its liability for additional costs, the court may not find that the notice requirement was satisfied. Generally,
contracts will specify a time limit for submission of the notice. Slippage of time may not be meaningful
if the character of the problem cannot be ascertained without passage of time. However, in some cases,
the passage of time obscures some of the information, which will prevent the owner from verifying
information or controlling costs.

Form of Notice

If notice was not given and evidence of constructive notice is not clear, the remaining recourse is for the
contractor to show that the requirement was waived. The owner cannot insist on compliance with the
contract in situations where the owner’s actions have conflicted with the same requirements. If a statute
requires written notice, the requirement cannot be waived. Waiver can only occur by the owner or the
owner’s representative.

The form of communication is usually a formal letter. Notice can occur in job site correspondence,
letters, memos, and other site documents. Project meeting minutes that summarize discussions about
project situations may be sufficient, provided they are accurately drafted. In some instances, CPM (critical
path method) updates that show delay responsibilities have been found to constitute notice of delay
because they kept the owner fully informed of progress.

5.7 Oral Changes

Oral communication is very common on construction projects. In most cases, the oral instructions are
clearly understood, and no problems result from the exchange. Oral modifications may be valid even
though there may be specific contract language prohibiting oral change orders. Through their consent
or mutual conduct, the parties to a contract may waive the written change requirement. Therefore, the
owner must be consistent in requiring that all changes be written. The contractor must also be consistent
if submitting written changes; failure to provide the written change may indicate that it was a minor
change and therefore no additional time or payment was expected. Any inconsistent conduct in the
handling of changes will often eliminate the written requirement.

While the actions of the parties may waive a contract clause, the requirement will be upheld when
there are statutory requirements for written directives. The owner must be aware of incurring additional
liability. The owner may understand that the contractor is accruing additional cost but may not know
the contractor is expecting the owner to pay for the additional cost. This may happen when the contractor,
in some fashion, indicates that the work is being completed on a voluntary basis. However, when the
owner has made an express or implied promise to pay the contractor for the work, recovery is likely. The
contractor must make the owner aware at the time of the change that the owner will be expected to pay
for additional costs. Acceptance of completed work is not sufficient to show that the owner agreed to
pay for the work.

The person approving the change must also have the authority to act for the owner and incur the
liability for the owner on the extra work. Generally, the authority is clearly written, but there are cases
in which the conduct of an individual implies that he or she has authority. Contractors need to know



who has the authority to direct changes at the site. Owners, on the other hand, may appear to extend
authority to someone they know does not have explicit authority, but fail to correct the action directed
by the unauthorized person. Waiver of the requirements is caused by works, actions, or inactions of the
owner that result in abandonment of a contract requirement. The owner must consistently require that
the changes be in writing; any deviation from this requirement will result in abandonment of the clause
that specifies that all changes be in writing.

5.8 Contract Interpretation

The rules for contract interpretation are well established in common law. The rules are split into two
major divisions: procedural and operational. Procedural rules are the rules within which the court must
operate. Operational rules are applied to assist in the interpretation of the facts in the case.

Procedural rules establish the objective of interpretation, measures for the admissibility of evidence,
controls on what interpretation can be adopted, and standards for evaluating interpretations. The objec-
tive of interpretation focuses on determining the intent of the parties in the contract. Courts will not
uphold hidden agendas or secret intentions. The admissibility of evidence provides the court the oppor-
tunity to look at separate contracts, referenced documents, oral agreements, and parol evidence (oral
evidence provided to establish the meaning of a word or term). Courts have no right to modify the
contract of the parties, and they cannot enforce contracts or provisions that are illegal or against public
policy or where there is evidence of fraud [Thomas and Smith, 1993]. The last function of interpretation
controls is to incorporate existing law. Generally, the laws where the contract was made will govern the
contract. However, in the construction business, the performance of the contract is governed by the law
where the contracted work is performed.

Operational interpretation rules are primarily those applied to ascertain the meaning of the contract.
The “plain meaning rule” establishes the meaning of words or phrases that appear to have an ambiguous
or unclear meaning. Generally, the words will be assigned their common meaning unless the contracting
parties had intended to use them differently. A patent ambiguity is an obvious conflict within the
provisions of the contract. When a patent ambiguity exists, the court will look to the parties for good
faith and fair dealing. Where one of the parties recognizes an ambiguity, a duty to inquire about the
ambiguity is imposed on the discovering party. Practical construction of a contract’s terms is based on
the concept that the intentions of the contracting parties are best demonstrated by their actions during
the course of the contract.

Another common rule is to interpret the contact as a whole. A frequent mistake made by contract
administrators in contract interpretation is to look too closely at a specific clause to support their position.
The court is not likely to approach the contract with the same narrow viewpoint. All provisions of the
contract should be read in a manner that promotes harmony among the provisions. Isolation of specific
clauses may work in a fashion to render a part of the clause or another clause inoperable. When a provision
may lead to more than one reasonable interpretation, the court must have a tiebreaker rule. A common
tiebreaker is for the court to rule against the party that wrote the contract because they failed to clearly
state their intent.

When the primary rules of interpretation are not sufficient to interpret a contract, additional rules
can be applied. When language is ambiguous, the additional interpretation guides suggest that technical
words be given their technical meaning with the viewpoint of a person in the profession and that all
words be given consistent meaning throughout the agreement. The meaning of the word may also be
determined from the words associated with it.

In the case of ambiguities occurring because of a physical defect in the structure of the contract
document, the court can reconcile the differences looking at the entire contract; interpret the contract
so that no provision will be treated as useless; and where a necessary term was omitted inadvertently,
supply it to aid in determining the meaning of the contract. Some additional guidance can be gained by
providing that specific terms govern over general terms, written words prevail over printed words, and
written words are chosen over figures. Generally, where words conflict with drawings, words will normally



govern. It is possible, in some cases, that the drawings will be interpreted as more specific if they provide
more specific information to the solution of the ambiguity.
The standards of interpretation for choosing between meanings are the following:

+ A reasonable interpretation is favored over an unreasonable one.

* An equitable interpretation is favored over an inequitable one.

+ A liberal interpretation is favored over a strict one.

+ An interpretation that promotes the legality of a contract is favored.

* An interpretation that upholds the validity of a contract is favored.

+ An interpretation that promotes good faith and fair dealing is favored.

+ An interpretation that promotes performance is favored over one that would hinder performance.

5.9 Defective Specifications

Defective specifications are not a subject area of the contract like a differing site condition or notice
requirement. However, there is an important area of the law that considers the impact of defective
specifications under implied warranties. The theory of implied warranty can be used to resolve disputes
originating in the specifications or the plans; the term defective specification will refer to both. The
contract contemplates defects in the plans and specifications and requires the contractor to notify the
designer when errors, inconsistencies, or omissions are discovered.

Defective specifications occur most frequently when the contractor is provided a method specification.
A method specification implies that the information or method is sufficient to achieve the desired result.
Because many clauses are mixtures, it is imperative to identify what caused the failure. For example, was
the failure caused by a poor concrete specification or poor workmanship? Another consideration in
isolating the cause of the failure is to identify who had control over the aspect of performance that failed.
When the contractor has a performance specification, the contractor controls all aspects of the work. If
a method specification was used, it must be determined that the contractor satisfactorily followed the
specifications and did not deviate from the work. If the specification is shown to be commercially
impractical, the contractor may not be able to recover if it can be shown that the contractor assumed
the risk of impossibility. Defective specifications are a complex area of the law, and competent legal advice
is needed to evaluate all of the possibilities.

5.10 Misrepresentation

Misrepresentation is often used in subsurface or differing site condition claims, when the contract does
not have a differing site conditions clause. In the absence of a differing site conditions clause, the owner
assigns the risk for unknown subsurface conditions to the contractor [Jervis and Levin, 1988]. To prove
misrepresentation, the contractor must demonstrate that he or she was justified in relying on the infor-
mation, the conditions were materially different from conditions indicated in the contract documents,
the owner erroneously concealed information that was material to the contractor’s performance, and the
contractor had an increase in cost due to the conditions encountered. More commonly, a differing site
condition clause is included in the contract.

5.11 Differing Site Conditions

One of the more common areas of dispute involves differing site conditions. However, it is also an area
in which many disputes escalate due to misunderstandings of the roles of the soil report, disclaimers,
and site visit requirements. The differing site condition clause theoretically reduces the cost of construc-
tion, because the contractors do not have to include contingency funds to cover the cost of hidden or
latent subsurface conditions [Stokes and Finuf, 1986]. The federal differing site conditions (DSC) clause,



or a slightly modified version, is used in most construction contracts. The clause is divided into two
parts, commonly called Type I and Type II conditions. A Type I condition allows additional cost recovery
if the conditions differ materially from those indicated in the contract documents. A Type II condition
allows the contractor additional cost recovery if the actual conditions differ from what could have been
reasonably expected for the work contemplated in the contract. Courts have ruled that when the wording
is similar to the federal clause, federal precedent will be used to decide the dispute. More detailed
discussions of the clause can be found elsewhere [Parvin and Araps, 1982; Currie et al., 1971].

Type I Conditions

A Type I condition occurs when site conditions differ materially from those indicated in the contract
documents. With a DSC clause, the standard of proof is an indication or suggestion that may be
established through association and inference. Contract indications are normally found in the plans and
specifications and may be found in borings, profiles, design details, contract clauses, and sometimes in
the soil report. Information about borings, included in the contract documents, is a particularly valuable
source because they are commonly held to be the most reliable reflection of the subsurface conditions.
While the role of the soil report is not consistent, the courts are often willing to go beyond the contract
document boundaries to examine the soil report when a DSC clause is present. This situation arises when
the soil report is referred to in the contract documents but not made part of the contract documents.
Groundwater is a common problem condition in DSC disputes, particularly where the water table is not
indicated in the drawings. Failure to indicate the groundwater level has been interpreted as an indication
that the water table exists below the level of the borings or that it is low enough not to affect the anticipated
site activities.

The contractor must demonstrate, in a DSC dispute, that he or she was misled by the information.
To show that he or she was misled, the contractor must show where his or her bid incorporated the
incorrect information and how the bid would have been different if the information had been correct.
These proofs are not difficult for the contractor to demonstrate. However, the contractor must also
reasonably interpret the contract indications. The contractor’s reliance on the information may be
reduced by other contract language, site visit data, other data known to the contractor, and previous
experience of the contractor in the area. If these reduce the contractor’s reliance on the indications, the
contractor will experience more difficulty in proving the interpretation.

Owners seek to reduce their exposure to unforeseen conditions by disclaiming responsibility for the
accuracy of the soil report and related information. Generally, this type of disclaimer will not be effective.
The disclaimers are often too general and nonspecific to be effective in overriding the DSC clause —
particularly when the DSC clause serves to reduce the contractor’s bid.

Type II Conditions

A Type I1 DSC occurs when the physical conditions at the site are of an unusual nature, differing materially
from those ordinarily encountered and generally recognized as inherent in work. The conditions need
not be bizarre but simply unknown and unusual for the work contemplated. A Type II condition would
be beyond the conditions anticipated or contemplated by either the owner or the contractor. As in the
Type I DSC, the contractor must show that he or she was reasonably misled by the information provided.
The timing of the DSC may also be evaluated in Type II conditions. The contractor must establish that
the DSC was discovered after contract award.

5.12 Claim Preparation

Claim preparation involves the sequential arrangement of project information and data to the extent
that the issues and costs of the dispute are defined. There are many methods to approach development
and cost of a claim, but all require a methodical organization of the project documents and analysis.



Assuming that it has been determined that there is entitlement to a recovery, as determined by consid-
eration of interpretation guidelines, the feasibility of recovery should be determined. Once these deter-
minations are complete, claims are generally prepared by using either a total-cost approach or an actual-
cost approach.

An actual-cost approach, also called a discrete approach, will allocate costs to specific instances of
modifications, delays, revisions, and additions where the contractor can demonstrate a cost increase.
Actual costs are considered to be the most reliable method for evaluating a claim. Permissible costs are
direct labor, payroll burden costs, materials, equipment, bond and insurance premiums, and subcon-
tractor costs. Indirect costs that are recoverable include labor inefficiency, interest and financing costs,
and profit. Impact costs include time impact costs, field overhead costs, home office overheads, and wage
and material escalation costs. Pricing the claim requires identification and pricing of recoverable costs.
The recoverable costs depend primarily on the type of claim and the specific causes of unanticipated
expenses. Increased labor costs and losses of productivity can occur under a wide variety of circumstances.
Increased costs for bonding and insurance may be included when the project has been delayed in
completion or the scope has changed. Material price escalation may occur in some circumstances. In
addition, increased storage costs or delivery costs can be associated with many of the common disputes.
Equipment pricing can be complicated if a common schedule of values cannot be determined.

Total cost is often used when the cost overrun is large, but no specific items or areas can be identified
as independently responsible for the increase. Stacked changes and delays often leave a contractor in a
position of being unable to fully relate specific costs to a particular cause. The total-cost approach is not
a preferred approach for demonstrating costs. A contractor must demonstrate that the bid and actual
costs incurred were reasonable, costs increased because of actions by the defendant, and the nature of
the losses make it impossible or highly impractical to determine costs accurately. Good project informa-
tion management will improve the likelihood that the contractor can submit an actual-cost claim rather
than a total-cost claim. However, due to the complexity of some projects, the total-cost approach may
be the most appropriate method.

5.13 Dispute Resolution

Alternate dispute resolution (ADR) techniques have slowly gained in popularity. High cost, lost time,
marred relationships, and work disruptions characterize the traditional litigation process. However, many
disputes follow the litigation route as the main recourse if a significant portion of the claim involves legal
issues. The alternatives — dispute review boards, arbitration, mediation, and minitrials — are usually
established in the contract development phase of the project.

The traditional litigation process is the primary solution mechanism for many construction claims.
This is particularly important if the dispute involves precedent-setting issues and is not strictly a factual
dispute. The large expense of trial solutions is often associated with the cost of recreating the events on
the project that created the original dispute. Proof is sought from a myriad of documents and records
kept by contractors, engineers, subcontractors, and suppliers, in some cases. Once filing requirements
have been met, a pretrial hearing is set to clarify the issues of the case and to establish facts agreeable to
the parties.

The discovery phase of litigation is the time-consuming data-gathering phase. Requests for and
exchange of documents, depositions, and interrogatories are completed during this time period. Evidence
is typically presented in a chronological fashion with varying levels of detail, depending on the item’s
importance to the case. The witnesses are examined and cross-examined by the lawyers conducting the
trial portion of the claim. Once all testimony has been presented, each side is permitted to make a
summary statement. The trier of the case, a judge or jury, deliberates on the evidence and testimony and
prepares the decision. Appeals may result if either party feels there is an error in the decision. Construction
projects present difficult cases because they involve technological issues and terminology issues for the
lay jury or judge. The actual trial time may last less than a week after several years of preparation. Due



to the high cost of this procedure, the alternative dispute resolution methods have continued to gain in
popularity.

Dispute review boards have gained an excellent reputation for resolving complex disputes without
litigation. Review boards are a real-time, project-devoted dispute resolution system. The board, usually
consisting of three members, is expected to stay up-to-date with project progress. This alone relieves the
time and expense of the traditional document requests and timeline reconstruction process of traditional
discovery and analysis. The owner and contractor each appoint one member of the dispute review board.
The two appointees select the third member, who typically acts as the chairman. The cost of the board
is shared equally. Typically, board members are highly recognized experts in the type of work covered
by the contract or design. The experience of the board members is valuable, because they quickly grasp
the scope of a dispute and can provide their opinion on liability. Damage estimates are usually left to
the parties to work out together. However, the board may make recommendations on settlement figures
as well. Board recommendations are not binding but are admissible as evidence in further litigation.

Arbitration hearings are held before a single arbitrator or, more commonly, before an arbitration panel.
A panel of three arbitrators is commonly used for more complex cases. Arbitration hearings are usually
held in a private setting over a period of one or two days. Lengthy arbitrations meet at convenient intervals
when the arbitrators’ schedules permit the parties to meet; this often delays the overall schedule of an
arbitration. Information is usually presented to the arbitration panel by lawyers, although this is not
always the case. Evidence is usually submitted under the same administrative rules the courts use. Unless
established in the contract or by a separate agreement, most arbitration decisions are binding. An
arbitrator, however, has no power to enforce the award. The advantages of arbitration are that the hearings
are private, small claims can be cost-effectively heard, knowledge of the arbitrator assists in resolution,
the proceedings are flexible, and results are quickly obtained.

Mediation is essentially a third-party-assisted negotiation. The neutral third party meets separately
with the disputing parties to hear their arguments and meets jointly with the parties to point out areas
of agreement where no dispute exists. A mediator may point out weaknesses and unfounded issues that
the parties have not clarified or that may be dropped from the discussion. The mediator does not
participate in settlements but acts to keep the negotiations progressing to settlement.

Mediators, like all good negotiators, recognize resistance points of the parties. A primary role of a
mediator is to determine whether there is an area of commonality where agreement may be reached. The
mediator does not design the agreement. Confidentiality of the mediator’s discussions with the parties
is an important part of the process. If the parties do agree on a settlement, they sign an agreement
contract. The mediator does not maintain records of the process or provide a report to the parties on
the process.

A major concern that can be expressed about the ADR system is that it promotes a private legal system
specifically for business, where few if any records of decisions are maintained, yet decisions may affect
people beyond those involved in the dispute. ADR may also be viewed as a cure-all. Each form is
appropriate for certain forms of disputes. However, when the basic issues are legal interpretations, perhaps
the traditional litigation process will best match the needs of both sides.

5.14 Summary

Contract documents are the framework of the working relationship of all parties to a project. The
contracts detail technical as well as business relationships. Claims evolve when either the relationship or
the technical portion of the contract fails. While it is desirable to negotiate settlement, disputes often
cannot be settled, and a formal resolution is necessary. If the contracting managers had a better under-
standing of the issues considered by the law in contract interpretation, perhaps there would be less of a
need to litigate.



Defining Terms

Arbitration — The settlement of a dispute by a person or persons chosen to hear both sides and come
to a decision.

Bilateral — Involving two sides, halves, factions; affecting both sides equally.

Consideration — Something of value given or done in exchange for something of value given or done
by another, in order to make a binding contract; inducement for a contract.

Contract — An agreement between two or more people to do something, especially, one formally set
forth in writing and enforceable by law.

Equity — Resort to general principles of fairness and justice whenever existing law is inadequate; a
system of rules and doctrines, as in the U.S., supplementing common and statute law and
superseding such law when it proves inadequate for just settlement.

Mediation — The process on intervention, usually by consent or invitation, for settling differences
between persons, companies, etc.

Parol — Spoken evidence given in court by a witness.

Surety — A person who takes responsibility for another; one who accepts liability for another’s debts,
defaults, or obligations.
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Further Information

A good practical guide to construction management is Managing the Construction Project by Theodore
J. Trauner, Jr. The author provides good practical advice on management techniques that can avoid the
many pitfalls found in major projects.

A comprehensive treatment of the law can be found in Legal Aspects of Architecture, Engineering and
the Construction Process by Justin Sweet. This book is one of the most comprehensive treatments of
construction law that has been written.

The Handbook of Modern Construction Law by Jeremiah D. Lambert and Lawrence White is another
comprehensive view of the process but more focused on the contractor’s contract problems.
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6.1 Introduction

In the U.S., the construction industry is one of the largest industrial sectors. The expenditure on construc-
tion between 1996 and 1999 was estimated at $416.4 billion dollars, which amounts to about 4.5% of the
U.S. Gross Domestic Product (GDP) [Lum and Moyer, 2000]. The construction industry’s share increased
from 4 to 4.5% between 1996 and 1999. In addition, over 6.8 million people are employed in the con-
struction industry, including design, construction, remodeling, maintenance, and equipment and materials
suppliers. This number represents 5.2% of the nonagricultural labor force of the U.S. [BLS, 2001]. Clearly,
this enormous capital investment and expenditure and large number of employees highlight the crucial
role that the construction industry plays to enhance the overall national economy of the U.S.

Despite its importance to the national economy, the U.S. construction industry faces a number of
problems in safety, quality, productivity, technology, and foreign competition. To overcome these prob-
lems, automation and robotic technologies are often considered solutions [Everett and Saito, 1996; Cous-
ineau and Miura, 1998; Warszawski and Navon, 1998]. Since 1980, significant efforts have been made to
introduce automation and robotic technologies into construction. However, only specialized applications
of automation and robotics have been implemented due to economic and technical considerations.

In many cases, the work site poses a significant health hazard to humans involved. Hazards are
associated with work in undersea areas, underground, at high elevations, on chemically or radioactively




contaminated sites, and in regions with prevailing harsh temperatures. The U.S. construction industry
continues to be the industrial sector responsible for the most occupational accidents, injuries, and
fatalities. Hinze [1997] mentioned that the construction sector has generally accounted for nearly 20%
of all industry worker deaths. There were 1190 fatal occupational injuries and 501,400 nonfatal injuries
and illnesses in construction in 1999. Incidence rates for nonfatal injuries and illnesses were 8.6 per 100
full-time equivalent workers in construction and 6.3 per 100 full-time equivalent workers in all private
industry. The accidents in the construction industry alone cost over $17 billion annually [Levitt and
Samelson, 1993; BLS, 2000a, b]. Even though the incidence of injuries and fatalities has reduced by about
50% during the last three decades, the number of accidents, injuries, and deaths remains high when
compared to other industries [Smallwood and Haupt, 2000]. Consequently, liability insurance for most
types of construction work is costly. Replacing humans with robots for dangerous construction tasks can
contribute to the reduction of these costs.

Decline in construction productivity has been reported by many studies conducted throughout the
world. In the U.S., construction productivity, defined as gross product originating per person-hour in
the construction industry, has shown an average annual net decrease of nearly 1.7% since 1969. The
average of all industries for the same period has been a net annual increase of 0.9%, while the manufac-
turing industry has posted an increase of 1.7% [Groover et al., 1989]. The Bureau of Labor Statistics’
(BLS) productivity index also shows the declining tendency of construction productivity. This decline in
construction productivity is a matter of global concern, because of its impact on the economy’s health.
Recent trends have made availability of capital and innovation through the application of automated
technologies the defining parameters of competitiveness in today’s global economy. These trends enable
projects to be constructed with improved quality, shorter construction schedules, increased site safety,
and lower construction costs.

Much of the increase in productivity in the manufacturing industry can be attributed to the develop-
ment and application of automated manufacturing technologies. This, combined with concern about
declining construction productivity, has motivated many industry professionals and researchers to inves-
tigate the application of automation technology to construction. As a practical matter, these efforts have
recognized that complete automation of construction works is not presently technically and economically
feasible. Because of frequently reconfigured operations, often under severe environmental conditions,
the construction industry has been slower than the manufacturing industry to adopt automation tech-
nology [Paulson, 1985].

Tucker [1990] mentioned that complaints of poor construction quality have long been traditional in
the U.S. construction industry. Quality is defined as the conformance to requirements that are described
in contract documents such as specifications. To meet requirements, things should be done right the first
time, and rework should be avoided. Nonconformation will result in extra cost and project delay. There
are several major barriers to successful quality work, such as lack of skilled workers, poorly installed
equipment, poor plans and specifications, poorly defined work scope, etc. Among them, the skilled worker
shortage problem is most critical. Many industrial nations, including Japan, France, Germany, and to
some extent the U.S., suffer from a shortage of skilled construction labor. This trend of worker shortages
in many traditional construction trades will most likely continue into the future. This will result, as it
has over the past two decades, in an increase in the real cost of construction labor. These facts, together
with the rapid advancement in automation and robotics technology, indicate promising potential for
gradual automation and robotization of construction work.

Many experts stress that the future success of the construction industry may depend on the widespread
implementation of advanced technologies. However, the construction industry is among the least
advanced industries in the use of advanced technologies available for the performance of industrial
processes and has lagged behind the manufacturing industry in technological improvement, innovation,
and adoption. The physical nature of any construction project is a primary obstacle to meaningful work
automation. In batch manufacturing, the work object is mobile though the production facility, and work
tools can be stationary. The manufacturing industry is similar in size to construction, is better coordinated,
and is controlled by larger corporations with in-house management, planning, design, and production



capabilities [Sanvido and Medeiros, 1990]. By contrast, in construction, the “work object” is stationary,
of large dimensions, and constantly changing as work progresses, while tools are mobile, whether handheld
or mechanized. In addition, construction processes are usually performed in dusty and noisy environ-
ments, preventing the use of fragile, high-precision, and sensitive electronic devices. Most construction
jobs require a certain amount of on-site judgment, which automated equipment or robots cannot provide.
In addition, there are many uncontrolled environmental factors on the construction site.

The investment in research and development of the U.S. construction industry is less than 0.5% of
sales volume. In Japan, the largest construction companies such as Shumizu, Taisei, Kajima, Obayashi,
and Takenaka invest about 1% of annual gross revenue in research and development [Cousineau and
Miura, 1998]. Questions have arisen regarding the construction industry’s ability to meet the demands
for construction in the 21st century. To remain competitive in today’s construction marketplace, the U.S.
construction industry must introduce advanced technologies, in particular, construction automation and
robotics technologies, in order to solve the problems mentioned above.

Construction has traditionally been resistant to technical innovation. Past efforts to industrialize
construction in the U.S. were undertaken at the time when industrial automation technology was at its
infancy. Additionally, engineering and economic analyses of prefabrication processes and systems were
lacking. On the other hand, numerous construction tasks have or will become more attracted to auto-
mated technologies based upon the following characteristics: (1) repetitive, (2) tedious and boring,
(3) hazardous to health, (4) physically dangerous, (5) unpleasant and dirty, (6) labor intensive,
(7) vanishing skill area, (8) high skill requirement, (9) precision dexterity requirement, and (10) critical
to productivity [Kangari and Halpin, 1989]. For example, some construction tasks have been historically
noted for their arduous, repetitive nature, with relatively little dynamic decision making required on the
part of a human laborer. Such tasks may include placing of concrete, placing of drywall screws, finishing
of concrete, and placing of masonry block, among others. The work involved in these tasks is rather
unattractive for humans. Robots, however, are applicable to these types of work tasks provided that the
technology and economics are feasible.

There have been increasing demands to enhance intelligence of construction equipment and systems.
Many researchers have investigated the addition of sensors and control systems to existing construction
equipment. A limited amount of research, however, has been conducted in developing intelligent con-
struction equipment and systems. For semiautonomous and autonomous equipment with great potential
for impact on the construction industry, artificial intelligence (AI) is required to generate instructions
and plans necessary to perform tasks in dynamically changing environments on their own.

Construction automation refers to the use of a mechanical, electrical, and computer-based system to
operate and control construction equipment and devices. There are two types of construction automation:

1. Fixed construction automation
2. Programmable construction automation

Fixed construction automation involves a sequence of operations performed by equipment fixed in
their locations. In other words, an automated facility, whether it is permanently indoors or temporarily
on the construction site, is set up specifically to perform only one function or produce one product. In
programmable construction automation, equipment has the ability to change its sequence of operations
easily to accommodate a wide variety of products.

6.2 Fixed Construction Automation

Fixed construction automation is useful in mass production or prefabrication of building components
such as:

1. Reinforcing steel
2. Structural steel
3. Exterior building components (e.g., masonry, granite stone, precast concrete)



Examples of Fixed Construction Automation
In this section, selected examples of fixed construction automation are highlighted.

Automated Rebar Prefabrication System

The automated rebar prefabrication system places reinforcing bars for concrete slab construction. The
system consists of a NEC PC98000XL high-resolution-mode personal computer that uses AutoCAD™,
DBASE III Plus™, and BASIC™ software. The information regarding number, spacing, grade and dimen-
sion, and bending shapes of rebars is found from the database generated from an AutoCAD file. This
information is used by an automatic assembly system to fabricate the rebar units.

The assembly system consists of two vehicles and a steel rebar arrangement support base. Of the two
vehicles, one moves in the longitudinal direction and the other in the transverse direction. The longitu-
dinally moving vehicle carries the rebars forward until it reaches the preset position. Then, it moves
backward and places the rebars one by one at preset intervals on the support base. Upon completion of
placement of the rebars by the longitudinally moving vehicle, the transversely moving vehicle places the
rebars in a similar manner. The mesh unit formed by such a placement of rebars is tied together
automatically [Miyatake and Kangari, 1993].

Automated Brick Masonry
The automated brick masonry system, shown in Fig. 6.1, is designed to spread mortar and place bricks
for masonry wall construction. The system consists of:
1. Mortar-spreading module
2. Brick-laying station
The controls of the system are centered around three personal computers responsible for:
1. Collecting and storing date in real time

2. Interfacing a stepping-motor controller and a robot controller
3. Controlling the mortar-spreading robot

A Lord 15/50 force-torque sensor is used to determine the placing force of each brick. The system is
provided with an integrated control structure that includes a conveyor for handling the masonry bricks
[Bernold et al., 1992].
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FIGURE 6.1 Automated brick masonry. (Source: Bernold et al. 1992. Computer-Controlled Brick Masonry. Journal
of Computing in Civil Engineering, ASCE. 6(2):147-161. Reproduced by permission of ASCE.)



Fully Automated Masonry Plant

The fully automated masonry plant is designed to produce different brick types with the production
capacity of 300 m? wall elements per shift. The system consists of several components: a master computer,
a database server, a file server, stone cutters, masonry robots, pallet rotation systems, refinement systems,
storage systems, transversal platforms, a disposition management system, an inventory management
system, and a CAD system.

Two individual brick types can be managed in parallel by unloading the gripper and the cutter-system
consisting of two stone saws. By conveyer systems, stone units and fitting stones are transported to the
masonry robot system. The masonry robots move two bricks at each cycle to the growing wall after a
mortar robot puts a layer of mortar on it. A pallet rotation system carries the wall to the drying chamber.
After 48 hours, the wall is transported to destacking stations to group the wall elements of the same
order. Finally, grouped wall elements are transported to the construction site [Hanser, 1999].

Automated Stone Cutting

The purpose of the automated stone-cutting facility is to precut stone elements for exterior wall facings.
The facility consists of the following subsystems:

Raw materials storage
Loading

Primary workstation
Detail workstation
Inspection station
End-product inventory
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A special lifting device has been provided for automated materials handling. The boom’s rigidity
enables the computation of exact location and orientation of the hook. Designs for the pallets, the primary
saw table, the vacuum lift assembly, and the detail workstation have also been proposed [Bernold et al.,
1992].

6.3 Programmable Construction Automation

Programmable construction automation includes the application of the construction robots and numer-
ical control machines described below.

Construction Robots

The International Standards Organization (ISO) defines a robot as “an automatically controlled, re-
programmable, multi-purpose, manipulative machine with several reprogrammable axes, which may be
either fixed in place or mobile for use in industrial automation applications” [Rehg, 1992]. For construc-
tion applications, robots have been categorized into three types [Hendrickson and Au, 1988]:

1. Tele-operated robots in hazardous or inaccessible environments

2. Programmed robots as commonly seen in industrial applications

3. Cognitive or intelligent robots that can sense, model the world, plan, and act to achieve working
goals

The important attributes of robots from a construction point of view are their (1) manipulators,

(2) end effectors, (3) electronic controls, (4) sensors, and (5) motion systems [Warszawski, 1990]. For
further explanation of these attributes, refer to the definitions section at the end of this chapter.

Applications of Construction Robots

Table 6.1 presents a partial list of construction robot prototypes developed in the U.S. and in other
countries. Brief summaries of several of these prototypes are provided below. Several of these descriptions
have been adapted from Skibniewski and Russell [1989].



John Deere 690C Excavator

The John Deere 690C excavator is a tele-operated machine; that is, it is fully controlled by a human
operating from a remote site. It is equipped with a model 604667, six-cylinder, four-stroke turbocharged
diesel engine, producing a maximum net torque of 450 ft-1b (62.2 kgf-m) at 1300 revolutions per minute
(rpm) [Technical Specifications, 1985]. The engine propels the excavator at traveling speeds ranging from
0 to 9.8 mph (15.8 km/h).

The arm on the 690C excavator has a lifting capacity of 11,560 Ib (5243 kgf) over side and 10,700 1b
(4853 kgf) over end. The rated arm force is 15,900 Ib (7211 kgf), and the bucket digging force is 25,230 Ib
(11,442 kgf) [Technical Specifications, 1985].

The John Deere 690C excavator has been implemented in a cooperative development program with
the U.S. Air Force within the Rapid Runway Repair (RRR) project. The major task of the RRR is the
repair of runways damaged during bombing raids. The Air Force is currently investigating other areas
in which the 690C could be implemented, including heavy construction work, combat earthmoving in
forward areas, mine-field clearing, and hazardous-material handling.

Robot Excavator (REX)

The primary task of the robot excavator (REX) is to remove pipelines in areas where explosive gases may
be present. This robot is an autonomous machine able to sense and adjust to its environment. REX
achieves its autonomous functions by incorporating three elements into its programming [Whittaker,
1985a]:

1. Subsurface premapping of pipes, structures, and other objects is possible using available utility
records and ground-penetrating sensors. Magnetic sensing is the leading candidate for premapping
metallic pipes.

2. Primary excavation for gross access near target pipes is possible. Trenching and augering are the
leading candidates for this operation.

3. Secondary excavation, the fine and benign digging that progresses from the primary excavation
to clear piping, can be accomplished with the use of a supersonic air jet.

The hardware that REX uses for primary excavation is a conventional backhoe retrofitted with servo
valves and joint resolvers that allow the computer to calculate arm positions within a three-dimensional
space. The manipulator arm can lift a 300 Ib (136 kg) payload at full extension and over 1000 Ib (454 kg)
in its optimal lifting position.

REX uses two primary sensor modes: tactile and acoustic. The tactile sensor is an instrumented
compliant nozzle. The instrumentation on the nozzle is an embedded tape switch that is activated when
the nozzle is bent. The second sensor employed in excavation is an acoustical sensor, allowing for three-
dimensional imaging.

Haz-Trak

Haz-Trak, developed by Kraft Telerobotics, is a remotely controlled excavator that can be fitted with a
bulldozer blade for grading, backfilling, and leveling operations [Jaselskis and Anderson, 1994]. Haz-
Trak uses force feedback technology, allowing the operator to actually feel objects held by the robot’s
manipulator. The operator controls the robot’s arm, wrist, and grip movements through devices attached
to his or her own arm. Thus, the robot arm instantly follows the operator’s movements.

Pile-Driving Robot

The Hitachi RX2000 is a pile-driving machine directed by a computer-assisted guiding system. It consists
of a piling attachment (such as an earth auger or a vibratory hammer) directly connected to the tip of
a multijointed pile driver arm. The pile driver arm uses a computer-assisted guiding system called an
“arm tip locus control.” Coordinates of arm positions are calculated using feedback from angle sensors
positioned at joints along the arm. A control lever operation system is provided to increase efficiency.
The compactness of the RX2000 and its leaderless front attachment enable efficient piling work even in
congested locations with little ground stabilization. Further, the vibratory hammer has a center hole
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chuck that firmly chucks the middle part of a sheet pile or an H-steel pile. Hence, pile length is not
limited by the base machine’s dump height [Uchino et al., 1993].

Laser-Aided Grading System

Spectra-Physics of Dayton, OH, developed a microcomputer-controlled, laser-guided soil-grading
machine (see Fig. 6.2). A laser transmitter creates a plane of light over the job site. Laser light receptors
mounted on the equipment measure the height of the blade relative to the laser plane. Data from the
receiver are then sent to the microcomputer that controls the height of the blade through electronically
activated valves installed in the machine’s hydraulic system. A similar device has been developed by Agtek
Company in cooperation with a construction contractor in California [Paulson, 1985]. An automated
soil-grading process implemented by these machines relieves the operator from having to manually
position and control the grading blades, thus increasing the speed and quality of grading, as well as work
productivity [Tatum and Funke, 1988].

Automatic Slipform Machines

Miller Formless Systems Company developed four automatic slipform machines — M1000, M7500,
M8100, and M9000 — for sidewalk and curb and gutter construction [Technical Specifications, 1988].
All machines are able to pour concrete closer to obstacles than is possible with alternative forming
techniques. They can be custom-assembled for the construction of bridge parapet walls, monolithic
sidewalk, curb and gutter, barrier walls, and other continuously formed elements commonly used in road
construction.

The M1000 machine is suitable for midrange jobs, such as the forming of standard curb and gutter,
sidewalks to 4 ft, and cul-de-sacs. The M7500 is a sidemount-design machine for pouring barrier walls,
paved ditches, bridge parapets, bifurcated walls, and other types of light forming jobs. The M8100 is a
midsize system with a sidemount design combined with straddle-paving capabilities. The machine can
be extended to 16-ft (4.88-m) slab widths with added bolt-on expansion sections. The M9000 multidi-
rectional paver is designed for larger-volume construction projects. It can perform an 18-ft (5.49-m)
wide paving in a straddle position. Options are available for wider pours, plus a variety of jobs from
curbs to irrigation ditches, in its sidemount mode.

Horizontal Concrete Distributor

The HCD, developed by Takenaka Company, is a hydraulically driven, three-boom telescopic arm that
cantilevers from a steel column. The boom can extend 66 ft (20 m) in all directions over an 11,000-ft
(1000-m) surface area. A cockpit located at the end of the distributor houses the controls for an operator



to manipulate the boom direction and flow of concrete. The weight of the robot is 4.97 tons (4508 kgf),
and it can be raised along the column by jacks for the next concrete pour. On average, the relocation
procedure takes only 1.5 h [Sherman, 1988].

Shotcrete Robot

Traditionally, in tunneling work, a skilled operator has been needed to regulate the amount of concrete
to be sprayed on a tunnel surface and the quality of the hardening agent to be added, both of which
depend on the consistency of the concrete. Kajima Construction Company of Japan developed and
implemented a semiautonomous robotic applicator by which high-quality shotcrete placement can be
achieved [Sagawa and Nakahara, 1985].

Slab-Finishing Robot

The robot designed for finishing cast-in-place concrete slabs by Kajima Construction Company, shown
in Fig. 6.3, is mounted on a computer-controlled mobile platform and equipped with mechanical trowels
that produce a smooth, flat surface [Saito, 1985]. By means of a gyrocompass and a linear distance sensor,
the machine navigates itself and automatically corrects any deviation from its prescheduled path. This
mobile floor-finishing robot is able to work to within 1 m of walls. It is designed to perform the work
of at least six skilled workers.

Auto-Claw and Auto-Clamp

Two robotic devices used for steel beam and column erection on construction sites have been developed
by Obayashi Construction Company of Japan. Both construction robots have been developed to speed
up erection time and to minimize the risks incurred by steelworkers. Both have been implemented on
real job sites.

The auto-claw consists of two steel clamps extended from a steel-encased unit containing a DC battery
pack, electrical panel, and microprocessor unit, which is in turn suspended from a standard crane. The
two clamps have a rated capacity of two tons (1.824 kgf) each and can be adjusted to fit beam flanges
from 8 to 12 in. (203.2 to 304.8 mm). The clamps are automatically released by remote radio control
once the beam is securely in place. Fail-safe electronic circuitry prevents the accidental release of the
clamps during erection by keeping the circuit broken at such times. The steel beams require no special
preparation for using this robot.

The auto-clamp’s essential purpose and mechanics are the same as for the auto-claw, except that the
auto-clamp uses a special electrosteel cylinder tube to secure and erect columns. A steel appendage plate
with a hole in the center must be welded to one end of the column. The steel cylinder is electrically
inserted and locked into the hole by remote control, whereupon the column can be erected. The auto-
clamp has a rated lifting capacity of 15 tons (13,605 kg). The appendage plates must be removed after
the columns are erected. Like the auto-claw, the auto-clamp is equipped with a fail-safe system preventing
the cylinder from retracting from the hole during erection [Sherman, 1988].

Automated Pipe Construction

Research into automated pipe construction is under way at the University of Texas at Austin [O’Connor
et al,, 1987]. Research efforts are focused on developing and integrating three pipe production technol-
ogies: bending, manipulation, and welding. The pipe manipulator, shown in Fig. 6.4, was adapted from
a 20-ton rough-terrain hydraulic crane with an attachment to the main boom [Hughes et al., 1989]. The
attachment includes an elevating, telescoping, auxiliary boom with a wrist and pipe-gripping jaws.
Associated research has concentrated on improving productivity through automated lifting and manip-
ulating of horizontal piping [Fisher and O’Connor, 1991].

Blockbots

Another application involves the design, development, and testing of the “blockbot” robot intended to
automate the placement of masonry blocks to form walls. The complete wall assembly consists of four
major components [Slocum et al., 1987]:



1. A six-axis “head” that will actually place the blocks on the wall

2. A 20- to 30-ft (6- to 9.1-m) hydraulic scissors lift used to roughly position the placement head
vertically and longitudinally

3. A large-scale metrology system, sensors, and other related computer control equipment

4. A block-feeding system/conveyor to continually supply the placement head

To facilitate construction, the blocks are stacked upon each other with no mortar between the levels.
The wall is then surface-bonded using Surewall™, a commercial fiberglass-reinforced bonding cement.
This process produces a wall with strength comparable to that of a traditional mortar wall.

Wallbots
Researchers at the Massachusetts Institute of Technology (MIT) are engaged in the Integrated Construc-
tion Automation Design Methodology (ICADM) project [Slocum et al., 1987]. This work attempts to
integrate the efforts of material suppliers, architects, contractors, and automated construction equipment
designers.

The process of building interior wall partitions is divided between two separate robots: a trackbot and
a studbot. Circumventing the need for complex navigational systems, the trackbot is guided by a laser
beacon aligned manually by a construction worker. The trackbot is separated into two parallel worksta-
tions: an upper station for the ceiling track and a lower station for the floor track. Detectors are mounted
on the ends of the effector arms to ensure that the laser guidance system achieves the necessary precision.
The placement of the track consists of four steps: (1) the effector arm grabs a piece of track, (2) the
effector arm positions the track, (3) two pneumatic nail guns fasten the track, and (4) the trackbot moves
forward, stopping twice to add additional fasteners.

Once the trackbot has completed a run of track, the studbot can begin placing studs. Location
assessment is made by following the track and employing an encoding wheel or an electronic distance
measuring (EDM) instrument. The studbot then references a previously sorted floor plan to ascertain
locations of studs to be placed. The stud is removed from its bin and placed into position. The positioning
arm then spot-welds the stud into place.

Interior Finishing Robot

An interior finishing robot, shown in Fig. 6.5, can execute the following tasks: (1) building walls and
partitions, (2) plastering walls and ceilings, (3) painting walls and ceilings, and (4) tiling walls. The arm
of the robot has six degrees of freedom with a nominal reach of 5.3 ft (1.6 m) and a lifting capacity of
66 Ib (145 kgf). The robot is designed to perform interior finishing work in residential and commercial
buildings with single or multiple floor levels and interior heights of 8.5 to 8.8 ft (2.60 to 2.70 m). A three-
wheel mobile carriage measuring 2.8 ¥ 2.8 ft (0.85 ¥ 0.85 m) enables motion of the robot between static
workstations [Warszawski and Navon, 1991; Warszawski and Rosenfeld, 1993].

Fireproofing Spray Robot

Shimizu Company has developed two robot systems for spraying fireproofing material on structural steel
[Yoshida and Ueno, 1985]. The first version, the SSR-1, was built to (1) use the same materials as in
conventional fireproofing, (2) work sequentially and continuously with human help, (3) travel and
position itself, and (4) have sufficient safety functions for the protection of human workers and of building
components. The second robot version, the SSR-2, was developed to improve some of the job site
functions of SSR-1. The SSR-2 can spray faster than a human worker but requires time for transportation
and setup. The SSR-2 takes about 22 min for one work unit, whereas a human worker takes about 51 min.
The SSR-2 requires relatively little manpower for the spraying preparation — only some 2.1 person-days
compared with 11.5 for the SSR-1. As the positional precision of the robot and supply of the rock wool
feeder were improved, the SSR-2 could achieve the same quality of dispersion of spray thickness as for
that applied by a human worker.



Exterior Wall Painting Robot

The exterior wall painting robot, shown in Fig. 6.6, paints walls of high-rise buildings, including walls
with indentations and protrusions. The robot is mounted on mobile equipment that permits translational
motion along the exterior wall of a building. The robot consists of the following:

1. Main body that sprays paint

2. Moving equipment to carry the robot main body to the proper work position
3. Paint supply equipment

4. A controller

The robot main body consists of the following:

1. Main frame
2. Painting gun
3. Gun driver

4. Control unit

The painting gun is driven in three principal translational directions (x, y, and z). The painting gun
is also provided with two rotational degrees of freedom. The robot moving equipment consists of the
following:

1. A transporter that propels the moving equipment along the outside of the building being painted
2. A work stage on which the robot main body is mounted
3. A mast that serves as a guide for raising and lowering the work stage

The top of the mast is attached to a travel fitting, and the fitting moves along a guide rail mounted
on the top of the building [Terauchi et al., 1993].

Integrated Surface Patcher (ISP)
Secmar Company of France developed a prototype of the integrated surface patcher (ISP) [Point, 1988].
The unit consists of the following components:

. A 19-ton (17,234-kgf) carrier with rear-wheel steering
. A 3.9-yd® (3-m’) emulsion tank
. A 5.2-yd’ (4-m’) aggregate container

O S

. A built-in spreader working from the tipper tailboard (a pneumatic chip spreader with 10 flaps
and a 10-nozzle pressurized bar)
5. A compaction unit

The ISP unit has a compressor to pressurize the emulsion tank and operate the chip-spreading flaps.
The machine uses a hydraulic system driven by an additional motor to operate its functional modules.
The electronic valve controls are operated with power supplied by the vehicle battery.

The ISP is used primarily for hot resurfacing repairs, including surface cutting, blowing and tack
coating with emulsion, as well as for repairs requiring continuous treated or nontreated granular mate-
rials. The unit is suitable for deep repairs using aggregate-bitumen mix, cement-bound granular materials,
and untreated well-graded aggregate, as well as for sealing wearing courses with granulates.

The current design of the ISP allows only carriageway surface sealing. It is thus not well suited for
surface reshaping or pothole filling. It is used only for routine maintenance tasks. In operational terms,
ISP is not capable of on-line decision making on how to proceed in the case of an irregular crack or
other nonpredetermined task. However, automated patching can be started manually or automatically,
depending on the presence of optical readers mounted on the equipment that read the delimiters of the
work area, and on the mode of action chosen by the operator.

Autonomous Pipe Mapping
Another application is the development of an automated pipe-mapping system. Current manual methods
are slow, inefficient, qualitative, and nonrepetitive. The intention of the system is to autonomously



TABLE 6.1 Example Construction Robotic Prototypes
System Description Application Research Center
Excavation

John Deere 690C
Robot excavator (REX)

Super hydrofraise excavation control
system

Haz-Trak

Hitachi RX2000

Remote core sampler (RCS)

Laser-aided grading system

Shield machine control sytem

Microtunneling machine
Tunnel wall lining robot

Automatic concrete distribution
system
Automatic slipform machines

Concrete placing robot for slurry
walls

Shotcrete robot

HMC handling robot

Rebar bending robot

Rebar preassembly robot

Rebar fabricating robot

Automatic concrete vibrator tamper

Automatic laser beam-guided floor
robot

Slab-finishing robot

Rebar placing robot

Rebar installation crane

Horizontal concrete distributor
(HCD)

Mobile concrete distributor

CONDIS

ACSUS

CALM

Mobile screeding robot

Screed Robo

Kote-King

Surf-Robo

Flat-kun

Concrete floor finishing robot

Water removing robot

Tele-operated excavation machine
Autonomous excavation, sandblasting,

spray washing, and wall finishing
Excavate earth

Remotely controlled excavation
Pile driving

Concrete core sampling for radiated
settings
Automatic grading control for earthwork

Tunneling

Collect and analyze data for controlling
tunneling machine

Tele-operated microtunneling

Assemble wall liner segments in tunnels for
sewer systems and power cables

Concrete

Carry concrete from batching plant to the
cable crane

Placement of concrete sidewalks, curbs,
and gutters

Place and withdraw tremie pipes and sense
upper level of concrete as it is poured

Spray concrete tunnel liner

Transport and place HMC concrete forms

Bend rebar

Place and tie rebar

Fabricate beam rebar, place and tie rebar
Vibrate cast-in-place concrete

Finish surface of cast-in-place concrete

Finish surface of cast-in-place concrete
Place heavy rebar

Place heavy rebar

Place concrete for horizontal slabs

Concrete distribution
Concrete distribution
Concrete distribution
Concrete leveling
Level fresh concrete

Level fresh concrete

Finish large floor areas
Finish large floor areas
Finish large floor areas
Finish large floor areas

Remove surface water

John Deere, Inc., Moline, IL

The Robotics Institute, Carnegie-
Mellon Univ., Pittsburgh, PA

Obayashi Co., Japan

Kraft Telerobotics

Hitachi Construction Machinery Co.,
Japan

The Robotics Institute, Carnegie-
Mellon Univ., Pittsburgh, PA

Gradeway Const. Co. and Agtek Dev.
Co., San Francisco, CA; Spectra-
Physics, Dayton, OH

Obayashi Co. and Kajima Co., Japan

American Augers, Wooster, OH

Ishikawajima-Harima Heavy Industries,
Japan; Electric Power Co., Japan;
Kajima Co., Japan

Obayashi Co., Japan

Miller Formless Systems Co., McHenry,
IL; Gomaco, Ida Grove, IA
Obayashi Co., Japan

Kajima Co., Japan; Obayashi Co., Japan
Taisei Co., Japan

Obayashi Co., Japan

Shimizu Co., Japan

Taisei Co., Japan

Obayashi Co., Japan

Obayashi Co., Japan

Kajima Co., Japan

Kajima Co., Japan

Takenaka Co., Japan
Takenaka Komuten Co., Japan

Tokyu Co., Japan

Takenaka Co., Japan

Konoike Construction, Japan

Fujita Co., Japan

Shimizu Co., Japan; Yanmar Diesel,
Japan

Takenaka Co., Japan

Kajima Co., Japan

Takenaka Komuten Co., Japan

Shimuzu Co., Japan

Hazama Co., Japan; Mitubishi Co.,
Japan; Eroika Co., Japan

Takenaka Co., Japan



TABLE 6.1 Example Construction Robotic Prototypes
System Description Application Research Center
Structural Members

Auto-claw, auto-clamp
Mighty shackle ace
Structural element placement
TAP system

Structural element welding

Fujita welding robot
Obayashi welding robot
Shimizu welding robot
Taisei welding robot
Takenaka welding robot
Welding robot

Shear stud welder

Automatic carbon fiber wrapper
SSR-1, SSR-2, and SSR-3

Fireproof spray robot
Automated pipe construction
Blockbots

Wallbots

Interior finishing

Paint-spraying robot

KFR-2

SB Multi Coater
OSR-1

TPR-02

Wall inspection robot (Kabedohda I

and 1)
Bridge inspection robot
GEO robot
Kajima tile inspection robot
Kumagai tile inspection robot
Takenaka

TG-02

Pipe inspection robot
Pipero

Erect structural steel beams and columns

Handle structural steel

Place reinforcing steel

Straighten structural steel

Weld large structural blocks for cranes and
bridges

Weld structural steel columns

Weld structural steel columns

Weld structural steel columns

Weld structural steel columns

Weld structural steel columns

Weld structural steel columns

Weld shear connectors in composite
steel/concrete construction

Wrap existing structures with carbon steel

Spray fireproofing material on steel
structure

Spray fireproofing material on steel
structure

Pipe bending, pipe manipulation, and pipe
welding

Construction of concrete masonry walls

Construction of interior partitions, metal
track studs

Building walls and partitions, plastering,
painting, and tiling walls and ceilings

Non-concrete Spraying

Paint balcony rails in high-rise buildings

Spray paint
Spray paint
Spray paint
Spray paint

Inspection

Inspect reinforced concrete walls
Inspect fagade

Inspect structural surface of a bridge

Finish fagade/surface

Detect bonding condition of both tile and
mortar

Detect bonding condition of both tile and
mortar

Detect bonding condition of both tile and
mortar

Detect bonding condition of both tile and
mortar

Measure pipe thickness

Measure pipe thickness

Obayashi Co., Japan

Shimizu Co., Japan

Kajima Co., Japan

Taisei Co., Japan

Mitsubishi Heavy Industries Co., Japan

Fujita Co., Japan

Obayashi Co., Japan

Shimizu Co., Japan

Taisei Co., Japan

Takenaka Co., Japan

Kajima Co., Japan; Mitsubishi Heavy
Industry, Japan

Massachusetts Institute of Technology,
Cambridge

Obayashi Co., Japan

Shimizu Co., Japan

Fijita Co., Japan; Shimizu Co., Japan;
Nichias Co., Japan
University of Texas, Austin

Massachusetts Institute of Technology,
Cambridge

Massachusetts Institute of Technology,
Cambridge

Israel Institute of Technology, National
Building Research Institute

Shimizu Co., Fijita Co., Kajima Co., and
Taisei Co., Japan
Kumagai Co., Japan

Shimizu Co., Japan
Taisei Co., Japan

Obayashi Co., Japan

Kajima Co., Shimizu Construction Co.,
Takenaka Co., and Taisei Co., Japan

University of Wales

Eureka, France

Kajima Co., Japan

Kumagai Co., Japan
Takenaka Co., Japan
Taisei Co., Japan

Mitsui Construction, Japan
Obayashi Co., Japan



Clean room inspection and
monitoring robot (CRIMRO)

K-Creitor

Leak robo

Integrated surface patcher (ISP)
material handling

Autonomous pipe mapping
Terregator

Remote work vehicle (RWV)

ODEX IIT

CFR1
Boardman-100
Mighty hand
Sky hand
Balance hand
Lady bug

Other

Inspect and monitor the amount of
particles in the air

Inspect clean room

Inspect clean room

Hot resurfacing on highways, pick and
distribute construction materials (e.g.,
prefabricated concrete materials and
pipe)

Mapping subsurface pipes

Autonomous navigation

Nuclear accident recovery work, wash
contaminated surfaces, remove
sediments, demolish radiation sources,
apply surface treatment, package and
transport materials

Inspection, surveillance, material
transport

Material transport (ceiling board)

Material transport (plaster board)

Material transport

Material transport

Material transport

Detect underground

Obayashi Co., Japan

Kumagai Gumi, Japan

Hazama Gumi, Japan

Secmar Co., France; Tokyo
Construction Co., Japan; Hitachi
Construction Co., Japan

The Robotics Institute, Carnegie-
Mellon Univ., Pittsburgh, PA

The Robotics Institute, Carnegie-
Mellon Univ., Pittsburgh, PA

The Robotics Institute, Carnegie-
Mellon Univ., Pittsburgh, PA

Odetics, Inc., French Commissariat a
I’Energie Atomique, France

Shimizu Co., Japan

Taisei Co., Japan

Kajima Co., Japan

Komatsu Co., Japan

Komatsu Co., Japan

Tokyo Construction, Japan
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FIGURE 6.3 Slab-finishing robot. (Source: Skibniewski, M. J. 1988. Robotics in Civil Engineering. Van Nostrand
Reinhold, New York.)
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FIGURE 6.4 Pipe manipulator. (Source: Fisher, D. J., and O’Connor, J. T. 1991. Constructability for Piping Auto-
mation: Field Operations. Journal of Construction Engineering and Management, ASCE. 117(3):468—485. Reproduced
by permission of ASCE.)
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FIGURE 6.5 Interior finishing robot. (Source: Warszawski, A. and Navon, R. 1991. Robot for Interior-Finishing
Works. Journal of Construction Engineering and Management, ASCE. 117(3):402-422.)

establish size, depth, and orientation of buried pipes. This knowledge is extremely valuable in guiding
excavation, validating as-built drawings, and building databases of piping details [Motazed and Whittaker,
1987].

The system is composed of a computer-controlled Cartesian x-y table that allows various sensors to
be swept across an arid area. The primary mapping is completed by a magnetic sensor that reads and
records magnetic field intensities. These intensities are manipulated and interpreted, resulting in a line
drawing representing the pipe locations. Higher-level processing estimates the depth of pipes and iden-
tifies interconnections such as elbows, tees, and crosses.

Terregator
A machine that may be used to transport the autonomous pipe mapping system is the terregator. Designed
for autonomous outdoor navigation, it can be directly applied on a construction site. The terregator has
been specifically designed to be extremely durable and powerful in order to prevent problems that inhibit
machines designed for interior use. Its gearing is adjustable to allow it to be configured as a low-speed,
high-torque machine or as a high-speed, low-torque machine. The terregator has a six-wheel-drive design
to ensure mobility on rough terrain.

The terregator is also designed as a fully enclosed modular system to facilitate repairs, additions, or
system improvements. The subsystems include locomotion, power, backup power, computer and controls,
serial links, sensors, and a video link [Whittaker, 1985b].

ODEX
ODEX III, developed by Odetics, Inc., is a six-legged, tele-operated, high-strength robot designed for inspec-
tion, surveillance, and material handling in nuclear power plants and outdoor hazardous environments
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[Jaselskis and Anderson, 1994]. ODEX III has telescoping legs that can extend it to a full height of 7.9
ft (2.4 m), a manipulator arm, and sensors on each foot to determine proper foot placement.

Numerical Control

Numerical control refers to control of construction equipment using numbers [Luggen, 1984]. Questions
such as “What numbers are used to control a piece of equipment?” and “In what format are they presented
to the equipment?” are basic to understanding numerical control. Numerically controlled equipment
consists of a machine control unit (MCU) and a machine tool (such as an end effector). The MCU cannot
think, judge, or reason in relation to the environment in which it works. The machine accepts and
responds to commands from the control unit [Luggen, 1984]. For example, a numerically controlled



pumped-concrete placement system may use numbers corresponding to (1) position (x, y, z) of the
discharging end of the placement pipe, (2) pumping pressure, and (3) the speed at which the discharging
end of the placement pipe travels.

Numerical Control (NC) Programs

The numerically controlled tool concept is based on textual
programming methods to describe the structural components
with the help of control surfaces. The description of the struc-

NC Program

tural component is taken from the architectural drawing, con-

verted to a code, and entered on a code carrier such as a J

computer disk. The format of the control data and the equip- I_ - T
ment commands need to be defined in detail. The control Input Translator |
program consists of a sequence of commands in standardized L — - - - - -
symbolic format. The control program is transferred to the 1

MCU, which translates the program to equipment-level | — — — — — — — 7
instructions. The equipment-level instruction may be coded | Avrithmetic Section |
on perforated paper tape (NC tape), computer cards, magnetic L — — SR —
tape, or floppy disks [Rembold et al., 1985]. —l

Computers are used to derive equipment-level instructions |  _ _ _ ¥ _ _ _

using information from the control program. For a computer | Post Processor i
to accept and process the NC program data, the input pro- L o _l
grams must conform to the exacting requirements of the pro- —I

gramming language of the computer. Hence, the general- *

purpose computer must be primed to handle the specific input
program. The general-purpose computer is converted to a spe-
cial-purpose computer through insertion of the NC program  gjGURE 6.7 Software sections for NC

Equipment-Level Instructions (NC Tape)

[Maynard, 1971]. programming processing.

The NC program, when processed by a computer, passes
through three modules, as shown in Fig. 6.7. The input trans-
lator converts the NC program into a binary-coded system called machine language. Next, the machine
language instructions are passed to the arithmetic section, which performs the required mathematical
and geometric computations to calculate the path of the numerically controlled equipment. The post-
processor checks the limitations of a particular piece of equipment (such as maximum pumping pressure
or maximum velocity of the placing boom). The final output corresponds to the equipment-level instruc-
tions [Maynard, 1971].

Computer Numerical Control (CNC)

A CNC system performs control functions similar to those of the NC system. However, CNC systems
can have a microcomputer or multiprocessor architecture that is highly flexible. Logic control, geometric
data processing, and NC program executions are supervised by a central processing unit (CPU). Hence,
CNC is a software control system that performs the following tasks using a microcomputer: (1) system
management, (2) data input/output, (3) data correction, (4) control of the NC program, (5) processing
of operator commands, and (6) output of the NC process variables to the display [Rembold et al., 1985].

6.4 Computer-Integrated Construction (CIC)

Computer-integrated construction (CIC) is defined as “a strategy for linking existing and emerging
technologies and people in order to optimize marketing, sales, accounting, planning, management,
engineering, design, procurement and contracting, construction, operation and maintenance, and sup-
port functions” [Miyatake and Kangari, 1993]. Computer-aided design/computer-aided construction
(CAD/CAC) systems are a major subset of CIC that focus on design and construction issues [Kunigahalli
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and Russell, 1995]. Figure 6.8 presents the architecture of CAD/CAC systems. The development of
CAD/CAC systems requires multidisciplinary research efforts in a variety of areas such as:

Computer-aided design (CAD) and geometric modeling
Algorithms and data structures

Artificial intelligence

Computer numerical control (CNC) and robotics
Group technology (GT)

Computer-aided process planning (CAPP)

AR e

Veeramani et al. [1998] draw attention to some of the significant research opportunities and challenges
that exist in the areas of collaborative design and computer-integrated construction.

The implementation of CIC requires technologies related to (1) computer-aided engineering,
(2) automatic material handling and data-identification systems, (3) network communications, (4) object-
oriented programming, (5) knowledge-based systems (KBS), and (6) database management systems
[Miyatake and Kangari, 1993]. Three of these areas are discussed below, followed by an example appli-
cation of CIC.

Computer-Aided Design (CAD) and Geometric Modeling

Computer-aided design (CAD) can be described as using a computer in the design process. A CAD model
requires graphical data processing that comprises many techniques to process and generate data in the
form of lines and figures. Thus, the input representation of textual or pictorial data is performed with
techniques of character and pattern recognition [Rembold et al., 1985].

Models are used to represent physical abstract entities and phenomena, not just for the purpose of
making pictures (creating sectional views), but to represent their structure and behavior [Foley and Van
Dam, 1982]. CAD software modeling can be classified into the following three categories: (1) basic two-
dimensional and three-dimensional wire-frame modeling, (2) surface modeling, and (3) solid modeling.



Basic Two-Dimensional and Three-Dimensional Wire-Frame Modeling

In two-dimensional and three-dimensional wire-frame models, lines are stored as edges in an edge table,
with each line pointing to its two end vertices stored in a vertex table. Wire-frame CAD models are not
capable of recognizing the faces delineated by lines and vertices of the object being represented. Wire-
frame CAD models are generally used as a substitute for manual drafting.

Surface Modeling

Surface modeling allows users to add faces to geometric models. Hence, hidden surface removal is possible
in surface models. However, surface models do not contain information on the interior and exterior of
the object.

Solid Modeling
A solid geometric model is an unambiguous and informationally complete mathematical representation
of the physical shape of an object in a form that a computer can easily process [Mortenson, 1985].
Topology and algebraic geometry provide the mathematical foundation for solid modeling. Solid mod-
eling’s computational aspects include data structures and algorithms from computer science and appli-
cation considerations from design and construction of engineering projects.

The following techniques are available for solid modeling of civil engineering facilities [Requicha, 1980]:

Primitive instancing

Cell decompositions

Spatial occupancy enumeration (SOE)
Constructive solid geometry (CSG)
Sweep representations

Boundary representation (B-Rep)

A e

Primitive Instancing

The primitive instancing modeling technique consists of an independent approach to solid-object rep-
resentation in the context of the group technology (GT) paradigm. The modeling approach is based on
the notion of families of objects, with each member of the family being distinguishable by a few param-
eters. For example, columns, beams, and slabs can be grouped as separate families in the case of general
buildings. Each object family is called a generic primitive, and individual objects within a family are
referred to as primitive instances [Requicha, 1980].

Cell Decompositions

Cell decompositions are generalizations of triangulations. Using the cell decomposition modeling tech-
nique, a solid may be represented by decomposing it into cells and representing each cell in the decom-
position. This modeling technique can be used for analysis of trusses and frames in industrial and general
buildings, bridges, and other civil engineering facilities. In fact, the cell decomposition technique is the
basis for finite-element modeling [Mortenson, 1985].

Spatial Occupancy Enumeration (SOE)

The spatial occupancy enumeration (SOE) technique is a special case of the cell decomposition technique.
A solid in the SOE scheme is represented using a list of spatial cells occupied by the solid. The spatial
cells, called voxels, are cubes of a fixed size lying in a fixed spatial grid. Each cell may be represented by
the coordinates of its centroid. Cell size determines the maximum resolution. This modeling technique
requires large memory space, leading to inefficient space complexity. However, this technique may be
used for motion planning of automated construction equipment under complete-information models
[Requicha, 1980].

Constructive Solid Geometry (CSG)

Constructive solid geometry (CSG), often referred to as building-block geometry, is a modeling technique
that defines a complex solid as a composition of simpler primitives. Boolean operators are used to execute
the composition. CSG concepts include regularized Boolean operators, primitives, boundary evaluation



procedures, and point membership classification. CSG representations are ordered binary trees. Operators
specify either rigid motion, regularized union, intersection, or difference and are represented by nonter-
minal nodes. Terminal nodes are either primitive leaves that represent subsets of three-dimensional
Euclidean space or transformation leaves that contain the defining arguments of rigid motions. Each
subtree that is not a transformation leaf represents a set resulting from the application of the motional
and combinational operators to the sets represented by the primitive leaves.

The CSG modeling technique can be adopted to develop computer-aided design and drafting (CADD)
systems for civil engineering structures. It can be combined with primitive instancing that incorporates
the group technology paradigm to assist the designer. Although CSG technique is most suitable for design
engineering applications, it is not suitable for construction engineering applications, as it does not store
topological relationships required for construction process planning [Requicha, 1980].

Sweep Representation

The sweep representation technique is based on the idea of moving a point, curve, or surface along a
given path; the locus of points generated by this process results in one-dimensional, two-dimensional,
and three-dimensional objects, respectively. Two basic ingredients are required for sweep representation:
an object to be moved and a trajectory to move it along. The object can be a curve, surface, or solid.
The trajectory is always an analytically definable path. There are two major types of trajectories: trans-
lational and rotational [Mortenson, 1985].

Boundary Representation (B-Rep)

The boundary representation modeling technique involves representing a solid’s boundary by decom-
posing it into a set of faces. Each face is then represented by its bounding edges and the surface in which
it lies. Edges are often defined in the two-dimensional parametric space of the surface as segments of
piecewise polynomial curves. A simple enumeration of a solid’s faces is sufficient to unambiguously
separate the solid from its complement. However, most boundary representation schemes store additional
information to aid feature extraction and determine topological relationships. The additional information
enables intelligent evaluation of CAD models for construction process planning and automated equip-
ment path planning required in CAD/CAC systems [Requicha and Rossignac, 1992; Kunigahalli et al.,
1995; Kunigahalli and Russell, 1995].

The boundary representation technique, storing topological relationships among geometric entities,
is most suitable for computer-aided generation of construction process plans. However, primitive instanc-
ing, sweep representation, and CSG techniques are useful in developing user friendly CAD software
systems for the design of civil engineering structures. Hence, CAD systems that incorporate CSG or
primitive instancing techniques during interactive design processes and that employ boundary represen-
tation techniques for internal storage of design information are efficient for use in CAD/CAC systems
[Kunigahalli and Russell, 1995].

CAD Applications in Civil Engineering

AutoCAD

AutoCAD is the most widely used CAD software in civil engineering applications. In an effort toward
computer-integrated construction (CIC), researchers have developed a link between AutoCAD and a
knowledge-based planning program [Cherneff et al., 1991].

CATIA

CATIA is a three-dimensional solid modeling software marketed by IBM Corporation. Stone & Webster
Engineering Corporation, in cooperation with IBM, developed an integrated database for engineering,
design, construction, and facilities management. The system uses the DB2 relational database manage-
ment system and the CATIA computer-aided-design software system [Reinschmidt et al., 1991].

Walkthrough™
Bechtel Corporation developed a three-dimensional simulation system called Walkthrough to aid in
marketing, planning, and scheduling of construction projects. Walkthrough was developed to replace the



use of plastic models as a design tool [Cleveland and Francisco, 1988]. It was designed to allow users to
interact with a three-dimensional computer model as they would with a plastic model. The system uses
three-dimensional, real-time animation that lets the user visually move through the computer model
and observe visual objects. Graphics of the system are presented such that objects are recognizable to
users not accustomed to typical CAD images. This includes the use of multiple colors and shading.
Walkthrough uses a Silicon Graphics IRIS workstation with specialized processors facilitating the high-
speed graphics required for real-time animation. This visualization and simulation system supports files
from IGDS (Intergraph CAD system) and 3DM [Morad et al., 1992].

Object-Oriented CAD Model

An object-oriented CAD model for the design of concrete structures that uses EUROCODE2, a European
standard for concrete structures, has been developed by German researchers. The primitive instancing
solid-modeling technique was employed in the development of this object-oriented model [Reymendt
and Worner, 1993]. A committee, entitled “NEW TECCMAR,” formed under the Japanese construction
ministry, developed a three-dimensional finite-element method (FEM) program with an extended graph-
ical interface to analyze general buildings [Horning and Kinura, 1993].

Automated Material Management

Automated material management systems are another important function of CIC. They comprise auto-
mated material identification systems and automated material handling systems.

Automated Material Identification Systems

When construction materials arrive at CIC job sites, they are identified at the unloading area, and the
job site inventory database in the central computer is updated. CIC requires tight control on inventory
and integrated operation of automated equipment. Further, all construction materials must be tracked
from the time of their arrival at the job site to their final position in the finished facility. Such tracking
of construction materials may be done by employing automated identification systems.

There are two means of tracking construction materials: direct and indirect. Direct tracking involves
identifying a construction material by a unique code on its surface. This method of tracking can be
employed with the use of large prefabricated components. Indirect tracking involves identifying con-
struction material by a unique code on the material handling equipment. This method of tracking can
be employed for tracking bulk materials such as paints [Rembold et al., 1985]. Select automatic identi-
fication systems for construction materials are described below.

Bar Coding

The U.S. Department of Defense (DOD) was the first organization to implement bar coding technology.
The Joint Steering Group for Logistics Applications of Automated Marking and Reading Symbols
(LOGMARS) spearheaded the DOD’s effort in the implementation of bar coding technology. The sym-
bology of bar codes conveys information through the placement of wide or narrow dark bars that create
narrow or wide white bars. With the rise of the LOGMARS project, code 39 (also called “3 of 9” coding)
has become a standard for bar coding. To date, most construction bar code applications have used the
code 39 symbology [Teicholz and Orr, 1987; Bell and McCullough, 1988].

Laser beams and magnetic foil code readers are two basic technologies available for reading bar codes.
Lasers offer the ability to read bar codes that move rapidly. Magnetic code readers are among the most
reliable identification systems. It is possible to transmit the code without direct contact between the code
reader and the write head on the code carrier. When the workpiece passes the read head, the code is
identified by the code reader [Teicholz and Orr, 1987; Rembold et al., 1985].

Voice Recognition

Voice recognition provides computers the capability of recognizing spoken words, translating them into
character strings, and sending these strings to the central processing unit (CPU) of a computer. The
objective of voice recognition is to obtain an input pattern of voice waveforms and classify it as one of



a set of words, phrases, or sentences. This requires two steps: (1) analyze the voice signal to extract certain
features and characteristics sequentially in time and (2) compare the sequence of features with the
machine knowledge of a voice, and apply a decision rule to arrive at a transcription of the spoken
command [Stukhart and Berry, 1992].

Vision Systems

A vision system takes a two-dimensional picture by either the vector or the matrix method. The picture
is divided into individual grid elements called pixels. From the varying gray levels of these pixels, the
binary information needed for determining the picture parameters is extracted. This information allows
the system, in essence, to see and recognize objects.

The vector method is the only method that yields a high picture resolution with currently available
cameras. The vector method involves taking picture vectors of the scanned object and storing them at
constant time intervals. After the entire cycle is completed, a preprocessor evaluates the recomposed
picture information and extracts the parameters of interest [Rembold et al., 1985].

Automated Material Handling Systems

Automated material handling systems play an important role in CIC. Efficient handling of construction
materials, such as prefabricated and precast components, is possible through an effective automated
material handling system operating in conjunction with an automated material identification system.

Towlines

A towline consists of a simple track with a powered chain that moves carts of other carriers from pickup
points to assigned destinations. Towlines can be controlled by sophisticated computer electronic tech-
niques. Towlines interface efficiently with other automated material handling systems. Automated mate-
rial identification systems can be easily integrated with towline material handling systems. Optical
scanners or photoelectric readers can be used at important locations and intersections along the track
to read the bar-coded information attached to the cart and relay signals to the control system. The control
system then routes the cart to its destination [Considine and Considine, 1986].

Underhang Cranes

There are two types of motor-driven underhang cranes: (1) single-bridge overhead cranes that can operate
on multiple runways and (2) double-bridge overhead cranes that can achieve higher hook lifts with
greater load-carrying capacity. A motor-driven crane consists of a track used for crane runways and
bridge girders, the end trucks, the control package, a drive assembly, drive wheels, a drive line shaft, a
traveling pushbutton control, and runway and cross-bridge electrification.

Power and Free Conveyor Systems

Conveyor systems allow precast or prefabricated components to be carried on a trolley or on multiple
trolleys propelled by conveyors through some part of the system and by gravity or manual means through
another part of the system. Conveyor systems provide the high weight capacities that are normally
required in construction.

Inverted Power and Free Conveyor Systemns
An inverted power and free conveyor system is an upside-down configuration of the power and free
conveyor system. The load is supported on a pedestal-type carrier for complete access.

Track and Drive Tube Conveyors

Track and drive tube conveyors can be employed to transport components for prefabrication. This
conveyor system consists of a spinning tube (drive tube) mounted between two rails. Carriers of prefab-
ricated units need to be equipped with a drive wheel capable of moving between 0 and 45°. This drive
wheel is positioned against the spinning drive tube. Speed of the moving component can be controlled
by varying the angle of the drive wheel. When the drive wheel is in the 0° position, the carrier remains
stationary. As the angle between the drive wheel and the drive tube is increased, the carrier accelerates
forward.
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FIGURE 6.9 Autonomous dump truck system. (Source: Sugiyura et al. 1993. Autonomous Dump Truck Systems for
Transporting and Positioning Heavy-Duty Materials in Heavy Construction Sites. Proceedings, Tenth International
Symposium on Automation and Robotics for Construction. Houston, TX, pp. 253-260.)

Automatic Vertical Transport System (AVTS)

Fujita Corps AVTS is a system under development that is designed to deliver material throughout the
job site. The system uses an automated elevator system that automatically loads material onto a lift, hoists
the material to the designated floor, and automatically unloads the lift [Webster, 1993].

Interlocks

Interlocks allow transfer of hoist carriers between adjacent crane runways, thereby maximizing the area
covered by the overhead material handling systems. Interlocks also eliminate duplicate handling. Cross-
connected, double-locking pins help to ensure that the safety stops will not operate until the crane and
connecting track are in proper alignment.

Automatically Guided Vehicles

Automatically guided vehicles (AGVs) are the most flexible of all material handling equipment. AGVs
can be controlled by programmable controllers, on-board microprocessors, or a central computer.
Because of their lack of dependence on manual guidance and intervention, AGVs can also be categorized
as construction robots. AGVs have their own motive power aboard. The steering system is controlled by
signals emanating from a buried wire [Considine and Considine, 1986].

Autonomous Dump Truck System

The autonomous dump truck system, shown in Fig. 6.9, enables driverless hauling operations, such as
hauling of earth and gravel by dump trucks, on heavy construction sites. The two major functions of
this system are autonomous driving function and advanced measurement function.

The driving distance and velocity of the vehicle are detected by encoder sensors attached to the truck
tires. Direction of the vehicle is detected by a fiber-optic gyroscope. Positions of the vehicle are determined
using data from the encoder sensors and fiber-optic gyroscope.

A laser transmitter/receiver is equipped at the left side of the test vehicle, and laser reflectors are
installed along the driving route at a spacing of approximately 50 m. Positional errors accumulated in
long-distance driving are corrected using the feedback information from the laser transmitter/receiver.
The autonomous vehicle system recognizes the workers wearing helmets by utilizing a color image
processor [Sugiyura et al., 1993].

Network Communication

Communication technology, transferring information from one person or computer system to another,
plays a vital role in the implementation of CIC. Establishment of an effective communications network
such that originating messages receive the correct priority and accurate data arrive at the final destination
is a difficult task [Miyatake and Kangari, 1993]. To ensure smooth operations in CIC, many automated
devices and computers must be linked. Computer networking techniques enable a large number of
computers to be connected. Computer networks can be classified as wide-area networks (WANs), which



@)

(a) Ring

(b) Star

(c) Bus

FIGURE 6.10 Three common network arrangements.

serve geometric areas larger than 10 kmj; local-area networks (LANs), which are confined to a 10-km
distance; and high-speed local networks (HSLNs), which are confined to a distance less than 1 km.

Wide-area networks such as APPANET can be employed to connect the construction company’s
corporate office to various automated project sites. LANs combined with HSLNs can be employed to
facilitate efficient data exchange among automated construction equipment (such as a CNC concrete
placement machine, floor-leveling robots, and wall-painting robots) operating on job sites. Various
gateways (computers that transfer a message from one network to another) can be used to link networks.

Three types of commonly used network arrangements — ring, star, and bus — are shown in Fig. 6.10.
In a ring network arrangement, the connecting coaxial cable must be routed back to where it begins.
This results in network breakdown whenever the ring breaks. The star network arrangement is easily
expanded, but the network relies on a server at the center of the star. Further, all communications between
nodes must pass through the center. The bus network arrangement is open-ended, and hence, a node
can be added easily to the network [Chang et al., 1991].

The efficiency of a network system depends on the following parameters [Rembold et al., 1985]:

1. Transmission speed and maximum transmission distance
2. Time delay necessary to respond to interrupts and data requests
3. Additional hardware and software needed for expansion
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In an attempt to enable network communications using computers and devices from different vendors,
the International Standards Organization (ISO) developed a model for LANs called the Open System
Interconnect (OSI) model, which is shown in Fig. 6.11. The OSI splits the communication process into
seven layers as described below:

1.

Physical layer — The physical layer corresponds to electrical and mechanical means of data
transmission. It includes coaxial cable, connectors, fiber optics, and satellite links.

. Data link layer — Functions of this layer include resolution of contention for use of the shared

transmission medium, delineation and selection of data addressed to this node, detection of noise,
and error correction.

. Network layer — This layer is responsible for establishing, maintaining, and terminating connec-

tions. Further, this layer enables internetwork routing using a global standard for assigning
addresses to nodes.

. Transport layer — This layer provides a network-independent service to the session, presentation,

and application layers. Loss or duplication of information is also checked by this layer.

. Session layer — This layer controls the dialogue between applications and provides a checkpoint

and resynchronizing capability. In case of network interruptions during the communication ses-
sion, this layer provides a means to recover from the failure.

. Presentation layer — This layer is responsible for verifying the syntax of data exchanged between

applications. Thus, it enables data exchanges between devices using different data encoding systems.

. Application layer — This layer corresponds to a number of applications such as CAD/CAC

systems, construction robots, NC or CNC machines, and computer graphic interfaces. This is the
most complex layer and ensures that data transferred between any two applications are clearly
understood [Chang et al., 1991].
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Example Application of Computer-Integrated Construction

The SMART system, shown in Fig. 6.12, is part of an overall CIC strategy. The SMART system integrates
high-rise construction processes such as erection and welding of steel frames, placement of precast
concrete floor slabs, and exterior and interior wall panel installation.

In the SMART system, steel-frame columns and beams are automatically conveyed to designated
locations. Assembly of these structural components is greatly simplified by using specially designed joints.

The SMART system consists of an operating platform, jacking towers, a vertical lifting crane, and
weather protection cover. The operating platform is an automated assembly system and consists of a
computer-control room, monorail hoists for automated material handling, and a structural steel frame
that eventually becomes the top roof of the building. Upon completion of the foundation activity, the
operating platform is assembled and mounted on top of the four jacking towers of the lifting mechanism.
After completion of construction work in each floor of the building, the entire automated system is lifted
by vertical jacks. Thus, the automated construction work is performed, floor by floor, until the entire
building is completed [Miyatake and Kangari, 1993].

6.5 Toward Advanced Construction Automation

In this section, four emerging technologies and equipment path planning, which can be adapted to
implement cognitive or intelligent construction robots and systems, are described. Selected examples of
recent applications and research on automation and robotic technologies in building construction and
civil engineering works are also presented.



Emerging Technologies

There are several emerging technologies that can be adapted to implement cognitive or intelligent
construction robots and systems. The intelligent construction robots and systems cannot be successful
without efficient and proper real-time monitoring and controlling of inputs and outputs about environ-
ment and construction equipment itself [Kim and Russell, 2001]. Other industries, such as the mechanical
and manufacturing industries, are the valuable sources of these technologies. Although some technologies
from other industries are not directly suitable for the construction industry, a little modification will
satisfy the needs. This section will briefly review four technologies, namely, (1) distributed artificial
intelligence, (2) global positioning system (GPS), (3) sensor and sensing technology, and (4) wireless
communication technology.

Distributed Artificial Intelligence

DAL is a subfield of artificial intelligence (AI). It is concerned with solving problems by applying both
artificial intelligence techniques and multiple problem solvers [Decker, 1987]. The world of DAI can be
divided into two primary arenas: Distributed Problem Solving (DPS) and Multi-Agent System (MAS).
Research in DPS considers how the work of solving a particular problem can be divided among a number
of modules, or nodes, that cooperate at the level of dividing and sharing knowledge about the problem
and about the developing solution [Smith and Davis, 1981]. In MAS, research is concerned with coor-
dinating intelligent behavior among a collection of autonomous intelligent agents and with how they
can coordinate their knowledge, goals, skills, and plans jointly to take action or to solve problems.

There are some reasons why the DAI concept is appropriate for intelligent construction systems. First,
due to possible changes in the initial conditions, the replanning of almost all task execution is often
necessary. Equipment breakdowns, accidents, and other unexpected conditions are some causes of chang-
ing the initial plan. DAI can provide an effective way to deal with these kinds of changes. Second, several
agents that have distributed and heterogeneous functions are involved in field operation at the same time.
They should perform tasks in a cooperative manner. DAI can provide insights and understanding about
interaction among agents in the construction site in order to solve problems. In addition, data from these
agents should be interpreted and integrated. Third, every agent has different capacity and capability. This
implies that there are a great number of possible agent combinations that are time and cost effective to
perform given tasks. Fourth, it is easy to decompose tasks for field operations. An example of tasks
involved in earthwork operations are stripping, hauling, spreading, and compacting.

Global Positioning System (GPS)

The global positioning system (GPS) is a worldwide satellite-based navigation system operated and
maintained by the U.S. Department of Defense. GPS provides several important features, including its
high position accuracy and velocity determination in three dimensions, global coverage, all-weather
capability, continuous availability to an unlimited number of users, accurate timing capability, ability to
meet the needs of a broad spectrum of users, and jam resistance [Leick, 1990].

Currently, GPS is used in various fields ranging from avionics, military, mapping, mining, and land
surveying, to construction. One example of construction application is SiteVision™ GPS system, which
is an earthmoving control system developed by Trimble Navigation Ltd. With horizontal and vertical
accuracies better than 30 mm, it allows the machine operator to work to design specifications without
the use of pegs, boards, or strings. This system can give the operators all the necessary direction for
precise grade, slope, and path control. Planned grade is achieved in fewer passes with less rework. With
the SiteVision™ GPS system, accurate earthmoving operations take less time with lower fuel and main-
tenance costs on large-scale earthmoving projects [Phair, 2000; Trimble Navigation Ltd., 2001]. There is
another possible application for construction equipment. An equipment motion strategy for the efficient
and exact path for earthwork operations can be determined by GPS position data with preplanned motion
models.



Sensor and Sensing Technology

A sensor is a device or transducer that receives information about various physical effects, such as
mechanical, optical, electrical, acoustic, and magnetic effects and converts that information into electrical
signals. These electrical signals can be acted upon by the control unit [Warszawski and Sangrey, 1985].
Construction equipment’s ability to sense its environment and change its behavior on that basis is
important for an automated system. Without sensing ability, construction equipment would be nothing
more than a construction tool, going through the same task again and again in a human-controlled
environment. Such a construction tool is commonly used for construction operation currently, and
certainly has its place and is often the right economic solution. With smart sensors, however, construction
equipment has the potential to do much more. It can perform given tasks in unstructured environments
and adapt as the environment changes around it. It can work in dirty and dangerous environments where
humans cannot work safely. The sensor technologies are used for real-time positioning, real-time data
collection during operation, equipment health monitoring, work quality verification and remediation,
collision-free path planning, and equipment performance measurement.

Wireless Communication Technology

Wireless communication can be defined as a form of communication without using wires or fiber optic
cables over distance by the use of arbitrary codes. Information is transmitted in the form of radio
spectrum, not in the form of speech. So, information can be available to users at all time, in all places.
The data transmitted can represent various types of information such as multivoice channels, full-motion
video, and computer data [IBM Corp., 1995].

Wireless communication technology is important for the intelligent construction systems, because
equipment moves from place to place on a construction site, and data and information needed should
be exchanged between construction equipment agents in real time. With wireless communication tech-
nology, communication is not restricted by harsh construction environments due to remote data con-
nection, and construction equipment agents and human operators can expect and receive the delivery
information and services no matter where they are on the construction site, even around the construction
site.

Construction Robot Path Planning

The purpose of a path planning method for a construction robot is to find a continuous collision-free
path from the initial position of the robot to its target position. Several path-planning approaches have
been suggested and applied to automated navigation of construction robots.

The research on robot path planning can be categorized into two models that are based on different
assumptions about the available information for planning: path planning with complete information
and path planning with incomplete information. The first model assumes that a construction robot has
perfect information about itself and its environment. Information, which fully describes the sizes, shapes,
positions, and orientations of all obstacles in two-dimensional or three-dimensional space, is known.
Because complete information is assumed, path planning is a one-time and off-line operation [Lumelsky
and Stepanov, 1987; Lumelsky and Skewis, 1988]. Latombe [1991] categorizes path planning with com-
plete information into three general approaches: road map, cell decomposition, and potential field
method.

In the second model, an element of uncertainty is present, and the missing data is typically provided
by some source of local information through sensory feedback using an ultrasound range or a vision
module [Lumelsky and Skewis, 1988]. A robot has no information on its environment except a start
position and a target position. The sensory information is used to build a global model for path planning
in real time. The path planning is a continuous on-line process. The construction and maintenance of
the global model based on sensory information requires heavy computation, which is a burden on the
robot [Kamon and Rivlin, 1997].



There are two approaches for path planning with incomplete information based on the way the sensory
information is incorporated in the path planning. One approach separates path planning from the
functions of scene reconstruction. Another approach, called dynamic path planning, integrates sensory
ability into the path planning function [Lumelsky and Skewis, 1988].

In the first approach, the whole environment or a part of it is reconstructed based on the sensor data,
and then a path is generated using a path-planning algorithm. However, this approach requires large
computational load to reconstruct and maintain the environmental model. Thus, it is difficult to implement.

Under the dynamic planning approach, the
mobile robot makes a decision on its next step ~ TABLE6.2  Algorithms for Path Planning
at each point based on the sensory information.  in an Unknown Environment
Initially, the mobile robot moves toward the tar-

Researchers Algorithms

get. When the robot encounters an object, it

follows the boundary of the obstacle. If a leaving Lumelsky and Stepanov [1987]  Bugl and Bug2

. . Lumelsky and Skewis [1988] VisBug21 and VisBug22
condition holds, it le?lves the boundary of the Lumelsky and Tiwari [1994] Angulus
obstacle and resumes its movement to the target  Kamon and Rivlin [1997] DistBug
[Kamon and Rivlin, 1997]. This approach min-  Lee etal. [1997] Tangent
imizes the computational load, because the  Lee [2000] Tangent2 and CAT
Kim [2001] SensBug

robot memorizes some points such as the start,

current, hit, and target points to generate its
next path. Table 6.2 shows the dynamic path planning algorithms that are mostly Bug algorithm based.
The performance of algorithms can be measured by two evaluation criteria: the total path length and
path safety. Kamon and Rivlin [1997] state that path safety should be considered while evaluating path
quality. They suggest that minimal distance between the robot and the surrounding obstacles from every
location along the path can be used for measuring path safety. The bigger the average distance, the safer
the path. However, it is difficult to do a direct comparison between algorithms, because the performance
changes based on different environments.

Examples of Recent Research and Applications

Building Construction Domain

From the late 1980s, Japanese contractors began to explore the application of manufacturing principles
to construction, because they began to understand that single-task automation could not provide big
payoffs. By 1991, they achieved the first full-scale application of construction automation for building
construction [Cousineau and Miura, 1998]. Some construction automation systems are listed in Table 6.3.
These systems adapt the just-in-time principle for material delivery, bar-coding technology for tracking
and placing delivered materials, and information technology for monitoring and coordinating construc-
tion processes. In these systems, the numbers of single-task robots are used, efforts for integrating single-
task robots are made, and more construction processes are automated. These construction systems have
four fundamental elements: an on-site factory protected by an all-weather enclosure, an automated
jacking system, an automated material-conveying system, and a centralized information-control system
[Cousineau and Miura, 1998].

Civil Engineering Works Domain

Many of the recently developed systems for civil works are intelligent assistant tools that enhance
operators’ ability to sense, plan, and monitor their works in real time. These tools integrate human
operators and construction machines into a whole effective construction system. Tele or automated
systems may be the only feasible alternative, when construction operations are performed in hazardous
environments. In many cases, the cost of protecting human operators or workers may exceed the cost of
developing tele or automated systems.



TABLE 6.3 Construction Automation Systems for Building Construction

System Description Project Year Company
Push-Up 1989-91, 1993-95  Takenaka Co., Japan
SMART (Shimizu Manufacturing System by Advanced Robotics Technology) 1991-94, 1994-97  Shimizu Co., Japan
ABCS (Automated Building Construction System) 1991-94 Obayashi Co., Japan
T-Up (Totally Mechanized Construction System) 1992-94 Taisei Co., Japan
MCCS (Mast Climbing Construction System) 1992-94, 1995-98  Maeda Co., Japan
AKWTSUKI 21 (Automated weather-unaffected building construction system)  1994-96 Fujita Co., Japan
AMURAD (Automatic Up-Rising Construction by Advanced Technique) 1995-96 Kajima Co., Japan
Big Canopy 1995-97 Obayashi Co., Japan

Source: Modified from Cousineau and Miura, 1998.

Semiautonomous Dump Truck System

To overcome worker shortage problems and to prevent accidents on heavy construction sites, an auton-
omous dump truck system was developed by Saito et al. [1995]. The aim of HIVACS is to develop a
semiautonomous dump truck system that has adaptability for changing surroundings such as long-
distance driving, high-speed driving, driving within road width, and change of route, etc., with compre-
hensive peripheral facilities. According to the report, this system enables two operators to manage five
dump trucks without truck drivers and results in a labor saving 17% at the studied dam construction site.

Tele-Earthwork System

Sakoh et al. [1996] developed the Tele-Earthwork System to provide a fail-safe, automated system to assist
both older and unskilled laborers, and to save labor. It is a remote-control system that can perform a
series of earthwork functions such as digging, loading, transporting, and disposal. In this system, an
earthwork equipment control room is installed at a safe location away from the harmful and dangerous
environment. An operator performs a series of earthwork tasks in the control room while observing
equipment status and in-process tasks through three-dimensional images on the screen. All information
is transmitted via a mobile radio relay car. This proposed system was applied to a full-scale earthwork
project.

Automated Landfill System

A conceptual framework for an automated landfill system (ALS) was developed by Tserng et al. [1996],
Tserng [1997], and Tserng et al. [2000]. The research focused on space model development and man-
agement, mapping and positioning methods, and equipment motion planning. The properties and
location of job-site space are recorded into nodes of the quadtree data structure. In order to avoid collision
with obstacles and other equipment, which are transformed to represent the locus of forbidden positions,
the equipment becomes a point in the transformed geometric model called configuration space (CSpace).
The quadtree-cube geometric model is employed for recording several CSpace in one quadtree structure.
After the quadtree-cube system is established, the specific quadtree network is extracted for each piece
of equipment. Then, this system uses the k-shortest path algorithm to traverse the quadtree network.

Autonomous Excavator

A pure autonomous excavator is being developed by Carnegie Mellon University. The range of automation
covers the whole excavation process from bucket path planning to material dump on a truck. It has a
high-level planner that determines where and how to excavate, and a local-optimal planner that decides
the shape of each dig [Stentz et al., 1998].

GPS-Based Guiding System

Pampagnin et al. [1998] developed an operator-aiding system for the real-time control of the positioning
of road construction compactors. The main goal of this system was to assist the compactor operator in
the road compaction task, by helping him to perform the exact number of passes, at the right speed,



everywhere on the surface to be compacted. GPS, optical fiber gyrometer, and advanced filtering tech-
niques were used for a civil engineering machine for the first time.

Computer Integrated Road Construction

Peyret [1999] and Peyret et al. [2000] conducted a study on the computer integrated road construction
(CIRC) project that aims to develop CIC systems for the real-time control and monitoring of task
operations performed by road construction equipment. These systems mainly rely on CAD data estab-
lished during the design phase and during the construction in real time. CIRC products, the one for the
compactors and the one for the asphalt pavers, can provide good tools for operator assistance, machine
control, and quality assessment and ensuring. They showed the benefits of new technologies applied to
road construction works.

Laser-Based System

Haoud [1999] described a laser-based system for earthwork applications. On the construction machine
and on both sides of the blade, electric receivers are installed on two guide masts that send signals to the
control system to notify the status of the blade. The construction machine is equipped with a manual
checking device, which is used for machine calibration and checking operation results, and a swivel-head
laser emitter, which defines a virtual plane. This virtual plane is parallel to the future plane for the
pavement. The laser-based system offers the quality improvement of the end result due to lower tolerance
levels and better evenness of the surface. With this system, it is possible to save manpower significantly
and increase productivity greatly.

Automated System for Quality Control of Compaction Operations

In road construction, the number of passes of compactors will directly affect the density of asphalt
pavement, when roller frequency, wheel load, and compactor speed are kept constant. For this reason,
monitoring the exact number of passes over the entire surface of pavement is important. An automated
system for mapping compaction equipment using GPS technology and an algorithm was developed. It
can find the exact number of passes at each point in the roadway and graphically depict the number of
passes of compactors (Oloufa et al., 1999).

Automated Earthmoving Status Determination

Present research conducted by the National Institute of Standards and Technology (NIST) is focused on
developing automated, nonintrusive production-measurement systems and procedures for monitoring
the status of general earthmoving operations. The effort of the research includes the development of
methods for automated registration of 2—1/two-dimensional range data, for automated volume calcula-
tion, and for web-based three-dimensional site simulators. Information on terrain changes in one location
is sent via wireless Ethernet to another location to display the instant terrain geometry and to perform
cut and fill calculations [Stone et al., 2000].

Open Communication System

Recently, information technology and communication technology have been rapidly expanding and
growing. They offer better possibilities for automation and robotization in earthmoving and road con-
struction. The effective and efficient automation with mobile construction equipment can be possible
by effective data communication between electronic components and systems equipped with mobile
construction machines. The University of Magdeburg, Germany, conducted a study on an open com-
munication system (CANopen) for mobile construction equipment, which offers higher flexibility and
extensive safety and control mechanisms. As a result of the integrated connection among sensors, actu-
ators, and electronic systems, new possibilities are created for automation and robotization in construc-
tion [Poppy and Unger, 2000].

Computer Aided Earthmoving System (CAES)
There is a commercially available system for assisting human operators, a Computer Aided Earthmoving
System (CAES) introduced by Caterpillar Inc. (2001). CAES integrates planning and design operations.



CAES consists of on-board computers, software, GPS, and data radios and receivers, which replace the
manpower and time-intensive processes associated with conventional surveying. CAES allows engineers
to transmit planning and designs wirelessly to the machine’s on-board computer. The machine operator
can get information on where the machine is in the design area, what the current surface is, and where
the final surface is. The operator uses this information to see where to cut and fill and by how much.
The machine progress is measured and recorded to update information for the operator and is transmitted
to the office for analysis and documentation. Caterpillar is continuing to develop advanced technology
products. These products include radio data communications, machine monitoring, diagnostics, job and
business-management software, and machine control that can be used for automated construction
systems.

Intelligent Earthwork System

Kim [2001] developed a framework for an intelligent earthwork system (IES). This framework defines
the architecture and methodologies to serve as the foundation for developing an IES. The IES enables
multiple pieces of equipment to automatically generate earthwork plans for construction robots and
perform the given operations. The proposed framework defines the architecture and methodologies to
serve as the foundation for developing an IES, such as a construction agent model for IES, a task
identification and planning method for effective task execution, a resource allocation method in order
to maximize equipment utilization, and a dynamic path planning algorithm to avoid collisions in the
construction site.

6.6 Economics

Three major factors contributing to economic benefits of construction automation are productivity,
quality, and savings in skilled labor [Kangari and Halpin, 1989]. These benefits must be weighed against
the costs of automation, including initial investment and operating costs; these are further described in
Table 6.4. Economic data resulting from analyses of several robot applications and automated systems
are described below.

Automated Stone Cutting

Benefits of a partially automated stone-cutting mill were assessed through computer simulation [Hijazi
etal., 1988]. In comparison to traditional stone-cutting methods, simulation of the automated system
resulted in a 74% increase in productivity and 42% less time to process identical orders.

Steel Bridge Deck Welding

The economic implications of using robot welders in steel bridge deck fabrication were studied by Touran
and Ladick [1988]. Using the robot welders in the fabrication shop was predicted to reduce fabrication
costs by 5.6%.

TABLE 6.4 Costs Associated with Construction Robotics

Initial Investment Costs Robot Operating Costs

Research and development ~ On-site programming

Engineering personnel Software adaptation

Product testing Labor cost (technicians)

Robot components Electricity

Control hardware System dismantling and re-setup

Robot transporting costs
Maintenance and repair




Excavation

Most reports related to construction automation indicate improvement in productivity and quality. In one
particular instance, the development and use of partially automated laser-guided grading equipment not
only improved productivity of fine grading operations, but also increased the contractor’s flexibility in
managing its fleet. The contractor gained a major competitive advantage that contributed to the contractor’s
growth from an annual volume of $500,000 in 1976 to over $50,000,000 in 1984 [Tatum and Funke, 1988].

Large-Scale Manipulators

Use of large-scale manipulators (LSMs) can reduce the amount of non-value-added tasks and increase
productivity. According to a case study by the Construction Industry Institute, LSMs have high potential
for industrial construction. They can be used for elevated concrete placement, painting, and sandblasting,
as well as pipe, cable tray, and structural steel erection. These tasks on average constitute 33% of total
project work-hours [Hsieh and Haas, 1993].

Results from a productivity analysis performed by videotaping identical pipe-handling operations by
a pipe manipulator and a telescopic rough-terrain crane indicate a shorter cycle time for the pipe
manipulator [Hsieh et al., 1993].

Interior Finishing Robot

A performance study of an interior-finishing robot indicated that the net productivity of the robot can
reach 10-19 m?/h in a one-layer coating and 8-8.5 m*h in a dry (mortarless) building. These figures are
four to five times higher than for an average construction worker. Wages of $25 per hour, 1500 to
2000 hours of robot usage per year, suitable site conditions, and proper organization of material packaging
can result in savings of 20 to 50% in the cost of interior finishing work [Warszawski and Navon, 1991;
Warszawski and Rosenfeld, 1993].

Exterior Building Finishers

Results from an outdoor experiment using a tile-setting robot indicate a setting efficiency of 14 m?/day,
with an average adhesive strength of 17.2 kg/cm, representing improved productivity and quality
[Kikawada et al., 1993].

Automated Slab Placing and Finishing

According to a study on automated concrete placement and finishing [Moselhi et al., 1992], automation
of placing and finishing concrete slabs would require a minimum annual work volume of 144,321 m?
(1,600,000 ft?) of pavement in order to be more economical than the conventional manual process. Thus,
at present, the sizable capital cost of the initial investment precludes smaller paving contractors from
considering automation.

Shimizu’s SMART System

Shimizu Corporation’s experience with the SMART system includes improved productivity, attractive
working environment, all-weather protection, higher quality and durability, reduced construction sched-
ule duration, and reduced amount of waste and damage to materials. Upon further advancement of the
SMART system, a 50% reduction in construction duration is expected [Miyatake and Kangari, 1993].

Obayashi’s ABCS

The evaluation of ABCS system shows that when cranes were operated automatically, a 30% reduction
in power was achieved. During construction, sound measurement indicated a marked improvement in



the work environment at the factory floor level. The work environment was also improved by the all-
weather sheeting [Cousineau and Miura, 1998].

Maeda’s MCCS

Observations made during construction included 30% reduction in manpower, significant reduction in
waste, and 20% reduction in the cycle time to complete one story. As workers learn how to use the MCCS,
more reduction in manpower and schedule is expected [Cousineau and Miura, 1998].

Obayashi’s Big Canopy

Big Canopy is the first automated system to improve overall productivity. Use of this system resulted in
60% reduction in labor for frame election and reduction in material cost [Cousineau and Miura, 1998].

Kajima’s AMURAD

According to observations on the use of AMURAD, significant improvement is achieved: (1) 30%
reduction in construction time, (2) 50% reduction in manpower, (3) 50% reduction in waste, (4) more
predictable schedule by using the all-weather protective sheeting, and (5) more comfortable environment
for workers [Kajima Corporation, 1996].

6.7 Summary

A brief description of construction industry characteristics followed a discussion on the importance of
construction automation. Fixed construction automation was defined, and selected examples of fixed
construction automation were provided. Following this, programmable automation including robotic
and numerical control applications were described. Computer-integrated construction (CIC), which
provides an intelligent approach to planning, design, construction, and management of facilities, requires
emerging technology that encompasses research efforts from a variety of engineering and computer
science disciplines. A detailed description of CIC and supporting areas that play important roles in
implementing CIC was provided. Some emerging technologies and equipment path planning, which can
be adapted to implement cognitive or intelligent construction robots and systems, are described. Finally,
selected examples of recent applications and research on automation and robotic technologies in building
construction and civil engineering works are presented.

Defining Terms!

Electronic controls — Computer-based hardware units designated to control and coordinate the posi-
tions and motions of manipulator arms and effectors. A controller is always equipped with
manipulator control software, enabling an operator to record a sequence of manipulator
motions and subsequently play back these motions a desired number of times. More sophisti-
cated controllers may plan entire sequences of motions and tool activators given a desired work
task.

End effectors — Tools and devices on automated construction equipment, including discharge nozzles,
sprayers, scrapers, grippers, and sensors. The robot tools are usually modified compared with
tools used by human workers or even specially designed to accommodate unique characteristics
of the working machine.

Manipulators — Stationary, articulated arms that are essential components of industrial robotics. The
role of a manipulator arm is to move an effector tool to the proper location and orientation

1Source: Adapted from Hunt, V.D. 1983. Industrial Robotics Handbook. Industrial Press, New York.



relative to a work object. To achieve sufficient dexterity, arms typically require six axes of motions
(i.e., six degrees of freedom), three translational motions (right/left, forward/back, up/down),
and three rotational motions (pitch, roll, and yaw).

Motion systems — Systems that enable the essential features of mobility and locomotion for construc-
tion equipment. A variety of mobile platforms can support stationary manipulator arms for
performance of required tasks. An example selection of automatically guided vehicle (AGV)
platforms is presented in Skibniewski [1988]. However, most automated tasks supported by
AGVs in construction will require modified control systems and larger payloads than those in
automated factories.

Sensors — A device for converting environmental conditions into electrical signals. An environmental
condition might be a mechanical, optical, electrical, acoustic, magnetic, or other physical effect.
These effects may occur with various levels of intensity and can be assessed quantitatively by
more sophisticated sensors. These measurements are used to control robot movements and, in
advanced robots, to plan operations. Sensors are important to robotics in construction because
they instantaneously convey elements of the building environment to the control unit.
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Further Information

Proceedings of the International Symposium on Automation and Robotics in Construction (ISARC)
provide information on the latest developments in the field of construction automation. The International
Journal of Automation in Construction, the ASCE Journal of Computing in Civil Engineering, and the ASCE
Journal of Construction Engineering and Management document the advances in computer-integrated
construction.

The following books provide a basic introduction to construction robotics: Robotics in Civil Engineering
by M. J. Skibniewski, Industrialization and Robotics in Building: A Managerial Approach by A. Warszawski.,
and Construction Robots: The Search for New Building Technology in Japan by L. Cousineau and N. Miura.
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7.1 Introduction

This chapter deals with several concepts that will help improve value in the design and construction
phases of a project. These are value engineering, constructability, and quality management. The essence
of each of these concepts is as follows:

* Value engineering — To deliver the required functions of a component or product at lowest cost
while meeting quality, performance, and reliability specifications

+ Constructability — To integrate construction knowledge and experience in project planning,
design, and execution to better achieve project outcomes

* Quality management — To deliver quality with the view of customer satisfaction in all operations

Each of these concepts involves systematic approaches and will require some changes in management
perspectives to fully realize the benefits from their implementation. The key principles for each of these
concepts will be elaborated in turn. Their methodologies will also be presented.

7.2 Value Engineering

Basic Concepts

The concept of value engineering (VE) was born out of necessity almost immediately after World War
II when, as a result of wartime shortages, substitute materials were used in innovative designs that offered
better performance at lower costs. Much of this happened in the General Electric Company under the
attention of Harry Erlicher, the Vice President of Manufacturing. Eventually, in 1947, Lawrence Miles, a
staff engineer with the company, was assigned to formalize the approach. The program saved millions




of dollars for the company. To replicate the success, value engineering became a mandatory requirement
in the Armed Services Procurement Regulations (ASPR) in 1962. Subsequently, it was introduced to two
of the largest contracting companies in the U.S., namely, the U.S. Army Corps of Engineers and the U.S.
Navy Bureau of Yards. Eventually, its use spread to other companies and contracting agencies posing
similar successes.

Essentially, VE is a systematic approach to eliminate any unnecessary cost of an item that does not
add to its required function. It does not simply reduce cost by using cheaper substitutes or lesser
quantities. Instead, its methodology centers on the following questions: What must it do? What alternative
material or method can perform the same function equally well? This is function analysis: the principal
component in VE. Thus, in a construction project, VE involves analyzing the functional requirements of
components, subsystems, and even construction methods.

The other aspects of VE are cost and worth. Total cost is the objective to be minimized in any value
engineering exercise, while worth represents the minimum costs to achieve the required functions. Worth
forms the means for generating alternatives and serves as the baseline against which various alternatives
can be compared. Any reduction in unnecessary cost represents the savings achieved.

Methodology

The formal approach for value engineering is often referred to as the job plan. The VE job plan comprises
several phases. Generally, although there are possible variations, the following five form the essence of
the job plan (see Fig. 7.1):

1. Information phase — Getting the facts
2. Speculation phase — Brainstorming for alternatives
3. Analysis phase — Evaluating the alternatives
4. Development phase — Developing the program
5. Recommendation phase — Selling the recommendations
. Getting the facts
Information 9
Phase
Objectives: . .
- Provide Speculation | Sranstorming
information base Phase
* Select areas of %
study
Objective: lysi Evaluating the
= Generate Analysis alternatives
alternatives for Phase
solving problem %
Objectives: Developing the
« Evaluate Development | program
alternatives Phase
* Rank alternatives

Objectives:
* Develop details
* Finalize selection

Selling the

Recommendation recommendations
Phase

Objectives:
* Develop
implementation plan
* Present
recommendation

FIGURE 7.1 Phases in the value engineering job plan.



Information Phase

One objective of this phase is to determine and evaluate the function(s) of the items that have the greatest
potential for eliminating unnecessary cost. This answers the question “what must it do?.” The function
analysis approach is one method to achieve this (Dell’Isola, 1982). It employs a verb-noun description
of the function, for example, the function of a non-load-bearing wall may be defined to be “enclose space,”
where enclose is the verb and space the noun. In function analysis, the focus is on why an item is necessary
(i.e., its function performance) rather than on the item per se. This paves the way for substituting with
cheaper alternative ways to achieve the same function(s) in the latter phases.

All the functions identified are classified as either basic or secondary. The basic function of an item is
the primary purpose the item must achieve to fulfill the owner’s requirement. A secondary function, on
the other hand, is not an essential feature to the owner and usually arises from a particular design
configuration that makes the item look better. Sometimes, however, a secondary function may be required
by regulatory or building codes. In this case, it is still a critical function essential to the performance of
the item. The categorization of the functions enables costs incurred for the nonessential secondary
functions to be isolated from those required to provide the basic functional performance. In this way,
the number of secondary functions with its associated costs can be reduced (or eliminated) without
compromising required owner’s functions. Moreover, focus can be placed on alternatives to reduce the
cost of providing the basic functions.

The next objective is to determine the cost and worth of the various functions identified. The worth of
an item is the lowest cost to perform the basic and required secondary functions, while nonessential
secondary functions are not assigned any worth. The cost/worth ratio is an indication of the functional
efficiency of the item. A high cost/worth is also indicative of the potential for reaping improvements in value.

The Function Analysis Systems Technique (FAST) originally developed by Charles Bytherway in 1965,
has been widely used to determine the relationship between functions of an entire system, process, or
complicated assembly. A FAST diagram gives graphical representation of the interrelation of functions
and their costs and is an excellent technique to use for this phase.

Other information required at this stage may include the following:

+ Constraints that still apply at this stage
+ Constraints that are unique to the system
+ Frequency of use of item

+ Alternative designs considered in the earlier concept

Speculation Phase

The sole objective in this phase is to generate various alternative methods of achieving the same functions,
answering the question “what else will satisfy the same needed functions?” Creative thinking techniques
are used to produce as many ideas as possible. The idea in this stage is not to leave out any possible
solution. Alternatives will only be evaluated in the next phase.

There are several techniques that can be adopted in this process. Brainstorming is the most popular
of these. It is based on the principle that ideas are generated in large numbers if the group is diversified.
With a large number of ideas, there is an increased probability of getting good ideas. Some of these may
arise spontaneously, whereas others may be derived from building upon those already proposed. At all
times, no criticism or evaluation can be offered. All ideas are documented and categorized for later
evaluation.

Other group techniques (Jagannathan, 1992) that can be used include:

+ Checklist — The checklist comprises a set of questions or points. They provide idea clues to the
VE team. For example, can the material of the item be changed?

+ Morphological analysis technique — There are two steps in the technique. The first is to identify
all the parameters or characteristics of the item. The next step is to seek alternatives in each



characteristic. These characteristics can then be blended in a variety of ways to improve the basic
performance of the item.

+ Delphi method — This technique uses written questionnaires. It is advantageous in cases where
participants find it difficult to attend any VE workshop session.

Analysis Phase

The objective here is to evaluate the alternatives generated in the preceding phase and select the best
cost-saving alternative. This process can be difficult if there are too many alternatives in the first place.
The number of alternatives can be reduced to a manageable size using filtering (Jagannathan, 1992),
where the initial ideas can be rapidly evaluated against the criteria in such filters. For example, one
important filter is “safety”” Thus, if an alternative is perceived to affect safety levels adversely, it can be
filtered out for later consideration. “Technology” can be another filter to defer alternatives that require
technology not available in the organization and may require considerable R&D efforts.

The remaining alternatives are then ranked in order of their effectiveness. Their effectiveness is eval-
uated based on some weighted criteria measure. The decision matrix in Table 7.1 shows a comparison
of various alternatives brainstormed for sealing the joints between pipe sections belonging to a 2400 ft,
8-ft diameter storm sewer line. The problem arose when it was observed that the ground surface along
the corridor of the pipeline had large differential settlements. The City Engineers had attributed these
settlements to sand being washed down the pipe through joint openings between pipe sections. Due to
tidal movement, the ground beneath the pipeline settled, resulting in differential settlement of the 30-ft
long pipe sections, breaking the cement mortar that was initially placed between the joints. The list of

TABLE7.1 Decision Matrix for Sealing Joints

Ease of
Installation Safe Safe Overall
Cost and Time Durability  Installation ~ Material Score Rank

Methods Weights: 2 1 4 2 2
Mechanical fastened
Metal 3 3 3 2 4 33 12
Sieve 3 3 3 2 4 33 12
Rubber/neoprene 3 3 4 2 4 37 3
Field-applied adhesive
Metal 2 3 3 4 4 35 8
Rubber/neoprene 2 3 4 4 4 39 1
Adhesive backing
Metal 3 3 3 4 4 37 3
Rubber/neoprene 3 3 3 4 4 37 3
Spring action
Gasket with metal rods 2 4 3 4 4 36 7
Gasket with lock strip 2 3 3 4 4 35 8
Sealants
General materials 4 3 3 3 4 37 3
Bentonite 4 2 1 3 4 28 17
Gaskets 4 3 3 4 4 39 1
Inflatable tube
Placed within joint 2 3 3 4 4 35 8
Placed over joint 2 4 2 4 4 32 14
Metal spring clip insert 2 3 3 4 4 35 8
Grout
Joint grouting 2 2 3 3 4 32 14
Exterior grouting 1 2 3 4 4 32 14

Note: Overall score obtained using weights; Scoring based on scale: 1 (poor), 2 (fair), 3 (good), 4 (excellent).
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criteria used to evaluate the performance of the various methods proposed includes cost, safety in
installation, time and ease of installation, durability against further differential settlement of pipeline,
and safe materials. Scoring of the alternatives is based on a simple scale ranging from 1 (poor) to
4 (excellent) for each criterion. The best alternative is the method with the highest overall score.

For more complex value criteria, a value hierarchy (Green, 1992) can be employed to structure the
criteria. The top of the hierarchy comprises the primary objective of the problem. This is progressively
broken down to subcriteria by way of a “means-ends” analysis, where the lower-order criterion is a means
to the immediate higher criterion. Using the above example, a value hierarchy is developed following
similar criteria attributes given in Table 7.1, and depicted as shown in Fig. 7.2. The weighting of each
criterion is first obtained by normalizing the initial score of degree of importance (based on a 10 for the
least important in the group). The final weighting for the lowest-level criterion is computed as the product
of the criterion in the path of the tree to the top. The criteria in the lowest level of each branch with
their final weights are used in the evaluation of the alternatives. The analytical hierarchical procedure
(AHP) can also be adopted to derive the final weightings of the criteria (Saaty, 1980). The AHP approach
has been employed to rank success factors (Chua et al., 1999) and criteria for the selection of design/build
proposals (Paek, Lee, and Napier, 1992).

Development Phase

This is the phase when a limited number of the ranked alternatives are taken forward for development.
The alternatives are designed in greater detail so that a better appraisal of their cost, performance, and
implementation can be made. The cost should be computed based on life-cycle costing. At this stage, it
may be necessary to conduct a trial or prepare a model or prototype to test the concept before recom-
mending them to the decision makers.

Recommendation Phase

In this phase, a sound proposal is made to management. The effort in this phase can be crucial because
all the good work done thus far could be aborted at this final stage if the proposal is not effectively presented.
The presentation must also include the implementation plan so that management can be fully convinced
that the change can be made effectively and successfully without detriment to the overall project.
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Implementation

Value engineering can be applied at any stage of a project. It must, however, be borne in mind that greater
benefits can be reaped when it is implemented in the earlier stages of the project. Figure 7.3 shows the
drastic decline in cost savings potential over time. In the earlier stages of the project, there are less hard
constraints, so there can be greater flexibility for adopting innovative alternatives. As the project proceeds,
more constraints are added. Then, there is less flexibility for change, and greater costs will have to be
incurred to make the necessary design changes.

Another consideration applies to the level of effort in the program. It is possible to apply VE extensively
to every item in a project, but the amount of effort may not be recompensed in the same measure.
Alternatively, the 20 to 80% rule should direct the VE efforts. The rule is generally also applicable to the
costs of a system or facility, meaning that 20% of the items of a facility contribute to about 80% of its
total costs. By the same token, a large proportion of unnecessary costs is contributed by only a few items.
Thus, the efforts of VE should be directed at these few items to yield significant cost savings.

It is traditional practice that designers adopt without challenge the owner’s requirements and architect’s
specifications as given constraints from which they will begin to optimize their designs. These constraints,
however, can lead to poor cost and value ratios, and if left unchallenged, can lead only to suboptimal
solutions. Similarly, in a process-type facility, the owner’s and process engineer’s specifications typically
form the constraints.

In a project for the construction of a wafer fabrication multistory building, for example, the process
engineer laid out their process plans for the various floors. The sub-fab facilities were arranged so
precariously on one of the floors that the main fabrication area above this level could not be laid out
symmetrically with respect to the building. As customary, this was presented as a constraint to the
structural engineers and vibration consultants (of which the author was a member). The objective of the
design was a waffle floor system that would ensure that the vibration level in the main fabrication area
under ambient conditions would not exceed some extremely low threshold criteria (with velocity limits
not exceeding 6.25 Mm/s over the frequency range 8 to 100 Hz in the 1/3 octave frequency band). With
the original layout, the design would demand some elaborate system of beam girders to take advantage
of the shear walls at the perimeter (because no shear walls are allowed in any area within the perimeter)
and still would suffer from unnecessary torsional rotation due to the eccentricity of the floor system. It
was only after several deliberations that the process engineers finally agreed to modify their layout so
that a symmetric design could be accommodated. This resulted in significant savings in terms of con-
struction costs and improved vibration performance. It is common that the initial specifications conflict
with basic function of the design, which in this case, is a vibration consideration, leading to poor and
expensive solutions, if left unchallenged.



Another consideration stems from the need to generate alternatives — the selection of the value
engineering team. Just as the extent of solutions can be curtailed if some poorly defined constraints are
left unchallenged, the scope of alternatives can also be severely limited if the value engineering team
comprise only the same designers of the system. These designers become so intimate with their designs
that they fail to detect areas of unnecessary costs. The approach is to form a multidiscipline team that
cuts across the technical areas of the study, comprising one or two members in the major discipline with
the others in related fields. In this way, the alternatives tend to be wider ranging and not limited by the
experience of a single group. Greater consideration can also be given to the impact of these alternatives
on the system as a whole.

As with any program, the VE program has to be well managed with the support of top management
in all practical ways. Visible support will entail their presence in many of the review meetings of VE
projects, their support with the necessary budget and staff training and participation, and their time to
discuss problems associated with the program and implementation of the alternatives. In the construction
industry, it is usual to place the VE group with the purchase or design function of the organization.

The success of the VE program also largely depends on the leader of the VE group. Depending on the
size of the program and the organization, he could be the Director VE, Value Manager, or simply the Value
Engineer. Nevertheless, he must be able to follow organizational culture to gain acceptance of management
and colleagues, yet has to have the necessary qualities to bring about changes for the better. His ability to
control the dynamics of the group is important if he is to initiate and direct the program successfully.

There are three other important considerations to initiate a successful VE program:

+ Bring about an awareness of VE concepts and methodology within the organization.
+ Select simple sure winner projects as starters.

+ Audit and publish the project after successful implementation with respect to both technical
advantages and monetary savings.

7.3 Constructability

Basic Concepts

There are various definitions of the concept of constructability. The definition offered by the Construction
Industry Institute has been adopted because of its broad perspective and its emphasis on the importance
of construction input to all phases of a project (Jortberg, 1984): ... the optimum integration of construction
knowledge and experience in planning, engineering, procurement, and field operations to achieve overall
project objectives”

Constructability is not merely a construction review of completed drawings to ensure that they do
not contain ambiguities or conflicts in specifications and details that will present construction difficulties
later during the execution phase. It is also not merely making construction methods more efficient after
the project has been mobilized.

Instead, the concept of constructability arises from the recognition that construction is not merely a
production function that is separated from engineering design, but their integration can result in signif-
icant savings and better project performance. Construction input in design can resolve many design-
related difficulties during construction, such as those arising from access restrictions and incompatible
design and construction schedules. Construction input includes knowledge of local factors and site
conditions that can influence the choice of construction method and, in turn, the design. The benefits
of early construction involvement are at least 10 to 20 times the costs (BRT, 1982), and more recently, a
study has shown that savings of 30 to 40% in the total installed cost for facilities are readily achievable
from constructability implementation (Jergeas and Van der Put, 2001). The effects of an engineering bias
to the neglect of construction input are discussed by Kerridge (1993).



The integration of construction knowledge and experience should come on to the project as early as
possible when the cost influence of decisions in the early phases is very high (whose trend follows the curve
of influencing total value depicted in Fig. 7.3). The highest ability to influence cost comes at the conceptual
phase, where the decisions at that time could greatly affect the project plan, site layout and accessibility, and
the choice of construction methods. Full integration will require that the contractor or construction rep-
resentative be brought into the project team at the same time as the designer. Thus, the choice of the
contractual approach can be critical in determining early construction involvement in a project.

Another important consideration for meaningful construction input to design is the commitment to
preconstruction planning. Preconstruction planning determines three important elements affecting
design and plan sequence:

+ Selecting construction method and sequence so that designers can incorporate them in their design

+ Ensuring that the design is constructible with at least one feasible way to execute the work

+ Assuring that all necessary resources will be available when required, including accessibility,
construction space, and information

Some of the pertinent concepts applicable to each phase of the project cycle are briefly presented in
the following.

Conceptual Planning

The key issues in this phase relate to evaluating construction implications to project objectives, developing
a project work plan, site layout, and selecting major construction methods (Tantum, 1987).

Construction-related issues at this stage can have major impacts on budget and schedule. The project
objectives must be clearly established so that alternatives in various decisions can be effectively evaluated.
The implications from the construction perspective may not be readily apparent to the planning team,
unless there is a member experienced in field construction.

An effective work plan requires that work be adequately packaged and programmed so that design
information and essential resources and materials required for each package can arrive in a timely fashion.
Without construction input, the packaging and availability of design may not allow desirable work
packaging or construction sequence. Moreover, the problems or opportunities from local factors and site
conditions may be missed. Construction knowledge is also necessary for developing a feasible schedule.

It is usual for the building and site layouts to be determined solely on plant, process, and business
objectives. Too often, construction implications are not considered with resulting severe limitations on
construction efficiency due to inadequate space for laydown areas, limited access, and restrictions on
choice of construction methods.

Construction knowledge is essential in the selection of major construction methods that will influence
the design concepts. The possibility of modularization and the degree of prefabrication, for example, are
construction issues that must be considered in this early stage.

Engineering and Procurement

The following are some key ideas that are generally applicable for guiding the constructability initiatives
during the engineering and procurement phase of the project. With respect to design per se, the general
principle is to provide design configurations and concepts that reduce the tasks on site, increase task
repeatability, and incorporate accessibility.

+ Construction-driven design and procurement schedules — Design and procurement activities
are scheduled so that detailed designs, shop drawings, and supplies are available when needed
according to construction schedule. This will reduce unnecessary delays in the field caused by
resource and information unavailability.

+ Simplified designs — Simplified design configurations generally contribute to efficient construc-
tion. Such designs can be achieved using minimal parts or components, simplifying tasks for



execution, and minimizing construction task dependencies. Boyce (1994) presented some inter-
esting principles in this aspect of designing for constructability.

+ Standardization — The objective in standardization is to reduce the number of variations in the
design elements. This will lead to fewer errors in the field, improved productivity through repetitive
work, and advantages in managing the supply chain of fewer differing components.

+ Modularization and Preassembly — These will simplify field operations because the large number
of parts have been modularized or preassembled, and are usually under conditions that can provide
better control. Focus instead is given to delivery, lifting, and assembly in the field.

+ Accessibility — Detailed design should consider the accessibility of workmen, material, and
equipment. An accessibility checklist may be useful for this. Computerized simulation CAD models
are also used in this regard.

A more detailed list including specifications and designing for adverse weather conditions is obtainable
from O’Connor, Rusch, and Schulz (1987).

Field Operations

There are constructability issues remaining during field operations. These pertain to task sequencing and
improving construction efficiency and effectiveness. Contractors can still reap the benefits of constructability,
which can be quite substantial if the decisions are taken collectively. Innovation has been singled as the key
concept for enhancing constructability in this phase and is applicable to field tasks sequence, temporary
construction systems, use of hand tools, and construction equipment (O’Connor and Davis, 1988).

Many innovations have been made in the use of temporary construction systems, use of hand tools,
and construction equipment. The advantages have been obvious: reduced erection and setup times,
improved quality in products delivered, and increased construction productivity in related tasks. Many
construction problems on site can be resolved quite easily with proper task sequences. Tasks can be better
sequenced to minimize work site congestion with its consequent disruptions of work. Unnecessary delays
can be avoided if tasks are properly sequenced to ensure that all prerequisites for a task are available
before commencement. Effective sequencing can also take advantage of repetitive tasks that follow each
other for learning-curve benefits. Sharing of equipment and systems is also an important consideration
in tasks sequencing.

Implementation

As in all value methods, to be effective, constructability has to be implemented as a program in the
organization and not on an ad-hoc basis. In this program, the construction discipline, represented by
constructability members, becomes an integral part of the project team and fully participates in all design
planning decisions.

A special publication prepared by the Construction Industry Institute Constructability Implementation
Task Force (CII, 1993) presented a clear step-by-step roadmap to provide guidance for implementing
the constructability program at the corporate and project levels. There are altogether six milestones
envisaged, namely:

+ Commitment to implementing the constructability program
+ Establishing a corporate constructability program

+ Obtaining constructability capabilities

+ Planning constructability implementation

+ Implementing constructability

+ Updating the corporate program

Alternatively, Anderson et al. (2000) employed a process approach based on IDEFO function modeling
to provide the framework for constructability input.
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Although there cannot be a single unique constructability program that can suit all companies,
invariably, the commitment to a constructability program must come from senior management and be
communicated clearly through the organization. Successful and consistent implementation also requires
a single point executive sponsor of the program, whose primary role is to promote its awareness and to
be accountable for its success.

Another important consideration in the program is to adopt a forward integration planning approach,
rather than a backward constructability review of fully or partially completed designs. In the latter
approach, the constructability team is excluded from the design planning process, thus preventing early
construction input integration. Any changes to be made after the review will usually be taken in an
adversarial perspective, in which the designer becomes defensive and takes them to be criticisms. More-
over, the design reworks are unnecessary and make the process inefficient and ineffective. In the forward
integration as shown in Fig. 7.4, the constructability concepts are analyzed at each planning phase, and
the alternatives from the construction, business, and design perspectives are available up-front and are
jointly evaluated before incorporation into the design. The outcome is obvious: improved design quality
and reduced design reworks.

As depicted in Fig. 7.4, the constructability activities can be guided from three sources: corporate
lessons-learned file, team discussions of constructability concepts, and constructability suggestions. The
first contains the feedback on the constructability program documenting specific lessons learned along
the way. When the project terminates, each functional design should be evaluated and added to the
lessons-learned file. The discussions of constructability concepts can be guided by a checklist of the
constructability concepts at each phase or by using a Constructability Applications Matrix (see Fig. 7.5)
(Tools 16-19, CII, 1993). More ideas for constructability can also be obtained from suggestions by other
personnel involved in the project.

The project constructability team leads the constructability effort at the project level. The construc-
tability team comprises the usual project team members and additional construction experts. If the
contractor has not been appointed, an appropriate expertise with field experience has to be provided.
The specialists, for example, rigging, HVAC, electrical, and instrumentation, are only referred to on an
ad-hoc basis, when their area of expertise is needed for input. A constructability coordinator is also
needed, whose role is to coordinate with the corporate constructability structure and program.

Before concluding this section on constructability, it is important to realize that constructability is a
complex process, and the constructability process itself is unstructured. Especially, in these days of high-
speed computing, technology has provided assistance in conducting this process, and its development
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should be closely followed so that it can be incorporated to enhance its effectiveness. Four-dimensional
models (McKinny and Fischer, 1997), that is, three-dimensional CAD models with animation, are pro-
viding the visualization capabilities to enhance communication between the designers and the construc-
tors. Other models have also been developed for various aspects of constructability, for example, a
constructability review of merged schedules checking for construction space, information, and resource
availability (Chua and Song, 2001), and a logical scheduler from the workspace perspective (Thabet and
Beliveau, 1994).

7.4 Quality Management

Basic Concepts

It cannot be overemphasized that quality is an objective of project management that is equally important
to project budget and schedule. Specifications are written into contracts to ensure that the owner gets
from the main contractor a product with the type of quality he envisaged. Being able to deliver this is
not something that can be left to chance. It will require management. Quality management is the process
to use to consistently satisfy the owner’s expectations. Quality management has been defined as follows:
“All activities of the overall management function that determine the quality policy, objectives and respon-
sibilities, and implement them by means such as quality planning, quality control, quality assurance, and
quality improvement within the quality system” ISO 8402 (1995).

Quality management has progressed through four stages, beginning with inspection and quality control
(QC), and has now arrived at quality assurance (QA) and total quality management (TQM) (Dale et al,,
1994). Inspection is the activity that assesses by measurement or testing whether an element has con-
formed to specifications. Corrective work is then ordered to rectify any nonconformance in the element.
QC builds upon the inspection efforts and relies largely on statistical techniques to determine trends and
detect problems in the processes. Such techniques are being used routinely in manufacturing. With respect
to the construction industry, concrete cube testing is one rare example. Instead of merely detecting the
errors for remedial measures, QA and TQM are based on a quality system, with the objective of reducing
and ultimately eliminating their occurrences.

Both QA and TQM are focused on meeting customer requirements, and this is at the top of the agenda.
Customer in TQM does not necessarily refer only to the owner, as QA tends to imply. The customer
perspective in TQM is derived from the process viewpoint. At every stage of a process, there are internal
customers. They belong to the group of people who receive some intermediate products from another
group. For example, in an on-site precast operation depicted in Fig. 7.6, the crew setting up the mold
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FIGURE 7.6 On-site precast operation.

for casting receives the steel reinforcement assembly from the crew assembling the steel cage. The mold
crew is the internal customer of the assembly process. In turn, the casting crew is the internal customer
of the mold assembly process, while the Land Transport Authority is the external customer of casting.
Each of these crews will require that the intermediate product they receive meets the quality standards
to avoid rework. The concept of internal customers ensures that quality permeates through the total
operation, and thus by addressing the internal processes in this way, total quality improvement can be
achieved.

To ensure that customers get what they want, there is a need to fully understand their requirements
and to communicate this throughout the organization. This is at the heart of quality management and
is the goal of the quality system. The quality system comprises quality manuals providing the templates
to guide the worker in the performance of each particular task. These templates ensure management that
proper work has been performed and provide confirmation to the owner that the work has met his
requirements. The core of these systems is to present a way of working that either prevents problems
arising, or if they do arise, identifies and rectifies them effectively and cheaply. In the next section, an
overview of the ISO 9000 quality system will be presented.

Another culture of quality management is the dedication to continual improvement. Such a commit-
ment requires accurate measurement and analysis of the performance of the processes from the viewpoint
of the customer. This can take the form of a trend chart showing the trend of the problem. Control charts
are also useful to highlight out-of-control conditions. A flowchart or process flow diagram will put the
problem in the perspective of the whole operation. Histograms, scatter diagrams, and pareto analysis are
other tools that may be used to identify and present the problem. Mears (1995) gave a good account of
these and other techniques that have been used for quality improvement. The problem has to be analyzed
to identify the root cause. A common and useful technique is the fishbone diagram, also called the cause-
and-effect diagram. This and some other improvement techniques will be presented later. The action
plan and monitoring of the implementation are the other two steps to complete the improvement process
as shown in Fig. 7.7. The action plan describes the action to be taken, assigning responsibility and time
lines. Monitoring would confirm that the conditions have improved.
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Quality System

Underlying the concept of quality management is a quality system. It is becoming increasingly common
for the ISO 9000 Standards certification to be necessary for tendering in big projects. The Standards
provide the framework for developing the quality system. They comprise four main parts:

+ ISO 9001 — Specifications for design/development, production, installation, and servicing
+ ISO 9002 — Specifications for production and installation

+ ISO 9003 — Specifications for final inspection and test

+ ISO 9004 Parts 1-4 — Quality management and quality systems elements

A company will decide on a suitable form appropriate for its operations and develop its quality system
accordingly. ISO 9002 excludes design and is the most appropriate choice for controlling the operations
of a contractor. This is also adequate to cover design and build projects, provided that the design is
bought-in. ISO 9001 carries an additional clause 4.4 to control design activities and is necessary for a
company that carries out design work.

The standards only provide the key elements in a quality system. Evidently, there can be no standardized
quality system because the specific choice of quality measures depends on factors such as the main fields
of activity, the operational procedures, and the size and structure of the company. Nevertheless, there is
a hierarchy of documents making up the quality system (see Fig. 7.8). The quality manual according to
Part 1 of ISO 9004 defines an outline structure of the quality system and serves as a permanent reference
in the implementation and maintenance of the system. This is supported by the procedures and instruc-
tions common to the whole organization at the company level. There are also quality documentation
comprising forms and checklists, procedures, and work instructions that are more project specific, in
order to operate effectively in the unique circumstances of the project.

There are 20 main clauses in the ISO 9000 Standards (see Table 7.2). A brief synopsis of some of the
pertinent clauses follows.

Clause 4.1 Management Responsibility

The implementation of a quality system requires a strong commitment of senior management and clear
communication to every member in the organization. This clause relates to quality policy, organization
structure defining responsibilities, authority and action to be carried out, management review, and
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TABLE 7.2 Main Clauses in ISO 9000 Standards

Clause Requirement
4.1 Management responsibility
4.2 Quality system
4.3 Contract review
4.4 Design control
4.5 Document and data control
4.6 Purchasing
4.7 Control of customer-supplied product
4.8 Product identification and traceability
4.9 Process control
4.10 Inspection and testing
4.11 Control of inspection, measuring, and test equipment
4.12 Inspection and test status
4.13 Control of nonconforming product
4.14 Corrective and preventive action

4.15 Handling, storage, packaging, preservation, and delivery
4.16 Control of quality records

4.17 Internal quality audits

4.18 Training

4.19 Servicing

4.20 Statistical techniques

management representatives. Review is necessary to ensure the integrity of the system and continual
improvement.

Clause 4.2 Quality System

This clause refers to the setup and maintenance of the quality system. It describes the implementation
of a quality manual and the documentation necessary to operate the system. Quality planning is also a
requirement in the clause, demonstrating how the system will be implemented and consistently applied.
It also comprises the quality plans that set out the required good quality practices according to the specific
requirements of the contract.

Clause 4.3 Contract Review

Contract review is the process to review the client’s requirements. It ensures that they are adequately
defined and understood, and any ambiguities or contradictions are resolved. It also looks at the resources



available to ensure that the organization can fulfill the requirements. This clause also includes a docu-
mentation of the results of the process.

Clause 4.4 Design Control

This clause has the most elements and deals with the design activity. Design and development planning,
and organization and technical interfaces relate to the resources and organizational aspects of the design
process. The input and output elements deal with compliance with customer and statutory requirements
and mode of output. The remaining elements relate to the management of the design, comprising design
review, verification, and validation, to ensure that the design actually meets requirements and original
intention, and design changes, ensuring that revisions are adequately communicated and versions are
adequately recorded.

Clause 4.5 Document and Data Control

This clause relates to the control of all documents, including external documentation such as codes of
practices, health and safety legislation, building regulations and manufacturers’ guidelines, and data
contained in computer systems. The procedures ensure that the proper documents would be used, that
there would be uniform documentation, and that revisions and obsolete documents would be properly

handled.
Clause 4.6 Purchasing

The objective is to ensure that all bought-in resources comply with customer’s requirements and that
those providing them, i.e., subcontractors and suppliers, are competent. The clause covers the evaluation
of subcontractors and suppliers, standardization and specification of purchasing data, and verification
of the purchased product. Related procedures must also be in place to ensure that customer (client)
supplied services or products, including information, also comply with quality standards (Clause 4.7).
There are related procedures controlling product identification by marking or by accompanying docu-
mentation (Clause 4.8).

The remaining clauses deal with process control, inspection and testing matters, handling and storage
issues, quality records, audits, training, servicing, and statistical techniques. The servicing clause deals
with after-sales service and may not be appropriate in every construction company.

Quality Improvement Techniques

Mistakes and problems that arise provide opportunities for learning and continual improvement. There
are numerous tools that have been used in this context. These range from simple checklists, flowcharts,
scatter diagrams, and pareto analysis, to fishbone diagrams and more sophisticated tools such as bench-
marking, customer needs mapping, and quality functional deployment (QFD). Essentially, they collect
data so that the problem can be identified and aid in finding the cause and developing solutions to improve
the situation. In this section, only the fishbone diagram, customer needs mapping, and QFD will be briefly
presented. The reader may refer to Mears (1995) and McCabe (1988) for other techniques available.

Fishbone Diagram

The fishbone diagram was first developed by Karou Ishikawa. Essentially, it is a cause and effect analysis
used to identify the root causes of a particular problem. The final diagram resembles the skeleton of a
fish as shown in Fig. 7.9, where the head is the effect or problem, and the minor spines lead to the main
areas or processes that could contribute to the effect. The ribs on the minor spines are the causes within
the main areas and can make up a chain of causes. The last rib in the chain is the fundamental root cause
that is specific enough to take action on.

Cause and effect analysis is usually used in a brainstorming setting, in which all members of the group
should be familiar with the nature of the problem. The analysis begins with a clear definition of the
problem, defining its symptom or effect. The effect forms the “fish head” of the diagram. The possible
causes are identified, and the main areas for the minor spines are derived by classifying them into natural
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groupings or major processes. Figure 7.10 shows the resulting fishbone diagram for improving the human
factor element of safety performance in the construction industry obtained in a safety workshop con-
ducted with the participation of leading companies, professional societies, and associations. The major
areas have been grouped according to the major project players. In the case of process-related problems,
the major groupings can usually be categorized according to resource and methods, such as tools,
components, production methods, people, and environment. In larger operations, the groupings could
include the major processes making up the whole operation.

The major categories are then refined to determine the root causes. This can be assisted by asking the
following questions:

+ What causes this?
+ Why does this condition exist?

The “why” question may be asked several times, until the causes are specific enough for action to be
taken. A plan of action is then formulated based on the root causes that have been uncovered according
to a priority ranking system.

Customer Needs Mapping

Customer needs mapping is a technique that analyzes the effectiveness of the internal processes to meet
customer requirements (or needs). It is based on a matrix approach, as shown in Fig. 7.11. The customer
in the analysis could be an internal customer, especially in the case of support activities such as inventory
control and the IT department. After the customers have been identified, their needs may be determined
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FIGURE 7.11 Customer needs mapping.

through a combination of customer interviews and brainstorming. The left-hand column of the matrix
makes up the customer needs. An importance rating on a scale of 1 (least important) to 5 (most
important) is assigned to each item.

The top row of the matrix identifies the internal processes required to meet these needs. Only the
major processes are necessary so as not to be bogged down by the details of a complex operation. To
complete the matrix, the effectiveness of each process in meeting customer needs is evaluated. The
evaluation is obtained through customer interviews and is based on the following scale: high (H),
medium (M), and low (L).

With this mapping, the quality improvement team can now identify internal processes that need to
be enhanced to improve quality delivery. A customer need with high importance is one point of focus.
An internal process that is not effective in meeting any customer needs should also draw attention, for
example, internal process 3 of Fig. 7.11. Another benefit of the mapping is the identification of customer
requirements that have been neglected, such as customer need 2.1 of Fig. 7.11. A detailed flowchart of
the whole operation usually accompanies the mapping so that improvement plans can be developed as
a result of the analysis.

Quality Function Deployment

Quality function deployment (QFD) is a structured approach to translating customer requirements into
appropriate technical requirements so that customers’ needs can be better satisfied. It was first introduced
at the Kobe shipyards of Mitsubishi Heavy Industries Ltd. in 1972. Since then, it has gone through several
stages of development and has been used in various applications, not only in manufacturing, but also
in the AEC industry.

QFD uses a matrix structure in the form of the house of quality (see Fig. 7.12), so called because of its
resemblance to a house. The customers’ needs are the inputs to the matrix, and the outputs help to set
competitive targets and determine the priority action issues for improving customer satisfaction based on
their requirements (Day, 1993). The house of quality comprises six main sections, as shown in Table 7.3.

The product characteristics or processes are the technical counterparts that must be deployed to meet
customer requirements. These technical counterparts are often related, and their interactions are shown
using symbols as shown in Fig. 7.12. The relationship matrix is the main matrix of the house. It shows
the relationship between the customer requirements and the technical counterparts. Symbols as shown
in the figure are also used to indicate the strength of their relationships. The customer requirements are
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TABLE 7.3 Main Sections of House of Quality

Section Description
1 Customer requirements for the product
2 Ranking and rating of customer requirements
3 Product characteristics or processes (technical counterparts)
4 Relationship matrix between customer and technical counterparts
5 Correlation matrix showing technical interactions — this forms the roof of the house
6 Technical rankings and ratings

ranked to give their importance values. It is usual to denote their importance on a 5-point scale (where
5 represents the highest importance). Alternatively, the analytical hierarchical approach (AHP) referred
to in the earlier section on value engineering can be used to rank their importance (Akao, 1990). This
section of the house of quality also comprises the competitive evaluation of competitors to highlight
their strengths and weaknesses to meet their customer needs.

If a numerical score is given to the relationship matrix, the technical rankings (or process importance
weights) can be derived as shown in Fig. 7.13 for the case of improving the quality of mold assembly
operation in an on-site precast yard. The rankings show the importance of the internal processes in
achieving the quality of the finished mold for the casting crew, an internal customer of the whole precast
operation. The house of quality can be modified by incorporating an improvement ratio as shown in
Fig. 7.14 for the same example, which is the ratio of the planned level and current rating of the customer
requirement. The technical rankings obtained in this way would have taken into consideration the current
deficiencies in the technical counterparts in meeting the customer requirement.

Implementation
Developing a Quality System

The quality system is an essential aspect of the concept of quality management. The development process
is not merely a compilation of forms and documents of procedures and organization, and the amount
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of effort required cannot be underestimated. It is not the work of an individual appointed from within
the organization, in addition to their other duties, as is frequently done. The process can become too
long drawn, with the accompanying consequence of loss of impetus or of even having the whole process
stalled. Otherwise, there may be a compromise on the depth of coverage, resulting in an ineffective system.

It is insufficient to develop the system. Full implementation, as shown in Fig. 7.15, begins with the
analysis phase, which is essentially a critical review of the company in terms of its existing organization
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and procedures. After development, the system has to be tested before it can be implemented, and auditing
is required to maintain the system. Of these phases, the analysis is perhaps most crucial in determining
the success of the quality system. Typically, the analysis will reveal deficiencies in the present organization
that need to be redressed, such as procedures being ignored or modified for a variety of reasons and
contradictory and outdated procedures. Information is gathered through a combination of interviews,
questionnaires, review of existing forms and documents, and observation. Effective control can be
formulated only if there is sufficient depth in the analysis.

Successful implementation also entails a balance of the need for knowledge of quality management
and an understanding of the organization and processes. The use of QA consultants fulfills the first
requirement but falls short of the need for company knowledge. A QA manager appointed from within
the company’s management should lead the implementation, and a combination of self-analysis by
departments and by external QA consultants should provide the advantages of expertise and company
knowledge to ensure success.

Developing a Quality Culture

The other aspect of successful implementation is developing a quality culture in which everyone is
encouraged to be concerned with delivering quality in his or her own work. Instead of merely adopting
the quality system as the way things should be done, the quality system will have to become the way
things are actually done. Because it requires things to be done differently, a clear and strong commitment
from senior management is not an option. Though it starts from the top, this quality culture must be
communicated to the worker level.

One way of developing this, is to set up a quality council, which is essentially an executive or steering
committee dedicated to maintaining the organization’s focus on quality management. It also provides
the mechanism for selecting quality improvement projects for developing, forming, and assisting the
quality teams, and following up on their implementation. Without such a structure, good improvement
ideas suggested by workers, which goes beyond a single department, are usually not followed through
because of the lack of authority. Typically, the council is headed by a senior VP of the organization.

Another necessary change is realizing employee participation because such quality initiatives may
require the workers to change the way things are done. They must believe that the improvement is good
and must also be motivated to put in their best (and thus quality) in their tasks, with the attitude of



doing things right the first time. Along with this is the concept of employee empowerment. Empowerment
has been defined as the method by which employees are encouraged to “take personal responsibility for
improving the way they do their jobs and contribute to the organisation goals” (Clutterbuck, 1994).
Clutterbuck also suggested some techniques for empowerment. They relate to expanding employees’
knowledge-base and scope of discretion, involving them in policy making, and providing opportunities
to change systems that can affect procedures across functional lines and departments. Employee empow-
erment is an important key to continuous improvement because they are most involved in line operations
and would be most familiar with problems. Quality circles (Lillrank and Kano, 1989) center on the line
workers whose day-to-day observation of the process is crucial to continuous improvement.

7.5 Conclusions

Three concepts for value improvement have been presented together with their methodologies and
implementation. There are overlaps in their objectives, but their approaches are distinct. Nevertheless,
to achieve any significant success, the implementation of any of these concepts must be strongly supported
by senior management of the organization and communicated through the organization. Moreover, they
cannot be practiced on an ad-hoc basis. A corporate program with clear policies has to be developed,
wherein employee activities are integrated into the other activities of the organization. It has been
demonstrated that the application of these concepts will lead to great benefits to the organization, such
as reduced costs, increased value, better designs, improved performance, and enhanced quality.

Before concluding this chapter, there should be a brief mention of lean construction, which is an
emerging concept also focused on value improvement. The concepts of lean construction are applicable
to design and field operations and are based on the new production philosophy in manufacturing that
has been called by various terms, such as lean production, just-in-time (JIT), and world class manufac-
turing. It is believed that just as the new production philosophy has made significant impact on produc-
tion effectiveness and has led to dramatic changes in production management in manufacturing, lean
construction can have similar effects in the construction industry.

The new production philosophy originated from plant floor developments initiated by Ohno and
Shingo at the Toyota car factories in Japan in the 1950s, but only analyzed and explained in detail in the
1980s. It was only in 1992 that the possibility of applying this new production philosophy in construction
was mooted and put into a report (Koskela, 1992). Since then, the application of this philosophy in
construction has been termed lean construction. Many of the concepts are still in their germination
stages, but they are generally based on adopting a flow production view of construction instead of the
traditional activities perspective. By focusing on the flow of production, the nonvalue activities can be
identified and minimized, while the value adding activities can be enhanced (Koskela, 1992). One key
concept is improving work plan reliability, or conversely reduced variability, through production shielding
using the Last Planner system (Ballard and Howell, 1998). The Integrated Production Scheduler (IPS)
(Chua and Shen, 2002) is an Internet-enabled system for collaborative scheduling that implements the
Last Planner concept and identifies key constraints in the work plan. Some other related principles for
flow process design and improvement include reduce cycle times, increase process transparency, and task
simplification. The implementation of lean construction will also require a re-look at the relationships
to be cultivated between the main contractor and their suppliers and subcontractors.
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forefathers were immeasurably vast. So vast, in fact, that they appeared to be of infinite propor-

tions, and their use and consumption were taken for granted. However, as the population grew,
it became clear that these resources, particularly a clean and abundant water supply, were not infinite and,
in some cases, not even available. A case in point is the water supply problem that confronted New York
almost from its inception. A visitor to New York in 1748 declared, “There is no good water to be met
within the town itself” [Koeppel, 1994]. In 1774, the city authorized a water system, but it was not until
1841, when the Croton Aqueduct was completed, that New Yorkers could experience cool, clean water for

D URING THE EVOLUTION OF THE U.S., the water, air, and land resources available to our
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FIGURE II.1 Thomas Crapper invented many improvements to indoor flush toilets.

drinking, bath, and fire fighting. They could even dream about the luxury of indoor plumbing. Four years
prior to 1841, a son was born to a humble British family in the Yorkshire town of Thorne, who was to
make a major contribution regarding the handling of human waste products. The child’s name was Thomas
Crapper. Figure II.1 shows an advertisement for Thomas Crapper & Company. Crapper was an entrepre-
neurial sanitary engineer and the inventor of many improvements to indoor flush toilets [Rayburn, 1989].
By 1840, there were only 83 public water supplies in the U.S., but the demand was growing, and by
1870, there were 243 [Fuhrman, 1984]. With these burgeoning public water supplies came the need to
consider the disposal of the “used” water. In Europe during the Middle Ages, people simply threw their
excreta out the window, as the woodcut in Fig. I1.2 demonstrates [Rayburn, 1989]. Word has it that some
sport was involved in this process involving the passersby in the street below [Alleman, 1994].
Recognition at about this time that water supplies, disease, and disposal of human waste were inter-
connected led to the requirement that used water and excrement be discharged to sewers. In 1850, a
member of the Sanitary Commission of Massachusetts, Lemuel Shattuck, reported the relationship between
water supply, sewers, and health. He recommended the formation of a State Board of Health, which would
include a civil engineer, a chemist or physicist, two physicians, and two others. During this time, a French
chemist by the name of Louis Pasteur was initiating research that was to found the field of bacteriology



FIGURE II.2 “Sanitation” in the Middle Ages. (From an old woodcut.)

and connect bacteria with disease. In addition, Pasteur was to demonstrate the benefits of utilizing bacteria
in industrial processes. The use of bacteria to stabilize municipal waste was coming to the fore.

In 1887, the Massachusetts State Board of Health established an experiment station at Lawrence for
investigating water treatment and water pollution control. This station was similar to others that had
been established in England and Germany and was the forerunner of eight others established throughout
the U.S. Topics investigated were primary wastewater treatment, secondary treatment via trickling filters,
and activated sludge.

As the population of the U.S. continues to grow, greater demand is being placed on our natural
resources. What were once adequate treatment and disposal methods now require far greater levels of
cleanup before waste is discharged to water courses, the atmosphere, or onto the land. In essence, water,
air, and land are no longer free economic goods, as has been assumed for so many years. The cost of
using water, air, and land resources is the cleanup cost prior to their return to the environment. This
section will deal with those broader topics in water treatment, wastewater treatment, air pollution,
landfills, and incineration.
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8.1 Standards

Waterworks, water distribution systems, sewerage, and sewage treatment works are an integrated system.
The primary purpose of this system is to protect the public health and to prevent nuisances. This is
achieved as follows:

+ Waterworks produce potable waters that are free of pathogens and poisons.

+ Water distribution systems prevent the posttreatment contamination of potable water while storing
it and delivering it to users upon demand.

+ Sewerage systems efficiently and safely collect contaminated used water, thereby preventing disease
transmission and nuisance, and transmit it to sewage treatment works without loss or contami-
nation of the surrounding environment.

+ Sewage treatment works remove contaminants from the used water prior to its return to its source,
thereby preventing contamination of the source and nuisance.

Overall, this system has been successful in controlling waterborne disease, and such disease is now rare
in modern industrial economies.

The secondary purpose of sewage treatment is to preserve wildlife and to maintain an ambient water
quality sufficient to permit recreational, industrial, and agricultural uses.

Water Treatment

Potable water quality in the U.S. is regulated by the U.S. EPA under authority of the “Safe Drinking Water
Act” of 1974 (PL 93-523) and its amendments. The Act applies to any piped water supply that has at
least 15 connections or that regularly serves at least 25 people. The U.S. EPA delegates day-to-day
administration of the Act to the states. The fundamental obligations of the U.S. EPA are to establish
primary regulations for the protection of the public health; establish secondary regulations relating to




taste, odor, color, and appearance of drinking water; protect underground drinking water supplies; and
assist the states via technical assistance, personnel training, and money grants. Regulations include criteria
for water composition, treatment technologies, system management, and statistical and chemical ana-
lytical techniques.

Maximum Contaminant Limits

The U.S. EPA has established maximum contaminant limits (MCL), which are legally enforceable standards
of quality, and maximum contaminant limit goals (MCLG), which are nonenforceable health-based targets.
The MCL are summarized in Table 8.1. For comparative purposes, the earlier standards of the U.S. Public
Health Service and the standards of the World Health Organization (WHO) are included.

The standards apply at the consumer’s tap, not at the treatment plant or at any point in the distribution
system.

It should be noted that the bacterial limits are no longer given as most probable numbers (MPN) or as
membrane filter counts (MFC), but rather as the fraction of 100 mL samples that test positive in any month.

The limits on lead and copper are thresholds that require implementation of specific treatment
processes to inhibit corrosion and scale dissolution.

Some substances are not yet subject to regulation, but in the interim, they must be monitored. Some
substances must be monitored by all facilities; others must be monitored only if monitoring is warranted
in the judgment of the state authority.

Violations of Drinking Water Regulations

Water supply systems must notify the people they serve whenever:

+ A violation of a National Primary Drinking Water Regulation or monitoring requirement occurs
+ Variances or exemptions are in effect
+ Noncompliance with any schedule associated with a variance or exemption occurs

If the violation involves an MCL, a prescribed treatment technique or a variance/exemption schedule,
a notice must be published in the local newspapers within 14 days. If there are no local newspapers, the
notice must be given by hand delivery or posting. In any case, notification by mail or hand delivery must
occur within 45 days, and notification must be repeated quarterly as long as the problem persists.

Notification must be made by television and radio within 72 h if any of the following occur: (1) the
violation incurs a severe risk to human health as specified by a state agency, (2) the MCL for nitrate is
violated, (3) the MCL for total coliform when fecal coliform or Escherichia coli are known to be present
is violated, or (4) if there is an outbreak of waterborne disease in an unfiltered supply,.

Wastewater Treatment

Wastewater discharges are regulated under the Federal Water Pollution Control Act of 1972 (PL 92-500),
as amended.

Stream Standards

Terms like “pollution” and “contamination” require quantitative definition before abatement programs
can be undertaken. Quantification permits engineering and economic analysis of projects. In the U.S.,
water bodies are first classified as to suitability for “beneficial uses.” Possible uses include:

+ Wildlife preservation — warm water habitats, exceptional warm water habitats, cold water habitats

+ Historic and/or scenic preservation

+ Recreation — primary or contact recreation (i.e., swimming) and secondary or noncontact rec-
reation (e.g., boating)

+ Fisheries — commercial and sport

+ Agricultural usage — crop irrigation and stock watering

+ Industrial usage — process water, steam generation, cooling water

+ Navigation



TABLE 8.1 Maximum Contaminant Concentrations Allowable in Drinking Water (Action Levels)

Authority
Parameter U.S. PHS? U.S. EPAP< WHO"
Pathogens and Parasites
Total coliform bacteria 1 <5% positive samples in a set 0
(no./100mL) of = 40 per month, or <1
sample positive in a set of
<40 per month
Inorganic Poisons (mg/L)
Antimony — 0.006 —
Arsenic 0.05 0.05 0.05
(Interim)
Asbestos — 7 —
(Million fibers > 10 uM per liter)
Barium 1 2 —
Beryllium — 0.004 —
Cadmium 0.01 0.005 0.005
Chromium (Total) 0.05 0.1 0.05
Copper — 1.3 —
90 percentile action level,
requires corrosion control
Cyanide 0.2 0.2 0.1
Fluoride See nuisances 4 —
Lead 0.05 0.015 0.05
90t percentile action level,
requires corrosion control
Mercury (inorganic) — 0.002 0.001
Nickel — 0.1 —
Nitrate (as N) 10 10 10
Nitrite (as N) — 1 —
Nitrate plus nitrite (as N) — 10 —
Selenium 0.01 0.05 0.01
Sulfate — Deferred —
(400 to 5007)
Thallium — 0.002 —
Organic Poisons (ug/L, Except as Noted)
Acrylamide — Use in treatment, storage, —
and distribution; restricted
Alachor — 2 —
Aldicarb — 3 —
Aldicarb sulfoxide — 4 —
Aldicarb Sulfone — 3 —
Aldrin and Dieldrin — — 0.03
Atrazine — 3 —
Benzene — 5 10
Benzo[a]pyrene — 0.2 0.01
Bromobenzene — Monitor —
Bromochloromethane — Monitor if ordered —
Bromodichloromethane — Monitor —
Bromoform — Monitor —
Bromomethane — Monitor —

n-Butylbenzene
sec-Butylbenzene
tert-Butylbenzene
Carbofuran

Carbon chloroform extract

Monitor if ordered
Monitor if ordered
Monitor if ordered
40



TABLE 8.1 (continued) Maximum Contaminant Concentrations Allowable in Drinking Water (Action Levels)

Authority

Parameter U.S. PHS? U.S. EPAP< WHO"
Carbon tetrachloride — 5 —
Chlordane — 2 0.3
Chlorobenzene — 100
Chlorodibromomethane — Monitor —
Chloroethane — Monitor —
Chloroform — Monitor 30
Chloromethane — Monitor —
m-Chlorotoluene — Monitor —
p-Chlorotoluene — Monitor —
2,4-D — 70 100
Dalapon — 200 —
DDT — — 1
1,2-Dibromo-3-chloropropane (DBCP) — 0.2 —
Dibromomethane — Monitor —
m-Dichlorobenzene — Monitor —
o-Dichlorobenzene — 600 —
p-Dichlorobenzene — 75 —
Dichlorodifluoromethane — Monitor if ordered —
1,1-Dichloroethane —_ Monitor —_
1,2-Dichloroethane — 5 10
1,1-Dichloroethylene — 7 0.3
cis-1,2-Dichloroethylene — 70 —
trans-1,2-Dichloroethylene — 100 —
Dichloromethane — 5 —
1,2-Dichloropropane — 5 —
1,3-Dichloropropane — Monitor —
2,2-Dichloropropane — Monitor —
1,1-Dichloropropene — Monitor —
1,3-Dichloropropene — Monitor —
Di(2-ethylhexyl)adipate — 400 —
Di(2-ethylhexyl)phthalate — 6 —
Dinoseb — 7 —
Dioxin (2,3,7,8-TCDD) — 30 x 107 —
Diquat — 20 —
Endothall — 100 —
Endrin — 2 —
Epichlorhydrin — Use in treatment, storage, —

and distribution; restricted
Ethylbenzene — 700 —
Ethylene dibromide (EDB) —_ 0.05 —_
Fluorotrichloromethane — Monitor if ordered —
Glyphosate (aka Rodeo™ and Roundup™) — 700 —
Heptachlor — 0.4 0.1
Heptachlor epoxide — 0.2 —
Hexachlorobenzene — 1 0.01
Hexachlorobutadiene — Monitor if ordered —
Hexachlorocyclopentadiene (HEX) — 50 —
Isopropylbenzene — Monitor if ordered —
p-Isopropyltolulene — Monitor if ordered —
Lindane — 0.2 3
Methoxychlor — 40 30
Naphthalene — Monitor if ordered —
Oxamyl (Vydate) — 200 —
Pentachlorophenol — 1 10
PCB (polychlorinate biphenyl) — 0.5 —
Picloram — 500 —



TABLE 8.1 (continued) Maximum Contaminant Concentrations Allowable in Drinking Water (Action Levels)

Authority

Parameter U.S. PHS? U.S. EPAP< WHO"
n-Propylbenzene — Monitor if ordered —
Silvex (2,4,5-TP) — 50 —
Simazine — 4 —
Styrene — 100 —
2,3,7,8-TCDD (Dioxin) — 30 X10°° —
1,1,1,2-Tetrachloroethane — Monitor —
1,1,2,2-Tetrachloroethane — Monitor —
Tetrachloroethylene — 5 —
Toluene — 1000 —
Toxaphene — 3 —
1,2,3-Trichlorobenzene — Monitor if ordered —
1,2,4-Trichlorobenzene — 70 —
1,1,1-Trichloroethane —_ 200 —_
1,1,2-Trichloroethane — 5 —
Trichloroethylene — 5 —
1,2,3-Trichloropropane —_ Monitor —_
2,4,6-Trichlorophenol — — 10
Trihalomethanes (Total) — 100 —
2,4-Trimethylbenzene — Monitor if ordered —
1,3,5-Trimethylbenzene — Monitor if ordered —
Vinyl chloride — 2 —
Xylene (Total) —_ 10,000 —_
m-Xylene — Monitor —
0-Xylene — Monitor —
p-Xylene — Monitor —

Radioactivity (pCi/L, except as noted)

Gross alpha (excl. Ra, u) — 15 2.7
Gross beta 1000 — 27

Gross beta/photon (mrem/yr) — 4 —
Radium-226 10 —
Radium-226 and 228 — 5 —
Radon-222 — 300 —
Strontium-90 3 — —
Uranium (mg/L) — .03 —

Nuisances (mg/L, except as noted)

Alkyl benzene sulfonate 0.5 — —
Aluminum — — 0.2
Chloride 250 250 250
Color (Pt-Co Units) 15 15 15
Copper 1 See above 1
Corrosivity (Langelier Index) — —¢ —
Fluoride 0.8-1.7 See above —

Depending on
air temperature

Hardness (as CaCO,) — — 500
Hydrogen sulfide — — —f
Iron 0.3 0.3 0.3
Manganese 0.05 0.05 0.1
Methylene blue active substances — 0.5 —
Odor (threshold odor no.) 3 3 —
pH — 6.5/8.5 6.5/8.5
Phenol (ug/L) 1 — —
Silver 0.05 0.05 —

Sodium — — 200



TABLE 8.1 (continued) Maximum Contaminant Concentrations Allowable in Drinking Water (Action Levels)

Authority
Parameter U.S. PHS? U.S. EPAbc WHO¢
Sulfate 250 500 400
Taste _ _ _ g
Total dissolved solids 500 500 1000
Turbidity (nephelometric units) 5 All samples = <5; 5
95% of samples < 0.5
Zinc 5 5 5

Disinfectants and Disinfection Byproducts (mg/L)

Chlorine — 4. —
Chloramines 4. —
Chlorine dioxide — 0.8 —
Total trihalomethanes — 0.080 —
Haloacetic acids — 0.060 —
Chlorite — 1.0 —
Bromate — 0.010 —
Total organic carbon — Treatment —

@ Hopkins, O. C. 1962. Public Health Service Drinking Water Standards 1962. U.S. Department of Health Education,
and Welfare, Public Health Service, Washington, DC.

b Pontius, E. W. 1990. “Complying with the New Drinking Water Quality Regulations,” Journal of the American Water
Works Association, 82(2): 32.

¢ Auerbach, J. 1994. “Cost and Benefits of Current SDWA Regulations,” Journal of the American Water Works Association,
86(2): 69.

4 Anonymous. 1984. Guidelines For Drinking Water Quality: Volume 1. Recommendations. World Health Organization,
Geneva, Switzerland.

¢ To be monitored and reported to appropriate agency and/or public.

f Not detectable by consumer.

¢ Not offensive for most consumers.

+ Hydropower
+ Public water supply source (which assumes treatment prior to use)

Once a water body has been classified, the water volume and composition needed to sustain that usage
can be specified. Such a specification is called a “stream standard.” A water body is contaminated if any
one of the various volume and composition specifications is violated. Stream standards are revised every
3 years. Standards are issued by state agencies subject to review and approval by the U.S. EPA. Commonly
recommended standards for various beneficial uses are given in Tables 8.2 through 8.6.

Rules-of-Thumb for Rivers
The determination of whether a particular discharge will cause a stream standard violation is difficult,
particularly when the contaminants undergo physical, chemical, or biological transformations and when
competing processes like biochemical oxygen demand (BOD) decay and reaeration occur. There are,
however, a few rules-of-thumb that are useful guides to permit specification. The rules-of-thumb restrict
BOD; and settleable solids, which adversely affect stream dissolved oxygen levels and ammonia, which
is toxic to many fish.

Fuller (1912) reviewed several field studies conducted in France, Massachusetts, and Ohio on the effect
of sewage discharges on rivers and reached the following conclusions:

+ The sewage should be settled and skimmed to remove settleable and floatable material.
+ The flow in the receiving stream should be at least 4 to 7 cfs per 1000 cap.
Fuller’s recommendations result in an increase of 3 to 5 mg/L in the stream BOD;. The requirement

for sedimentation is especially important, because settleable solids have a disproportionate impact on
stream oxygen values. Flotsam should be removed to avoid nuisance.



TABLE 8.2 Maximum Contaminant Concentrations Allowable
in Sources of Public Water Supplies

Authority
Parameters FWPCA® U.S. EPAP CEC¢

Pathogens and Parasites (no./100mL)

Total coliform bacteria 10,000 — 5000
Fecal coliform bacteria 2000 — 2000
Fecal streptococci — — 1000
Salmonella — — —d

Inorganic Poisons (mg/L)

Arsenic 0.05 0.05 0.05
Barium 1 1 1
Boron 1 — 1
Cadmium 0.01 0.01 0.005
Chromium 0.05 0.05 0.05
Cyanide 0.2 — 0.05
Fluoride 0.8-1.7 — 0.7/1.7
Lead 0.05 0.05 0.05
Mercury — 0.002 0.001
Nitrate (as N) 10 10 11.3
Selenium 0.01 0.01 0.01
Silver 0.05 0.05 —

Organic Poisons (pg/L)

Aldrin and Dieldrin 34 —¢ —
Chlordane 3 — —
Chloroform extract — — 200
2,4-D (see herbicides) — 100 —
DDT 42 — —
Endrin 1 0.2 —
Ether-soluble hydrocarbons — — 200
Heptachlor 18 — —
Heptachlor epoxide 18 — —
Herbicides (total) 100 — —
Lindane 56 4 —
Methoxychlor 35 100 —
Organophosphates and carbamates 100 — —
Pesticides — — 2.5
Polycyclic aromatic hydrocarbons — — 0.2
Silvex (see herbicides) — 10 —
Toxaphene — 5 —

Radioactivity (pCi/L)

Gross beta 1000 — —
Radium-226 3 _ _
Strontium-90 10 — —

Nuisances (mg/L, except as noted)

Aesthetic qualities — —f —
Ammonia (as NH,*) 0.64 — 1.5
Biochemical oxygen demand — — 5
Chloride 250 — 200
Color (Pt-Co units) 75 75 100
Conductivity (us/L) — — 1000
Copper 1 1 0.05

Dissolved oxygen >4, — >50.%sat



TABLE 8.2 (continued) Maximum Contaminant Concentrations Allowable
in Sources of Public Water Supplies

Authority
Parameters FWPCA® U.S. EPA® CECs
Iron 0.3 0.3 2
Manganese 0.05 0.05 0.1
Methylene blue active substances 0.5 — 0.2
QOdor (threshold odor no.) —8 — 10
Oil and grease —h —h —
pH (pH units) 6-8.5 5-9 5.5-9
Phenol 0.001 0.001 0.005
Phosphate (as P,05) — — 0.7
Sulfate 250 — 250
Tainting substances — —i —
Temperature ("C) 30 — 25
Total dissolved solids 500 250 —
Total Kjeldahl nitrogen — — 2
Uranyl ion (as UO,*) 5 —
Zinc 5 5 5

@ Ray, H. C,, etal. 1968. Water Quality Criteria, Report of the National Technical
Advisory Committee to the Secretary of the Interior. U.S. Department of the Inte-
rior, Federal Water Pollution Control Administration.

> Anonymous. 1976. Quality Criteria for Water. U.S. Environmental Protection
Agency, Office of Water Planning and Standards, Criteria and Standards Division,
Criteria Branch, Washington, DC.

¢ Council of the European Communities. 1975. Council Directive of 16 June 1975.
4" Absent in 1000 mL.

¢ Human exposure to be minimized.

f To be free from substances attributable to wastewaters or other discharges that
(1) settle to form objectionable deposits; (2) float as debris, scum, oil, or other
matter to form nuisances; (3) produce objectionable color, odor, taste, or turbidity;
(4) injure or are toxic or produce adverse physiological response in humans, animals,
or plants; and (5) produce undesirable or nuisance aquatic life.

& Not objectionable.

b Virtually free.

I Substances should not be present in concentrations that produce undesirable
flavors in the edible portions of aquatic organisms.

In 1913, the Royal Commission on Sewage Disposal published its studies on the development of the
biochemical oxygen demand test procedure and its applications. The Commission concluded that the
BOD; of rivers should be held to less than 4 mg/L. This recommendation is supported by the work of
Sladacek and Tucek (1975), who concluded that a BOD; of 4 mg/L produced a stream condition called
“beta-mesosaprobic” (Kolkwitz and Marrson, 1908, 1909; Fjerdingstad, 1962), in which the stream
benthos contains predominately clean water flora and fauna.

The unprotonated ammonia molecule, NH;, is toxic to fish at concentrations about 0.02 mg NH,/L
(Anon., 1976). Ammonia reacts with water to form the ammonium ion, NH}, which is the predominant
form in most natural waters:

NH, +H,0 = NH; + OH" (8.1)
The equilibrium constant for this reaction is called the “base ionization constant” and is defined as follows:

_ [N ] [on]
S LEY

3

K (8.2)



TABLE 8.3 Maximum Contaminant Concentrations Allowable in
Recreational Waters

Authority
Parameter FWPCA? CECP
Aesthetics — —d
General recreational use
Fecal coliform bacteria (no./100mL) 2000 —
Miscellaneous — —
Primary contact recreation
Total coliform bacteria (no./100mL) — 10,000
Fecal coliform bacteria (no./100mL) 200 2000
Fecal streptococci (no./100mL) — 100
Salmonella (no./1L) — 0
Enteroviruses (PFU/10L) — 0
pH (pH units) 6.5-8.3 6/9
Temperature (C) 30 —
Clarity (Secchi disc, ft) 4 3.28
Color (Pt-Co units) — —f
Dissolved oxygen (% sat.) — 80-120
Mineral oils (mg/L) — 0.3
Methylene blue active substances — 0.3
(mg/L)
Phenols (mg/L) — 0005
Miscellaneous — —8

@ Ray, H. C,, et al. 1968. Water Quality Criteria, Report of the National
Technical Advisory Committee to the Secretary of the Interior. U.S.
Department of the Interior, Federal Water Pollution Control Adminis-
tration.

> Council of the European Communities. 1975. Council Directive of
16 June 1975.

¢ All surface waters should be capable of supporting life forms of aes-
thetic value. Surface waters should be free of substances attributable to
discharges or wastes as follows: (1) materials that will settle to form
objectionable deposits; (2) floating debris, oil, scum, and other matter;
(3) substances producing objectionable color, odor, taste, or turbidity;
(4) materials, including radionuclides, in concentrations or in combi-
nations that are toxic or that produce undesirable physiological
responses in human, fish, and other animal life and plants; (5)substances
and conditions or combinations thereof in concentrations that produce
undesirable aquatic life.

4 Tarry residues and floating materials such as wood, plastic articles,
bottles, containers of glass, rubber, or any other substance and waste or
splinters shall be absent.

¢ Surface waters, with specific and limited exceptions, should be of such
quality as to provide for the enjoyment of recreational activities based
on the utilization of fishes, waterfowl, and other forms of life without
reference to official designation of use. Species suitable for harvest by
recreational users should be fit for human consumption.

f No abnormal change.

¢ If the quality of the water has deteriorated or if their presence is
suspected, competent authorities shall determine the concentrations of
pesticides, heavy metals, cyanides, nitrates, and phosphates. If the water
shows a tendency toward eutrophication, competent authorities shall
check for ammonia and total Kjeldahl nitrogen.



It is also possible to write what is called an “acid ionization constant”

H*|-|NH
] =7[ ] [ 3] (8.3)
[N ]
This corresponds to the reaction,
NH' = NH, +H" (8.4)
The ionization product of water relates the two constants:
K,K,=[H"]-[on]=K, (8.5)
The molar fraction of the total ammonia concentration that is unprotonated ammonia is,
[NH ] 1 1
f= 3 - = (8.6)
[NH, |+[NH;] - ] K
K, [OH ]
Consequently, a rule-of-thumb estimate of the allowable total ammonia concentration is,
0.02 mg NH., /L H
mg NH, /L _ 1+[ ] % 0.02 mg NH, /L (8.7)

f K,

Values of the total ammonia concentration that correspond to an unprotonated ammonia concentration
of 0.02 mg/L are given in Table 8.7. These differ slightly from the values given by Thurston et al. (1974)
because of rounding and differences in values of the acid ionization constants employed.

Rules-of-Thumb for Lakes

The most common problem in lakes is eutrophication (the overfertilization of a lacustrine ecosystem).
Extreme cases of eutrophication lead to toxic algal blooms in the epilimnion and anoxia in the hypolim-
nion, and even mild cases lead to taste and odor problems and nuisance algal scums.

The potential for eutrophication can be judged by use of Vollenweider (1970) diagrams. These are
shown in Figs. 8.1 (for phosphorus) and 8.2 (for nitrogen). In each figure, the logarithm of the annual
nutrient load per unit area is plotted against the mean depth of the lake, and each lake is judged to be
eutrophic or oligotrophic based on the observed epilimnetic algal concentration and the hypolimnetic
oxygen concentration. When the plotted points are labeled as to their lakes’ trophic status, they form
distinct groups as shown. The indicated boundary lines are:

For phosphorus (Fig. 8.1):
oligotrophic: J, <0.025H" (8.8)

eutrophic: 20. ’ .
hi J, 20.05H* (8.9)

For nitrogen (Fig. 8.2):
oligotrophic: J S0.4H (8.10)

eutrophic: J 20.8H" (8.11)



TABLE 8.4 Maximum Contaminant Concentrations Allowable
in Aquatic Habitats®

Habitat

Parameter Freshwater Marine

Inorganic Poisons (mg/L, except as noted)

Alkalinity (as CaCO,) 220 —
Ammonia (un-ionized) 0.02 —
Beryllium — —
Hard water 1.1 —
Soft water 0.011 —
Cadmium — 5
Hard water 0.0012-0.012 —
Soft water 0.0004-0.004 —
Chlorine (total residual) 0.01 0.01
Salmonid fish 0.002 0.002
Chromium 0.1 —
Copper (X 96-h LC,) 0.1 0.1
Cyanide 0.005 0.005
Dissolved oxygen >5 —
Hydrogen sulfide (undissociated) 0.002 0.002
Iron 1 —
Lead (times the 96-h LC;,) 0.01 —
Mercury (ug/L) 0.05 0.1
Nickel (times the 96-h LC;) 0.01 0.01
pH (pH units) 6.5/9 6.5/8.5
Phosphorus (elemental, pg/L as P) — 0.1
Selenium (times the 96-h LC;) 0.01 0.01
Silver (times the 96-h LC;) 0.01 0.01
Total dissolved gases (% sat) 110 110

Organic Poisons (ug/L, except as noted)

Aldrin and Dieldrin 0.003 0.003
Chlordane 0.01 0.004
DDT 0.001 0.001
Demeton 0.1 0.1

Endosulfan 0.003 0.001
Endrin 0.004 0.004
Guthion 0.01 0.01

Heptachlor 0.001 0.001
Lindane 0.01 0.004
Malathion 0.1 0.1

Methoxychlor 0.03 0.03
Mirex 0.001 0.001
Oil and grease (times the 96-h LC;)® 0.01 0.01

Parathion 0.04 0.04
Phthalate esters 3 —

Polychlorinated biphenyls 0.001 0.001
Toxaphene 0.005 0.005

Miscellaneous (mg/L, except as noted)

Temperature increase (‘C) —c 1
Total phosphate (as P) 0.025 —
Turbidity —d —

@ Anonymous. 1976. Quality Criteria for Water. U.S. Environmental
Protection Agency, Office of Water Planning and Standards, Criteria
and Standards Division, Criteria Branch, Washington, DC.



TABLE 8.4 (continued) Maximum Contaminant
Concentrations Allowable in Aquatic Habitats?

b TLevels of oils or petrochemicals in the sediments that cause delete-
rious effects to the biota should not be allowed, and surface waters
should be virtually free from floating nonpetroleum oils of vegetable
or animal origin, as well as petroleum-derived oils.

¢ In cooler months, maximum plume temperatures must be such that
important species will not die if the plume temperature falls to the
ambient water temperature. In warmer months, the maximum plume
temperature may not exceed the optimum temperature of the most
sensitive species by more than one-third of the difference between that
species’ optimum and ultimate upper incipient lethal temperatures.
During reproductive seasons, the plume temperature must permit
migration, spawning, egg incubation, fry rearing, and other reproduc-
tive functions of important species.

4" The compensation point for photosynthesis may not be reduced by
more than 10% of the seasonally adjusted norm.

where H = the mean depth of the lake (m)
Jy = the annual nitrogen load per unit area of lake surface (g N/m? yr)
J» = the annual phosphorus load per unit area of lake surface (g P/m? yr)

Total Daily Mass Load

The total daily mass load (TDML) is the total amount of a specific contaminant that can be discharged
by all point and nonpoint sources to a specified receiving water without violating its water quality
standards. It must include an allowance for uncertainty. Once the TDML is established for the whole
receiving water, it (less the uncertainty allowance) may be allocated to individual point and nonpoint
sources.

Nondegradation

The water quality act of 1972 includes a nondegradation provision. This means that there should be no
measurable increase in contaminant levels, which as a practical matter, means that no contaminant
concentration may be increased by more than 10%.

Effluent Standards

Because of the difficulty in assigning legal responsibility for stream standard violations when more than
one discharge occurs, it is administratively easier to impose something called an “effluent standard.” Each
discharger is required to obtain a “National Pollutant Discharge Elimination System (NPDES)” permit
from the competent state authority. The permit specifies the location, times, volume, and composition
of the permitted discharge. The permit specifications are set by the state agency so as to prevent any
violation of stream standards. However, any violation of a permit condition is prosecutable regardless of
the impact on stream conditions.

Permit conditions for conservative contaminants, for poisons, for the traditional rules-of-thumb, and
for antidegradation conditons are easily established by calculating a steady-state mass balance on the
receiving stream at the point where the outfall meets it:

Qi Cor =Qy -Co +(Q +Q, )-C, (8.12)

where  C, = the stream standard for the most stringent beneficial use, generally a 1-day, 4-day, or 7-
day average (kg/m?)
Cor = the flow-weighted (flow-composited) contaminant concentration in the river upstream of
the outfall (kg/m?)
Cow = the flow-weighted (flow-composited) contaminant concentration in the wastewater
(kg/m?)



TABLE 8.5 Maximum Contaminant Concentrations
Allowable in Irrigation Water?

Parameter Concentration

Pathogens and Parasites (no./100mL)

Total coliform bacteria 5000
Fecal coliform bacteria 1000

Inorganic Poisons (mg/L, except as noted)

Aluminum 10
Arsenic 10
Beryllium 0.5
Boron 0.75
Cadmium 0.005
Chloride (megq/L) 20
Chromium 5.
Cobalt 0.2
Copper 0.2
Electrical conductivity (mmhos/cm) 1.5-18
Lead 5
Lithium 5
Manganese 2
Molybdenum 0.005
Nickel 0.5
pH (pH units) 4.5-90
Selenium 0.05
Vanadium 10
Zinc 5.

Herbicides (mg/L vs. corn)

Acrolein 60
Amitrol-T >3.5
Dalapon <0.35
Dichlobenil >10
Dimethylamines >25
Diquat 125
Endothall 25
Fenac 10
Pichloram >10

Radionuclides (pCi/L)

Gross beta 1000
Radium-226 3
Strontium-90 10

Soil Deflocculation (units as noted)

Exchangeable sodium ratio (%) 10-15
Sodium absorption ratio [(meq/L)%3] 4-18

¢ Ray, H. C,, et al. 1968. Water Quality Criteria, Report of
the National Technical Advisory Committee to the Secre-
tary of the Interior. U.S. Department of the Interior, Fed-
eral Water Pollution Control Administration.

Qg = the time-averaged (steady state) river flow for the critical period, generally the 7-day-
average low flow with a 10-year return period (m?/s)

Q,, = the time-averaged (steady state) wastewater flow for the critical period, generally the
maximum 7-day or 30-day average wastewater flow rate (m?/s)



TABLE 8.6 Maximum Contaminant Concentrations in Surface Waters that have been
Used for Cooling Water?

Source
Freshwater Brackish
Parameter Once Through Recycle Once Through Recycle
Inorganic Substances (mg/L, except as noted)
Acidity (as CaCO3) 0 200 0 0
Alkalinity (as CaCO3) 500 500 150 150
Aluminum 3 3 — —
Bicarbonate 600 600 180 180
Calcium 500 500 1200 1200
Chloride 600 500 22,000 22,000
Hardness (as CaCO3) 850 850 7000 7000
Hydrogen sulfide — — 4 4
Iron 14 80 1 1
Manganese 2.5 10 0.02 0.02
Nitrate (as NO3) 30 30 — —
pH (pH units) 5-8.9 3-9.1 5-8.4 5-8.4
Phosphate (as PO) 4 4 5 5
Sulfate 680 680 2700 2700
Suspended solids 5000 15,000 250 250
Total dissolved solids 1000 1000 35,000 35,000
Organic Substances (mg/L)
Carbon-chloroform extract —b 100 —b 100
Chemical oxygen demand — 100 — 200
Methylene blue active substances 1.3 1.3 — 1.3
Miscellaneous (units as noted)

Color (Pt-Co units) — 1200 — —
Temperature (°F) 100 120 100 120

* Ray, H. C,, etal. 1968. Water Quality Criteria, Report of the National Technical Advisory
Committee to the Secretary of the Interior. U.S. Department of the Interior, Federal Water Pol-
lution Control Administration.

b No floating oil.

TABLE 8.7 Total Ammonia Concentrations Corresponding to 0.20 mg/L

of Unprotonated (Free) Ammonia

Temp. Receiving Water pH

(°C) 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0
0 241 76.2 24.1 7.64 2.43 0.782 0.261 0.0962  0.0441
5 160 50.7 16.0 5.09 1.62 0.527 0.180 0.0707 0.0360
10 108 34.1 10.8 3.42 1.10 0.360 0.128 0.0540  0.0308
15 73.3 23.2 7.35 2.34 0.753 0.252 0.0933  0.0432  0.0273
20 50.3 15.9 5.04 1.61 0.522 0.179 0.0702 0.0359 0.0250
25 32.8 10.4 3.30 1.06 0.348 0.124 0.0528  0.0304  0.0233
30 24.8 7.85 2.50 0.803  0.268 0.0983  0.0448  0.0278  0.0225
35 17.7 5.62 1.79 0.580  0.197 0.0760 0.0377 0.0256 0.0218
40 12.8 4.06 1.30 0.424  0.148 0.0604  0.0328  0.0240  0.0213
45 9.37 2.98 0.955 0316 0.114 0.0496  0.0294  0.0230  0.0209
50 6.94 2.21 0.712  0.239  0.0892 0.0419 0.0269 0.0222 0.0207
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The unknown in this case is the contaminant concentration in the treated effluent, C,,, and it
becomes the NPDES permit condition. Sometimes the competent regulatory agency will “reserve” some
stream assimilation capacity by using a C, value that is less than the relevant stream standard.

It should be noted that for the purpose of judging compliance with an NPDES permit, the Water
Quality Act defines the effluent load to be the product of the arithmetically averaged contaminant
concentration and the arithmetically averaged flow. This product will be larger or smaller than the true
value depending on whether concentrations and flows are positively or negatively correlated.

For nonconservative contaminants, the permit conditions must be determined via water quality
simulations using calibrated, verified models. The verification requires in situ field data that were collected
and reduced in conformance with the model variables, such as time-averaged and cross-sectionally
average concentrations, and during the appropirate drought flow. The process is time consuming and
expensive.

Many substances undergo a simple first-order decay process, and the contaminant concentration
downstream of a point source may be modeled as,

—C otk W _ i)
C(x)=Cye +kA[1 e ) (8.13)

where A = the cross-sectional area of the receiving stream (m?)
C(x) = the contaminant concentration downstream of the outfall (kg/m?)
C, = the initial contaminant concentration at the outfall (kg/m?)
k = the contaminant decay rate (per s)
u = the mean stream velocity (m/s)
W = the (uniformly) distributed load along the stream reach below the outfall (kg/m s)
x = the distance below the outfall (m)

In this case, the effluent permit for C,, (which determines C,), would be set to prevent the maximum
downstream concentration from exceeding the water quality standard. For a very long reach, this max-
imum would be W/KA.

Some substances like oxygen undergo both sink and source processes, and the models become more
elaborate. The simple Streeter-Phelps (1925) model for oxygen includes the effects of both carbonaceous
BOD oxidation and reaeration:

D(x) = D,e 1) 4 Kabo T o-thsc) _ p~lsst) (8.14)
’ ka - kd

where D(x) = the oxygen deficiency downstream of a point source (kg/m?)
D, = the initial oxygen deficit at the outfall (kg/m?)
k, = the carbonaceous BOD decay rate (per s)
k, = the oxygen reaeration rate (per s)
L, = the initial ultimate carbonaceous BOD at the outfall (kg/m?)

Thomann and Mueller (1987) and Chapra (1997) present and discuss more detailed and realistic models
for a wide variety of receiving waters, contaminants, and processes.

The minimum requirements of a NPDES discharge permit are shown in Table 8.8. These requirements
define secondary biological treatment. While such requirements might be imposed on a small discharge
to a large body of water, most permits are much more stringent in order to meet relevant water quality
standards. More comprehensive permits include:

+ Separate restrictions for summer and winter conditions
+ Limits on ammonia

+ Limits on specific substances known to be in the influent wastewater



TABLE 8.8  Default National Pollution Discharge Elimination
System Limits?

Averaging Period

Parameter 7-Days  30-Days
Five-Day Biochemical Oxygen Demand
Maximum effluent concentration (mg/L) 45 30
Removal efficiency (%) — 85
Suspended Solids
Maximum effluent concentration (mg/L) 45 30
Removal Efficiency (%) — 85
pH (pH Units)
Minimum — 6
Maximum — 9

Note: More stringent limits may be imposed for water quality in
limited receiving waters. Other contaminants will be restricted as
necessary to maintain water quality standards.

* Environmental Protection Agency (1976). “Secondary Treatment
Information: Biochemical Oxygen Demand, Suspended Solids and
pH,” Federal Register, 41(144): 30788.

+ More stringent sampling and monitoring requirements, perhaps at various points throughout the
treatment facility or tributary sewers instead of only the outfall

+ Specification of particular treatment processes

The more important parameters, like CBOD;, are subject to the more stringent sampling programs.
Some parameters like flow, oxygen, and chlorine are easily monitored continuously. The discharger may
be requested to monitor parameters that have no apparent environmental impact in order to develop
databases for future permits.
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8.2 Planning

The problem of projecting future demands may be subdivided into two parts, namely, selection of (1) the
planning period and (2) the projection technique.

Selection of Planning Period

In order to assess all the impacts of a project, the planning period should be at least as long as the
economic life of the facilities. The U.S. Internal Revenue Service publishes estimates of the economic life
of equipment, buildings, etc. This is especially important for long-lived facilities, because they tend to
attract additional demand beyond that originally planned for.

Buildings have economic lives on the order of 20 years. For large pipelines, the economic life might
be 50 years, and dams might have economic lives as long as 100 years. The U.S. Government usually
requires a planning period of 20 years for federally subsidized projects. Usefully accurate projections,
however, cannot be made for periods much longer than 10 years. The demands projected for the economic
life of a project cannot, therefore, be regarded as likely to occur. Rather, the projected demands set the
boundaries of the problem. That is, they provide guides to the maximum plant capacity, storage volume,
land area, etc., that might be needed. Preliminary facilities designs are made using these guides, but the
actual facilities construction is staged to meet shorter-term projected demands. The longer-term projec-
tions and plans serve to guarantee that the various construction stages will produce an integrated, efficient
facility, and the staging permits reasonably accurate tracking of the actual demand evolution.

Optimum Construction Staging

The basic question is, how much capacity should be constructed at each stage? This is a problem in cost
minimization. Consider Fig. 8.3. The smooth curves represent the projected demand over the economic
life of some sort of facility, say a treatment plant, and the stepped lines represent the installed capacity.
Note that installed capacity always exceeds projected demand. Public utilities usually set their prices to
cover their costs. This means that the consumers generally will be paying for capacity they cannot use,
and it is desirable to minimize these excess payments on the grounds of equity and efficiency.

The appropriate procedure is to minimize the present worth of the costs for the entire series of
construction stages. This is done as follows. The present worth of any future cost is calculated using the
prevailing interest rate and the time elapsed between now and the actual expenditure:

PW = icj exp{-it;}

j=0 (8.15)
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FIGURE 8.3 Capacity construction scheduling for linear and exponential growth.

where PW = the present worth of the jth cost
C; = the jth cost at the time it is incurred
i = the prevailing interest rate (per year)

t; = the elapsed time between now and the date of the jth cost

Manne (1967) and Srinivasan (1967) have shown that for either linearly or exponentially increasing
demands, the time between capacity additions, At, should be constant. The value of At is computed by
minimizing PW in Eq. (8.15). To do this, it is first necessary to express the cost, C;, as a function of the
added capacity, AQ;. Economies of scale reduce the average cost per unit of capacity as the capacity
increases, so the cost-capacity relationship may be approximated functionally as:

C=kQ" (8.16)

where  a,k = empirical coefficients determined by regression of costs on capacity
C = the cost to construct a facility of capacity Q ($)
Q = the capacity (m’/s)

For water treatment plants, a is usually between 0.5 and 0.8 (Clark and Dorsey, 1982).



Suppose that the demand is projected to increase linearly over time:

Q=Q, +rt (8.17)

where  Q, = the demand at the beginning of the planning period (m?/s)
r = the linear rate of increase of demand (m?3/s per year)

The capacity additions are equal to:

AQ=rAt

(8.18)
and the cost of each addition is:
C. =k(rAt)’
;= K(rt) (8.19)
Substituting Eq. (8.19) into Eq. (8.15), the present worth of the series of additions becomes:
PW =) k(rar)' exp{-ijat} (8.20)

j=0

The problem is somewhat simplified if the number of terms in the summation, , is allowed to become
infinite, because for that case, the series converges to a simpler expression:

k(rAt)a

Pw= 1- exp{—iAt}

(8.21)

The value of At that yields the minimum value of the present worth is determined by taking logarithms
of both sides of Eq. (8.21) and differentiating with respect to At:

iAt

It should be noted that for linearly increasing demand, the optimum time between capacity additions,
i.e., the time that minimizes the discounted expansion costs, depends only on the interest rate, i, and
the economies of scale factor, a. The annual rate of demand increase, r, does not affect the result, and
the coefficient k does not affect the result.

It is more usual to project exponentially increasing demands:

Q=Q, exp{rt} (8.23)

In this case, the capacity additions are still spaced equally in time, but the sizes of the additions increase
exponentially (Srinivasan, 1967):

B k(Qu[eXp{rAt} - l])a
Pw= 1- exp{—(i - ar)At}

_ (i - ar)[l - exp{—rAt}]
r[exp{(i - ar)At} - 1]

(8.24)

a (8.25)



In this case, the exponential demand growth rate enters the calculation of At.

An exponential growth rate of 2%/year is about twice the national average for the U.S., so Eq. (8.22),
which assumes linear growth and is easier to solve, may provide adequate accuracy for most American
cities. However, urban areas in some developing countries are growing much faster than 2%/year, and
Eq. (8.25) must be used in those cases.

Different components of water supply systems have different cost functions (Rachford, Scarato, and
Tchobanoglous, 1969; Clark and Dorsey, 1982), and their capacities should be increased at different time
intervals. The analysis just described can also be applied to the system components. In this case, the
various component expansions need to be carefully scheduled so that bottlenecks are not created.

Finally, it should be remembered that the future interest rates and growth rates used to estimate the
optimum expansion time interval are uncertain. Allowing for these uncertainties by adopting high
estimates of these rates in order to calculate “conservative” values for the expansion capacity and costs
is not the economically optimum strategy (Berthouex and Polkowski, 1970). Considering first the interest
rate, if the range of possible interest rates can be estimated, then the optimum strategy is to adopt the
midpoint of the range. The same strategy should be used when selecting growth rates: if the projected
growth is exponential, adopt the midrange value of the estimated exponential growth rates. However,
for linear growth, a different strategy is indicated: the minimal cost of expansion is achieved by using a
linear growth rate somewhat less than the midrange value of the estimated rates. The “under design”
capacity increment should be about 5 to 10% less than the capacity increment calculated using the
midrange rate.

Population Projections

Because water demand is proportional to population, projections of water demand are reduced to
projections of population. Engineers in the U.S. no longer make population projections. Population
projection is the responsibility of designated agencies, and any person, company, or agency planning
future public works is required to base those plans on the projections provided by the designated agency.

Projection errors of about 10% can be expected for planning periods less than 10 years, but errors in
excess of 50% can be expected if the planning period is 20 years or more (McJunkin, 1964). Because
nearly all projections are for periods of 20 years or more, all projections are nonsense if one regards them
as predictions of future conditions. Their real function is regulatory. They force the engineer to design
and build facilities that may be easily modified, either by expansion or decommissioning.

The four most commonly used methods of population projection are as follows:

+ Extrapolation of historical census data for the community’s total population
+ Analysis of components-of-change (alias cohort analysis, projection matrix, and Leslie matrix)
+ Correlation with the total population of larger, surrounding regions
+ Estimation of ultimate development
The first method was the principal one employed prior to World War II. Nowadays, cohort analysis
is nearly the only method used.
Population Extrapolation Methods

Extrapolation procedures consist of fitting some assumed function to historical population data for the
community being studied. The procedures differ in the functions fitted, the method of fitting, and the
length of the population record employed. The functions usually fitted are the straight line, the expo-
nential, and the logistic:

P=P +rt (8.26)

P =P exp{rt} (8.27)



p
P= max (8.28)

1+ [Pl“;“ - 1] exp{—rt}

o

where P = the population at time ¢ (capita)
P,... = the maximum possible number of people (capita)
P, = the population at the beginning of the fitted record (capita)
r = the linear or exponential growth rate (number of people per year or per year, respectively)
t = the elapsed time from the beginning of fitted record (yr)

The preferred method of fitting Eqgs. (8.26) through (8.28) to historical population data is least squares
regression. Because the exponential and logistic equations are nonlinear, they should be fitted using a
nonlinear least squares procedure. Nonlinear least squares procedures are iterative and require a computer.
Suitable programs that are available for IBM™-compatible and Macintosh™ personal computers are
Minitab™, SAS™, SPSS™, and SYSTAT™.

Components-of-Change

At the present time, the preferred method of population projection is the method of components-of-
change. The method is also known as cohort analysis, the projection matrix, and the Leslie (1945) matrix.
It is a discretized version of a continuous model originally developed by Lotka (1956).

In this method, the total population is divided into males and females, and the two sexes are subdivided
into age groups. For consistency’s sake, the time step used in the model must be equal to the age increment.
The usual subdivision is a 5-year increment; therefore, the age classes considered are 0/4, 5/9, 10/14,
15/19, etc. This duration is chosen because it is exactly half the interval between censuses, so that every
other time step corresponds to a census.

Consider first the female age classes beginning with the second class, i.e., 5/9; the 0/4 class will be
considered later. For these higher classes, the only processes affecting the number of females in each age
class are survival and migration. The relevant equation is:

[number of females in age class “i + 1” at time “t + At”] =

2333

[number of females in age class “i” at time “t” that surviveAt] +

[number of female migrants during At of age class “i+ 1”]

P(i+1Lt+Ar)=1(i,t)- Py(it)+ M (i+1,t +At) (8.29)
where l:(i,t) = the fraction of females in the age class “i” (i.e., aged “5-i” through “5-i + 4”
years) at time “¢” that survive At years (here 5)
M;(i + 1,t +At) = the net number of female migrants (immigrants positive, emigrants negative)
that join the age class “i + 1” between times “¢” and “t + At”
P;(i,t) = the number of females in the age class “i” at time “¢”
P{i+ 1,t+ At) = the number of females in age class “i + 17 (i.e., aged “5-(i + 1)” through
“5-(i+ 1) +4” years) at time “t + At”

The survival fractions, ;(i,t), can be calculated independently using the community’s death records.
The migration rates, however, are calculated using Eq. (8.29). This is done by using census data for
P;(i+1,t+ At) and P;(i,t) and the independently calculated /;(i,t). Consequently, any errors in the census
data or death records are absorbed into the migration rate.

It is a matter of convenience how the migration is expressed, and it is most convenient to express it
as a correction to the calculated number of survivors:



Mf(i+1,t+At)=mf(i,t)-lf(i,t)-Pf(i,t) (8.30)

where m,(i,t) = the female migration rate for age class “7 + 1,” in units of number of females joining age

class “i + 1” during the period “t” to “t + At” per survivor of age class “i.”
With this definition, Eq. (8.23) can be written as follows:

B

(i+Lt+At)= lf(i,t)-[l +m (i, t)]»Pf(i,t)
=1,(i,t)- P (irt)

where 1,-(i,t) = the effective fraction of females in age class “i” that survive from time “t” to “¢ + At”
= L0 - [1+me(i,t)]

(8.31)

Now consider the first female age class, which is comprised of individuals aged 0 to 4 years. The
processes affecting this class are birth and migration. What is needed is the net result of births and
migrations for the 5-year period At. However, birth rates are usually given in terms of the number of
births per female per year. Therefore, a 1-year rate must be converted into a 5-year rate. Furthermore,
over a 5-year period, the number of females in any given age class will change due to death and migration.
The birth rate also changes. These changes are handled by averaging the beginning and end of period rates:

«:» (%

[total births for age class “i” from “¢” to “t—I—At”] =
(8.32)

%-[bf(i,t)-Pf(i,t)+bf(i,t+At)-P

f(i,t+At)]

where b, (i,t) = the female birth rate for females in age class “i” at time “¢” in units of female babies per
female per year.

Note that the factor “5” is needed to convert from 1-year to 5-year rates, and the factor “2” is needed
to average the two rates.

The total number of births is obtained by summing Eq. (8.32) over all the age classes. If this is done,
and if terms containing like age classes are collected, the total number of births is:

k

B0t +A8) =3 Y [b,(it) + b (i+1, 6+ Ar)-L (i)]- B (i)

i=0

k
=2bf(i,t)-Pf(i,t)
i=0

where I;f(i, t) = the average female birth rate for females in the age class “i” for the period “¢” to “t + At”
=5/2-[b(it) + b(i + 1, t + At) - L (i,1)]

(8.33)

Equations 8.31 and 8.33 are most conveniently written in matrix form as follows:

P (0t +Ar)| [b,(0,8)  b(L1) b,(k,r) | P,(0,2)

Pf(l,t.+At) _|1(0:2) 0 0 (L.t (8.34)
: 1(1r) 0 :

Py (k,t+Ar) 0 0 L (k=1) 0 | (k)

The first row in the coefficient matrix has numerous zeros (because very young and very old women
are not fertile), and the main diagonal is entirely zeros.



The model for males is slightly more complicated. First, for all age classes other than the first (i.e., for
i =1,2,3,... k), the number of males depends solely on the fraction of the previous male age class that
survives plus any migration that occurs:

P (i+1t+At)=1, (i,t)[1+m,(i,t)]- P, (i,t)

=1, 1) B, (01)

where L.,(i,t) = the effective fraction of males in age class “i” that survive from time “¢t” to “¢ + At”
=1,Gt) - [1 + m,,(i,1)]
1,,(i,t) = the fraction of males in the age class “i” (i.e., aged “5-i” through “5-i+ 4” years)
at time “t” that survive At years (here 5)
m,,(i,t) = the male migration rate for age class “i + 1,” in units of number of males joining

(8.35)

@ » «:»

age class “i + 17 during the period “¢” to “t + At” per survivor of age class “i
P, (i,t) = the number of males in the age class “i” at time “¢”
P, (i + 1,t + At) = the number of males in age class “i + 17 [i.e., aged “5- (i +1)” through “5- (i + 1)

+ 47 years] at time “¢ + At”

The male birth rate depends on the number of females, not males, and the number of births must be
written in terms of the population vector for women. The number of births for men (aged 0 to 4) is:

k
B, (0t +A0)= Db, (ist)-P,(irt) (8.36)

@ Wy

where b,,(i,t) = the male birth rate for females in age class “i” at time “¢,” in units of male babies per
female per year
b = the average male birth rate for females in age class “i” at time “¢,” in units of the total
number of male babies born during the interval At (here 5 years) per female in age
class “i”
=5/2-1[b,it) + b, (i + Lt + At) - 1, (i,t)]
P, (0,t + At) = the number of males in age class “0” (i.e., aged 0 to 4 years) at time “¢ + At”

Consequently, the projection for males involves the population vectors for both males and females
and coefficient matrices for each and is written:

P (0,t+At)| [B,(0,6) b,(Lt) ... b, (kt)]P(01)
P(Lt+At)| | 0 0 0 Pf(l,t)+
E o 1 : 0 :
P, (k,t+At) 0 0 0 | Pkt
0 0 ol 2, (0.)
1,.(0,%) 0 0| P,(1t)
"o 1,.(Lt) : o (8:37)
0 0 L(k=1t) 0P (k)

Correlation Methods

In the correlation method, one attempts to use the projected population of a larger, surrounding area,
say a county or state, to estimate the future population of the community being studied. This method
is sometimes preferable to a direct projection of the community’s population, because there are usually



more accurate and more extensive data available for the larger area. This is especially true for smaller
cities. The projected population of the larger, surrounding area is usually obtained by the method of
components, which is described above.

The correlation method entails plotting the available population data from the surrounding area and
the community against one another. It is assumed that the community is following the pattern of growth
exhibited by the surrounding area, or something close to it. The correlation takes the form:

P(t)=b,-P(t)+b, (8.38)

where b,,b, = regression coefficients
P (t) = the population of the larger, surrounding area at time ¢
P(t) = the population of the community at time ¢

Ultimate Development

The concept of ultimate or full development is actually somewhat nebulous, but nonetheless useful, at
least for short-term projections. Almost all communities have zoning regulations that control the use of
developed and undeveloped areas within the communities’ jurisdictions. Consequently, mere inspection
of the zoning regulations suffices to determine the ultimate population of the undeveloped areas.

There are several problems with this method. First, it cannot assign a date for full development. In
fact, because population trends are not considered, the method cannot determine whether full develop-
ment will ever occur. Second, the method cannot account for the chance that zoning regulations may
change, e.g., an area zoned for single family, detached housing may be rezoned for apartments. Zoning
changes are quite common in undeveloped areas, because there is no local population to oppose them.
Third, the method cannot account for annexations of additional land into the jurisdiction. However, it
should be noted that the second and third problems are under the control of the community, so it can
force the actual future population to conform to the full development projection.

Siting and Site Plans
Flood Plains

Water and wastewater treatment plants are frequently built in the flood plain. Of course, the intakes of
surface water treatment plants and the outfalls of wastewater treatment plants are necessarily in the flood
plain. However, the remainder of the facilities are often built in risky areas either to minimize the travel
time of maintenance crews or because — in the case of wastewater plants — the site is the low point of
a drainage district.

The Wastewater Committee requires that wastewater treatment plants be fully operational during the
25-year flood and that they be protected from the 100-year flood (Wastewater Committee, 1990). The
intake pumping stations of water treatment plants should be elevated at least 3 ft above the highest level
of either the largest flood of record or the 100-year flood or should be protected to those levels (Water
Supply Committee, 1987).

Permits

Water and wastewater treatment plants require a number of permits and must conform to a variety of
design, construction, and operating codes.

Federal Permits

The National Environmental Policy Act of 1969 (PL 91-190) requires an Environmental Impact Statement
(EIS) for “... major federal actions significantly affecting the quality of the human environment.” The
EIS should consider alternatives to the proposed action, both long-term and short-term effects, irrevers-
ible and irretrievable commitments of resources, and unavoidable adverse impacts. An EIS may be
required even if the only federal action is the issuance of a permit. An EIS is not required if the relevant
federal agency (here, the U.S. Army Corps of Engineers or U.S. EPA) certifies that there is no significant
environmental impact.



The fundamental federal permit is the National Pollution Discharge Elimination System (NPDES)
permit, which the Federal Water Pollution Control Act of 1972 requires for each discharge to a navigable
waterway. Authority to grant permits is vested in the U.S. EPA, however, it has delegated that authority
to the various states, and as a practical matter, dischargers apply to the relevant state agency.

Treatment plants may also be required to obtain a 404 permit from the U.S. Army Corps of Engineers
if the proposed facility creates an obstruction in or over a navigable waterway.

A broadcasting license may be required by the Federal Communications Commission if radio signals
are used for telemetry and remote control.

Besides these permits and licenses, treatment plants must be designed in conformance with a number
of federal regulations, including:

+ Clean Air Act requirements governing emissions from storage tanks for chemicals and fuels
(Title 40, Parts 50 to 99 and 280 to 281)

+ Americans with Disabilities Act of 1990 (PL 101-336) requirements regarding access for handi-
capped persons

+ Occupational Health and Safety Act requirements regarding workplace safety

State and Local Permits
The design of water and wastewater treatment plants is subject to review and regulation by state agencies.
Such reviews are normally conducted upon receipt of an application for a NPDES permit. The states are
generally required to make use of U.S. EPA guidance documents regarding the suitability of various
treatment processes and recommended design criteria. Some states also explicitly require adherence to
the so-called “Ten States Standards,” which are more correctly referred to as Great Lakes-Upper Mississippi
River Board of State Public Health and Environmental Managers’ “Recommended Standards for Water
Works” and “Recommended Standards for Wastewater Facilities.”

States also require permits for construction in floodplains, because large facilities will alter flood heights
and durations.

Highway departments require permits for pipelines that cross state roads. Generally, such crossings
must be bored or jacked so that traffic is not disrupted.

Facilities must also conform to local codes, including:

+ State building codes [usually based on the Building Official and Code Administrators (BOCA)
Building Code]

« State electrical codes [usually based on the National Electrical Code as specified by the National
Fire Protection Association (NFPA-70)]

+ State plumbing code

These are usually administered locally by county, municipal, or township agencies. Most commonly,
the agencies require a permit to build (which must be obtained before construction and which requires
submission of plans and specifications to the appropriate agencies) and a permit to occupy (which requires
a postconstruction inspection).

In many cases, design engineers voluntarily adhere to or local regulations require adherence to other
specifications, e.g.:

+ General materials specifications, sampling procedures, and analytical methods — American Soci-
ety for Testing and Materials (1916 Race Street, Philadelphia, PA 19103-1187)

+ Specifications for water treatment chemicals and equipment — American Water Works Association
(6666 West Quincy Avenue, Denver, CO 80235)

+ Specifications for fire control systems and chemical storage facilities — National Fire Protection
Association (1 Batterymarch Park, PO Box 9101, Quincy, MA 02269-9191)

+ Specifications for chemical analytical methods — Water Environment Federation (601 Wythe
Street, Alexandria, VA 22314-1994) and American Water Works Association (6666 West Quincy
Avenue, Denver, CO 80235)



Other Permits
Railroad crossings require the permission of the railroad. As with highways, pipelines must be bored or
jacked under the roadbed so that traffic is not disrupted.

Excavation almost always occurs near other utilities, and this should be coordinated with them.
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8.3 Design Flows and Loads

Flow and Load Averaging

Designers must account for the inherent variability in flows and loads. This is done by defining various
duration averages, maxima, and minima. The average flow for some specified time period, T, is for
continuous and discrete data, respectively,

6=% Qlt)-dt (8.39)
20

Q=— (8.40)
n

where n = the number of discrete flow measurements during the specified period (dimensionless)
Q(t) = the flow at time instant ¢ (m?/s)
Q = the arithmetic mean volumetric flow for the specified period (m?/s)



Q; = the “ith” flow measurement during the specified period (m?¥/s)
T = the duration of the specified period (s)
t = the time elapsed since the beginning of the period (s)

The usual averaging periods (T) are:

+ The annual average, alias average day

+ The maximum (or minimum) 1-h average

+ The maximum (or minimum) 24-h average

+ The maximum (or minimum) 3-day average

+ The maximum (or minimum) 7-day average
)

+ The maximum (or minimum) 30-day average

In each case, the database consists of 12 consecutive months of flow and load records. A maximum
average flow or load for some specified period is computed by identifying the continuous time interval
in the annual record that is equal in duration to the specified period and that produces the maximum
total volume of flow or mass of contaminant load. The minimum averages are determined similarly. If
the NPDES permit is written with seasonal limits, the maxima and minima should be determined using

seasonal rather annual data.
The instantaneous contaminant load is the product of the instantaneous contaminant concentration
and the instantaneous wastewater volumetric flow rate:

W(t)=Q(t)-C(t) (8.41)
W, =Q,;-C, (8.42)
where C(f) = the contaminant concentration at time instant ¢ (kg/m?)
C; = the “ith” measurement of the contaminant concentration (kg/m?)

W(t) = the load at time instant ¢, (kg/s)
W, = the “ith” load measurement (kg/s)

The average contaminant load during some interval T is calculated as,

T
o1
W_T!w(t)dt (8.43)

>

n

W= (8.44)

where W = the average contaminant load for the specified period (kg/s).

The Average Concentration

The most natural and useful definition of an average concentration is the flow-weighted (flow-compos-
ited) concentration:

(8.45)
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where C,, = the flow-weighted (flow-composited) average concentration (kg/m?).

Note that the (arithmetic) average load is the product of the (arithmetic) average flow and the flow-
weighted average concentration.

The simple arithmetic average concentration is frequently encountered,

SR P
c- _Ofc(t) dt (8.47)
S
C=- (8.48)
n

where C = the arithmetic average contaminant concentration (kg/m?).
The general relationship between the average load and the arithmetic average concentration is,

W =Q-C+CoVar(Q,C)=Q-C+p,.-G, O (8.49)
where CoVar(Q,C) = the covariance of Q and C (kg/s)

Z(Q,- - 6)(Cx‘ - 6)
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n

Poc = the Pearson product-moment correlation coefficient (dimensionless)
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O = the standard deviation of the contaminant concentration measurements (kg/m?)

52(@—6)2
_ J"

n

G, = the standard deviation of the flow measurements (m?/s)

Note that the average load is equal to the product of the average flow and arithmetic average concen-
tration only if the flows and concentrations are uncorrelated (p,c = 0). This is generally false for raw
wastewaters, but it may be true for biologically treated effluents. In most raw wastewaters, the flows and
concentrations are positively correlated. Therefore, the product Q - C underestimates the mean load.
The underestimate can be substantial.



For NPDES permits, the U.S. EPA defines the average load to be the product of the arithmetic average
flow and the arithmetic average concentration, Q - C. The great majority of discharges are biologically
treated effluents, so there is no significant error in the EPA’s definition.

Annual Average per Caput Flows and Loads

The annual average per capita water demand is the total volume of water supplied during a complete
year divided by the mid-year population. The usual units are either gallons per caput per day (gpcd) or
liters per caput per day (Lpcd). Sometimes the volumes are expressed as cubic feet or cubic meters. The
calculation proceeds as follows:

T
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where Q,E = the annual average per caput water demand (m?/caps)

W, = the annual average per caput load (kg/caps)

Because the rate of population increase is usually only a few percent per year, or less, the integral and
sum are evaluated by assuming P is constant and equal to the mid-year population. P is then factored out,
and the integral and sum become the total volume of water supplied in gallons or liters during the year.

Automatic Samplers

Some automatic samplers capture a constant sample volume at uniformly spaced time increments: the
data from these samplers are arithmetically averaged concentrations. Other samplers capture sample
volumes at uniformly spaced time increments, but the sample volumes are proportional to the simulta-
neous flow rate: the data from these samplers are flow-weighted average concentrations. Flow-weighted
concentrations are also produced by samplers that collect constant sample volumes but adjust the
sampling time increments so that each sample represents the same total flow volume.

Water Treatment

The flow through water treatment plants is controlled by the operator, and this simplifies the design
process. The designer must still allow for variations in consumption, but these can be satisfied by system
storage of finished water.

Annual Average per Caput Flows and Loads

In public water supplies, the water demand is the sum of the volumes supplied to households, commercial
and industrial enterprises, and public agencies. An approximate breakdown by use of the water withdrawn
for public supplies in 1980 is given in Table 8.9. The estimates were compiled from several independent
sources, and they may each be in error by several gpcd. The data are national averages, and particular
cities will exhibit substantial divergences from them. In 1980, public water supplies in the U.S. served
186 million people (81% of the total population), and their total withdrawal from surface and ground
waters amounted to 183 gpcd (Solley, Chase, and Mann, 1983). Of the total withdrawal, 66% was obtained
from surface waters, and 34% came from ground waters. And, 21% of the withdrawal went to consumptive
uses, most of which was lawn sprinkling.

These national averages mask a wide range of local variations (Solley, Chase, and Mann, 1983). For
example, the amount of water withdrawn in 1980 varied from 63 gpcd in the Virgin Islands to 575 gpcd
in Utah, and the consumptive use varied from none in Delaware to 71% in Wyoming. In general, per
caput water withdrawals are greatest in the hot, arid Colorado River valley and the Great Basin (341 gpcd,
45% consumptive) and least in the wetter, cooler New England states (148 gpcd, 10% consumptive).



TABLE 8.9  Estimate of Uses of the Annual Average
Withdrawal by Public Supplies in 1980

Rate Percent of Total
Use (gped) Withdrawal
Total withdrawal 183 1002
Commercial/industrial 63 342
Public 35 19°
Unaccounted for 20 11ed
Treatment losses 8 4¢
Metered agencies 7 4>
Households 85 4658
Lawn sprinkling 25 145¢
Toilet flushing 25 14h
Bathing 20 11h
Laundry 8 4h
Kitchen 6 3h
Drinking 0.5 0.2h

@ Solley, W. B., Chase, E. B., and Mann, W. B., IV. 1983. Estimated
Water Use in the United States in 1980, Circular No. 1001. U.S.
Geological Survey, Distribution Branch, Text Products Division,
Alexandria, VA.

b By difference, but see: Schneider, M. L. 1982. Projections of Water
Usage and Water Demand in Columbus, Ohio: Implications for
Demand Management, M.S. Thesis. The Ohio State University,
Columbus.

© Seidel, H. E. 1985. “Water Utility Operating Data: An Analysis,”
Journal of the American Water Works Association, 77(5): 34.

4 Keller, C. W. 1976. “Analysis of Unaccounted-for Water,” Journal
of the American Water Works Association, 68(3): 159.

¢ Lin, S., Evans, R. L., Schnepper, D., and Hill, T. 1984. Evaluation
of Wastes from the East St. Louis Water Treatment Plant and Their
Impact on the Mississippi River, Circular No. 160. State of Illinois,
Department of Energy and Natural Resources, State Water Survey,
Champaign.

f Linaweaver, F. P, Jr., Geyer, J. C., and Wolff, J. B. 1966. Final and
Summary Report on the Residential Water Use Research Project,
Report V, Phase Two. The Johns Hopkins University, Department of
Environmental Engineering Science, Baltimore, MD.

& King, G.W.,, et al., eds. 1984. Statistical Abstract of the United States
1985, 105 ed. U.S. Government Printing Office, Washington, DC.

b Bailey, J. R., Benoit, R. J., Dodson, J. L., Robb, J. M., and Wallman,
H. 1969. A Study of Flow Reduction and Treatment of Waste Water
from Households, Water Pollution Control Research Series
11050FKE 12/69. U.S. Department of the Interior, Federal Water
Quality Administration, Washington, DC.

About one-eighth of the withdrawal is lost either as treatment byproducts (i.e., sludges and brines)
or as unaccounted for water. The latter category includes such things as unmetered (i.e., free) water,
leakage, fire control, and metering errors.

One-third of the withdrawal is supplied to commercial and industrial enterprises, although many
industrial plants have independent supplies.

Somewhat less than half the withdrawal is supplied to households. The principal uses there are lawn
sprinkling, toilet flushing, and bathing. The particular estimates of aggregate household use cited in
Table 8.9 are the weighted average of the demands reported by Linaweaver, Geyer, and Wolff (1966) for
detached, single-family houses and apartments that had metered water and sewerage. It was assumed
that detached, single-family homes comprised 67% of the total number of housing units, and that the



TABLE 8.10 Per Caput Rates of Withdrawal by
Public Water Supplies in the U.S. from 1870 to 1980

Year Withdrawal (gpcd)
1870 55?
1907 121>
1950 145¢
1960 151¢
1970 166¢
1980 183¢

@ Amount supplied, not withdrawn. Fanning, J. T. 1882.
A Practical Treatise on Hydraulic and Water-Supply
Engineering: Relating to the Hydrology, Hydrodynam-
ics, and Practical Construction of Water-Works in North
America, 3 ed. D. Van Nostrand, New York.

b Amount supplied, not withdrawn. Metcalf, L., Gif-
ford, E. J., and Sullivan, W. E 1913. “Report of Commit-
tee on Water Consumption Statistics and Records,”
Journal of the New England Water Works Association,
27(1): 29.

¢ King, G. W, et al., ed. 1984. Statistical Abstract of the
United States 1985, 105 ed. U.S. Government Printing
Office, Washington, DC.

remainder were apartments. For detached, single-family homes with metered water and septic tanks, a
better estimate of usage exclusive of lawn sprinkling is 44 gpcd (Schmidt et al., 1980), and lawn sprinkling
might be reduced by two-thirds (Linaweaver, Geyer, and Wolff, 1966). For high-income areas, the lawn
sprinkling usage might be doubled, but in-house usage would only increase by about 10%.

The per caput annual average withdrawal rate for public supplies rose steadily at about 1%/year for
over 100 years. Some statistics are given in Table 8.10. The rate of increase from 1870 is 1.09%/year, and
the rate since 1950 is 0.78%/year. The annual increase in withdrawals may have declined or even ceased
since the mid-1980s because of conservation efforts.

Because it is probable that no city in the U.S. has a usage breakdown like that shown in Table 8.9, local
usage projections should always be based on local data. This is not a very severe requirement, because
all American cities already have water supply systems, and the records maintained by these systems can
be used as the basis of design. National average data is more useful for making adjustments to local usage
projections to account for factors like income levels, water prices, and climate.

Peak Demand

Some reported peaking factors for entire cities are given in Table 8.11. The 1882 data given by Fanning
are for large cities in the Northeast, and the 1913 data given by Metcalf et al. are for cities and towns in
Massachusetts. The data for 1932 and 1936 were obtained from numerous cities of all sizes throughout
the country. The peak data for 1936 were obtained during a severe drought, and the peak-to-average
ratio was calculated using the average demand for June of 1935. Wolff’s data were obtained from cities
in the Northeast.

The detailed data reported in the cited papers indicate that the peak demands for the 4-h averaging
period are only slightly smaller than those for the 1-h averaging period. The 3-day averages are also
nearly equal to the 1-day averages. However, the ratio of peak-to-average demands generally declines as
the peak averaging period increases, as it must.

The detailed data also show a weak tendency for the peak-to-average ratio to decline as the population
rises. This tendency is not apparent in the data for 1932 and 1936, which represent about 400 cities
nationwide. However, for 70 cities in the Northeast, Wolff (1957) reported the following ratios of peak
1-day to average day demands:



TABLE 8.11 Reported Ratios of Peak to Average per Capita Demands
for American Cities

Averaging Period

30 days 7 days 3 days 1 day 4h l1h
18822 1.017 1.027 —_ —_ — 1.731
1913° 1.28 1.47 — 1.98 — —
1932¢
<10,000 cap. — —_ —_ —_ —_ 3.30
>10,000 cap. — — — — — 2.98
5000/20,000 cap. — — — 1.66 — —
>122,000 cap. — —_ —_ 1.53 —_ 2.34
1936¢ — — 1.75 1.82 2.40 2.79
1957¢ — — — <2.09 — 3.30

@ Fanning, J. T. 1882. A Practical Treatise on Hydraulic and Water-Supply Engi-
neering: Relating to the Hydrology, Hydrodynamics, and Practical Construction of
Water-Works in North America, 3™ ed. D. Van Nostrand, New York.

> Metcalf, L., Gifford, E. J., and Sullivan, W. E. 1913. “Report of Committee on Water
Consumption Statistics and Records,” Journal of the New England Water Works
Association, 27(1): 29.

¢ Folwell, A. P. 1932. “Maximum Daily and Hourly Water Consumption in Amer-
ican Cities,” Public Works, 63(10): 13.

4 Anonymous. 1936. “Record-Breaking Consumptions: Established by Severe
Drought and High Summer Temperatures,” Water Works Engineering, 89(19): 1236.
¢ Wolff, J. B. 1957. “Forecasting Residential Requirements,” Journal of the American
Water Works Association, 49(3): 225.

For purely residential areas:

maximum 1-day average demand

=2.51p7%%» (8.52)
annual average demand
For combined residential and industrial areas:
maximum 1-day average demand = 2,09 p-09574 (8.53)

annual average demand

where P = the service population in thousands.

In view of the insensitivity of peaking factors to population, the peaking factors in Table 8.12 are
recommended for American communities. These ratios are somewhat higher than those recommended
a generation ago (e.g., Fair, Geyer, and Morris, 1954), but the amount of lawn sprinkling has increased
substantially since then, and lawn sprinkling is a major component of the peak demands. The same ratios
may be used for residential neighborhoods, with two exceptions (Linaweaver, Geyer, and Wolff, 1966).

TABLE 8.12 Recommended Peaking Factors for Water Demand

Averaging Period

Type of Community 30days 7days 3days lday 4h 1h

Population greater than 5000 1.3 1.5 2 2 33 33
with commerce and industry

Purely residential and resort®® 1.9 2.2 — 2.9 5 6.2

@ Henderson, A. D. 1956. “The Sprinkling Load—Long Island, NY, and Levittown, PA,”
Journal of the American Water Works Association, 48(4): 361.

b Critchlow, H. T. 1951. “Discussion: S.K. Keller (1951), ‘Seasonal Water Demands in
Vacation Areas)” Journal of the American Water Works Association, 43(9): 701.



The exceptions are newly developed lots where new lawns are being established and very large lots in
high-income areas. In these areas, the ratio of peak hour to average day demands reaches 15 to 20.

In the late 19th Century, peak demands in northern cities usually occurred in the winter. This was a
result of the need to discharge water through hydrants and household taps to prevent freezing, the water
mains often being shallow and the houses poorly heated. By the early 20th Century, lawn sprinkling had
shifted the peak demand to summer. By 1930, 55% of American cities reported that peak demand occurred
in July, and 25% reported that it occurred in August (Folwell, 1932). Only 15% of the cities experienced
peak demands in the winter.

The peaking factors cited above are weighted toward Eastern cities, which receive significant rainfall
throughout the summer. This somewhat mitigates lawn sprinkling. Many Western cities, however, receive
little or no rain in the summer, and residents often water their lawns several times a week. The practical
result of this practice is that the so-called maximum daily average demand occurs nearly every day during
the Western summer (Linaweaver, Geyer, and Wolff, 1966).

Finally, there is the issue of fire demands. The amount of water used for fire control over an entire
year is small, and it might not affect the peak demand statistics for a whole city. However, in the
neighborhood of an ongoing fire, the fire demand dominates the local water requirements and controls
the design of the local storage and distribution systems. In the U.S., water supply systems are usually
designed in accordance with the recommendations of the Insurance Services Office (ISO). These recom-
mendations are used to set fire insurance premiums for new cities and for small cities for which there is
little data on fire insurance claims. For old, large cities that have ample statistics on claims, premiums
are usually set on an actuarial basis.

The ISO calculates a “Needed Fire Flow” (NFF,) at each of several representative locations in the city.
It is assumed that only one building is on fire at any time. The formula for the NFF; is (Anonymous, 1980):

NFF,=C,-O,-(X+P) (8.54)

where NFF, = the needed fire flow (gpm)
C; = the fire flow based on the size of the building and its construction (ranging from 500 to
8000 gpm)
O; = a correction factor for the kinds of materials stored in the building (ranging from 0.75 to 1.25)
(X + P); = a correction factor for the proximity of other buildings (ranging from 0.0 to 1.75)

Criteria for assigning values to the various factors in Eq. (8.54) are given in the ISO recommendations.
In any case, the NFF, must be not be greater than 12,000 gpm or less than 500 gpm. For one- and two-
family dwellings, the NFF, ranges from 500 to 1500 gpm; for larger dwellings, NFF, is increased up to a
maximum of 3500 gpm. The water supply system should be able to deliver to the fire location the total
of the NFF, and the maximum 24-h average demand, while maintaining a system pressure of at least 20
psig everywhere. For an NFF, of 2500 gpm or less, the total flow must be sustainable for 2 h; for an NFF,
between 3000 and 3500 gpm, it must be sustainable for 3 h; and for an NFF, greater than 3500 gpm, it
must be sustainable for 4 h.

These recommendations refer to the water distribution system. The treatment plant design flow need
not be the total of the NFF, and the maximum 24-h average demand, so long as there is sufficient storage
capacity to make up the difference between plant capacity and the total flow.

Factors Affecting Household Demand

The principal factors affecting household water demand are household income, water price, climate, and
conservation regulations. They primarily affect lawn sprinkling, and there is a strong climatic effect that
distinguishes the humid East from the arid West.

In general, lawn sprinkling demand amounts to about 60% of the net evapotranspiration rate
(Linaweaver, Geyer, and Wolff, 1966):

Q,=060-4,-(E,, ~By) (8.55)



where Q= the lawn sprinkling demand (annual, monthly, or daily average, as appropriate, in m?/s)
A, = the lawn area (hectares)
E,,, = the potential evapotranspiration rate (annual, monthly, or daily average to conform to Q,
in m*/has)
P, = the effective precipitation rate (annual, monthly, or daily average to conform to Qj in
m?/ha-s)

Lawn sprinkling demand is modified by household income and water price. Lawn sprinkling demand
elasticities for income and price are calculated as:

— dle/le
n,= dIT (8.56)
n — dle/le (8 57)
¢ dc/c '

where C = water cost ($/m?)
I =household income ($/yr)
Q,, = lawn sprinkling demand (m?/s)
TN = the elasticity of lawn sprinking demand with respect to water cost (dimensionless)
1, = the elasticity of lawn sprinkling demand with respect to household income (dimensionless)

In metered, sewered Eastern communities, the income and price elasticities for the summer average
lawn sprinkling demand are about 1.5 and -1.6, respectively (Howe and Linaweaver, 1967). This means
that if household income were increased by 10%, lawn sprinkling demand would be increased by 15%; if
water prices were increased by 10%, lawn sprinkling demand would be reduced by 16%. In metered,
sewered Western communities, however, the income and price elasticities are only 0.4 and -0.7, respectively.

These differences in response are due to climate. In the humid East, there are frequent summer rains,
and reductions in lawn sprinkling will not result in loss of lawns. In the arid West, however, summer
rains are infrequent or nonexistent, and lawns will die without regular irrigation.

Prices and incomes have less effect on peak daily lawn sprinkling demands than on the summer average.
This is an artifact of utility billing practices (Howe and Linaweaver, 1967). Because consumers are billed
only monthly or quarterly for the total amount of water used, the cost of a single afternoon’s watering
is not a major portion of the bill and does not deter water use. If necessary, peak daily demands can be
curtailed by use prohibitions (Heggie, 1957).

Wastewater Treatment

It has been the custom in the U.S. to use the annual average flows and loads as the basis of process design,
exceptions being made for process components that are especially sensitive to maximum and/or minimum
flows and loads. However, nowadays, NPDES permits generally are written in terms of 30-day and 7-day
average limits, and this suggests that the design basis should be a maximum 30-day average or maximum
7-day average load or flow (Joint Task Force, 1992). If other averages are written into the permit, they
should become the design basis. If the permit conditions are seasonal, then the averages should be
calculated on a seasonal basis, e.g., a maximum 30-day average load for the winter, a maximum 30-day
average load for the summer, etc. Consequently, the design of each component in a treatment plant must
consider several different loading and flow conditions, and the most severe condition will control its
design.

Table 8.13 is a compilation of recommended design flows and loads for various treatment plant
components. The basic design period is assumed to be either the maximum 7-day or 30-day average flow
or load, depending on which is most severe given the associated temperature and composition. Most
regulatory authorities still use the annual average load or flow in their regulations.



TABLE 8.13 Recommended Design Flows and Loads for Wastewater Treatment Plant Components?

Process or Material

Design Period

Peaking Factor
Peak Value/Annual Average

Operating costs
Chemicals
Electricity
Ultimate hydraulic capacity of
tanks, conduits, pumps, weirs,
screens, etc.
Preliminary treatment
Coarse screens size
Screenings storage volume
Grit chambers size
Grit storage volume
Comminutor size
Influent pumping station
Influent sewer
Flow meters
Primary treatment
Primary clarifier
Overflow rate
Outlet weir length
Outlet trough capacity

Sludge volume

Scum volume
Activated sludge

FM or SRT

Aeration volume

Aeration tank weirs and
troughs
Air supply

Temperature (nitrification)

Alkalinity (nitrification)

Waste sludge volume and dry
solids

Return sludge pumps

Final clarifier size

Trickling filters
Media volume
Distributor and recirculation
system
Underdrains
Intermediate clarifiers
Final clarifier size
Wastewater ponds
Facultative pond area
Facultative pond volume
Aerated pond volume
Aerated pond air supply
Effluent sand filters
Filter area
Disinfection
Chlorine contactor volume

Annual average

Annual average

Transmit the instantaneous annual maximum flow
with one of each parallel units out of service; check
solids deposition at minimum flows

Max. 7 or 30 day ave. flow*

Max. 3-D ave. load

Max. 1-h ave flow

Max. 3-D ave. load

Max. 1-h ave. flow

Max. 1-h ave. flow and min. 1-h ave. flow
Max. 1-h ave. flow and min. 1-h ave. flow
Max. 1-h ave. flow and min. 1-h ave. flow

Max. 1-h ave. flow and
max. 7-day or 30-day ave. flow*

Max. 1-h ave. flow

Max. 1-h ave. flow and %2 max. 7-day or 30-day max.
ave. flow

Max. 30-day ave. load

Max. 7-day or 30-day ave. load

50 to 150% of value for max 7-day or max 30-day ave
load*

Max. SRT or min. F/M at max. 7-day or 30-day ave.
BOD load*

Max. instantaneous flow plus max. recycle

Max. 1-h ave. BOD load; include NOD for nitrifying
systems

30-day ave. preceding critical period

Min. 7-day or 30-day ave. load

Min. SRT or max F/M at max 7-day or 30-day ave.
BOD load*

Max. 7-day or 30-day ave. flow*

Max. 1-h ave. and max. 7-day or 30-day ave. flow *
and max. 24-h ave. solids load

Max. 24-h BOD load
Max. 7-day or 30-day ave. flow* and min. 1-h ave. flow

Max. 7-day or 30-day ave. flow* plus recirculation
Max. 1-h ave. flow
Max. 1-h ave. flow

Max. 7-day or 30-day ave. BOD load
Ann. ave. flow
Ann. ave. flow
Max. 7-day or 30-day ave. BOD load

Max. 1-h ave. flow

Max. 1-h ave. flow

1

1

Maximum and minimum
rated capacities of influent
sewer or pumping station

2orl4

4

3

4

3

3 and 0.33
3 and 0.33
3 and 0.33

3and 2 or 1.4

3
3and 2 or 1.4

1.3
1.6 or 1.3

2.4 or 1.6

2.4 or 1.6

2.8

1.6 or 1.3

2.0o0r 1.4
3.0 and 2.0 or 1.4 and
2.8(Q + Q,)MLSS

2.4
2 or 1.4 and 0.33

(20or1.4)Q + Q,
3
3

1.6 or 1.3
1
1
1.6 or 1.3




TABLE 8.13 Recommended Design Flows and Loads for Wastewater Treatment Plant Components?

*Note: The Wastewater Committee (1990) uses the annual average flow wherever the table recommends the maximum
7-day or 30-day average flow.
@ Compiled from the following sources:

Fair, G. M., Geyer, J. C., and Morris, J. C. 1954. Water Supply and Waste-Water Disposal. John Wiley & Sons, Inc., New
York.

Joint Task Force. 1992. Design of Municipal Wastewater Treatment Plants: Volume 1—Chapters 1—12. Water Environment
Federation, Alexandria, VA; American Society of Civil Engineers, New York.

Metcalf & Eddy, Inc. 1991. Wastewater Engineering: Treatment, Disposal, and Reuse, 3rd ed., revised by G. Tchobanoglous
and F. L. Burton. McGraw-Hill, Inc., New York.

Mohlman, E W., Chairman, Thomas, H. A. Jr., Secretary, Fair, G. M., Fuhrman, R. E,, Gilbert, J. J., Heacox, R. E,,
Norgaard, J. C., and Ruchhoft, C. C. 1946. “Sewage Treatment at Military Installations, Report of the Subcommittee
on Sewage Treatment of the Committee on Sanitary Engineering, National Research Council Division of Medical
Science, Washington, DC,” Sewage Works Journal, 18(5): 791.

Wastewater Committee of the Great Lakes-Upper Mississippi River Board of State Public Health and Environment
Managers. 1990. Recommended Standards for Wastewater Facilities, 1990 Edition. Health Education Services, Albany,
NY.

Typical peaking factors are included in Table 8.13. There is substantial variation in peaking factors between
communities, especially between large and small communities, and designs should be based on local data.

Flow and Load Equalization

The design flows and load recommendations in Table 8.13 generally do not account for hourly flow
variations within a 24-h period. Normal daily peak flows and loads do not affect average activated sludge
process performance unless the daily 3-h average maximum flow exceeds 160% of the 24-h average flow
(140% of the average for the 6-h average maximum flow). If higher peak flows occur, they can be
accounted for by increasing the size of the aeration tank. An approximate rule for the volume increase
is (Joint Committee, 1977):

AV =60(PF,, —1.6) (8.58)

where AV = the additional aeration tank volume needed to account for excessive peak flows (%)
PF;, = the peaking factor for the daily 3-h average maximum flow (decimal fraction)

For the daily 6-h average maximum flow, the rule is,

AV =60(PF,, —1.4) (8.59)

where PF, = the peaking factor for the daily 6-h average maximum flow (decimal fraction).

Flow equalization is generally not recommended at municipal wastewater treatment plants unless the
daily 3-h average maximum flow exceeds 210% of the average (180% of the average for the daily 6-h
average maximum flow). The principal cause of performance degradation during peak hydraulic loads
is secondary clarifier failure. In activated sludge plants, this seems to become a problem at overflow rates
of about 1000 gpd/ft?> (Ongerth, 1979).

Population Equivalents

The concentrations of various substances in raw sewage varies widely, because (1) water consumption rates
vary widely, yielding differing degrees of dilution, and (2) potable waters start out with different amounts
of minerals depending on local geology. However, the rates of contaminant mass generation per capita are
fairly uniform, even across cultures. Table 8.14 presents a summary of American and some European data.

The organic fraction is reported variously as 5-day biochemical oxygen demand (BOD), (dichromate)
chemical oxygen demand (COD), volatile solids (VS), and total organic carbon (TOC). Approximate ratios
among some of these parameters are given in Table 8.15. The tabulated ratios are weighted toward the
results of the U.S. EPA study (Burns and Roe, Inc., 1977), because of the large number of plants included.



TABLE 8.14 Population Equivalents for Municipal Sewage

Volume TSS CBOD4 Total N Total P
Source (L/cap d) [VSS] (g/cap d)  (g/capd)  (g/capd)  (g/cap d)
Householdsedef 220 38 [34] 45 15 4
Sanitary sewage, no industry® — — 54 — —
Combined sewage, little industry® — — 73 — —
Average of 31 cities? 400 95 [64] 100 14 —
Combined sewage, much industry® — — 150 — —

@ Committee of the Sanitary Engineering Division on Sludge Digestion. 1937. “Report of Committee,”
Proceedings of the American Society of Civil Engineers,

b Theriault, E. J. 1927. The Oxygen Demand of Polluted Waters, Bulletin No. 173. U.S. Public Health Service,
Washington, DC.

¢ Vollenweider, R. A. 1968. Scientific Fundamentals of the Eutrophication of Lakes and Flowing Waters, with
Particular Reference to Nitrogen and Phosphorus as Factors in Eutrophication, OECD Report No.
DAS/CS1/68.27. Organization for Economic Cooperation and Development, Directorate for Scientific Affairs,
Paris, France.

4 Watson, K. S., Farrel, R. P,, and Anderson, J. S. 1967. “The Contribution from the Individual Home to the
Sewer System,” Journal of the Water Pollution Control Federation, 39(12): 2039.

¢ Webb, P, ed. 1964. Bioastronautic Data Book, NASA SP-3006. National Aeronautics and Space Adminis-
tration, Scientific and Technical Information Division, Washington, DC.

f Zanoni, A. E. and Rutkowski, R. J. 1972. “Per Capita Loadings of Domestic Wastewater,” Journal of the
Water Pollution Control Federation, 44(9): 1756.

TABLE 8.15 Relationships Among Organic Composition Indicators
for Municipal Sewage

Conventional,
Parameter Ratio Raw or Settled Sewage  Nonnitrified Effluent  Nitrified Effluent
BOD/COD 0.5 0.3 0.15
TOC/COD 0.4 0.4 —
COD/VSS 2.0? 1.4 1.4
Suspended BOD/VSS — 0.5 —
Suspended BOD/VSS — 0.4 —

Sources:

Austin, S., Yunt, E, and Wuerdeman, D. 1981. Parallel Evaluation of Air- and Oxygen-
Activated Sludge, Order No. PB 81-246 712, National Technical Information Service,
Springfield, VA.

Bishop, D. E, Heidman, J. A., and Stamberg, J. B. 1976. “Single-Stage Nitrification-Deni-
trification,” Journal of the Water Pollution Control Federation, 48(3): 520.

Boon, A. G. and Burgess, D. R. 1972. “Effects of Diurnal Variations in Flow of Settled Sewage
on the Performance of High-Rate Activated-Sludge Plants,” Water Pollution Control, 71: 493.

Burns and Roe, Inc. 1977. Federal Guidelines—State Pretreatment Programs—Vol.
II—Appendixes 1-7, EPA-430/9-76-017b, U.S. Environmental Protection Agency, Office
of Water Program Operations, Municipal Construction Division, Washington, DC.

Dixon, H., Bell, B., and Axtell, R. J. 1972. “Design and Operation of the Works of the
Basingstoke Department of Water Pollution Control,” Water Pollution Control, 71: 167.

Ford, D. L. 1969. “Application of the Total Carbon Analyzer for Industrial Wastewater
Evaluation,” p. 989 in Proceedings of the 23" Industrial Waste Conference, May 7, 8 and 9,
1968, Engineering Bulletin 53(2), Engineering Extension Series No. 132, D. Bloodgood,
ed., Purdue University, Lafayette, IN.

Hoover, S. R. and Porges, N. 1952. “Assimilation of Dairy Wastes by Activated Sludge: II.
The Equation of Synthesis and Rate of Oxygen Consumption,” Sewage and Industrial
Wastes, 24(3): 306.

Hunter, J. V. and Heukelekian, H. 1965. “The Composition of Domestic Sewage Fractions,”
Journal of the Water Pollution Control Federation, 37(8): 1142.



TABLE 8.15 (continued) Relationships Among Organic Composition Indicators
for Municipal Sewage

LaGrega, M. D. and Keenan, J. D. 1974. “Effects of Equalizing Wastewater Flows,” Journal
of the Water Pollution Control Federation, 46(1): 123.

Nash, N., Krasnoff, P. J., Pressman, W. B., and Brenner, R. C. 1977. “Oxygen Aeration at
Newton Creek,” Journal of the Water Pollution Control Federation, 49(3): 388.

Nicholls, H. A. 1975. “Full Scale Experimentation on the New Johannesburg Extended
Aeration Plants,” Water SA, 1(3): 121.

Reinhart, D. R. 1979. “Nitrification Treatability Study for Carrollton, Ga.,” Journal of the
Water Pollution Control Federation, 51(5): 1032.

Rickert, D. A. and Hunter, J. V. 1971. “Effects of Aeration Time on Soluble Organics During
Activated Sludge Treatment,” Journal of the Water Pollution Control Federation, 43(1): 134.

Schaffer, R. B., Van Hall, C. E., McDermott, G. N., Barth, D., Stenger, V. A., Sebesta, S. J.,
and Griggs, S. H. 1965. “Application of a Carbon Analyzer in Waste Treatment,” Journal
of the Water Pollution Control Federation, 37(11): 1545.

Torpey, W. N. and Lang, M. 1958. “Effects of Aeration Period on Modified Aeration,” Journal
of the Sanitary Engineering Division, Proceedings of the American Society of Civil Engineers,
84(SA 3): Paper 1681.
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8.4 Intakes and Wells

Natural waters are almost never homogeneous, either in space or in time. Even aquifers often show some
vertical and/or seasonal variation in water composition. There are, however, patterns to the variations,
and a judicious selection of the exact point and timing of water withdrawals can simplify and improve
treatment plant design, operation, and performance.

The factors requiring consideration by the designer of an intake or well field are as follows (Babbitt,
Doland, and Cleasby, 1967; Burdick, 1930):

+ Source of supply — e.g., river, lake, impounding reservoir, spring, or well

+ Nature of the withdrawal site — e.g., depth of water, character of bottom (silt, gravel, cobbles,
etc.), wind fetch and wave protection, flow stratification and seasonal turnover, salt fronts and
intrusion, consolidated or unconsolidated aquifer materials, artesian or nonartesian aquifer

Relationship of site to possible or actual sources of contamination

+ Permanence of existing conditions — e.g., to what extent floods, droughts, other development,
etc., might change the quantity and quality of the water, the site topography, or access to the water
source

+ Special requirements of the site — e.g., the need to provide special facilities to cope with moving
sand bars, fish and wildlife, seasonal debris, ice, navigation, violent storms, high flood stages and
low drought stages, accessibility of site, availability and reliability of electrical power, and distance
to pumping station

« Site properties that affect the stability of the proposed structures — e.g., the character of the
foundation soils

The source of supply, nature of the withdrawal site, special requirements of the site, and the relationship
of the site to sources of contamination have direct impacts on the quality of the raw water and the
treatment it requires. Each of these is discussed below.

River Intakes

Hazards

River intakes are exposed to a variety of hazards, including floating and suspended debris, fish and
wildlife, ice, variable water stages due to floods and droughts, shipping, and pleasure boating. Although
these hazards primarily affect the longevity and reliability of the structures involved, there are some
indirect affects on water quality.

Debris and Wildlife

The principal concern raised by debris and wildlife is that they might enter the plant piping and damage
mechanical equipment, such as pumps and valves. Small and fragile debris like fish, leaves, floating oils,
cloth, and paper may pass through pumps and valves without damaging them. Nevertheless, such
materials are objectionable, because they are macerated by the mechanical equipment and increase the
amount of organic matter dissolved in the raw water. High concentrations of dissolved organic matter
produce tastes, odors, colors, and turbidity; reduce the efficiency of disinfection; and promote the
regrowth of microbes in the distribution system. This regrowth increases the threat of disease transmission
and system corrosion.

The defense against debris and wildlife is screens. For intakes, these come in two general classes: bar
racks and traveling screens. Screen design is discussed in Chapter 9.

The screenings collected by manual and/or mechanical cleaning undergo some compaction and decay
during collection and storage, and they should not be returned to the raw water source. The debris has
been concentrated from a large volume of water, and its physical, chemical, and biological properties
may have been changed. The mere fact of concentration means that if the debris is returned to the raw



water source, a high local debris concentration will be created, which may be a nuisance. The changes
in properties may cause the debris to settle in the water source, forming sludge deposits, or the dissolved
organic matter concentration in the source may be increased. The preferred route of disposal is inciner-
ation or landfill.

Fish require special considerations, which are listed in Chapter 9.

Ice
A major hazard to all surface water intakes in the temperate zone is ice. The principal ice forms are
surface, anchor, frazil, and slush (Baylis and Gerstein, 1948; Gisiger, 1947).

Frazil ice consists of fine needle-like ice crystals that form suspended in the water and later deposit
on various surfaces. It sometimes accumulates in the water as slushy masses. Because the crystals are
small and the slush is fragile, they can penetrate deeply into the intake piping system, and large amounts
of ice may coat intake screens, the inside of conduits, and even pump impellors. This generally results
in serious clogging of the intake system. Frazil ice occurs under turbulent conditions in a narrow
temperature range, maybe only -0.05 to +0.10°C. The condition is usually temporary, starting in the late
evening to early morning and lasting until noon. Its formation is prevented by restricting the velocity
through intake screens and conduits to less than 30 fpm and by mild heating of the flow to about 2°F
above the ambient water temperature (Pankratz, 1988).

Anchor ice forms on submerged objects. This is especially troublesome in the guideways for slidegates.
The usual preventive measure includes some sort of heating device, which may be as simple as an air
bubble curtain or as involved as hot steam lines.

Surface ice damages structures by impact, static horizontal pressure, and static lifting. The last occurs
when ice forms on the structure during low water stages, and the water levels subsequently rise. Drifting
surface ice and ice floes may also enter the intakes, clogging them. In large lakes and rivers, ice floes may
pile up against structures or be stranded in shallow water. At the Chicago intakes in Lake Michigan,
stranded ice has been observed reaching from the Lake bottom some 37 ft below the water surface to
25 ft above the water surface (Burdick, 1946). Consequently, even bottom intakes are threatened. Because
of these possibilites, intakes are usually designed to incorporate barriers and deflectors to keep ice away
from the exposed structures.

Floods and Droughts

Floods threaten intakes by simple submergence, which may damage electric equipment and furnishings,
and by structural damage due to hydraulic forces and the impacts of entrained debris, like logs and large
rocks. Floods also move sand bars and may bury intakes or isolate them from the water flow. Droughts
can lower water stages to the point that the intakes no longer contact the water. Very low water stages,
if they happen fast enough, may destabilize river banks, causing the banks to slump and threaten intake
foundations and screens.

Flood protection consists of barriers and deflectors like pilings, river training to stabilize the banks,
and levees to protect buildings and equipment. Regulatory authorities may require that pumps, controls,
and electrical switching equipment be installed above the expected maximum flood stage for some rare
design flood. Drought protection generally involves the capability to withdraw water from several different
elevations. This may be done by constructing multiple intakes or by constructing floating or moving
intakes. The former are built on moored barges; the latter are built on rails that permit the pump suction
bell to be moved up and down the bank as the river stage changes.

Floods and droughts exacerbate the problem of suspended debris, especially silts and sands. Floods
resuspend stream bottoms and carry increased land erosion, and droughts often force water intakes to
be placed so close to the bottom that the intake suction resuspends some sediments.

All of these problems require estimates of flood and drought stages. First, each time series (not the
ranked values) is analyzed for trends and serial correlation. If none are found, the series may be fitted
to some extreme value distribution, usually either Gumbel’s distribution or the log Pearson Type III
distribution.



Next, the maximum annual flood and minimum annual drought water surface elevations are ranked
according to severity. For floods, this means highest (m = 1) to lowest (m = n), but for droughts, it means
lowest (m =1) to highest (m = n). Each elevation is then assigned an “exceedance” probability and a
return period based on its rank:

(8.60)

where  m =the rank of a flood or a drought beginning with most severe (highest stage for flood, lowest
for drought) and ending with least severe (lowest stage for flood, highest for drought)
(dimensionless)

n = the number of records of maximum annual flood or minimum annual drought (dimen-
sionless)

P = the “exceedance” probability of either (1) the probability of a flood stage greater than or
equal to the given elevation or (2) the probability of a drought stage less than or equal to
the given elevation (per year)

T = the return period of either (1) a flood stage equal to or larger than the given elevation or
(2) a drought stage less than or equal to the given elevation (year)

For small data sets, the probabilities are sometimes assigned according to Eq. (8.61) (Taylor, 1990):

P= —=— (8.61)

The exceedance probability is the probability that a flood or drought equal to or worse than the given
event will occur in any randomly chosen year. The return period is the average length of time between
such occurrences.

Each elevation can also be assigned a nonexceedance probability and an associated return period:

P+P =1 (8.62)

1,1 (8.63)
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where P, = the “nonexceedance” probability — either (1) the probability of a flood stage elevation
less than the given elevation or (2) the probability of a drought stage greater than the given
elevation (per year)
T, = the return period of either (1) a flood stage less than the given elevation or (2) a drought
stage greater than the given elevation (year)

If the Gumbel equation gives an adequate fit (a plot of the flows vs. the equivalent flood return period
on Gumbel probability paper should be linear), the design flood and drought stages for some design
return period, T, may be calculated from Egs. (8.58) and (8.59), respectively:

zF(T)ZEF—sF%[Y+In(InTo)] (8.64)
zD(T)=ED—sD\/76['y+ln(lnT)] (8.65)

where s, = the standard deviation of the observed minimum annual drought stages (m)
sp = the standard deviation of the observed maximum annual flood stages (m)
z;, = the arithmetic average of the observed minimum annual drought stages (m)



zp(T) = the estimated drought stage elevation with a return period of T years (m)
z; = the arithmetic average of the observed maximum annual flood stages (m)
zp(T) = the estimated flood stage elevation with a return period of T years (m)
Y =0.57722..., Euler’s constant

Although the Gumbel distribution often provides a satisfactory fit, other distributions may be needed
in other cases. A collection of these may be found in Chow (1964). The U.S. Water Resources Council
adopted the log Pearson Type III distribution for flood analyses on federally funded projects (Hydrology
Committee, 1977).

Navigation
The principal hazards due to navigation are collisions between boats and the intake structure, anchors
snagging parts of the intake, and contaminants discharged accidentally or deliberately. The recommended
defense against these hazards is avoidance of navigation channels. However, this conflicts with the need
for access to deep water during droughts and cannot always be achieved. Once again, various kinds of
barriers and deflectors are constructed, and intake depths are selected to avoid water contaminated by
waste discharges from boats. This normally means selection of deeper waters.

In the U.S., all navigable waters are under the jurisdiction of the U.S. Army Corps of Engineers, and
construction within navigable waters requires a Corps-issued permit.

Contaminant Distribution

Rivers are frequently stratified horizontally and vertically. This is important for two reasons:

« First, water quality in rivers can be expected to vary significantly with the distance from the bank.
Most importantly, contaminants will tend to cling to the bank from which they are discharged,
so that water intakes are best placed on the opposite bank.

+ Second, contaminant dilution does not always or even usually occur. What is needed is a method
to predict when and where contaminants will occur. It is especially desirable to locate zones of
low contamination and to predict when known spills will arrive at the intake.

In order to predict where contaminants are at any time, it is necessary to consider how they are
transported by the water source. There are four mechanisms that need to be accounted for: advection
(convection), shear flow dispersion, turbulent diffusion, and molecular (Fickian) diffusion. Advection is
the transport achieved by the average motion of the whole body of water. In the case of rivers, this is the
transport due to the mean velocity. Shear flow dispersion is caused by the vertical and horizontal
variations in velocity over the cross section. If velocity measurements are taken at small time intervals
at a fixed point in the cross section, it will be discovered that the velocity there fluctuates. These short
period fluctuations about the predicted velocity distribution give rise to another transport mode —
turbulent diffusion. Finally, there is molecular diffusion, which arises because of the random thermal
motions of contaminant molecules.

These four transport mechanisms are additive. However, one or more of them may sometimes be
ignored. For example, by definition, there is no advection or shear flow dispersion vertically or laterally
in a river; transport in these directions is due entirely to turbulent diffusion and molecular diffusion. In
river mouths and in estuaries and lakes, the mean velocity is often small, and advection is negligible,
even in the “downstream” direction. In these cases, only shear flow dispersion, turbulent diffusion, and
molecular diffusion are active. But, in the main stem of most rivers, only advection need be considered.

Longitudinal Transport
Longitudinal transport in rivers is dominated by advection. Shear flow dispersion is a minor component,
but it becomes important during unsteady phenomena like spills. Turbulent diffusion and molecular
diffusion are negligible contributors to longitudinal transport.

Consider a spill of a conservation contaminant some distance upstream of an intake. If the flow is
uniform and steady, the predicted arealy-weighted cross-sectional average contaminant concentration at
the intake is (Crank, 1975; Fischer et al., 1979),
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where A =the cross-sectional area of the stream (m?)
C,(x,1) = the cross-sectional average contaminant concentration at x downstream from the appar-
ent origin at time ¢ after the spill (kg/m?)
K =the longitudinal shear flow diffusivity (m?/s)
M = the mass of the contaminant spilled (kg)
t = the time elapsed since the spill (s)
U = the (uniform flow) arealy-weighted, cross-sectional average stream velocity between the
spill and the intake (m/s)
x = the effective distance the spill has traveled from its apparent origin (m)

A commonly used semiempirical formula for K is (Fischer et al., 1979),

_0.011U°W?
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K (8.67)

where g = the acceleration due to gravity (9.806650 m/s?)
H = the mean depth (m)
R = the hydraulic radius (m)
S = the energy gradient (m/m)
V. = the shear velocity (m/s)

= \JgRs
W = the stream (top) width (m)

The minimum distance downstream of a spill or an outfall that the water must travel before the
contaminant has spread sufficiently for Eq. (8.66) to apply is called the “initial period” and is given
approximately by (Fischer et al., 1979),
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where L, = the initial period (m).

The error in Eq. (8.62) is on the order of 50%. At L;, from the spill, the contaminant cloud looks as
if it had traveled a shorter distance.

The apparent origin of the spill is L,, downstream from its actual location (Fischer et al., 1979):
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L (8.69)

where L, = the distance from the actual spill to its apparent origin (). This equation also has an error
of about 50%.

Lateral Distribution

If a spill occurs within L;, of an intake, the effect of lateral spreading of the contaminant will be important.
The transport problem is now two-dimensional, and the important processes are advection and turbulent
diffusion. Vertical mixing can be ignored, because streams are very much wider than they are deep, and
the vertical velocity gradients are steeper than the horizontal velocity gradients, so they become vertically
mixed long before they are laterally mixed. For steady, uniform flow with a uniform velocity profile and



isotropic turbulence, the longitudinal and lateral contaminant concentrations due to a spill can be
estimated from,

& (0 p0t) = M/H exp{_ (x-Ut)’ ]X
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where  C = the depth-averaged contaminant concentration at x downstream from the apparent origin,
y from the right bank, and ¢ after the spill (kg/m?)
E = the turbulent diffusivity (m?/s)
H = the mean depth (m)
M = the mass of the contaminant spilled (kg)
t = the time elapsed since the spill (s)
U = the (uniform flow) arealy-weighted, cross-sectional average stream velocity between the
spill and the intake (m/s)
x = the effective distance the spill has traveled from its apparent origin (m)
y = the distance across a stream measured from the right bank (m)
¥, = the location of a spill measured from the right bank (m)

The error in this equation is approximately 50%. As a practical matter, we are interested in peak
concentrations, which occur when x = Ut; the first exponential term is unity. As for the summation, only
the few terms centered on j = 0 need to be computed.

A commonly used estimate of E is (Fischer et al., 1979),

E=0.6Hv, (8.71)

If the source of the contaminant is a steady discharge rather than a spill, then the steady state, depth-
averaged prediction is (Fischer et al., 1979),
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where  C;, = the flow-weighted (flow-composited) contaminant concentration in the river upstream of
the outfall (kg/m?)
Cow = the flow-weighted (flow-composited) contaminant concentration in the wastewater
(kg/m?)
C,,(x, y) = the depth- and time-averaged concentration at distance x from the apparent origin and y
from the right bank (kg/m?)
Qg = the time-averaged (steady state) river flow for the critical period, generally the 7-day-
average low flow with a 10-year return period (m?/s)
Q,y = the time-averaged (steady state) wastewater flow for the critical period, generally the
maximum 7-day or 30-day average wastewater flow rate (m?/s)
T = the time-of-travel from the apparent origin (s)

Note that the time-of-travel from the source, T, replaces the elapsed time, ¢.



Adsorbed Contaminants

Because streams mix vertically more quickly than they mix laterally, it is usually assumed that contaminant
concentrations are uniform with respect to depth. There are, however, important exceptions to this rule:
settleable solids — especially sand, silt, and clay — and floatable solids like grease.

Sands, silts, and clays, are important for two reasons. First, they are contaminants, causing turbidity.
However, this is not a major issue. Sands, silts, and clays are quite reactive, and they adsorb a large
number of other contaminants, particularly pesticides, volatile organic substances, and heavy metals.
Consequently, the presence of sand, silt, and clay in a finished water raises the possibility that other, more
serious contaminants are present. There is one advantage in all this: they are easily removed and so,
consequently, are the poisons adsorbed to them.

The amount of contaminant sorbed onto silt and clay particles can be expressed in terms of a partition
coefficient (Thomann and Mueller, 1987):

Mm=_z (8.73)

where  C, =the dissolved contaminant concentration based on total volume of liquid and solids
(kg/m?)
C, = the concentration of contaminant adsorbed to suspended solids (kg contaminant/kg clay)
IT = the partition coefficient (m?/kg)

The partition coefficient may be used to calculate the fraction of the contaminant that is dissolved or
adsorbed (Thomann and Mueller, 1987):
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where  C, = the total concentration of contaminant based on the total volume of liquid and solids

(kg/m?)
=C;+C,C,

If there is no resuspension of sediment, then a simple steady, uniform flow model for contaminant
loss due to sedimentation of silts and clays is,

1+1IIC_ exp| — v
B HU
C(x)=C, T+TIC (8.76)

where C_, = the initial silt and clay concentration at a point source of sorbable contaminants (kg/m?)
C,, = the initial total concentration of contaminant at a point source (kg/m?®)
C,(x) = the total concentration of contaminant at distance x from a point source (kg/m?)
Vv, = the settling velocity of the sediment (m/s)
x = the distance from the point source (m)

Lake and Reservoir Intakes

Hazards

All of the hazards that threaten river intakes also threaten lake intakes: namely, debris and wildlife, ice,
floods and droughts, and shipping. There are, of course, differences. Ice and debris in rivers are often
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FIGURE 8.4 Reflected wave pressure on vertical wall (Minikin, 1950).

carried by strong currents that may produce strong impacts. In lakes, the currents and impacts are less
severe. Rivers in flood can move sizeable boulders, but the debris in lakes is limited to floatable objects.
Floods and droughts in rivers are generally short-term phenomena, driven by recent weather and lasting
a few days to a season or two, whereas floods and droughts in lakes often last for years and are driven
by long-cycle weather patterns. There are, however, two hazards that are peculiar to lakes: surface waves
and seiches. Both are wind-driven phenomena.

Surface Waves

Waves are formed initially by fluctuations in the wind stress on the water surface, but once formed, they
interact with each other and the wind to form a large variety of wave sizes. Wave power is transmitted
to structures when the waves (1) are reflected by the structure, (2) break on the structure, or (3), if it is
submerged, pass over the structure.

For reflected, nonbreaking waves, the simplest analysis is Minikin’s (1950). If a wave is reflected by a
vertical wall, it is supposed to rise up the wall above the still water level a distance equal to 1.66 times
the wave height. This produces a momentary pressure gradient like that shown in Fig. 8.4, with a wave
pressure at the still water elevation of pgH,,. The total horizontal force due to the wave of,

2
F= pgsWHH + ngi (8.77)
= v 2
wave force below still water depth wave force above still water depth
where F = the total wave force (N)
g = the acceleration due to gravity (9.80665 m/s?)
H = the still water depth (m)
H,, = the wave height measured crest to trough (m)



W = the width of the wall (m)
p = the density of water (kg/m?)

and a wave moment of

1.66H? 1.66H H’H
M:ng|: ZW(H+ 3W]+ zw} (8.78)

where M = the turning moment (Nm).

These estimates should be doubled for ratios of water depth to wave length less than about 0.20 (King
and Brater, 1963). The forces and moments due to the still water level should be added to the wave forces
and moments.

Breaking waves would develop horizontal forces on the 