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Preface to volume 1

Volume 1 of the Handbook of category theory is concerned with those
notions and techniques which turn out to appear quite naturally in most
developments of category theory, independently of additional structures
or properties one requires from the categories involved in the study.

Any book on category theory must say a word on the non-obvious
problems concerned with the logical foundations of the theory. We men-
tion both the axiom system of classes and that of universes, and later
we freely use the presentation which fits best the problem we study. We
chose not to dwell on foundational questions as long as the development
of the theory does not really depend on them.

Another general principle in this volume is to develop the general
notions from more accessible special cases, for which we have given a
large supply of examples. This is by no means the most economical
way of developing the theory, but we hope inexperienced readers will
appreciate our pedagogical choice.

Of course we start with the basic vocabulary of categories, functors,
natural transformations, monomorphisms, epimorphisms, isomorphisms.
The analogies between monomorphisms and epimorphisms, covariant
and contravariant functors, lead to the famous duality principle which
is, with the Yoneda lemma, one of the key results of the first chapter.

Starting with the notions of products, coproducts, equalizers, coequal-
izers, pullbacks, and so on, we reach the general notion of limit of a func-
tor and prove the corresponding existence theorem. We devote special
attention to some classes of colimits, like absolute ones, filtered ones and
universal ones. We also study limits in categories of functors and dwell
on the case of colimits of set-valued functors.

Adjoint functors are the next fundamental notion of categorical al-
gebra. We prove the classical general and special existence theorems in
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terms of limits and particularize our study to the case of reflective sub-
categories. We treat separately the case of Kan extensions, which is a
fruitful example of an adjunction which cannot be deduced in its general
form from the previous existence theorems.

The special adjoint functor theorems refer explicitly to notions like
subobject (equivalence class of monomorphisms), generator and cogen-
erator. We decided to group in a separate chapter a specific study of
the various kinds of monomorphisms, epimorphisms (plain, extremal,
strong, regular) and correspondingly for generators, cogenerators (plain,
strong, regular, dense). This is also the opportunity for studying epi-
mono factorizations as well as notions related to monomorphisms or
epimorphisms, like injective and projective objects. We pay special at-
tention to the case of injective cogenerators, whose existence is very often
related to rather deep specific theorems.

Chapter 5 is probably the most difficult one in this first volume. It is
essentially concerned with rather sophisticated methods for constructing
reflective subcategories. We start with the problem of “formally inverting
an arrow g: A——C of a category” (categories of fractions) and relate
this with the problem of “uniquely extending a morphism f: A—— B
along the arrow g: A—— C” (the orthogonal subcategory problem). Un-
der good assumptions, we prove by transfinite induction the reflectivity
of the subcategory of those objects “orthogonal to a set of mappings”.
We relate this to the general notion of (£, M)-systems of factorization.
We discuss the special case where the reflection is left exact (the “local-
izations”) and relate it to the notions of universal closure operation and
bidense morphism.

The rest of the book is essentially devoted to some generalizations or
special cases of the basic notions of chapters 1, 2 and 3.

When ¥ is a category with finite limits, set-valued functors on ¢ which
preserve finite limits (the “left exact functors”) admit interesting prop-
erties and characterizations: in particular, they are exactly the filtered
colimits of representable functors. When € is an arbitrary small cate-
gory, this characterization serves as a definition for the notion of “flat
functor”. Flat functors share most properties of left exact functors and
will turn out to play a key role in a categorical approach of model theory
(see chapter 5, volume 2, accessible categories).

Another elementary notion which turns out to have unexpectedly rich
applications is that of “splitting idempotents”; this happens to be equiv-
alent to a rather weak completeness property: having just those limits
or colimits which are preserved by all functors. This is called the Cauchy
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completeness of the category, for reasons which will become apparent in
chapter 6 of volume 2. Replacing “completeness” by “Cauchy complete-
ness” and “preserving limits” by “being a-flat, for every regular cardinal
a” yields amazingly enough a generalization of the adjoint functor theo-
rem; this generalization now contains as a special case the Kan extension
theorem of chapter 3.

While a category has just objects and arrows, the category of cat-
egories and functors can be provided with additional devices, namely
natural transformations between functors. This leads to the richer no-
tion of a 2-category, where besides objects and arrows one gives also
“2-cells” between the arrows. There are corresponding enrichments of
the notions of functor, natural transformation, limit, adjoint functors,
and so on.

Now in category theory, many constructions are defined uniquely. ..
up to isomorphism! This results in very often obtaining isomorphisms
where one would have expected equalities. So it is not unusual to reach
a situation where a composite f o (g o h) (whatever f, g, h and the com-
position are) is just isomorphic to (f o g) o h, not necessarily equal.
Taking this seriously, one gets the notion of a bicategory: one has ob-
jects, arrows and 2-cells, but in various axioms “equalities” are replaced
by “isomorphic 2-cells”. A basic example of a bicategory is that of small
categories, distributors and natural transformations between them: in
category theory, a distributor is to a functor what, in set theory, a rela-
tion is to a function. Every functor turns out to be a distributor with a
right adjoint, and the converse holds when working with Cauchy com-
plete categories. In the same spirit as bicategories, one can “relax” the
notions of functor, natural transformation, limit, colimit, working now
“up to an isomorphic 2-cell” or even “up to an arbitrary 2-cell”.

We conclude this first volume with an elementary study of internal
categories. While a small category has a set of objects and a set of arrows,
together with some operations “source”, “target”, “unit”, “composition”
given by mappings, one is now interested in replacing set by object of a
category € and mapping by arrow of the category €. This is the notion of
“category internal to 7. We study the corresponding notions of internal
functors and internal limits or colimits.



Introduction to this handbook

My concern in writing the three volumes of this Handbook of categorical
algebra has been to propose a directly accessible account of what — in my
opinion — a Ph.D. student should ideally know of category theory before
starting research on one precise topic in this domain. Of course, there are
already many good books on category theory: general accounts of the
state of the art as it was in the late sixties, or specialized books on more
specific recent topics. If you add to this several famous original papers
not covered by any book and some important but never published works,
you get a mass of material which gives probably a deeper insight in the
field than this Handbook can do. But the great number and the diversity
of those excellent sources just act to convince me that an integrated
presentation of the most relevant aspects of them remains a useful service
to the mathematical community. This is the objective of these three
volumes.

The first volume presents those basic aspects of category theory which
are present as such in almost every topic of categorical algebra. This
includes the general theory of limits, adjoint functors and Kan exten-
sions, but also quite sophisticated methods (like categories of fractions
or orthogonal subcategories) for constructing adjoint functors. Special
attention is also devoted to some refinements of the standard notions,
like Cauchy completeness, flat functors, distributors, 2-categories, bicat-
egories, lax-functors, and so on.

The second volume presents a selection of the most famous classes
of “structured categories”, with the exception of toposes which appear
in volume 3. The first historical example is that of abelian categories,
which we follow by its natural non-additive generalizations: the regular
and exact categories. Next we study various approaches to “categories
of models of a theory”: algebraic categories, monadic categories, locally

xiii
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presentable and accessible categories. We introduce also enriched cat-
egory theory and devote some attention to topological categories. The
volume ends with the theory of fibred categories “a la Bénabou”.

The third volume is entirely devoted to the study of categories of
sheaves: sheaves on a space, a locale, a site. This is the opportunity for
developing the essential aspects of the theory of locales and introducing
Grothendieck toposes. We relate this with the algebraic aspects of vol-
ume 2 by proving in this context the existence of a classifying topos for
coherent theories. All these considerations lead naturally to the notion
of an elementary topos. We study quite extensively the internal logic of
toposes, including the law of excluded middle and the axiom of infinity.
We conclude by showing how toposes are a natural context for defining
sheaves.

Besides a technical development of the theory, many people appreciate
historical notes explaining how the ideas appeared and grew. Let me tell
you a story about that.

It was in July, I don’t remember the year. I was participating in a
summer meeting on category theory at the Isles of Thorns, in Sussex.
Somebody was actually giving a talk on the history of Eilenberg and
Mac Lane’s collaboration in the forties, making clear what the exact
contribution of the two authors was. At some point, somebody in the au-
dience started to complain about the speaker giving credit to Eilenberg
and Maec Lane for some basic aspect of their work which — he claimed -
they borrowed from somebody else. A very sophisticated and animated
discussion followed, which I was too ignorant to follow properly. The only
things I can remember are the names of the two opponents: the speaker
was Saunders Mac Lane and his opponent was Samuel Eilenberg. I was
not born when they invented category theory. With my little story in
mind, maybe you will forgive me for not having tried to give credit to
anybody for the notions and results presented in this Handbook.

Let me conclude this introduction by thanking the various typists for
their excellent job and my colleagues of the Louvain-la-Neuve category
seminar for the fruitful discussions we had on various points of this
Handbook. 1 want especially to acknowledge the numerous suggestions
Enrico Vitale has made for improving the quality of my work.
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1

The language of categories

1.1 Logical foundations of the theory

It is a common practice, when developing mathematics, to consider a
statement involving “all groups” or “all topological spaces” .... For
example we say that an abelian group A is projective when, for every
surjective homomorphism of abelian groups f: B—— C and every group
homomorphism g: A——C, g factors through f (see diagram 1.1). This
definition of “A being projective” starts thus with a list of universal
quantifiers

VB VC Vf Vg ...
This formula, from the point of view of set theory, creates a problem:
the variables B and C are “running through something (= the collec-

tion of all abelian groups) which is not a set”. This last fact is an easy
consequence of the following well-known paradox.

Proposition 1.1.1 There exists no set S such that
Tz €S &z is a set.

Proof In other (bad) words: “the set of sets does not exist”! To prove
this, let us assume such an S exists. Since z ¢ z is a formula of set
theory

T={x|reS and z ¢z}

defines a subset T of S, thus in particular a set T. The law of excluded
middle tells us that

TeT or T¢T.
But from the definition of T itself we conclude that
TeT=>T¢T,

1



2 The language of categories

A

u".
B — C

f
Diagram 1.1

T¢T=TeT,

thus in both cases a contradiction. O

Category theory will in fact be handling all the time “the collection of
all groups”, “the collection of all sets”, “the collection of all topological
spaces”, and so on .... Therefore it is useful to pay some attention to
these questions of “size” at the very beginning of this book.

A first way to handle, in category theory, problems of this type is to

assume the axiom on the existence of “universes”.

Definition 1.1.2 A universe is a set U with the following properties
(1) zeyandyeld = z€l,

(2) IeUandVielzr, eU= |z €U,

(3) zeU = P(z) €U,

(4) x € U and f:z—>y surjective function =y € U,

(5) Nel,

where N denotes the set of finite ordinals and P(x) denotes the set of
subsets of x.

Notice some easy consequences of the definition.

Proposition 1.1.3

(1) zeUUandyCxz=>y€EU,

(2) zelU andyelU = {z,y} €U,
(3 zeUandyeU=>zxXxy€eEU,
() ceUandyeUd =Y elU.

Proof We prove (1) and leave the rest as an easy exercise. First of all
PeNand Ne U, thus P € U. Now if z € U and y C z with y # 0,
choose z € y. Define f:z——>y to be

f)=tiftey,

f@)=zift¢y.
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Obviously f is surjective and therefore y € U. O

It should be noticed that — assuming the axiom of choice in our set the-
ory — condition (4) in definition 1.1.2 could have been replaced precisely
by

z€U and yCx=>yel.
Now the axiom on the existence of universes is just

Axiom 1.1.4 Every set belongs to some universe.
Not much is known about this axiom from the point of view of set
theory. Because of the property
ze€ld and yCzr=>yel,

it sounds reasonable to think of the elements of a universe as being
“sufficiently small sets”. If you choose to use the theory of universes as
a foundation for category theory, the following convention has to remain
valid throughout this book.

Convention 1.1.5 We fix a universe U and call “small sets” the ele-
ments of U.
Obviously we now have the following

Proposition 1.1.6 There exists a set S with the property t € S &
is a small set.

Proof Just choose S =U. O
An analogous statement is valid for small abelian groups, small topo-
logical spaces, and so on . ... For example a small group is a pair (G, +)

where G is a small set (and there is just a set of them) and + is a suitable
mapping G x G—— G (and there is just a set of them); so we can draw
the conclusion by proposition 1.1.3.

An alternative way to handle these problems of size is to use the
Godel-Bernays theory of sets and classes. In the Zermelo—Fréinkel theory,
the primitive notions are “set” and “membership relation”. In the Godel-
Bernays theory, there is one more primitive notion called “class” (think
of it as “a big set”); that primitive notion is related to the other two by
the property that every set is a class and, more precisely:

Axiom 1.1.7 A class is a set if and only if it belongs to some (other)
class.

The axioms concerning classes imply in particular the following “com-
prehension scheme” for constructing classes.
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Comprehension scheme 1.1.8 If ¢(x1,...,2,) is a formula where
quantification just occurs on set variables, there exists a class A such
that

(z1,...,%n) € A if and only if (1, ...,Ts).

For example, there exists a class A with the property
(G,+) € A if and only if (G, +) “is a group”

(where “is a group” is an abbreviation for the group axioms); in other
words, this defines the “class of all groups”. In the same way we deduce
the existence of the class of sets, the class of topological spaces, the class
of projective abelian groups, and so on.

When the axiom of universes is assumed and a universe U is fixed,
one gets a model of the Godel-Bernays theory by choosing as “sets” the
elements of I and as “classes” the subsets of U. It makes no relevant
difference whether we base category theory on the axiom of universes
or on the Gédel-Bernays theory of classes. We shall use the terminology
of the latter, thus using the words “set” and “class”; the reader who
prefers the terminology of the former should thus read “small set” when
we write “set” and should read “set” when we write “class”.

1.2 Categories and functors

With every mathematical structure on a set is generally associated a
notion of “mapping compatible with that structure”: a group homo-
morphism between groups, a linear mapping between vector spaces, a
continuous mapping between topological spaces, and so on . ... The ba-
sic examples of a category are designed in precisely that way: those sets
provided with a prescribed structure and, between them, those mappings
which are compatible with the given strucure.

Definition 1.2.1 A category € consists of the following:

(1) a class |€|, whose elements will be called “objects of the category”;
(2) for every pair A, B of objects, a set €(A, B), whose elements will
be called “morphisms” or “arrows” from A to B;
(3) for every triple A, B, C of objects, a composition law
%(A,B) x 4(B,C)—>%(A,C);
the composite of the pair (f,g) will be written g o f or just gf;

(4) for every object A, a morphism 14 € €(A, A), called the identity on
A.
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a—L - B

C—k——>D

Diagram 1.2

These data are subject to the following axioms.
(1) Associativity axiom: given morphisms f € ¥(A, B), g € 4(B,C),
h € €(C, D) the following equality holds:
ho(gof)=(hog)o/.
(2) Identity axiom: given morphisms f € ¥(A,B), g € ¥(B,C) the
following equalities hold:
]-Bof=fa golg=g.

A morphism f € (A, B) will often be represented by the notation
f: A—— B; A is called the “domain” or the “source” of f and B is called
the “codomain” or the “target” of f. In the situation of diagram 1.2, we
say that the given square is “commutative” when the equality go f = koh
holds between the two possible composites; an analogous terminology
holds for diagrams of arbitrary shape.

As usual 14 is the only morphism from A to A which plays the role
of an identity for the composition law. Indeed if i 4 € €(A, A) is another
such morphism

la=14014 =14.
Let us now define a “homomorphism of categories”.

Definition 1.2.2 A functor F from a category &/ to a category #
consists of the following:
(1) a mapping
|| —— | %]

between the classes of objects of &/ and #; the image of A € & is

written F(A) or just FA;
(2) for every pair of objects A, A’ of &/, a mapping

(A, A)——B(FA FA);

the image of f € /(A, A’) is written F(f) or just Ff.

These data are subject to the following axioms:
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(1) for every pair of morphisms f € (A, A"), g € S(A', A”)
F(go f) = F(g) o F(f);
(2) for every object A € o
F(14) =1pa.

Given two functors F: & —— & and G: #—— ¥, a pointwise compo-
sition immediately produces a new functor Go F: of —— %. This compo-
sition law is obviously associative. The identity functor on the category
& (i.e. choose every mapping in definition 1.2.2 to be the identity) is
clearly an identity for that composition law. A careless argument could
thus lead to the conclusion that categories and functors constitute a
new category ... but this can easily be reduced to a contradiction us-
ing proposition 1.1.1! The point is that, in the axioms for a category, it
is required to have a set of morphisms between any two objects. And
when the categories & and % merely have a class of objects, there is no
way to force the functors from o/ to # to constitute a set. All along in
this book we shall realize how crucial it is, in category theory, to distin-
guish all the time between sets and classes. To facilitate the language,
we particularize definition 1.2.1.

Definition 1.2.3 A category ¥ is called a small category when its class
|€| of objects is a set.
The next result is then obvious (see 1.1.8).

Proposition 1.2.4 Small categories and functors between them consti-
tute a category. O

Examples 1.2.5

Let us first list some obvious examples of categories and the correspond-
ing notation, when it is classical.

1.2.5.a Sets and mappings: Set.

1.2,5.b Topological spaces and continuous mappings: Top.

1.2.5.c Groups and group homomorphisms: Gr.

1.2.5.d Commutative rings with unit and ring homomorphisms: Rng.
1.2.5.e Real vector spaces and linear mappings: Vectg.

1.2.5.f Real Banach spaces and bounded linear mappings: Bany.
1.2.5.g Sets and injective mappings.

1.2.5.h Real Banach spaces and linear contractions: Ban;.

And so on.
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Examples 1.2.6

Here is a list of some mathematical devices which can also be seen as
categories.

1.2.6.a Choose as objects the natural numbers and as arrows from n
to m the matrices with n rows and m columns; the composition is the
usual product of matrices.

1.2.6.b A poset (X, <) can be viewed as a category & whose objects
are the elements of X; the set Z(z,y) of morphisms is a singleton when
z < y and is empty otherwise. The possibility of defining a (unique)
composition law is just the transitivity axiom of the partial order; the
existence of identities is just the reflexivity axiom.

1.2.6.c Every set X can be viewed as a category & whose objects are
the elements of X and the only morphisms are identities. (Z'(z,y) is a
singleton when z = y and is empty otherwise). A category whose only
morphisms are the identities is called a discrete category.

1.2.6.d A monoid (M,-) can be seen as a category .# with a single
object * and M = #(*,#) as a set of morphisms; the composition law
is just the multiplication of the monoid. As a special case, we can view
any group as a category. When a ring with unit is considered as a special
case of a category, the composition law of that category is generally that
induced by the multiplication of the ring.

Examples 1.2.7

From a given category €, one very often constructs new categories of
?
“diagrams in ¥”. Here are some basic contructions.

1.2.7.a Let us fix an object I € €. The category €¢/I of “arrows over
I” is defined by the following,.

e Objects: the arrows of ¥ with codomain I.

e Morphisms from the object (f: A—— I to the object (g: B——I):
the morphisms h: A—> B in € such that go h = f (the “commu-
tative triangles over I”); see diagram 1.3.

The composition law is that induced by the composition of €. Notice
that when % is the category of sets and mappings, a mapping f: A—— 1
can be identified with the I-indexed family of sets (f~'(3)),, so that the
previous category is just that of I-indexed families of sets and I-indexed
families of mappings.

1.2.7.b Again fixing an object I € €, we define the category I/€ of
“arrows under I”.
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A h B
A
I

Diagram 1.3

I
N
A 7 B

Diagram 1.4

e Objects: the arrows of € with domain 1.

e Morphisms from the object f: I—— A to the object g: I —— B: the
morphisms h: A—— B in € such that ho f = g (the “commutative
triangles under I”); see diagram 1.4.

The composition law is induced by that of €.
1.2.7.c The category Ar(¥) of arrows of € has for objects all the
arrows of €; a morphism from the object (f: A—— B) to the object
(9: C—— D) is a pair (h: A—> C, k: B—— D) of morphisms of ¢, with
the property ko f = g o h (“a commutative square”); see diagram 1.5.
Again, the composition law is that induced pointwise by the composition
in €.

In examples 1.2.7.a,b,c, it is easy to check that when € is small, so
are the three categories €/1I, I/¥, Ar(%).
Examples 1.2.8
Let us finally mention some first examples of functors.
1.2.8.a The “forgetful functor” U: Ab—— Set from the category Ab
of abelian groups to the category Set of sets maps a group (G, +) to the
underlying set G and a group homomorphism f to the corresponding
mapping f.
1.2.8.b If R is a commutative ring, let us write Modg for the cate-
gory of R-modules and R-linear mappings. Tensoring with R produces
a functor from the category Ab of abelian groups to Modpg:

— ® R: Ab———— Modp.
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a—L - p

h k

C —g— D

Diagram 1.5

An abelian group A is mapped to the group A ®z R provided with the
scalar multiplication induced by the formula

(a®@r) =a® (rr').
A group homomorphism f: A—— B is mapped to the R-linear mapping
f ®idg.
1.2.8.c 'We obtain a functor P: Set—— Set from the category of sets

to itself by mapping a set A to its power set P(A) and a mapping
f: A— B to the “direct image mapping” from P(A) to P(B).

1.2.8.d Given a category ¥ and a fixed object C' € ¥, we define a
functor

%(C,—): ¢——>Set
from % to the category of sets by first putting
%(C,—)(A) =%(C, A).
Now if f: A—— B is a morphism of €, the corresponding mapping
¢(C,-)f)=%€(C, [f):¥(C,A)—>%(C,B)
is defined by the formula
¢(C,f)g)=fog
for an arrow g € 4(C, A). Such a functor is called a “representable
functor” (the functor is “represented” by the object C).
1.2.8.e Given two categories &/, # and a fixed object B € #, we define
the “constant functor to B”
Ap oA ——— B

by
Ap(A)=B, Ap(f) =18
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FA —24 5 GgA

Ff Gf

FA' —Gq7— GA

Diagram 1.6

for every object A € &/ and every morphism f of <.

1.3 Natural transformations

General topology studies, in particular, topological spaces and continu-
ous functions between them. But given two continuous functions from a
space to another one, there exists also the notion of a “homotopy” be-
tween those two continuous functions, which allows you to “pass” from
one function to the other one. A similar situation exists for categories
and functors.

Definition 1.3.1 Consider two functors F, G: o/ :;g? from a category
& to a category #. A natural transformation a: F = G from F to G is
a class of morphisms (ag: FA——> GA) pc ¢ of # indexed by the objects
of &/ and such that for every morphism f: A——> A’ in &, as o F(f) =
G(f) o 4. (see diagram 1.6)

It is an obvious matter to notice that, when F, G, H are functors
from &/ to # and a: F' = G, 3: G = H are natural tranformations, the
formula

(Boa)a=PBs0an

defines a new natural transformation 3 o a: FF = H. That composition
law is clearly associative and possesses a unit at each functor F': this is
just the natural transformation 1 whose A-component is 1p4. Again
a careless argument would deduce the existence of a category whose
objects are the functors from &/ to £ and whose morphisms are the
natural transformations between them. But since &/ and # have merely
classes of objects, there is in general no way to prove the existence of
a set of natural transformations between two functors! But when &/ is
small, that problem disappears and we get the following result.
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Proposition 1.3.2 Let &/ be a small category and # an arbitrary
category. The functors from &/ to # and the natural transformations
between them constitute a category; that category is small as long as #
is small. O

We prove now the first important theorem of this book. We refer to
example 1.2.8.d for the description of the representable functors.

Theorem 1.3.3 (The Yoneda lemma)
Consider a functor F: o/ —— Set from an arbitrary category &/ to the
category of sets and mappings, an object A € o and the correspond-
ing representable functor «/(A, —): o —— Set. There exists a bijective
correspondence

Or,4: Nat(/(A, ), F) —=——FA
between the natural transformations from &/(A,—) to F and the ele-
ments of the set FA; in particular those natural transformations con-
stitute a set. The bijections O 4 constitute a natural transformation
in the variable A; when &/ is a small category, the bijections 0, 4 also
constitute a natural transformation in the variable F'.

Proof For a given natural transformation o: (A, —) = F, we define
0r,a(a) = as(14). With a given element a € F A we associate, for every
object B € &/, a mapping

7(a)p: & (A,B)——FB

defined by 7(a)s(f) = F(f)(a). This class of mappings defines a natural
transformation

T(a):H(A,-)=>F
since, for every morphism g: B——C in &/, the relation
Fgor(a)p =T7(a)c o H(4,g)
(see diagram 1.7) reduces to the equality
Vf € #(A,B) F(go f)(a) = Fg((Ff)(a)),

which follows from the functoriality of F'.
0r 4 and T are inverse to each other. Indeed, starting from a € FA
we have

0r,4(7(a)) = 7(a)a(1a) = F(14)(a) = 1ra(a) = a.



12 The language of categories
#(A,B)YE, pp

(A, g) Fg

Diagram 1.7

On the other hand, starting from a: «/(A, —) = F and choosing a mor-
phism f: A— B in &/,

7(0r,4(@)) g(f) = 7(2a(14)) 5 (f)
= F(f)(aa(14))
= ap((4, f)(14))
=ap(fola)
= ap(f),
where the third equality follows from the naturality of a. This proves

the first part of the theorem.

To prove the naturality of the bijections, let us consider the functor
N: of —— Set defined by

N(A) = Nat(«(A,-), F).
and for every morphism f: A——> B in &

N(f):Nat(#(A, =), F) —>Nat(«/(B, -), F)
N(f)(a) =ao(f,-)
(see example 1.3.6.c for the definition of &/(f, —)). We are claiming the

existence of a natural transformation 1: N = F defined by 74 = 0F,a.
Indeed, with the previous notation,

(0F,B ON(f))(a) = GF,B(a oH(f, —))
= (a0 (f,-))5(1n)
= ap(f),

(F(f) 0 0r,a)(a) = F(f)(aa(14))
= (apoH(4,1))(14)
= ag(f).
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Moreover, when &/ is a small category, it makes sense to consider the
category Fun(2/, Set) of functors from &/ to Set and natural transforma-
tions between them. For a fixed object A € &/ we consider this time the
functor M: Fun(«/, Set) — Set defined by

M(F) = Nat(/(A, -), F);
for a functor G: & — Set and a natural transformation v: F = G,
M(v):Nat(# (A, —), F) ———Nat(#(4, -),G)

is defined by M(«)(a) = yoa. On the other hand we consider the functor
“evaluation in A” ev4: Fun(s/, Set)—— Set defined by

eva(F) =FA, eva(y) =7va.

We claim to have a natural transformation u: M = ev,4 defined by
pr = 0F 4. Indeed, with the previous notation,

(0c,4 © M(7)) () = 0g,a(yo @)
= (yoa)a(la),
(eva(r) 0 br,a)(a) = va(aa(14)). O

In proposition 1.3.2 we have used a first composition law for natural
transformations. In fact, there exists another possible type of composi-
tion for natural transformations.

Proposition 1.3.4 Consider the following situation:
F H N
4 G lJa B KB ¢

where o/, #, € are categories, F, G, H, K are functors and «, 3 are
natural transformations. The formula, for every A € o/,

(B*0)a=PcaocH(as) =K(aa)oPBra
defines a natural transformation
Bxa:HoF = KoQG.

called the “Godement product” of the two natural transformations o
and (.

Proof (B * a)4 is thus defined considering diagram 1.8 which is in-
deed commutative by naturality of 8. The proposition asserts, for every
morphism f: A—— A’ in &/, the commutativity of the outer rectangle
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HFAMHGA

Bra Bca

KFA——KGA
K(aa)

Diagram 1.8

H(aa)

HFA HGA-LSA  kGa

HFf HGf| KGf

HFA HGA KGA

H(aa) Bca
Diagram 1.9

in diagram 1.9. It holds since the first square commutes by naturality of
« and functoriality of H and the second square commutes by naturality

of 8. O

The proof of the next proposition is a straightforward exercise left to
the reader.

Proposition 1.3.5 Consider the situation

F G
H Ia K18
Ty % aris %

where </, #, € are categories, F, G, H, K, L, M are functors and «,
B, 7, 6 are natural transformations. The following equality holds:

(6x7)o(Brxa)=(608)*(yoa). O
For the sake of brevity and with the notations of the previous propo-
sitions, we shall often write 3 * F instead of 8 * 1g or G * a instead of
]-G * Q.
Examples 1.3.6
1.3.6.a Consider the power set functor P: Set —> Set defined in 1.2.8.c
and the identity functor id: Set—— Set. The mappings “singleton”

og: E——P(E)
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which map an element x € E to the singleton {z} constitute a natural
transformation o:id = P.

1.3.6.b Consider the category Vectg of real vector spaces and the
bidual functor

()**: Vectg ——— Vecty.

The canonical morphisms

oy: V——V* v o™
for every vector space V, define a natural transformation from the iden-
tity functor to the bidual functor.
1.3.6.c Consider a category & and a morphism f: A—— B of &/. We
obtain a natural transformation

"Q{(fv—):d(Ba_) = ‘2{(‘4’—)
between the functors represented by A and B (see 1.2.8.d) by putting,
for every object C' € & and every morphism g € &/ (B, C),

'%(fa_)C(g) =g0f

Generally we shall write &/(f, C) for the mapping & (f, —)c-

1.3.6.d Given two categories o/, # and a fixed morphism b: B—— B’,
we define the “constant natural transformation on b” Ay: Ap = Ap' by
(Ap)a = b for every object A € o/ (see 1.2.8.¢ for the definition of Ap,
Ap).

1.4 Contravariant functors

If o is a small category, we know it makes sense to consider the category
of functors from & to Set and natural transformations between them
(see 1.3.2). In examples 1.2.8.d and 1.3.6.c we have defined a mapping

Y*: of —— Fun(«, Set),
Y*(A) =o(4,-), Y (f)=<(f,-)

where A € |&/| is an object of &/ and f is a morphism of /. It is rather
obvious that, given morphisms

A—t p_ 9 .o

in &/, we obtain the following equalities:

Y*(go f)=Y*(f)oY"(g9), Y*(1B) =1y-B.



16 The language of categories

So Y* is a mapping which “reverses the direction of every morphism”,
[:A———B, Y*(f):Y*(B)—— Y™ (4),

and — up to this reversing process — preserves the composition law and
identities. This is what we shall call a “contravariant functor”.

Definition 1.4.1 A contravariant functor F from a category & to a
category # consists of the following:

(1) a mapping
|| —— |4

between the classes of objects; the image of A € & is written F(A)

or just FA;
(2) for every pair of objects A, A’ € o/, a mapping

(A A)———B(FA', FA);

the image of f € «/(A, A’) is written F(f) or just Ff.
These data are subject to the following axioms:
(1) for every pair of morphisms f € 2/(A, A’), g € H(A', A"),

F(go f) = F(f) o F(g);
(2) for every object A € o,
F(14) = 1Fa.

When confusion could be possible, we shall emphasize the fact that
we are definitely working with a functor in the sense of definition 1.2.2
by calling it a covariant functor.

The notion of a natural transformation can easily be carried over to
the contravariant case.

Definition 1.4.2 Consider two contravariant functors F,G: o/ —_ &
from a category </ to a category #. A natural transformation a: F = G
from F to G is a class of morphisms (aa: FA—— GA) pscy of # indexed
by the objects of o/ and such that for every morphism f: A—— A’ in
A, G(f)oas = ayo F(f) (see diagram 1.10).

All the results of sections 1.2 and 1.3 can be transposed to the con-
travariant case; this is a straightforward exercise left to the reader. More-
over, we should mention at this point that the validity of this transpo-
sition can also be obtained as an application of the duality principle of
section 1.10.
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FA—2%4 5 54

Ff Gf

FA —g7— GA

Diagram 1.10

Examples 1.4.3

1.4.3.a We started this section with the example of the “contravariant
Yoneda embedding”

Y*: o ——— > Fun(«, Set)
for a small category 7.

1.4.3.b Example 1.2.8.d can be “dualized”; given a category &/ and
an object A € o/ we define a contravariant functor

al(—, A): of ——>Set

by the formulas

for every object B € &/, and
L (—, A)(f): A (C,A)—> (B, A),
(=, A) (g =g0°f

for all morphisms f: B——C and g:C—— A in &.

1.4.3.c Example 1.3.6.c can be “dualized” as well. With the previous
notation we obtain a natural transformation

J/(—,f):ﬂ(—,B)—————)ﬂ(—,C)
for f: B——C, by putting

(=, f)p(h) =foh
for every object D and every morphism h: D —— B. Generally, we shall
write &/ (D, f) for the mapping «/(—, f)p-

1.4.3.d Again using the previous notation, example 1.4.3.a itself can
be “dualized”. Let us write Fun® (s, Set) for the category of contravari-
ant functors from a small category & to Set. The “covariant Yoneda
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embedding” is the covariant functor
Y,: of ———Fun*(, Set)
defined by the formulas
Y.(4) = o(—, A),
Y.(f) = (=, f)
for every object A € &/ and every morphism f of <.

1.4.3.e Consider the category Rng of commutative rings with unit and
the category Top of topological spaces and continuous mappings. The
construction of the Zariski spectrum of a ring gives rise to a contravariant
functor

Sp: Rng——— Top.
For a given ring A, Sp(A) is the Zariski spectrum of A, that is the

set of prime ideals of A provided with the topology generated by the
fundamental open subsets

0, = {P € Sp(A) Ia ¢ P}
for every element o € A. For a given ring homomorphism f: A—— B,
the inverse image process maps a prime ideal of B to a prime ideal of
A; therefore we get a mapping

Sp(f): Sp(B)—> Sp(4),

Se(£)(P) = f~H(P),
which is easily proved to be continuous.

1.4.3.f The last example in this section is that of a contravariant
functor P*: Set —— Set which coincides on the objects with the covariant
functor P: Set—— Set defined in 1.2.8.c. Thus P*(X) is the power set
of X and for a given mapping f: X — Y,

P*(f):P*(Y)——P*(X), P(HU)= V)

is the inverse image mapping.

1.5 Full and faithful functors

An abelian group is a set provided with some additional structure; a
group homomorphism is a mapping which satisfies some additional prop-
erty. So, in some vague sense, the category of abelian groups is “included”
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in the category of sets. .. the expected “inclusion” being the functor de-
scribed in example 1.2.8.a. But this functor is by no means injective
since on the same set G, there exist in general many different abelian
group structures. In fact this functor is what we shall call a “faithful
functor”.

Definition 1.5.1 Consider a functor F: of —— % and for every pair of
objects A, A’ € o/, the mapping
A(A Ay ———>B(FA,FA'), f— FFf.

(1) The functor F is faithful when the abovementioned mappings are
injective for all A, A’.

(2) The functor F is full when the abovementioned mappings are sur-
jective for all A, A’.

(3) The functor F is full and faithful when the abovementioned map-
pings are bijective for all A, A'.

(4) The functor F is an isomorphism of categories when it is full and
faithful and induces a bijection | /| —— |#| on the classes of ob-
Jjects.

The reader will easily adapt definition 1.5.1 to the case of contravari-
ant functors. Definiton 1.5.1.4 is a special instance, in the category of
small categories and functors, of the general notion of isomorphism in a
category.

Proposition 1.5.2 The Yoneda embedding functors described in ex-
amples 1.4.3.a,d are full and faithful functors.

Proof In the case of the contravariant Yoneda embedding, we have to
prove that given two objects A, B in a small category A, the canonical
mapping

JZ{(A, B)—_)Nat(ﬂ(B’ _),d(A, _))’ f — d(fa —)
is bijective. This is a special case of the Yoneda lemma (see 1.3.3) applied

to the functor «/(A, —) and the object B.
The case of the covariant embedding is proved in a “dual” way. [

Let us conclude with some terminology concerning subcategories.

Definition 1.5.3 A subcategory # of a category s/ consists of:

(1) a subclass |8| C || of the class of objects,

(2) for every pair of objects A, A’ € o, a subset B(A,A’) C (A, A'),
in such a way that

(1) fe B(A,A') and g € B(A',A") = go f € B(A,A"),
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FA -# GB

Fa Gb

FA "'—:’;,—> GB’
Diagram 1.11

(2) VA€ B, 14 € B(A,A).

A subcategory # of &/ thus gives rise to an injective (and therefore
faithful) inclusion functor #—— &

Definition 1.5.4 A subcategory # of a category & is called a full
subcategory when the inclusion functor #—— & is also a full functor.

4 is thus full in &/ when
AA cB=>BAA)=H(AA).

The category of sets and injections between them is a (non-full) subcat-
egory of the category of sets and mappings. The category of finite sets
and mappings between them is a full subcategory of the category of sets
and mappings. A full subcategory can clearly be defined by just giving
its class of objects.

1.6 Comma categories

We indicate now a quite general process for constructing new categories

from given ones. This type of construction will be used very often in this
book.

Definition 1.6.1 -Consider two functors F: of ——% and G: #—— €.

The “comma category” (F,QG) is defined in the following way.

(1) The objects of (F,G) are the triples (A, f,B) where A€ o/,B € #
are objects and f: FA—— GB is a morphism of 4.

(2) A morphism of (F,G) from (A, f,B) to (A, f’, B’) is a pair (a,b),
where a: A—— A’ is a morphism of &/, b: B—— B is a morphism
of B, and f' o F(a) = G(b) o f (see diagram 1.11).

(3) The composition law in (F,G) is that induced by the composition
laws of of and #, thus

(a',b') o (a,b) = (a’ 0a,b ob).
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U % G

M—T(K

Diagram 1.12

’

U’%G

dT(K

Diagram 1.13

Proposition 1.6.2 Consider functors F:.of — %, G:#——¥€ and
their corresponding comma-category (F,G). There are two functors
U: (F,G)—>, V: (F,G)—># (see diagram 1.12); moreover there
exists a canonical natural transformation

a:FoU=GoV.
Proof With the notation of 1.6.1 it suffices to define

U(A’f)B) =A7 V(A7f,B) = B,
U(a,b) =a, V(a,b)=0b.

The equality F o U = G oV has no reason at all to hold in general. The
natural transformation a is easily defined by o4, ¢,5) = f; the fact that
it is a natural transformation is just condition 1.6.1.(2). O

Proposition 1.6.3 In the situation and with the notations of 1.6.2,
consider a category 2, two functors U': 9——> o, V': D—— R (see
diagram 1.13) and a natural transformation

o:FolU = GoV'.
In that case there exists a unique functor W: 9 — (F, G) such that
UoW=U', VoW=V', axW =4
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Proof The conditions imposed on W indicate immediately what it
should be:

W(D) = (U'D,o,,V'D)
for an object D € 2 and
W(d) = (U'd,V'd)

for a morphism d of 2, which already proves the uniqueness of such a W.
To prove the existence, it suffices to observe that the previous formulas
indeed define a functor W: 2—— (F, G). (]

We shall refer to proposition 1.6.3 as the “universal property” of the
comma category.

A special but very important case of a comma category is the “cate-
gory of elements” of a functor F': of — Set.

Definition 1.6.4 Consider a functor F: of —— Set from a category </

to the category of sets. The category Elts(F') of “elements of F” is defined

in the following way.

(1) The objects of Elts(F) are the pairs (A,a) where A € || is an
object and a € FA.

(2) A morphism f:(A,a)—> (B, b) of Elts(F) is an arrow f: A— B
of A such that Ff(a) =b.

(3) The composition of Elts(F) is that induced by the composition of
oA

Let us write 1 for the discrete category with a single object *;
1:1——>Set, *x— {*}

is the functor which maps the unique object x of 1 to the singleton {*}.
In other words, we view 1 as the full subcategory of Set generated by a
singleton set. Since an element a € F A can be seen as a morphism from
a singleton to F'A, thus as a morphism of the type 1(A)— F(A) in
Set, the category Elts(F) is exactly the comma category (1, F'). Notice
that the forgetful functor ¢r: Elts(F) — & is defined by ¢r(A,a) = A
on the objects and by ¢r(f) = f on the morphisms.

Another interesting example of a comma, category is the “product” of
two categories.

Definition 1.6.5 The product of two categories &f and 4 is the category

& X & defined in the following way.

(1) The objects of o/ x # are the pairs (A, B) with A € ||, B € |8|
objects of &/, .
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(2) The morphisms (A, B)——> (A’, B’} of o/ x # are the pairs (a,b)
where a: A—— A’ is a morphism of &/ and b: B—— B’ is a mor-
phism of 4.

(3) The composition in &/ x A is that induced by the compositions of
&/ and #, namely

(a',¥) o (a,b) = (a’ o a,b ob).

With the product &/ x # are associated the two “projection” functors
pa: A XB——A, pp: A X B— B
defined by the formulas

pd(A’B)zA’ p@(AaB)=B7
pﬂ(a" b) =a, p@(aa b) =b.
These data satisfy the following “universal property”.

Proposition 1.6.6 Consider two categories & and #. For every cate-
gory 2 and every pair of functors F: 9—— o/ , G: 9 —— %, there exists
a unique functor H: 9——> o/ X # such that pyo H = F, pgo H = G.

Proof H is the functor defined by

H(D) = (FD,GD) for an object D of 2,
H(d) = (F'd,Gd) for a morphism d of 2. O

Let us now observe the existence of a unique functor Ay: &/ —1:
this is the “constant functor” to the unique object of 1 (see 1.2.8.e).
Since 1 has just one single mapping, the comma category (Ay, Ag) is
isomorphic to the product category &/ x #. Proposition 1.6.6 is then a
particularization of proposition 1.6.3.

A point of terminology: a functor F: .o/ x #——>% defined on the
product of two categories is generally called a “bifunctor” (a functor of
two “variables”).

1.7 Monomorphisms

When a composition law appears in some mathematical structure, spe-
cial attention is always paid to those elements which are “cancellable”
or “invertible” for that composition. This section is devoted to the study
of left cancellable morphisms in a category.
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Definition 1.7.1 A morphism f: A——> B in a category € is called a
monomorphism when, for every object C € € and every pair of mor-
phisms g, h: C__S A, the following property holds:

(fog=foh)=(9=h)

We shall generally use the symbol f: A>—> B to emphasize the fact
that f is a monomorphism.

Proposition 1.7.2 In a category €,

(1) every identity morphism is a monomorphism,

(2) the composite of two monomorphisms is a monomorphism,

(3) if the composite k o f of two morphisms is a monomorphism, then
f is a monomorphism.

Proof We use the notation of 1.7.1 and consider another morphism
k:B——>D.

(1) is obvious.
(2) If f and k are monomorphisms,

kofoh=kofog=foh=fog=>h=g.
(3) If k o f is a monomorphism,
fog=foh=>kofog=kofoh=g=h. O
The following terminology is rather classical.

Definition 1.7.3 Consider two morphisms f: A——> B and ¢: B—— A
in a category. When go f = 14, f is called a section of g, g is called a
retraction of f and A is called a retract of B.

Proposition 1.7.4 In a category, every section is a monomorphism.
Proof By 1.7.2.(1,3). O
Let us now say a word about the effect of a functor on a monomor-
phism.
Definition 1.7.5 Consider a functor F: o —> %.
(1) F preserves monomorphisms when, for every morphism f of </,
f monomorphism = F'f monomorphism.

(2) F reflects monomorphisms when, for every morphism f of &/,
Ff monomorphism = f monomorphism.
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Proposition 1.7.6 A faithful functor reflects monomorphisms.

Proof Consider a faithful functor F: o —— %, a morphism f: A—> A’
in o/, and suppose F' f is a monomorphism in %. Choose another object
A” € o/ and two morphisms g, h: A” — A in /.

fog=foh=>FfoFg=FfoFh
= Fg=Fh
=>g=h

where the second implication holds since F'f is a monomorphism and
the last one follows from the faithfulness of F'. O

Examples 1.7.7

1.7.7.a In the category Set of sets and mappings, the monomorphisms
are exactly the injections. Indeed, an element ¢ € A can be viewed
as a mapping @: {x} —— A from the singleton to A; therefore, given a
monomorphism f: A—— B and elements a,a’ € A,

f(@) = f(@) = foa=fod
=>a=d
=a=a.

Conversely, if f: A—— B is injective and g, h: C _; A are mappings
such that f o g = f o h, then for every element ¢ € C

fog=foh= f(g(c)) = f(h(c))
= g(c) = h(c)

and therefore g = h.

1.7.7.b In the category Top of topological spaces and continuous map-
pings or its full subcategory Comp of compact Hausdorfl spaces, the
monomorphisms are exactly the continuous injections. Indeed, an el-
ement of a space A corresponds to a continuous mapping {x}—— A
from the singleton to A; therefore the argument of 1.7.7.a can be carried
over.

1.7.7.c In the categories Gr of groups and Ab of abelian groups, the
monomorphisms are exactly the injective group homomorphisms. The
argument is again analogous, using now the bijective correspondence
between the elements a € G of a group and the group homomorphisms
a: Z—> G from the group of integers to G; we recall the correspondence:

a(z)=z-a, a=1a(1).
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1.7.7.d In the category Rng of commutative rings with a unit, the
monomorphisms are exactly the injective ring homomorphisms. Repeat
the argument using now the ring homomorphisms with domain the ring
Z[X] of polynomials with integral coefficients: an element r € R of a
ring R corresponds to the ring homomorphism 7: Z[X]—— R mapping
the polynomial p(X) to p(r); conversely r = 7(X).

1.7.7.e In the category Modpg of right modules on a ring R with unit,
the monomorphisms are exactly the injective R-linear mappings. Use
again the same argument using the R-linear mapping with domain the
ring R itself: an element m € M of a R-module M corresponds to the
linear mapping 7: R—— M mapping r to mr; conversely m = m(1).

1.7.7.f In the category Ban; of real Banach spaces and linear contrac-
tions, the monomorphisms are exactly the injective linear contractions.
The elements of the unit ball of a Banach space B are in bijective cor-
respondence with the linear contractions a: R—— B; just put

a(r)=ra, a=a(l).
Therefore a monomorphism f: B—— B’ is such that the implication
f@)=f(d)=a=d

holds for elements a, a’ in the unit ball of B; by linearity of f, this
fact extends to arbitrary elements a, a’ € B. The converse is once more
obvious.

1.7.7.2 The previous examples could give the wrong impression that,
in “concrete” examples, a monomorphism is always exactly an injective
morphism. This is false as shown by the following counterexamples. We
give first an “algebraic” counterexample.

Consider the category Div of divisible abelian groups and group homo-
morphisms between them. The quotient morphism ¢: Q —> Q/Z of the
additive group of rational numbers by the group of integers is definitely
not an injection, but it is a monomorphism in Div. Indeed, choose G a
divisible group and f, g: G__3Q two group homomorphisms such that
qo f = qog. Putting h = f — g we have goh = 0 and the thesis becomes
h = 0. Given an element x € G, h(z) is an integer since go h = 0. If

h(z) # 0 note that
x 1
" (T(w)) T2
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and therefore

(goh) (2—,:'g—x))aéo

which is a contradiction.

1.7.7.h Let us give now a “topological” counterexample. We consider
the category whose objects are the pairs (X, z) where X is a connected
topological space and z € X is a base point; in this category, a morphism
f:(X,z)—> (Y, y) is a continuous mapping f: X ——Y which preserves
the base points, i.e. such that f(x) = y. Let us consider the projection
7 of the circular helix H on the circle S?t,

m: (H, h) ———— (S, 5),

with h € H and s = n(h). If f:(X,z)—> (S, s) is a morphism in our
category which admits a “lifting”

g: (Xa IE)_")(H,h)

through the projection , that lifting is necessarily unique (see Spanier,
page 67). But this expresses exactly the fact that 7 is a monomorphism.

1.8 Epimorphisms

We now turn our attention to right cancellable morphisms in a category.

Definition 1.8.1 A morphism f: B—— A in a category ¥ is called an
epimorphism when, for every object C' € € and every pair of morphisms
g,h: A_; C, the following property holds:

(gof=hof)=(9=nh).

We shall generally use the notation f: B—> A to emphasize the fact
that f is an epimorphism.
Proposition 1.8.2 In a category ¥,
(1) every identity morphism is an epimorphism,
(2) the composite of two epimorphisms is an epimorphism,
(3) if the composite f o k of two morphisms is an epimorphism, then f

is an epimorphism.

Proof We use the notation of 1.8.1 and consider another morphism
k:D——B.

(1) is obvious.
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(2) If f and k are epimorphisms,
hofok=gofok=>hof=gof=h=g.

(3) If f o k is an epimorphism,
gof=hof=>gofok=hofok=g=h. a

Proposition 1.8.3 In a category, every retraction is an epimorphism.

Proof By 1.8.2.(1,3). (|

Transposing definition 1.7.5 to the case of epimorphisms, we obtain
Proposition 1.8.4 A faithful functor reflects epimorphisms.

Proof Consider a faithful functor F: &/ —— %, a morphism f: A’—— A
and suppose F'f is an epimorphism in #. Choose another object A” € o/
and two morphisms g,h: A__ A” in &/. Then

gof=hog=FgoFf=FhoFf
= Fg=Fh
= g =h,
where the second implication holds since F'f is an epimorphism and the
last one follows from the faithfulness of F'. O

The similarity of the previous proofs with those of section 1.7 is strik-
ing: this is a special instance of the “duality principle” described in
section 1.10.

Examples 1.8.5

1.8.5.a In the category Set of sets and mappings, the epimorphisms are
exactly the surjective mappings. Choose f: A—— B a surjective map-
ping and g, h: B:C two mappings such that go f = ho f. For every
element b € B, we can find an element a € A such that f(a) = b;
therefore

9(b) = 9(f(a)) = h(f(a)) = h(d),
which proves the equality g = h.
Conversely, if f: A—— B is an epimorphism, consider the two-element
set {0,1} and the following mappings g, h: B__{0,1}:
g(b) =1if b € f(A),
g9(b) =0if b ¢ f(A),
h(b) =1 for every b € B.
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Clearly go f = ho f is the constant mapping on 1; therefore ¢ = h and
f(A) = B.

1.8.5.b In the category Top of topological spaces and continuous map-
pings, the epimorphisms are exactly the surjective continuous mappings.
The previous proof applies when {0, 1} is provided with the indiscrete
topology.

1.8.5.c - In the category Haus of Hausdorff topological spaces and con-
tinuous mappings between them, the epimorphisms are exactly the con-
tinuous mappings with a dense image. We recall that a continuous map-
ping f: A—— B has a dense image precisely when every element b € B
is the limit of a net of elements of f(A), i.e. a set of elements indexed
by a filtered poset (see 2.13.1); when B is a Hausdorff space, the limit
of a converging net is unique. Suppose f: A—— B has a dense image
and choose g, h: B__3C such that go f = ho f. Given an element
b € B, choose a net (a;)icr of elements in A such that b = lim f(a;). By
continuity of g, h we have

9(b) = lim(g o f)(a:), h(b) =lim(k o f)(a:)-

Since go f = ho f and the limit is unique, we conclude that g(b) = h(b)
and thus g = h.

Conversely if f: A—— B is an epimorphism, and B is not empty, A
cannot be empty. Indeed if BII B is the space constituted by two disjoint
copies of B, BII B is a Hausdorff space and the two canonical inclusions
i1, %2 B:;B I B are continuous and distinct. A empty would yield
410 f =ig0 f and thus i1 = 19, since f is an epimorphism. Now consider
the quotient of B which identifies with a single point the closure f(A)
of the image of A; this is a Hausdorff space as a quotient of a Hausdorff
space by a closed subspace; write p: B—— B/ F}l—) for the corresponding
continuous projection. Since f(A) is not empty, we can consider as well
the constant mapping g B—— B /m on the equivalence class of the
elements of f(A). Clearly po f = go f and therefore p = ¢, which proves

the equality f(A) = B.

1.8.5.d In the category Gr of groups and their homomorphisms, the
epimorphisms are exactly the surjective homomorphisms. Indeed, a sur-
jective homomorphism is clearly an epimorphism. Conversely suppose
f: A—— B is an epimorphism. We can factor f through its image

A f(A) B,

thus through a surjection followed by an injection. By 1.8.2.(3), the
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injective part is an epimorphism and so the problem reduces to proving
that an epimorphic inclusion is an identity.

Given two groups G, H with a common subgroup K, it is possible
to construct the amalgamation of G and H over K: this is the group
G xg H of words constructed with the “letters” of G and H, the two
copies of a “letter” of K being identified in G xx H. The amalgamation
property for groups tells us that the two canonical morphisms

G——>Gxx H H—>Gx*x H,

are injective and that two “letters” of G and H are identified in Gxx H
just when they are the two copies of a “letter” in K (see Kuros). If
we apply that amalgamation property choosing the inclusion f(A) — B
twice, we first deduce the equality of the two canonical inclusions

i.: B—— B *F(A) B, ’l:2:B—--—)B»*f(A) B

since they coincide on f(A) and f(A)—— B is an epimorphism. But
then each element of B is already in f(A) by the amalgamation property.

1.8.5.e Consider a ring R with unit. In the category Modg of right R-
modaules, the epimorphisms are exactly the surjective linear mappings. In
particular, choosing R = Z, the epimorphisms of the category of abelian
groups are exactly the surjective homomorphisms. Again a surjective
linear mapping is clearly an epimorphism. Conversely if f: A—— Bis an
epimorphism, consider both the quotient mapping and the zero mapping

p: B———— B/f(A), 0. B———— B/f(A).
From the equality
pof=0=00f
we deduce p = 0 and thus B = f(4).

1.8.5.f The form of epimorphisms in the category of commutative
rings with unit is known (see exercise 1.11.13); let us just emphasize the
fact that epimorphisms of rings are not necessarily surjective. Consider
the inclusion of the ring Z of integers in the ring Q of rational numbers,
i:Z——> Q. This is clearly not a surjection but it is an epimorphism
of rings. Indeed given another ring A and two ring homomorphisms
K Q:A which agree on the integers, we deduce first that for every
integer 0 # z € Z, z is invertible in Q and therefore f(z) and g(z) are
invertible in A; clearly

701 () =5 = ()
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Since f and g agree on the integers, f (%) =g ( %) and finally,
1(Z)=1(3) =111 (3)
=ﬂ%%g<%)=g(%-§>=g(%)-

1.8.5.g In the category Ban; of Banach spaces and linear contractions,
the epimorphisms are the linear contractions with dense image. Choose
f: A—> B with a dense image and g, h: B__3 C such that gof = ho f.
Since g and h agree on f(A), by continuity g, h agree on on f(A) = B as
well; therefore ¢ = h. Conversely if f: A—— B is an epimorphism, the
quotient of B by the closed subspace f(A) is a Banach space and both

the quotient mapping p and the zero mapping are linear contractions:

p: B——— B/f(A), 0: B—— B/f(A).

From the equalities po f = 0 = 0o f, we deduce p = 0 and thus B = f(A).

1.9 Isomorphisms
We consider finally the case of those morphisms of a category which are
invertible.

Definition 1.9.1 A morphism f: A——> B in a category € is called
an isomorphism when there exists a morphism g: B—— A of € which
satisfies the relations

fog=1p, gof=14.
Clearly such a morphism g is necessarily unique; indeed if h: B—— A
is another morphism with the same properties
foh=1p, hof=14,
we conclude that
g=golp=gofoh=140h=h.

Therefore we shall call such a morphism g “the” inverse of f and we
shall denote it by 1.

Proposition 1.9.2 In a category,

(1) every identity is an isomorphism,

(2) the composite of two isomorphisms is an isomorphism,

(3) an isomorphism is both a monomorphism and an epimorphism.
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Proof

(1) is obvious.

(2) If f: A——> B and g: B——C are isomorphisms, so is g o f and
(gof)t=flog™h

(3) is just the conjunction of 1.7.4 and 1.8.3 O

Proposition 1.9.3 In a category, if a section is an epimorphism, it is
an isomorphism. '

Proof If gof =14 and f: A—— B is an epimorphism, from fogof = f
we deduce fog=15. 1

Proposition 1.9.4 Every functor preserves isomorphisms.

Proof Obvious. O

Transposing definition 1.7.5 to the case of isomorphisms, we obtain
Proposition 1.9.5 A full and faithful functor reflects isomorphisms.
Proof Obvious. a

Examples 1.9.6

1.9.6.a In the category Set of sets, the isomorphisms are exactly the
bijections.

1.9.6.b In the category Top of topological spaces, the isomorphisms are
exactly the homeomorphisms. Since a continuous bijection is in general
not a homeomorphism, this provides an example where the converse of
statement 1.9.2.(3) does not hold (see 1.7.7.b and 1.8.5.b).

1.9.6.c In the categories Gr of groups, Ab of abelian groups and Rng
of commutative rings with unit, the isomorphisms are the bijective ho-
momorphisms.

1.9.6.d In the category Modg of right modules over a ring R, the
isomorphisms are the bijective R-linear mappings.

1.9.6.e In the category Ban, of real Banach spaces and bounded linear
mappings, the isomorphisms are the bounded linear bijections. An iso-
morphism is obviously bijective. Conversely if f: A—— B is a bounded
linear bijection, the inverse mapping f~!: B—— A is certainly linear.
By the open mapping theorem, f is open because it is surjective; but “f
open” means precisely “f~! continuous” and thus f~! is bounded.
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1.9.6.f In the category Ban; of real Banach spaces and linear contrac-
tions, the isomorphisms are exactly the isometric bijections. An isometric
bijection is obviously an isomorphism. Conversely if the linear contrac-
tion f: A—— B has an inverse mapping f~!: B—— A which is also a
linear contraction, then for every element a € A

lafl = If " f(a)ll < (@)l

and thus ||a]| = || f(a)] since f is contracting.

1.9.6.g In the category Cat of small categories and functors, the iso-
morphisms are those defined in 1.5.1.

1.9.6.h Going back to example 1.2.6.d, a group can be seen as a cat-
egory with a single object all of whose morphisms are isomorphisms.

1.10 The duality principle

At this point the reader will have noticed that every result proved for co-
variant functors has its counterpart for contravariant functors and every
result proved for monomorphisms has its counterpart for epimorphisms.
These facts are just special instances of a very general principle.

Definition 1.10.1 Given a category </, the dual category «/* is defined
in the following way:
(1) || = ||
(both categories have the same objects);
(2) for all objects A, B of o/*, &*(A, B) = o/(B, A)
(the morphisms of &/* are those of &/ “written in the reverse direc-
tion”; to avoid confusion, we shall write f*: A—— B for the mor-
phism of &/* corresponding to the morphism f: B—— A of &/ );
(3) the composition law of «* is given by

frog*=(gof)"

Metatheorem 1.10.2 (Duality principle) Suppose the validity, in ev-
ery category, of a statement expressing the existence of some objects or
morphisms or the equality of some composites. Then the “dual state-
ment” is also valid in every category; this dual statement is obtained
by reversing the direction of every arrow and replacing every composite
f og by the composite go f.

Proof If S denotes the given statement and S* denotes its dual state-
ment, proving the statement S* in a category & is equivalent to proving
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the statement S in the category &/*, and this is supposed to be valid.
O

For example, the notion of f: A—— B being a monomorphism in &/
means

VC € o Vg,he A(C,A) fog=foh=g=h.
The dual notion is thus that of a morphism f: B—— A which satisfies
VC € o Vg,h € 4(A,C) gof=hof=g=h

... which is exactly the notion of an epimorphism. With that remark in
mind, it is obvious that all the results of section 1.8 are just the dual
statements of the results of section 1.7: so, formally, the validity of the
latter follows at once from the validity of the former via the duality
principle.

The case of contravariant functors can also be reduced to the case
of covariant functors via the consideration of the dual category: a con-
travariant functor from . to # is just a covariant functor from «/* to
A (or, equivalently, a covariant functor from &/ to £#*).

It is interesting to notice that, in category theory, some notions are
their own dual. For example f: A—— B is an isomorphism when

3g:B————>A gof=14, fog=1p.

The dual notion is that of a morphism f: B—— A with the property
dg:A——— B fog=1,4, gof=1p

... but this is again the definition of f being an isomorphism.

Examples 1.10.3

1.10.3.a With every category &/ we can associate a bifunctor, still
written o,

A A" X f ———>Set,
defined by the following formulas:

e o/(A, B) is the set of morphisms from A to B;
e if f: A’—— A and g: B—— B’ are morphisms of &/,

A(f,9): (A, B)—— (A", B'), A(f,g)(h)=gohof.

Fixing the first variable A we obtain the covariant functor defined in
1.2.8.d and fixing the second variable B we obtain the contravariant
functor defined in 1.4.3.b. The bifunctor & is called the “Hom-functor”
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of the category & (from “homomorphism”); it is “contravariant in the
first variable and covariant in the second variable”.

1.10.3.b The dual of the category of sets and mappings is equiva-
lent to the category of complete atomic boolean algebras and (V — A)-
preserving homomorphisms. Indeed, writing CBA for the second cate-
gory, the contravariant power set functor can be seen as a contravariant
functor P*: Set—— CBA. It is well-known that every complete atomic
boolean algebra B is isomorphic to the power-set PX of its set X of
atoms. Let us prove now that P* is a full and faithful functor. Given
two sets X and Y, the mapping

Set(X,Y)———CBA(P*Y,P*X), f f~!

is obviously injective. To prove it is surjective, let us consider a morphism
9: P*Y ——P*X in CBA and an element x € X = ¢g(Y) (g preserves the
top element). Now Y is the union of its singletons and g preserves unions,
so there exists some y € Y such that = € g({y}). Such an element y is
necessarily unique since z € g({y'}) with ¢/ # y would imply

zeg({y}n{y'}) =90) =

because g preserves intersections and the bottom element. Writing f(x)
for that element y, it follows easily that g is just f~*.

1.10.3.c The dual of the category of abelian groups and their homo-
morphisms is equivalent to the category of compact abelian groups and
continuous homomorphisms. This is just the Pontryagin duality theo-
rem: with every abelian group A is associated its group of characters
A= Hom (A,U) where U is the circle group and the topology of Ais
that induced by the product topology U4; with every homomorphism
f: A— B is associated the morphism f: B————)A of composition with

f.

1.10.3.d The category of finite abelian groups and their homomor-
phisms is equivalent to its own dual category. Indeed, it suffices to par-
ticularize the Pontryagin duality to the case of finite groups: when A is
finite, A is isomorphic to A as a group and therefore is finite. But the
finite compact groups are just the finite dlscrete groups, thus finally just
the finite groups.
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1.11 Exercises

1.11.1 If two ordered sets A, B are viewed as categories (see 1.2.6.b),
prove that a functor from A to B is just an order preserving mapping.
Iff,g: A:B are two such functors, prove that there exists a (single)
natural transformation from f to g if and only if for every element a € A,
f(a) < g(a).

1.11.2 If two monoids M and N are viewed as categories (see 1.2.6.d),
prove that a functor from M to N is just an homomorphism of monoids.
What is a natural transformation between two such functors?

1.11.3 In exercise 1.11.2, if M and N are groups, show the existence
of a natural transformation between two functors f,g: M___{N if and
only if f and g are conjugate:

Ine N Vme M f(m)=n"'-g(m)on.

1.11.4 If G is a group considered as a category (see 1.9.6.h), prove that
a natural transformation on the identity functor of G is just an element
of the centre of G.

1.11.5 Prove that a covariant representable functor preserves monomor-
phisms.

1.11.6 Prove that a contravariant representable functor maps an epi-
morphism to a monomorphism.

1.11.7 Prove that the forgetful functor Rng—— Set which maps a ring
to its underlying set is faithful and representable by the ring Z[X], but
does not preserve epimorphisms. [Hint: see 1.8.5.f]

1.11.8 If o/, #, € are small categories, prove the isomorphism of cate-
gories

Fun(«/ x #,%) = Fun(«,Fun(%, %)),

where Fun denotes the category of functors and natural transformations.

1.11.9 Prove that a retraction which is a monomorphism is necessarily
an isomorphism.

1.11.10 Determine the nature of the monomorphisms, epimorphisms
and isomorphisms in examples 1.2.7.

1.11.11 Consider a small category o/ and the corresponding functor
category Fun(&, Set). Prove that a morphism a of Fun(2/, Set) (a natural
transformation) is a monomorphism if and only if each component a4,
A € &, is a monomorphism in Set. [Hint: use the Yoneda lemma).
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o : x —* 5 vy

g
A ___ B

B : k f

C

Diagram 1.14

1.11.12 The statement in 1.11.11 is no longer valid when Set is replaced
by an arbitrary category 4. Consider the categories of diagram 1.14 (as a
convention, identity arrows are not shown) where, in 4, the two compos-
ites fog and foh are equal to k. The category Fun(/, ) is the category
of arrows of # (see 1.2.7.c). The pair (1g, f): (B,15,B)—> (B, f,C)
is a monomorphism in Fun(</, %) while f is not a monomorphism in %.

1.11.13 Consider the category Rng of commutative rings with unit.
A morphism f: A—— B is an epimorphism precisely when given any
element b € B, the equality 1® b=5b® 1 holds in B ® 4 B. This is also
equivalent to saying that the morphism B—— B ® 4 B is surjective, or
again equivalently is an epimorphism.



Limits

We have seen in chapter 1 that the models of a mathematical theory and
the corresponding homomorphisms very often constitute an interesting
example of category: the category of sets and mappings, the category
of vector spaces and linear mappings, the category of topological spaces
and continuous mappings, and so on.

With a given mathematical structure are very often associated “op-
erations on models or homomorphisms”: cartesian product, quotient,
kernel, union, intersection, and so on... It is the aim of this chapter
to develop a general theory containing most of those constructions as
particular cases.

2.1 Products
Everybody knows how to construct the cartesian product of two sets A
and B; this is just
AxB={(a,b)lac A; be B}.
This “cartesian product” is provided with two “canonical” projections

pA:A X B_'")Aa pA(a’7 b) =a,
pp:Ax B——> B, pg(a,b) =0b.

Moreover, if C is a set and f:C—— A, g: C—— B are arbitrary map-
pings, there exists a unique mapping h: C—— A x B which makes dia-
gram 2.1 commutative. Indeed, h(c) = (f(c), g(c)).

Replacing “set” by “category” and “mapping” by “functor”, the sit-
uation of diagram 2.1 recaptures precisely the fundamental property of
the “product of two categories” as studied in 1.6.5 and 1.6.6. This fact
is much more general and makes sense in every category.

38
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y PB

Diagram 2.1

Definition 2.1.1 Let € be a category and A, B € € two objects of €.
A (cartesian) product of A and B is, by definition, a triple (P,pa,pB)
where

(1) P € ¥ is an object,

(2) pa: P—— A and pg: P—— B are morphisms,

and this triple is such that for every other triple (Q, qa,qp) where

(1) Q € € is an object,

(2) ga: Q— A and ¢p: Q——> B are morphisms,

there exists a unique morphism r: Q—— P such that g4 = p4 or and
dB = PpPBOT.

It is a fundamental observation that:

Proposition 2.1.2 In a category, the cartesian product of two objects
(when it exists) is unique up to isomorphism.

Proof In the category € , consider two products

(PapA,pB) and (Q,QA, QB)

of the same objects A, B. Since (P,pa,pg) is a product, there exists a
morphism 7:Q—— P such that g4 = paor and gg = pp o r. Since
(Q,q4,9B) is a product, there exists a morphism s: P—— @ such that
pa=qaosand pg=gqpos.

Applying definition 2.1.1 to the triple (P, p4,pp) seen both as a prod-
uct and as “another triple”, we deduce the existence of a unique mor-
phism ¢t: P—— P such that py =psa ot and pg = pgot. Clearly t = 1p
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is such a morphism. But the relations

PA=(gAOCS8=DpaAOTOS,

PB=gBOs=pporos

indicate that t = r o s is another morphism of this kind. The uniqueness
of t therefore implies 7o s = 1p.
In an analogous way sor = 1g and r, s are inverse isomorphisms. [

In view of the previous theorem, it makes sense to write “the” product
of Aand B as (A x B,pa,pp) or just A x B.

It is a common mistake to think that the projections p4, pp of a
product are epimorphisms. This is not true, not even in the category of
sets and mappings! The projection p4: A x B—— A in the category of
sets is not surjective when B is empty and A is non-emtpy; thus it is
not an epimorphism (see example 1.8.5.a).

Another common mistake is to think that once the object A x B
in a product has been fixed, the corresponding projections pa,pp are
necessarily unique. This is not true at all (see example 2.1.7.i): in the
definition of a product both the object A x B and the projections p4,pp
are defined up to isomorphism.

Proposition 2.1.3 In a category, when the corresponding products
exist, the following isomorphisms hold:

A x BB x A4;
Ax(BxC)=(AxB)xC.

Proof 1If (A x B,pa,pB) is a product of A and B, it suffices to notice
that (A x B,pB,pa) is a product of B and A and apply proposition
2.1.2. An analogous argument holds in the second case. O

Writing (A x B,pa,pg) and (B x A,py,ps) for the products of A, B
and B, A, the unique morphism 7: A x B—— B x A such that pg = p/;o7
and pp = pp o 7 is generally called the “twisting isomorphism”. It is
indeed an isomorphism as proved in 2.1.3. In the case of the category
Set of sets and mappings, it is the usual twisting bijection 7(a, b) = (b, a).

Proposition 2.1.3 indicates in particular that the existence of all binary
products allows the definition (up to isomorphism) of the product of n
objects of the category (n € N,n > 2). In fact, it makes sense to define
the product of an arbitrary family of objects in a given category.

Definition 2.1.4 Let I be a set and (C;);cr a family of objects in a
given category €. A product of that family is a pair (P, (pi)icr) where
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(1) P is an object of €,

(2) for every i € I, p;: P——C; is a morphism of €,

and this pair is such that for every other pair (Q, (¢:)ie I) where

(1) Q is an object of €,

(2) for everyi € I, q;: Q—> C; is a morphism of €,

there exists a unique morphism r: QQ—— P such that for every index i,
qi =pi°T.

The arguments of proposition 2.1.2 generalize immediately to show
that:

Proposition 2.1.5 When the product of a family of objects exists in a
category, it is unique up to an isomorphism. O

We shall generally write [],.; C; for “the” product of a family (C;)er
of objects. The definition of a product is by nature independent of any
ordering on the set of indices; it obviously generalizes the situation of
definition 2.1.1. The following generalized associative law holds for prod-
ucts:

Proposition 2.1.6 Consider a set I and a partition I = | J,c g Ji of this
set into disjoint subsets (Jx)kxek. Consider a family (C;)ic1 of objects
in a category ¥. When all the products involved exist, the following
isomorphism holds:

o= (Mo
el keK \jeJdi

Proof  Just show that the right-hand side satisfies the definition of
[1;c; Ci and apply 2.1.5. 0

It should be noticed that the existence of the product of a family
of objects does not imply the existence of the product of a subfamily of
those objects. For example, choose a natural number n € N and consider
the full subcategory €,, of Set whose objects are the sets with fewer than
n elements. It is easy to prove that products in €, when they exist, are
just cartesian products of sets. Therefore the product of two sets with &k
and [ elements exists in €,, precisely when kl < n. But the product of
an arbitrary family containing the empty set always exists: it is just the
empty set.

Examples 2.1.7

2.1.7.a In the category Set of sets and mappings, the cartesian product
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of a family (C;);er is just the cartesian product
HCz‘ = {(zi)ier |z: € Ci}
i€l
with projections p;, ((xi)ie 1) = Zj,.
2.1.7.b In the category Cat of small categories and functors, the prod-
uct of two categories is that described in 1.6.5, 1.6.6. This construction

admits an obvious generalization to the case of an arbitrary family of
small categories.

2.1.7.c In the categories of groups, abelian groups, rings, modules,
algebras, boolean algebras, and so on... the product of a family of objects
is just their cartesian product provided with the pointwise operations.
For example in the case of groups

HCi = {(zi)ier |z: € Ci}
i€l
(%i)ier + (Wi)ser = (@i + Yi)ier-

2.1.7.d In the category Ban; of real Banach spaces and linear contrac-
tions, the product of a family (C;):e1 is given by

[Ic:= {(mi)iez

i€l

z; € C; ; sup|lzi] < oo}
i€l
| (z:)ierll = sup |lz:]|.
i€l

Indeed each projection p;: []; <1 Ci—> C; is continuous and has norm 1.
Moreover if (f;: B——> C;)ic; is a family of linear contractions and b € B,
|Ib]] < 1, then for every i € I, ||f;(b)|| < 1 and thus ||sup,c; fi(b)|| < 1.
Therefore the obvious factorization f: B—— [],c; Cs, £(b) = (fi(b))
is a linear contraction.

iel”

2.1.7.e Inthe category Bany, of real Banach spaces and bounded linear
mappings, the product of a finite family of objects exists and is computed
as in Banj; but the product of an infinite family of objects does not exist
in general. For example the “power” R x R x R X ... of the constant
family (R),en does not exist. Indeed, assume this product does exist and
is given by (P, (pn: P— R)nen). The constant family (id: R——>R)nen
factors through this product via a morphism A:R—— P; from id =
pn © A we deduce that no p,, can be the zero mapping. Next consider
the family

foR———R, fa(r)=n -|lpal - 7,
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which factors through the product via a morphism f:R—— P. From

fn=pno f wededuce n -||pnl| = ||fall < ||lpall - || fI| and thus n < || f||
for every n, which is impossible.

2.1.7.f In the category Top of topological spaces and continuous map-
pings, the product of a family (X;, T;);er of topological spaces is given
by (X, T) where the set X is just

X = HX‘ = {(l'i)ieI Il‘z € X,,} .
el

We choose as basic open subsets those of the form

HUi = {(zi)ier |z: € Us}

i€l
where U; € T; and
{i e I|U; # X;} is finite.

This family of basic open subsets is closed under finite intersections; the
topology 7 consists of all the unions of basic open subsets. The obvious
projections

Dig: X — Xig, Dio ((®i)icr) = @iy
are continuous since, for U € T;,,
ro (@) =] U
iel
where U;, = U and U; = X, for ¢ # {p. Next, given a family
fi(V,8)— (X, T)

of continuous mappings, the unique factorization

FY——X, f@) = (fi®),,

is continuous since, for a fundamental open subset [, U; € 7T,

£ (H Ui) ={yev|Viel fi(y)eU}
i€l
=1 W)
i€l

Each f,-'l(Ui) is open since f; is continuous and U; is open. Moreover,
when U; = X;, we get f,*(U;) = Y and this term does not play any role
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in the intersection. Therefore we can write

Tt (HUz) =W Wy)liel; Ui # X},

i€l
which is now a finite intersection of open subsets, thus an open subset.

2.1.7.g In the category Comp of compact Hausdorff spaces and con-
tinuous mappings, the product of a family of objects can be computed
just as in Top (Tychonoff theorem).

2.1.7.h Consider a poset (X, <) viewed as a category (see example
1.2.6.b). Given a family of elements z; € X, one checks immediately
that defining the product of this family is just defining its infimum.

2.1.7.i Consider, in the category of sets and mappings, the two sets Z
of integers and R of real numbers. Consider the usual cartesian product
ZxR={(z,r)|z€Z, r € R}

and the two mappings

P2 L X R—>Z , p,(z,7) =2z + 2,
ProtL X R—R |, pr(2,7) =7+ 70,
where 29 € Z, rg € R are fixed numbers.

For any choice of zy, 79, (Z X R, p2,,Pr,) is a product of Z and R in the
category of sets. This product is indeed just the usual cartesian product
(Z x R, pz,pr) defined in 2.1.7.a composed with the isomorphism

ZXR————Z xR, (2,7)— (2+ 20,7+ 70).

2.2 Coproducts
The dual notion of “product” is that of “coproduct”. Thus:

Definition 2.2.1 Let I be a set and (C;)ics a family of objects in a
given category €. A coproduct of that family is a pair (P, (s;)icr) where
(1) P is an object of €,

(2) for every i € I, s;: C;—— P is a morphism of €,

and this pair is such that for every other pair (Q, (tz)
(1) Q is an object of €,

(2) for every i € I, t;: C;——> Q is a morphism of €,

there exists a unique morphism r = P—— () such that for every index
i, t; =T08;.

sc1) Where

Applying the results of sections 1.10 and 2.1, we get
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Proposition 2.2.2 When the coproduct of a family of objects exists in
a category, it is unique up to an isomorphism. U

We shall often write ][;c; C; for the coproduct of the family (Cj)icr.
The following generalized associativity law is obtained from 2.1.6 by
duality.

Proposition 2.2.3 Consider a set I and a partition I = | Jc i Jx of this
set into disjoint subsets (Ji)rek. Consider a family (C;);cr of objects
in a category €. When all the coproducts involved exist, the following
isomorphism holds:

[Me=11{1I¢)- O

i€l keK \jeJx

Examples 2.2.4

2.2.4.a In the category Set of sets and mappings, the coproduct of a
family (C;)ier is just its “disjoint union”, i.e. the union of the sets C;
considered as disjoint sets. When the various C;’s are not disjoint, we
replace them first by isomorphic disjoint sets

=C,; X {’I,}

and we perform the usual union of these sets C}. Thus in short

HCi ={(xi)|iel;zeC}.

iel
The canonical mappings s;: C; ——> Hz‘e 1 Ci are just the obvious inclu-
sions: s;(z) = (z,1).

2.2.4.b In the category Top of topological spaces and continuous map-
pings, the coproduct of a family (X, 77 )¢ is just (X, 7) where X is the
disjoint union of the X; and 7 is the topology generated by the disjoint
union of the 7.

2.2.4.c In the category Comp of compact Hausdorff spaces and contin-
uous mappings, the coproduct of a finite family of objects is computed
as in Top. The existence of arbitrary coproducts holds but proving this
requires more sophisticated arguments (see chapter 3).

2.2.4.d In the category Cat of small categories and functors, the co-
product of a family of categories is just their disjoint union.
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2.2.4.e In the category Gr of groups and group homomorphisms, the
coproduct of a family (G;)ics of groups is obtained as follows. Consider
first the disjoint union V of the sets G; and then the set W of “words”
of V; thus W is the set of all finite sequences of elements in V. On W,
introduce the equivalence relation generated by the following data:

e the unit element of each group G; is equivalent to the empty se-
quence

e if a sequence contains two consecutive elements belonging to the
same component G;, the original sequence is equivalent to the se-

quence obtained by replacing the two elements by their composite
in Gz

Write [ [, ;G: for the quotient of W by this equivalence relation. Con-
catenation on W induces an associative composition law on [];.; G,
with the empty sequence as a unit. This is a group structure: the inverse
of a sequence is the sequence of inverses of its elements, in reversed order.
Each group G; is mapped into ] [, ; G;, the element z € G; going to the
equivalence class [z] of the sequence consisting of that single element.
I;c; Gi is easily seen to be the coproduct of the G;’s. In group theory,
Iic; Gi is generally called the “free product” of the G;’s.

2.2.4.f In the category Ab of abelian groups and group homomor-
phisms, the coproduct of a family (G;)ier is just their direct sum

ieIGi = {(zi)iel |z,~ € G;, {i|z; # 0} is finite } .

The composition law is defined componentwise and the canonical mor-
phisms s;,: Gi, — [1,¢; Gi are defined by s;,(x) = (x;)icr Where z;, =
x and the other components are just 0. If H is an abelian group and
fi: G;—— H is a family of group homomorphisms, the unique factoriza-
tion f: [[,c; Gi——> H is given by f((zi)ier) = Y ;¢ fi(®:); this sum
makes sense since it contains just finitely many non-zero terms.

2.2.4.g In the category Rng of commutative rings with unit and corre-
sponding homomorphisms, the coproduct of a family (R;);c; is just their
generalized tensor product. We describe the construction in the case of
the coproduct RILS of two rings and leave the infinite case to the reader.
So we define RII § to be the tensor product R®zS of the underlying
abelian groups. We provide it with the multiplication generated by

(r®s) (r'®s)=(rr)® (ss).
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This is easily seen to be a ring multiplication and we define
sgiR— RIS, sgr(r)=r®1,
ss:S—— RIS, Ss(s) =1Q®s,

to complete the definition of the coproduct. If f: R— T, ¢g: S—T
are ring homomorphisms, we get the unique factorization h: RILS —T

2.2.4.h In the category Ban; of real Banach spaces and linear contrac-
tions, the coproduct of a family (C;);cy is given by

IL.GICz‘ = {(zi)iel z; € Ci; Zia”xi“ < 00} ,
|(z:)ierll = Zia”xi”'

The canonical inclusions s;: C; —— Hie ; C; are defined as in the case
of abelian groups and are continuous with norm 1. If f;:C;—— B is a
family of linear contractions, we define

F L C——B, f((@dier) =D, fil)

From Y, /|l fi(x:)ll < D icrllill < oo we conclude that the expression
> icr fi(z:) defining f makes sense and from

D file)|| < Dozl < DMl

iel i€l i€l

we deduce that f is in fact a linear contraction.

2.2.4.i If (X, <) is a poset viewed as a category (see example 1.2.6.b),
defining the coproduct of a family is just defining its supremum.

2.3 Initial and terminal objects

Consider an empty family of objects in a category €. What does it mean
for the product of this family to exist? Well, it must be a pair (1, ( );cp)
such that for each other pair (C,( )icp) there is a unique morphism
C——1 ... satisfying an empty condition! In short, the product of
an empty family is an object 1 with the property that every object C
is provided with exactly one morphism C —— 1. Dually for an empty
coproduct.
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M
K T) A — B
Diagram 2.2

Definition 2.3.1 An object 1 of a category is terminal (or final) when
every object C is provided with exactly one arrow from C to 1.

An object 0 of a category is initial when every object C is provided with
exactly one arrow from 0 to C.

Examples 2.3.2

2.3.2.a In the category Set of sets and mappings, the empty set is the
initial object and a singleton is a terminal object. The same holds in the
category Top of topological spaces and continuous mappings.

2.3.2.b In the categories of groups, abelian groups, vector spaces, Ba-
nach spaces, and so on, (0) is both the initial and the terminal object.

2.3.2.c In the category Rng of commutative rings with a unit, (0) is
the terminal object and Z is the initial object.

2.4 Equalizers, coequalizers

The notion of “product” defines a “limit object” (the product), starting
with a given family of objects. We want now to define “limit objects”
starting with data containing both objects and arrows.

Definition 2.4.1 Consider two arrows f,g: A B in a category €.
An equalizer of f, g is a pair (K, k) where

(1) K is an object of €,

(2) k: K—— A is an arrow of € such that fok=gok,

and such that for every pair (M, m) where

(1) M is an object of €,

(2) m: M—— A is an arrow of ¢ such that fom = gom,

there exists a unique morphism n: M —— K such that m = kon (see
diagram 2.2).
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Proposition 2.4.2 When it exists, the equalizer of two morphisms is
unique up to isomorphism.

Proof = With the notation of 2.4.1, suppose (K, k) and (M, m) are

both equalizers of the pair f,g. Since (M, m) is an equalizer, there is a

morphism I: K—— M such that £k = mol. Therefore we have k = kolg

and k = k o (nol); since k is an equalizer, n ol = 1k. In the same way

lon=1y. O
We shall write Ker (f, g) for “the” equalizer of f, g.

Proposition 2.4.3 In a category ¢, when two arrows f,g: A__{B
have an equalizer (K, k), the morphism k: K—— A is a monomorphism.

Proof Consider u,v: C 3 K such that k o u = k o v. The morphism
kowu is such that fokowu = gokowu and factors in two ways (u and v)
through k; therefore u = v. O

By duality, one defines the “coequalizer” of two morphisms; when it
exists, it is unique up to isomorphism and is an epimorphism. We write
Coker (f, g) for “the” coequalizer of f,g.

Proposition 2.4.4 Let f: A—— B be an arrow in a category ¥. The
equalizer of the pair (f, f) always exists and is just the identity on A.
‘ (]

Proposition 2.4.5 In a category €, suppose the arrow f: A——> B is
both an epimorphism and an equalizer. Then f is an isomorphism.

Proof Assume f is the equalizer of u, v. Then uo f = v o f and since
f is an epimorphism, u = v. But the equalizer of u = v: B_; Cislp
(see 2.4.4). Therefore f is isomorphic to the identity on B and so is an
isomorphism. O
Examples 2.4.6

2.4.6.a In most “concrete” categories (Set, Top, Gr, Ab, Ban;, Ban,,,
Rng, ...) the equalizer of two morphisms f,g: A—_3 B is just given by

Ker(f,9) = {a € A|f(a) = g(a)}
provided with the structure induced by that of A.
2.4.6.b In the category Set of sets and mappings, the coequalizer of

f.gsA——=B

is the quotient of B by the equivalence relation generated by the pairs
((f(a), g(a)) for every element a € A.
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2.4.6.c In the category of abelian groups, consider first a group ho-
momorphism f: A—— B. The coequalizer of f and the zero homomor-
phism is just the quotient of B by the subgroup f(A). More generally,
the coequalizer of two morphisms f, g:A:B is the coequalizer of
f —9: A—— B and the zero morphism. An analogous description of the
coequalizer holds for categories of vector spaces or modules.

2.4.6.d In many “algebraic-like” structures, the situation is less simple
(groups, rings, ...). The general procedure in those cases for comput-
ing the coequalizer of f,g: A:;B, is to construct the quotient of B
by the congruence generated by all the pairs (f(a), g(a)) for a € A.
This congurence is thus the smallest equivalence relation containing all
those pairs and closed under all the algebraic operations (see chapter 3,
volume 2).

2.4.6.e In the category Top of topological spaces and continuous map-
pings, the coequalizer is constructed as in Set and provided with the
quotient topology.

2.4.6.f In the category Haus of Hausdorff spaces or the category Comp
of compact Hausdorff spaces, the coequalizer of two continuous mappings
f,9: A3 B is the quotient of B by the closure R C B x B of the
equivalence relation R generated by the pairs (f(a),g(a)) for a € A.
The quotient of a Hausdorff space B by a closed equivalence relation R is
indeed another Hausdorff space and the quotient is compact as long as B
is compact (continuous image of a compact set). Now choose C Hausdorft
and h: B——C such that ho f = hog. The diagonal Ag C C x C'is
closed and therefore (h x h)~}(Ac) is a closed equivalence relation on
B containing all the pairs (f(a),g(a)) for a € A; thus it contains R and
h factors through the quotient.

2.4.6.g In the category Ban; of Banach spaces and linear contractions,
the coequalizer of a linear contraction f: A—— B and the zero mapping
is just the quotient of B by the closure of f(A). The quotient by a closed
subspace indeed produces a Banach space. Moreover, if h: B——C'is a
linear contraction such that ho f = 0, then A~1(0) is a closed subspace
containing f(A), thus also f(A); so h factors through the quotient. More
generally, the coequalizer of two linear contractions f, g: A:B is the
same as the coequalizer of the linear contraction %( f — g) and the zero
mapping.
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A—F— C

f

Diagram 2.3

2.5 Pullbacks, pushouts

This is another example of a “limit object” constructed from objects
and arrows.

Definition 2.5.1 Consider two morphisms f: A—>C, g: B——C in

a category €. A pullback of (f,g) is a triple (P, f', g’') where

(1) P is an object of €,

(2) f': P—— B, ¢': P—— A are morphisms of € such that fog’ = gof’,

and for every other triple (Q, f,g¢") where

(1) Q is an object of €,

(2) f:Q—> B, ¢":Q—— A are morphisms of € such that f o g’ =
gof’,

there exists a unique morphism q: Q— P such that f"” = f' o q and

9" = ¢’ o q (see diagram 2.3).

Proposition 2.5.2 When it exists, the pullback of two arrows is unique

up to isomorphism.

Proof Analoguous to that of 2.1.2. O

Proposition 2.5.3 With the conditions of 2.5.1, let us consider the
pullback (P, f',g') of (£, 9).

(1) If g is a monomorphism, ¢’ is a monomorphism as well;
(2) If g is an isomorphism, ¢’ is an isomorphism as well.
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Proof 1If g is a monomorphism, consider two morphisms u,v:Q__S P
such that ¢’ ou =g’ ov. Put ¢’ = ¢’ ou and f” = f’ o u. One has

fog"=fog ou=gofou=gof”

and u: Q —— P is therefore the unique possible factorization of (¢”, ")
through (¢, f’). But

glovzglou=gll,
goflov=Ffogov=fogou=fog' =gof",

and since g is a monomorphism, f’ o v = f”. Thus v is another factor-
ization and u = v.

Now if g is an isomorphism, again with the notation of 2.5.1 let us
put Q=A, f' =g o f, ¢g" =14. We get a unique morphism ¢ such
that ¢ og =14 and f oq = g~ o f. Now one computes immediately
from this that

gogog =140g =g =g'01p,
flogog =g lofog =glogof =f =folp,

from which g o ¢’ = 1p by the uniqueness condition in the definition of
a pullback. So g’ 0og =14 and gqo g’ = 1p, thus ¢ = (¢') . O

Statement 2.5.3.(1) is very often referred to as the fact that “the
pullback of a monomorphism is a monomorphism”. The dual notion of
a “pullback” is that of a “pushout”. In particular, “the pushout of an
epimorphism is an epimorphism”.

Observe that the pullback of an epimorphism is in general not an
epimorphism. For example in the category Haus of Hausdorff spaces
and continuous mappings, f: X —Y is an epimorphism when f(X) is
dense in Y (see 1.8.5.c). In particular f need not be surjective; assume it
is not. Choose y € Y\ f(X); the pullback of y and f is just the empty set
(see diagram 2.4). The empty set is by no means dense in the singleton
so that the left vertical arrow is no longer an epimorphism.

Definition 2.5.4 In a category </, the kernel pair of an arrow
fiA———B
is (when it exists) the pullback (P, a, 3) of f with itself.

Proposition 2.5.5 In a category &, if the kernel pair (P,a,(3) of an
arrow [ exists, « and (3 are epimorphisms.



2.5 Pullbacks, pushouts 53

) — X

f

b —— v

Diagram 2.4

A —— B

f

Diagram 2.5

Proof From fols = fols one gets a unique factorization § such
that « 06 = 14, F06 = 14. Thus § is a monomorphism and «, § are
epimorphisms (see 1.7.2, 1.8.2 and diagram 2.5). O

The following result is obvious, but will prove to have interesting con-
sequences.

Proposition 2.5.6 Consider a morphism f: A—— B in a category 4.
The following conditions are equivalent:

(1) f is a monomorphism;

(2) the kernel pair of f exists and is given by (A,14,14);

(3) the kernel pair (P, ., 3) of f exists and is such that a = 3. O

Let us now indicate two interesting properties relating kernel pairs
and coequalizers.

Proposition 2.5.7 In a category €, if a coequalizer has a kernel pair,
it is the coequalizer of its kernel pair.
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X

c

Diagram 2.6

Proof Consider diagram 2.6 where f = Coker (z,y) and a, 3 is the
kernel pair of f. From foxz = foy one deduces the existence of a unique
factorization z such that coz =z, foz=1y.
Ifgoa=gofB,thengor=goaoz=gofBoz=goy and we get a
unique factorization h through f = Coker (z,y). [

Proposition 2.5.8 In a category €, if a kernel pair has a coequalizer,
it is the kernel pair of its coequalizer.

Proof We again consider diagram 2.6, supposing now that (o, 3) is the
kernel pair of g and f = Coker(a, 3). Since go a = go 3, one gets a
unique factorization h through f = Coker (o, 3).

Now take z,y such that fox = foy. This implies gox =ho fozx =
ho f oy = goy, from which there is a unique factorization z such that
aoz=zx,fBoz=y. O

Let us conclude the body of this section with the so-called “associa-
tivity property” of pullbacks.

Proposition 2.5.9 In a category ¢ consider diagram 2.7, which is com-
mutative.

(1) If the squares (I) and (II) are pullbacks, the outer rectangle is a
pullback

(2) If € has pullbacks, if the square (1I) is a pullback and the outer
rectangle is a pullback, then the square (I) is also a pullback.

Proof 1If (I) and (II) are pullbacks and go fox = eoy, there is a unique
zsuch that boz =y, doz= fozx. From do z = f oz we find a unique
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¢ n d (IT) €

D

E F

f g

Diagram 2.7

w such that a o w = z, cow = z. In particular boaow =boz=1y. If
w’ is another morphism such that boaow’ = y and cow’ = z, we have
bo(aow’) = bo(aow) and do(aow’) = focow’ = foxr = focow = do(aow).
Since (II) is a pullback, aow’ = aow. On the other hand cow’ = z = cow,
thus w = w’ since (I) is a pullback.

Under the assumptions of (2), compute the pullback (4’,¢,a’) of f
and d. Since doa = foc, one gets a unique factorization h: A—— A’ such
that a’ o h = a, ¢ o h = ¢. The triple (4, ¢,bo a) is, by assumption, the
pullback of (go f,e). Applying (1), we know that (A4’, ¢/, boa’) is another
such pullback h is a factorization beween those pullbacks because ¢'oh =
c and boa’ o h = boa. By uniqueness of the pullback (see 1.5.2), his an
isomorphism and thus (I) is a pullback. O

Examples 2.5.10
2.5.10.a With the notation of 2.5.1, the pullback of the pair (f,g) in
the category Set of sets and mappings is given by
P={(a,b)jac A, be B, f(a)=g(b)},
gl(a’ b) =a, f/(a'7 b) =b.
2.5.10.b Under the conditions of 2.5.10.a, when B is a subset of C

and g is the canonical inclusion, P is isomorphic to f~!(B), the inverse
image of B along f.

2.5.10.c Under the conditions of 2.5.10.a, if both A and B are subsets
of C with f, g the canonical inclusions, P is isomorphic to the intersec-
tion AN B.

2.5.10.d In the category Set of sets and mappings, the kernel pair
(P, a, 3) of a morphism f: A—— B is given by

P= {(al,az) Ial <€ A7 az € A7 f(al) = f(0/2)} ’

a(ay,az) = a1,; B(a1,a2) = as.
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P —— C Q — Y
A——f——>B X>T>Z

Diagram 2.8

It is the equivalence relation on A determined by f. In other words, the
image f(A) of f is the quotient of A by that equivalence relation.

Due to 2.5.3 and 2.5.10.b,c, when the squares of diagram 2.8 are pull-
backs with g, p, ¢ monomorphisms, we shall write P as f~1(C) and call
it “the inverse image of C along f” (to be precise, we should refer to g
instead of C); in the same way we shall write Q as X NY and call it the
intersection of X and Y (in fact, of p and gq).

2.6 Limits and colimits

In this section, we introduce the general definition of “limit of a functor”
which will turn out to contain as special cases the various constructions
of the previous sections of this chapter.

Definition 2.6.1 Given a functor F: 2——%, a cone on F consists of
(1) an object C € €,

(2) for every object D € @, a morphism pp:C——FD in &,

in such a way that for every morphism d: D—— D' in 9, pp = Fdopp.

Definition 2.6.2 Given a functor F: 9——%, a limit of F' is a cone
(L, (pD)Deg) on F' such that, for every cone (M, (QD)De@) on F, there
exists a unique morphism m: M —— L such that for every object D € 9,
qp =ppom.

Again, a proof analoguous to that of 2.1.2 yields:

Proposition 2.6.3 When a functor F: 9——% admits a limit, that

limit is unique up to isomorphism. O
In the same way one has:

Proposition 2.6.4 If (L, (pp) peo) is a limit of the functor F: 9 —¢,

two morphisms f,g: M _; L in € are equal as long as for every object
De%,ppof=ppog.
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o
A A — B

B
Diagram 2.9

Proof  f and g are two factorizations of the cone (M, (pp o f)
through the limit.

pea)

Due to the importance of the notion of limit, it is probably worth
while to write out explicitly the dual notion of “colimit”.

Definition 2.6.5 Given a functor F: 9——%, a cocone on F consists
in

(1) an object C € ¢,

(2) for every object D € @, a morphism sp: FD——C in ¢,

in such a way that for every morphism d: D' —— D in 9, sp» = spo Fd.

Definition 2.6.6 Given a functor F: 9 —— %, a colimit of F' is a cocone
(L, (sD)De@) on F such that, for every cocone (M, (tD)Deg) on F, there
exists a unique morphism m: L—— M such that for every object D € 2,
tp =mosp.

Let us now observe that the constructions of the previous sections are
special cases of the notion of limit.
Examples 2.6.7

2.6.7.a Given a set I, let us view it as a discrete category S (see
1.2.6.c). Giving a functor F: # ——% to a category € is just giving a
family Fi € €, ¢ € I, of objects and defining the limit of F is just
defining the product [, ., F.

2.6.7.b Consider the category ) defined by
|f| = {A’ B}’
A (A A) ={1a}, X (B,B)= {1},
X (A,B) ={a,8}, H(B,A)=0,
and sketched in diagram 2.9. Giving a functor F' from J to a category

% is just giving two arrows Fa, F3: FA__FB in % and defining the
limit of F' is just defining the equalizer of Fa, FS.

2.6.7.c Consider the category £ defined by
?={A,B,C},
P(AA) = {].A}, #(B,B) = {13}, 2(C,C) = {1¢},
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A —5— C

Diagram 2.10

/Dl\ / \ /Dz"'l\
D =D, D, Doy Dy, =D’

Diagram 2.11

P(A,C) = {a}, #(B,C)={6},
P(C, A) = #(C,B) = P(A, B) = (B, A) = 0,

and sketched in diagram 2.10. Giving a functor F' from £ to a category
% is just giving a pair

Fo:FA———>FC, FB.FB—FC

of arrows in ¥ and defining the limit of F is just defining the pullback
of Fa, F(.

2.6.7.d The previous examples can be dualized to present the notions
of coproduct, coequalizer and pushout as special cases of the general
notion of colimit.

2.6.7.e A category 2 is connected when it is non-empty and, given two
objects D, D' € 9, there exists a finite “zigzag” in 9 as in diagram 2.11.
Consider an object A of a category & and the corresponding constant
functor Ag: 92— on & (see 1.2.8.e). If (fD:AA(D)—>M)D€9
is a cocone on F and D, D’ are connected by the above zigzag, one
immediately gets

fp=fpo=fp, = fD, = = fDsnn_y = fD2n_y = D2, = fD';

thus the cocone is a constant one. Therefore (A, (14)peg) is the colimit
of Ay.

2.6.7.f Observe that the colimit of a constant functor A4: P — o/
is generally not given by the object A. Indeed, in general AIT A 2 A.
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2.7 Complete categories

It could sound reasonable to define a complete category as one such that
every functor into it admits a limit. Unfortunately this doesn’t produce
any relevant notion, due to set theoretical reasons. For example if 2
is a discrete category and F: % ——Set is a functor to the category of
sets, the limit of F' should be the cartesian product of all sets F'D...
which does not exist (in general) if the indices (the objects of 2) do not
themselves constitute a set. More precisely:

Proposition 2.7.1 Consider a category ¥ such that, for every category
2 and every functor F: 9——%, the limit of F exists. In that case, €
is just a preordered class. The same conclusion holds when “category”
is replaced everywhere by “small category” or “finite category”.

Proof Let us use the axiom system of universes (see section 1.1) so that
the objects of ¥ constitute a set in some universe. We must prove that
for any two objects C;, C2 of €, ¢(C1,C2) has at most one element. If
this were not the case, consider two distinct morphisms f, g: C} :Cz
in € between some fixed objects C;, C2. By assumption, the “power
object” (Cg)#«, product of #% copies of Cs, exists, where #% denotes
the cardinal of the set of arrows of . Using just the arrows f and g, we
can already construct 2#¢ distinct cones (C; —— C2)4¢ and therefore
2#% distinct factorizations C; — (C2)*¥. But this set of factorizations
is a subset of the set of all arrows, thus 2#¢ < #%. This contradicts the
Cantor Theorem. The same proof applies to the cases of small or finite
categories. O

The pertinent definition is in fact

Definition 2.7.2 A category € is complete when every functor
F.92—%,

with @ a small category, has a limit.

The category ¥ is finitely complete when every functor
FrY—%,

with 9 a finite category, has a limit.

By duality, we get the notion of a cocomplete category. See 1.2.3 for
the notion of a small category.

When the limit of a functor F: 9 —— ¥ exists with 2 a “large” (=
non-small) category, we shall sometimes call it a “large limit”. For ex-
ample the product of all sets exists ...and is just the empty set!
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2.8 Existence theorem for limits

Consider a functor F: 2 —— Set where 2 is a small category and Set
is the category of sets. It is rather straightforward to verify that the set

L= {(zp)peca|zp € FD;Vf:D—D' in P Ff(xp)=xp }

provided with the obvious projections pp: L— F D is the limit of F.
It should be observed that L is in fact a subobject of the product
[IpeoFD and, more precisely, L is the equalizer of the two mappings

a, B

o
L— H FD—_—— ¢ H F(target of f),
De2 fe2

where Ol((CUD)DGQ) = (xtarget of f)fe.@’
,6((-'13D)D€9) = (Ff(xsource of f))fezf

We shall now prove that this construction generalizes to an arbitrary
category, from which the existence of limits will follow from that of
products and equalizers. For brevity, we abbreviate “target of f” and
“source of f” just as t(f), s(f).

Theorem 2.8.1 A category ¥ is complete precisely when each family
of objects has a product and each pair of parallel arrows has an
equalizer.

Proof Let us first make clear that by “family”, we always mean a set
indexed family. We know already that completeness implies the existence
of products and equalizers (see examples 2.6.7).

Conversely, consider a small category 2 and a functor F: 9—>%.
We construct the products

(I 2.0 ) ot ( TT R0, 0 )

De2 fe2

a is the unique factorization such that pgi oa = p;( ) for every f € 9;
(3 is the unique factorization such that pS{ of3 = Ffop), ) for every
f € 2 and (L,!) is the equalizer of the pair (a, ) (see diagram 2.12).
We define pp = p), ol and we shall prove that (L, (pp)peg) is the limit
of the functor F'.

First of all, for a morphism f: D—— D’ in 2 we have

Ffopp=Ffoppol=pfofol=psoacl=pp ol=pp,
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M —2 ., pp F(t(f))

— /
qal 19 g pp pfg(f plf

[o7

L >l—>HDe@ FDT)er@ F(t(f))

Pp| p Pats) Py

FD F(s(f) g7 F(8/)

Diagram 2.12

so that (L, (PD)Deo) is indeed a cone on F. Moreover, if (M, (ap)pea)
is another cone on F, there exists a unique factorization ¢’ such that
ppoq = gp for every D € 9. But for every f: D—— D’ in 9 one has

pfoacq =ppog
= gp
=Ffoqp
=Ffoppoqd
=pfoBog,
from which a0 ¢’ = 30¢’. This implies the existence of a unique factor-

ization q¢: M —— L such that / o ¢ = ¢’. Putting these relations together
yields

ppog=ppolog=ppoqd =qp,

so that ¢ is indeed the required factorization. To prove its uniqueness,
consider another morphism g such that pp o § = ¢p for every D € £.
Since [ is a monomorphism (see 2.4.3), it remains to prove that log = log;
this is equivalent to proving plp olog = pl,oloq for each D € 9 (see
2.6.4). This last equality holds since

ppolog=pphod =gqp=ppog=ppoloq. O

It should be noticed that while the existence of all limits implies that
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P—LB
PA

A—— 1
Diagram 2.13

p—t 4

k (")

A W—)A x B
I
Diagram 2.14

of all products, the existence of the single limit (L, (pp)peo) in dia-
gram 2.12 does not imply the existence of the two corresponding prod-
ucts used in the proof (see exercise 2.17.4). But when those two products
and the limit exist, the limit is again the equalizer of «, 3 (see exercise
2.17.10).

Proposition 2.8.2 For a category €, the following conditions are equiv-
alent:

(1) € is finitely complete;
(2) € has a terminal object, binary products and equalizers;
(3) € has a terminal object and pullbacks.

Proof (1) = (2) and (1) = (3) are obvious. Let us now assume (2).
By associativity of products (see 2.1.3) the product of a finite (and non-
empty) family of objects exists as long as binary products do. Observing
the proof of 2.8.1, it suffices now to notice that when 2 is finite, so are
the products involved in the proof.

Assuming (3), observe that in the pullback of diagram 2.13 (P,pa,pB)
is the product of A, B, since 1 is terminal. It remains to prove the exis-
tence of equalizers to establish conditions (2). Given f, g: A:>_)B , com-
pute the pullback of diagram 2.14. Composing with the two projections
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of the product A x B, we get
k=pAo(lfA)ok=pAo(z")ol=l,
fok=ppo(}#)ok=ppo(i})ol=gol=gok

Moreover, if : X —— A is such that f oz = g oz, one has (lf") ox =
(lgA)oac from which there is a unique y: X —— P such that z = koy = loy.
Thus k = Ker (f, g). O

We have introduced the notion of limit for a functor F: 29— &/
defined on a category 2. An apparently more general approach would
have been to replace the category 2 by “a graph with commutativity
conditions” (see section 5.1); in fact the notion of limit on such a graph is
equivalent to that of limit on the category generated by the graph. Our
choice generally makes life easier and is good enough for the applications,
if one observes the following property whose proof is ocbvious.

Proposition 2.8.3 Consider a functor F: 9 —— & and a family (f;)ier
of morphisms of 9 such that each morphism of the category 2 is a com-
posite fi,o0---of; . A coneon F is just a pair (A, (pp: A——>FD)D€9)
where, for each f;: D—— D’ of the given family, F f; o pp = ppr. [

Definition 2.8.4 A category 2 is finitely generated when

(1) 2 has finitely many objects,

(2) there are finitely many arrows fi,..., f, such that each arrow of 9
is the composite of finitely many of these f;.

Proposition 2.8.5 Let F: 29— & be a functor, with & finitely com-
plete and 9 finitely generated. Then the limit of F exists.

Proof Because of 2.8.3 and with the notation of 2.8.4, it suffices in the
proof of 2.8.1 to take as second product [T, F(¢(f:)). 0O

Example 2.8.6

It follows immediately from 2.1.7, 2.2.4, 2.4.6 and 2.8.1 that the followihg
categories are complete and cocomplete: Set, Ab, Rng, Bany, .... A poset

is complete as a category precisely when it is complete as a poset (see
2.1.7.h, 2.4.4 and 2.8.1).

2.9 Limit preserving functors

This section is devoted to some observations on functors which commute
with the construction of limits.
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Definition 2.9.1 A functor F: o/ ——# preserves limits when, for
every small category 2 and every functor G:9——<f, if the limit
(L, (pD)Deg) of G exists, then (FL, (FpD)Deg) is the limit of F o G.

As an immediate consequence of 2.8.1, we get

Proposition 2.9.2 Let &/ be a (finitely) complete category and #
an arbitrary category. A functor F: o/ —— % preserves (finite) limits
precisely when it preserves (finite) products and equalizers. O

In fact this result can be improved, requiring just the existence of
products in & (see exercise 2.17.6).

Proposition 2.9.3 A functor which preserves pullbacks also preserves
monomorphisms.

Proof By 2.5.6. O

There are interesting situations in which a functor preserves limits,
even when not all limits exist. Here is a first basic example.

Proposition 2.9.4 Consider a category ¢ and an object C € €. The
representable functor €(C,—): € —— Set preserves all existing limits,
including large ones. In particular, it preserves monomorphisms.

Proof Consider a functor F: 2—— % with limit (L, (pp) Deg) and a
cone (gp: M —>€(C, FD)) ., over €(C, F—) in the category of sets.
For each element m € M, the family (gp(m): C—>FD),_, is a cone
on F and therefore there exists a unique morphism ¢(m):C——L in €
such that for each D € 9, pp o ¢(m) = gp(m). This defines a mapping
¢: M——%(C, L) with the property ¢(C,pp) o ¢ = gqp for each D € 9.
The uniqueness of ¢ results immediately from that of the g(m)’s. The
last assertion follows from 2.9.3. O

It is worth dualizing the previous result. Applying it to the dual cat-
egory €* yields

The functors €*(C, —): ¢* —> Set preserve limits.
Therefore, in terms of 4, we obtain

Proposition 2.9.5 Consider a category € and an object C € ¥. The
representable functor €(—,C): ¥ —> Set transforms existing colimits
into limits and in particular epimorphisms into monomorphisms. 1

Let us recall that €(—, C) is a contravariant functor, thus reverses the
direction of morphisms!
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Definition 2.9.6 Let F: o —— % be a functor. F reflects limits when,
for every functor G: 9 —— &/ with & a small category and every cone
(L, (pp)pea) on G, if (FL,(Fpp)peo) is the limit of F o G in #, then
(L, (PD)DGQ) is the limit of G in /.

Proposition 2.9.7 Let F: of ——> # be a limit preserving functor. If o/
is complete and F reflects isomorphisms, F also reflects limits.

Proof Consider a functor G: 92— & with 2 a small category.
Consider the limit (L,(pp)pea) of G; (FL,(Fpp)peo) is thus the
limit of F o G. Consider now another cone (M, (gp)peo) such that
(FM, (FqD)DE@) is also the limit of F o G. In & we have a unique
factorization f: M —— L of the second cone through the limit. In £,
Ff is just a factorization between two limits of F o G, thus F'f is an
isomorphism. Therefore f itself is an isomorphism and (M , (gp) Deg) is
a limit of G. O

Let us also consider the case of finitely generated limits (see 2.8.4).

Proposition 2.9.8 Let &/, % be finitely complete categories and

F.of — >R
a functor which preserves (or reflects) finite limits. Then F preserves (or
reflects) finitely generated limits.

Proof A finitely generated limit can be expressed via equalizers and
finite products (see 2.8.5), from which the result follows. a

Finally let us observe that without any further assumption:

Proposition 2.9.9 A full and faithful functor F: of —— % reflects lim-
its.

Proof Let G:9—— & be a functor and (pp: L—— GD)peg a cone
on G such that (Fpp: FL——> FGD)pcg is a limit cone. Given another
cone (¢p: M —> GD)peg, we get a unique factorization I: FM —— FL
such that Fpp ol = Fgqp. Since F' is full and faithful, there exists a
unique m: M —— L such that F(m) = [ and therefore ppom = qp. 0O

Applying proposition 2.9.2 and examples 2.1.7, 2.2.4 and 2.4.6, we get
the following examples.

Examples 2.9.10

2.9.10.a The forgetful functor U: Top—— Set mapping a topological
space to its underlying set preserves limits and colimits.

2.9.10.b The forgetful functor U: Ab— Set mapping an abelian group
to its underlying set preserves limits.
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2.9.10.c Consider Banj, the category of Banach spaces and linear
contractions, and the obvious forgetful functor U: Ban; —— Set which
maps a Banach space to its underlying set and a linear contraction to the
corresponding mapping. Example 2.1.7.d shows that U does not preserve
arbitrary products, but just finite products. Now consider the functor
B: Ban; —— Set mapping a Banach space to its closed unit ball and a
linear contraction to its restriction at the level of unit balls. Example
2.1.7.d shows immediately that for a family (C;);es of Banach spaces,
the unit ball of the Banach space [[;.; C; is just the usual cartesian
product of the unit balls of the various C;’s; indeed

sup ||lz;| <1 e Viel || <1.
el

Therefore the functor B preserves arbitrary products. It also preserves
equalizers (example 2.4.6.a), so it preserves limits (see 2.9.2). Another
proof consists in observing that the “unit ball functor” is just the functor
represented by R (see 2.9.4).

2.9.10.d The category Ab of abelian groups is complete and the for-
getful functor U: Ab—— Set reflects isomorphisms, so it reflects limits
(see 2.9.7).

2.9.10.e The category Ban; is complete and the “unit ball functor”
B: Ban; ——> Set reflects isomorphisms (a linear mapping between Ba-
nach spaces is an isometry precisely when it induces a bijection between
the unit balls). Therefore B reflects limits (see 2.9.7).

2.10 Absolute colimits

In the previous section we were concerned with a functor preserving all
limits. Now we shall have a look at those limits preserved by all functors.
In fact we shall develop the theory in the case of colimits since this is
the case most commonly referred to in the examples.

Definition 2.10.1 Consider a functor G: 9 — o/ with colimit

(L, (pp)De2)-
That colimit is absolute when for every functor F: of — &,

(FL,(Fpp)pea)
is the colimit of F o G.

Here is the most famous example of an absolute colimit.
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Diagram 2.15

Proposition 2.10.2 In a category €, consider arrows f,g,q,7,s as in
diagram 2.15. When the relations

gof=gqog, gor=1p, sog=for, gos=lg,
hold, (C,q) is the coequalizer of the pair (f,g) and this coequalizer is
absolute.

Proof By assumption, gof = gog. If p: B—— D is such that pof = pog,
define t = po s. One has
tog=posogq
=pofor
=pogor
=P,
and if ¢ is such that to ¢ = p,

t

cgos

(o

Il
oo

So (C,q) = Coker(f,g) and since the equalities of the statement are
preserved by any functor, the same conclusion applies to the image of
diagram 2.15 under any functor. O

The conditions in proposition 2.10.2 are not necessary for having an
absolute coequalizer (see exercise 2.17.7).

Examples 2.10.3

2.10.3.a In the category Set of sets, consider an equivalence relation
R C B x B on the set B (see diagram 2.16). Write p;,ps for the two
projections and (Q, q) for their coequalizer, thus for the quotient of B by
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r s
> W A
Diagram 2.16
T s
>N A
R T) B # Q
Diagram 2.17

R (see example 2.4.4.b). Using the axiom of choice, for every equivalence
class [b] € @ choose an element s(b) € [b]; this defines s such that
gos = 1g. Now define r(b) = ((s o q)(b),b); since (g o s o g)(b) = q(b),
r takes values in R. Since moreover p; or = soq and py or = 1p, the
coequalizer is absolute.

2.10.3.b In the category Veck of vector spaces over a field K, an argu-
ment analogous to that in (a) can be developed, using for R a subspace
of B x B which is an equivalence relation on B (what is called a “con-
gruence” on B). The existence of s is again a consequence of the axiom
of choice: given a basis (e;);cs of @, choose s(e;) a representative of the
class e;.

2.10.3.c  More generally suppose that in a category you have dia-
gram 2.17, where ¢ is the coequalizer of (f, g), (f,g) is the kernel pair
of g and go s = 1g. In this case the pair (s o g, 13):B:B factors
through the pullback via a morphism r: B—— R and we get an absolute
coequalizer.

2.10.3.d Let M be a left module on the ring R with unit. In the cate-
gory of abelian groups, the scalar multiplication on M yields a morphism
u: R® M —— M, while the unit and the multiplication of R yield mor-
phisms e: Z—— R, m: R ® R—— R (all tensor products are over Z).
In the category of abelian groups, diagram 2.18 satisfies the conditions
of proposition 2.10.2 and thus (M, u) is the absolute coequalizer of the
pair (1®@ u,m®1).
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2.11 Final functors

The main result of this section should be compared with the classical
fact, in real or complex analysis, that when a sequence converges, any
sub-sequence of it converges to the same limit.

Definition 2.11.1 A functor G: ¢ —— 92 is final when the following con-

ditions are satisfied for every category &/ and every functor F: @ — <4 :

(1) if the limit (L, (pp) De@) of F exists, then (L, (ch)cG(g) is the limit
of FoG ;

(2) if the limit (L,(gc)ces) of F o G exists, then the limit of F exists
as well.

Observe that in condition (2), applying condition (1) implies imme-
diately that the limit of F has the form (L, (rp) De@) with pcc = qc.
Very often, one abbreviates this definition by just saying that the limit
of F ezxists if and only if the limit of F o G exists and those limits are
equal.

The next proposition gii/es a sufficient condition for being a final func-
tor; this condition is not necessary (see exercise 2.17.8).

Proposition 2.11.2 A functor G: € —— 9 is final as long as it satisfies
the following two conditions (see diagram 2.19):

() VDe® 3C €% 3d GC—D;
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FGC
o) FGe\Fd
M —rcr FGC" FD
/
ror FGe Fd
FGC’
Diagram 2.20

(2) YC,C' €% YD €D Vd: GC—D Vd': GC'—D
3C" €€ 3c: C"—>C 3: C"——C' such that doGec = d'oGc'.

Proof Let F: 2—— &/ be a functor. Every cone (M, (¢p)pea) on
F immediately induces a cone (M, (gac)ces¢) on F o G. Conversely,
consider a cone (M, (r¢)ceg) on F o G; we shall prove that it induces
a unique cone (M, (gp)pea) on F such that goc = r¢. Given D € 2,
choose C € ¥ and d: GC—— D. Define qp = Fd o r¢. First of all, this
definition is independent of the choices of C and d. Indeed, choosing
C' € € and d': GC'— D, assumption (2) ensures the existence of ¢, ¢
in € such that doGc = d'oGc’. The three pieces of diagram 2.20 are thus
commutative, from which Fdorg = Fd’' orc:. Notice that in particular
gcc = r¢ (choose d = 1g¢). On the other hand this requirement ggo =
rc ensures that, in the previous situation, gp = Fdo qge = Fdore
from which the required uniqueness of the cone (¢p)peg follows.

The rest of the proof is straightforward computation. If (L, (pp)pea)
is the limit of F', (L, (ch)ng) is a cone on F o G; it is a limit cone
because every other cone (M, (rc)cee) on F o G can be “extended” to
a cone (M, (gp) pe¢) which factors uniquely through the limit of F. An
analogous argument proves the converse implication. O

Here is a special case of interest.

Proposition 2.11.3 Consider a category 2 with pullbacks and a full
subcategory € C & which satisfies the condition

VDe® 3C €€ 3d: C—— D.
Then the inclusion € — 2 is a final functor.
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c
P por \d
p —T o ld D
q °r s
C’

Diagram 2.21

Proof  Consider objects C,C’ € € and morphisms d,d’ as in dia-
gram 2.21. Construct (P, p, q), the pullback of d and d’ in 2, and choose
a morphism r: C” —— P with C” € €. Since € is full in 2, por and
gorarein % and dopor = d ogor. Deduce the conclusion by 2.11.2.

O

Another useful case is

Proposition 2.11.4 Consider a category 2 with an initial object O.
The inclusion of the subcategory {0} in 9 is a final functor.

Proof Obvious by 2.11.2 and the definition of an initial object (see
2.3.1). O

Corollary 2.11.5 Consider a category & with an initial object 0 and an
arbitrary functor F: 92— /. Let us write 0p: 0—— D for the unique
arrow from 0 to D in 2. In these conditions, the limit of F exists and
is given by (F0,(FOp)pea)- O

Corollary 2.11.6 Consider a category & with an initial object 0. With
the notation of the previous corollary, (0, (Op) De@) is the limit of the
identity functor 2——92. O

Let us comment on this last result. Roughly speaking, it says that
the colimit of the empty functor is also the limit of the identity functor.
This fact admits an interesting generalization (see exercise 2.17.2) show-
ing that the colimit of a functor F: 2 —— &/ can always be described
canonically via the limit of another functor G: ¥ —— /. The price to
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F(c,p)E&1p) per. py

F(c,d)
F(1¢,d) F(l¢r,d)

/ i !
Diagram 2.22

pay is that when 2 is a small category, € has no longer any reason to
be small. In the example of the initial object, & is empty but € is equal
to .

2.12 Interchange of limits

Given a functor F: 9 —— &/ and its limit (L, (rp) Deg) , one often writes
lim F'D for the object L. This notation is somewhat ambiguous since it
does not mention the arrows of &, but used with care, it will turn out
to be useful when computing limits and colimits.

We are now interested in the study of the limit of a functor

FPE¢XP— A
and we would like to prove the interchange property
limeeg (limpea F(C, D)) 2 limpeg (limeeg F(C, D)),

as long as all the involved limits exist. We had better give a precise
meaning to this statement.
For every fixed object C € €, there is a functor

FC,-)9—
defined by
F(C,-)(D) = F(C,D), F(C,-)(d) = F(lc,d),

for an object D and an arrow d of 2. By limpeg F(C, D) we mean the
limit of that functor F/(C,—). Now every morphism ¢:C——C’ in ¥
induces an arrow F(c,1p) of & for every object D € 2; moreover dia-
gram 2.22 commutes for every arrow d: D—— D’ in 9. In other words,
the arrow ¢: C——C’ induces a natural transformation

F(c,~): F(C,—) = F(C', -).
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Now suppose limpegF(C, D) and limpegF(C’, D) exist. The com-
posites

limpeo F(C, Dy—E2— F(C, D) MF(C’, D)

obviously constitute a cone on the functor F(C’, —), from which it fol-
lows that there is a unique factorization written

limpegF(C, 1D)Z limDegF(C, D) ——)hmDegF(C,, D)

and such that p, o limpegF(c,1p) = F(c,1p) o pp. (We have written
pp and p/, for the projections of the limits of F(C,—) and F(C’,-).)
When all the functors F'(C, —) have a limit, we can define a new functor

L ¢— o,

L(C) = limDegF(C, D), L(C) = limDegF(C, ID),

where C € |%| and c is an arrow of ¥. We must prove that L is indeed

a functor. For example given two arrows C 50 —<5C" in €, we
deduce immediately that

ppoLd oLe=F(c,1p)opp o Le
= F(c,1p)o F(c,1p)opp
= F(d oc¢,1p)opp,

so that Lc' o Le = L(c' oc¢). An analogous argument holds for the identity
axiom.

The limit of the previous functor L, when it exists, is exactly what we
denote by limceg (limDegF (C, D)) An analogous description holds for
limpeg (limeceg F(C, D)). The interchange property

limpeg (limDegF(C, D)) = limpeg (limCeng(C, D))

means that the “canonical morphisms” connecting these two limits are in
fact isomorphisms (this is indeed stronger than the existence of “some
isomorphism”). Let us just describe these “canonical morphisms” be-
tween the two limits. _
Starting with the limit of L described above, we have the correspond-
ing projections

lim L—PC 5 limpeoF(C, D)—P2 5 F(C, D).
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For a fixed object D € 2 and a morphism ¢: C———C’ in € we have,
using the previous notation

F(¢,1p) opp opc = ppp o limpeaF(c,1p) o pc
=ppopc-
This shows that the composites pp o pc constitute a cone on the func-
tor F(—, D) from which it follows that there is a unique factorization
Ap: lim L——limeeg F(C, D) such that po o Ap = pp o pc, where the
Do denote the canonical projections of the limit limeeg F(C, D). Given
an arrow d: D—— D’ in 9 we have also (writing P;; for the projections
of the limit limgeg F(C, D'))
Pc o limgeeF(1c,d) o Ap = F(1¢,d) oBc o Ap
= F(l¢,d) opp opc
=Pp' °pc
=DPc o Apr,
from which limecegF(1c,d) o Ap = Aps and we get the fact that those
arrows (Ap)peg constitute a cone. This implies the existence of a unique

factorization A: lim L—— limpeg(limceg F(C, D)). Analogously we can
define a canonical morphism in the other direction

wlimpeg (limCG(gF(C, D)) —limeeg (limpegF(C, D))

The precise meaning of the interchange property for limits is the fact
that \, u are inverse isomorphisms.

Proposition 2.12.1 Consider a complete category &/ and two small
categories €, 9. Given a functor F: ¢ x 9 —— & and using the previous
notations, the following interchange property holds:

limCe(g (limpegF(C, D)) &~ limpeg (limcggF(C, D)) .
Proof We want to prove that the two composites A, u in the previous
discussion are inverse isomorphisms. By 2.6.4, o A = 1 reduces to the
equalities
PDOPc OpOA=ppopc

which are straightforward from the definitions of A and u; an analogous
argument holds for Ao p. O
Examples 2.12.2

2.12.2.a Consider two sets I and J viewed as discrete categories #
and #; a functor F:.# x #—— 4 is just a family Fj; of objects of &/
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(see example 2.6.7.a). When &/ has products, the interchange property
reduces to the formula

(me) = (1)

which can be seen as an instance of the general associativity law for
- products (see 2.1.6); that law asserts in fact that both expressions are
isomorphic to H iFij-

2.12.2.b Consxder a set I, viewed as a discrete category .#, and the
category A = {# e} of example 2.6.7.b. A functor F: % x ¥ — o
is a family (f;, gi:Af:),Bi),-eI of pairs of arrows in /. When & is
complete, the interchange property reduces to

r (Hfi,ngz) = [T Ker (£, 9:)-

iel i€l i€l

2.13 Filtered colimits

Let us consider again a functor F: ¢ x 92—/ as in the previous
section, and let us look this time at the mixed interchange property

colim ceg (lim peaF(C, D)) = limpeg (colim ceeF(C, D))

when all the limits and colimits involved in this formula exist. The pre-
cise meaning of each side of the formula is obvious from the considera-
tions of the previous section. Let us also note the existence of a canonical
morphism

A:colim ¢y (limpegF(C, D)) ———limpey (colim ceeF(C, D))
The existence of X is equivalent to the existence of a cone
Ap:colim ¢eyg (limpegF(C, D) —colimcegF(C, D)
and the existence of each Ap reduces to the existence of a cocone
(Ap)c:limpeg F(C, D)—————colim ¢cc¢ F(C, D).
This last arrow is just the composite
limpeo F(C, D)—2L2 5 F(C, D)—3C€—; colim ceg F(C, D)

where pp is the canonical projection of the limit and s¢ is the canonical
injection of the colimit. Straightforward computations, perfectly analo-
gous to that of section 2.12, prove that the (Ap)c constitute a cocone
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in C and the Ap constitute a cone in 9. Thus X is well-defined and the
mixed interchange property refers to the fact of A being an isomorphism.

But the bad point about the mixed interchange property is that it
does not hold in general! For example if I and J are sets viewed as
discrete categories and & is the category of sets, the mixed interchange
property reduces to

(M%) =TI (T =)
il \jeJ jeJ \iel

for a family (Fi;)(; jyerxs of sets. A special instance of this formula
would be

(A11 % A12) I (A1 X Agg) = (A1 IT Agy) x (A12 I Agp),

which is easily seen to be false just by a cardinality argument.

Now there is a very important case in which the mixed interchange
property holds in the category of sets (and in many “algebraic-like”
categories as we shall see later): this is the case where € is “filtered”
and 2 is “finite”. By “2 finite” we mean clearly that & has just a finite
number of objects and arrows.

Definition 2.13.1 A category ¥ is filtered when

(1) 3C € € (“¥ is not empty”),

(2) VC1,C2 € € IAC53 € € If: C1——C3 Ig: C2——Cs,

(3) VC1,Co € € Vf,g: C1_3Cy 3C3 € € 3h: Co—>C3 hof =
hog.

By a “filtered colimit” we mean the colimit of a functor defined on a
filtered category. We say that a category & “has filtered colimits” when
for every small filtered category ¥ and every functor F: ¥ —— &/, the
colimit of F exists.

First of all, let us prove a useful lemma.

Lemma 2.13.2 Let € be a filtered category. For every finite category
2 and every functor F: 9 ——%, there exists a cocone on F'.

Proof First observation: given a finite family (C;);cr of objects of €,
it is possible to find C € ¢ and morphisms C; —— C. We prove this by
induction on the cardinal of I. When I is empty, this is just condition
(1) in definition 2.13.1. If the result is valid in the case of n — 1 indices,
while I = {i1,...,is}, choose an object C' and morphisms C;, —>C’
for k=1,...,n—1. Applying condition 2.13.1.(2) we choose C € € pro-
vided with morphisms C' —— C, C;  —— C; this answers the question.
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Next, let us consider a finite family (f;: C —— C");¢1 of parallel arrows
in €. It is possible to find C” € ¥ and f:C'——C” such that for
every pair (¢,j) of indices, f o f; = f o f;. Again we prove this by
induction on the number of elements of I. When [ is empty, we again
find condition (1) in definition 2.13.1. If the result holds for n—1 indices
and I = {i1,...,in}, choose C” and f such that fo f; = fo f; for
all indices 4,7 < m — 1. We get in this way a pair of parallel arrows
(fofi,fofn):C_C" and using condition (3) in definition 2.13.1, we
choose C"” € € and f':C" ——C"" such that f'o fo fi = f'ofo f,.
The composite f' o f is then the required morphism.

Now apply the first part of the proof to the family (FD)peg, getting
an object C € € and for every D € 92, a morphism fp: FD——C. For
every arrow d: D—— D' in 9, we obtain a pair (fp, fproFd): FD_2C
and using condition (3) in definition 2.13.1, we choose Cy € ¥ and
ga: C—>Cy such that gg o fp = gq © fpr o Fd. Using again the first
part of the proof we choose an object C’ € € and arrows hq: Cy——C".
We have now finitely many arrows (hgo g4: C —— C’)4e9 and using the
second part of the proof, we choose an object C” € € and a morphism
k:C'——C" such that ko hgo gy = ko hg o gg for every pair d,d’ of
arrows of 9. Let us write [ for this single composite from C to C”. The
family (I o fp)peg is the required cocone on F. 1

Most often, we shall apply this lemma to the inclusion of an arbitrary
finite subcategory 2 C 4.

The construction of a colimit reduces to that of two coproducts and
a coequalizer (see 2.8.1), but in the category Set of sets the explicit de-
scription of a coequalizer is generally very technical since it involves the
description of the equivalence relation generated by a family of pairs (see
example 2.4.6.b). But in the case of filtered colimits, the corresponding
equivalence relation admits a very easy description.

Proposition 2.13.3 Consider a small filtered category € and a func-
tor F:4¥—— Set to the category of sets and mappings. The colimit
(L, (sc)ces) of F is given by
L= H FC/ =, s¢g: FC——— L, sc(x)=[z],
Ce¥
where [x] denotes the equivalence class of © and =~ is the equivalence
relation defined as follows:
(x € FC) =~ (¢’ € FC') precisely when
3C" €€ 3f: C—C" Ig: C'—>C" Ff(z) = Fg(').
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Proof First of all let us observe that ~ is indeed an equivalence rela-
tion. It is obviously reflexive and symmetric. To prove the transitivity,
choose (z € FCy) = (2' € FC3) and (¢’ € FCs) = (2" € FCjs) (see di-
agram 2.23). This means the existence of morphisms f, g, h, k such that
Ff(z) = Fg(z') and Fh(z') = Fk(z"). Applying lemma 2.13.2 we find
a cocone (a;: C;—>Cg) on the diagram constituted of the objects Cy
to Cs and the morphisms f, g, k, k. In particular

Fayo Ff(z) = Fayo Fg(z') = Fas(z')
= Fago Fh(z') = Fas o Fk(z")

which proves that z =~ z”.

The mappings s¢: FC—— L do constitute a cone since for every
morphism f: C——C’ in € and every element z € FC, the equal-
ity Ff(z) = F(l1¢/)(Ff(z)) indicates that [z] = [Ff(z)]. Now given
another cone (tgc: FC——> M)ceg on F, we define t: L——> M by
t([z]) = tc(z) for an element x € FC. This definition is unambiguous
since given another element 2’ € FC’,[z'] = ([z], we can find
morphisms

f:C———cC", g:C—¢”
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such that Ff(x) = Fg(z'). In particular since ¢ is a cone on F'
to(z) =tcr o Ff(z) =teon o Fg(:c') =tc (.’l)l)

By definition, t o s¢ = t¢ and this relation forces the previous definition
of t. O

Here is the key property of filtered colimits.

Theorem 2.13.4 Consider a small filtered category € and a finite cat-
egory 9. Given a functor F: € x 92— Set to the category of sets and
mappings, the following mixed interchange property holds:

colim Ce%® (hmDe@F(C, D)) = limpeg (colim Ce(gF(C, D)) .

Proof By a finite category, we clearly mean a category with finitely
many objects and finitely many arrows. In section 2.8, we gave a de-
scription of limits in Set and in 2.13.3, a description of filtered colimits.
Using them, the morphism A defined at the beginning of this section is
given by

)\( [(il:D)De@]) = (["’D])Deg

where zp € F(C, D). We must prove that ) is bijective.

Let us prove first that A is injective. Consider (zp)peo € F(C, D)
and (yp)pes € F(C’,D) with the property [zp] = [yp] for every
index D. This means the existence of morphisms fp:C——Cp and
g9p:C'——Cp such that F(fp,1p)(zp) = F(gp,1p)(yp)- Applying
lemma 2.13.2 to the diagram constituted of all the morphisms fp, gp, we
get in particular two composite morphisms f: C——C”, g: C'——C"
such that for each index D, F(f,1p)(zp) = F(g,1p)(yp). But this
means precisely that

limpeaF(f,1p)((xp)peo) = limpeaF(9,1p0)((yp)Dea);

thus the equality [(zp)pea] = [(yp)Dea] holds.

Let us now prove that A is surjective. Given a family ([zp]), co N
the right-hand side, we choose a representative element zp € F(Cp, D),
for each index D. Applying lemma 2.13.2, we choose also a morphism
fp:Cp——C, for each D € 2, and we know already that [zp] =
[F(fp,1p)(zp)]. Thus the elements F(fp,1p)(zp) € F(C, D) are also
representatives of the original family ([zp)) Deg- NOW given an arrow
d: D—— D', the elements F(l¢,,d)(zp) and zp are identified in the
colimit, thus the equivalent elements

F(fp,d)(zp), F(fp,1p)(xzp’)
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are identified as well. The existence of morphisms g4, hq: C ___Cy such
that

F(g4o fp,d)(zp) = F(hao fp/,1p)(zD")

follows at once. Applying lemma 2.13.2 to the diagram constituted of
all the morphisms g4, hgq, we finally find a single morphism k: C—C’
such that

F(k o fD,d)(.'IID) = F(k o fD/, ID/)(.’L‘D/)

for all arrows d. Therefore the family (F(d o fp,1p)(zp)) Deg 18 an
element of limpegF(C, D) and its equivalence class is still mapped by
A to ([zp]) peo- O

To give a flavour of why the previous result generalizes to algebraic
contexts, let us handle the case of abelian groups.

Proposition 2.13.5 The forgetful functor U: Ab—— Set from the cat-
egory of abelian groups to the category of sets preserves and reflects
filtered colimits.

Proof Consider a small filtered category ¥ and a functor F: ¥ —— Ab.
Define (L, (s¢)cew) to be the colimit of the composite U o F' in the
category of sets. Given two elements [z € FC| and [y € FC'] in L,
we choose morphisms f: C——C",g: ¢’ —— C” and get [z] = [Ff(z)],
[y] = [Fg(y)]. In order for sc to become a group homomorphism, we
must define

[e] + 4] = [Ff(z) + Fg(y)]-

Applying 2.13.2, it is now a straightforward computation to verify that
this definition is independent of the various choices we have made and
that L has eventually been provided with a group structure making all
the s¢’s group homomorphisms. The s¢’s constitute a cone since the
underlying mappings do.

Now given another cocone (M , (tc)cgg) on F, the unique factoriza-
tion t: L—— M which exists at the level of underlying mappings is a
group homomorphism since, with the previous notation

t([z] + [v]) = t([Ff(x) + Fo(v)])
=ton (Ff(z) + Fy(y))
= ton (Ff(x)) +ter (Fy(y))
= t([Ff()]) +t([Fa(v)])
= t([z]) + t([v]).
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Thus we have indeed obtained the colimit of F' in Ab.

By construction of the filtered colimit in Ab, it is preserved by U. On
the other hand the uniqueness of the group structure on L implies that
filtered colimits are also reflected by U (equivalently, use the fact that
U reflects isomorphisms; see 2.9.7). o

Corollary 2.13.6 In the category Ab of abelian groups, finite limits
commute with filtered colimits. O

The expression “finite limits commute with filtered colimits” is just
another expression for stating the mixed interchange property between
finite limits and filtered colimits.

Let us observe now a result valid in every category. Roughly speaking,
an arbitrary colimit is the filtered colimit of its finitely generated partial
colimits.

Proposition 2.13.7 Consider a functor F: 92 ——%, with € finitely
complete. Write & for the poset of finitely generated subcategories of
9; ¥ is hltered. Given ¥ € F, consider the colimit \& of F: ¥ —>¥;
this extends to a functor \: # —— ¥. This functor A has a colimit if and
only if F' has a colimit and the two colimit objects coincide.

Proof Each colimit (A%’ ,(0%) Xegr) exists by 2.8.5. If ' C % are finitely
generated subcategories of 2, (0% )xeca is a cocone on FZ, from which
there is a factorization AZ —— A%, making A\: # —— ¥ a functor. The
subcategory generated by the union of two finitely generated categories
is obviously finitely generated, thus & is filtered.

If the colimit (L, (Zg)zes) of A exists, for each D € 2 consider the
one-point category (D); the colimit of F: (D) — € is just (FD,1p,).
The morphisms ¥(py: F'D—— L constitute a cocone on F'. Indeed every
arrow d: D—— D’ can be identified with a finite subcategory (d) C 2
and the colimit of F: (d) — % is just (FD’,(Fd,1rp)) (see 2.11.4).
Since (D) and (D) are contained in (d), with corresponding factoriza-
tions Fd: A (D) —> A {(d), 1pp: A(D') —— A (d), one has

E(Dr) oFd= E(d) olpp: oFd= 2(,1) oFd= S(D).

Thus the ¥ py constitute a cocone on F'. If yp: FD—— M is another
cocone on F, for every ¥ € & the (yp)pea constitute a cocone on FZ,
from which a factorization I'g: A\ X —> M. If & C %, the relations

TagoMZ CH)ooy =Tgooy =vyx =Tyo0y
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for each X € & imply I'g o A(Z C %) = I'g. So the various 'y constitute
a cocone on A and we get the required factorization L—— M.
Conversely suppose (L, (6p) Deg) is the colimit of F. Given & € &,
(Ox)xea is a cocone on FZ from which we get a unique factorization
g: \¥ — L such that Ty 0 0 = 0x. Given Z C ¥, the relations

Yy oME CH)oof =Xgo0X =0x =Zg o0y

imply £g o M(& C %) = Xg, from which it follows that the (Xg)acs
constitute a cocone on A. If mg: \¥ —— M is another cocone on A,
(7r< D)) Deg is a cocone on F. Indeed given a morphism d: D—— D’ in
92, one has

(D) oFd= T(dy © 1pp/ oFd= T(d) oFd= T(D)-
Therefore we get the expected factorization L—— M. O

Examples 2.13.8

2.13.8.a In the category Set of sets, consider a set X and the diagram
2 constituted of the finite subsets of X and the canonical inclusions
between them. This diagram is filtered since @ is a finite subset of X
and the union of two finite subsets is finite. Notice the diagram never
contains two different parallel arrows. The filtered colimit of this diagram
is obviously X.

2.13.8.b In the category Ab of abelian groups, the finitely generated
subgroups of a group A and the canonical inclusions between them again
constitute a filtered diagram, whose colimit is obviously the group A
itself.

2.13.8.c Consider the poset (N, <) viewed as a category (see example
1.2.6.b); it is obviously a filtered category. On the other hand consider a
finite set I viewed as a discrete category (see example 1.2.6.c). A functor

F:NxI—>Set

is just a family of sequences

(Ao,i fo,i Ay f1,i A2,i S2,i - ) )
i€l
The mixed interchange property applies, showing that

H colim p,enAn,; & colim pen H Ani
i€l iel
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Kl N K2 Y2 K3 73 K4 . K
Ay — 54, —22 54, B 54, e A
f 1[ lgl fzj l!h fzj lgs f4J l‘% f l lg
A A A A cen A
) 2 g 284 24 2
Diagram 2.24

2.13.8.d A category ¥ with a terminal object is obviously filtered, but
computing the colimit of a functor defined on € is not very relevant (see
corollary 2.11.5).

Counterexample 2.13.9

The mixed interchange property between finite limits and filtered co-
limits is not a general fact. In many categories, in particular when topolo-
gies are involved, it does not hold. Consider for example diagram 2.24
in the category Top of topological spaces and continuous mappings. The
objects A,,, are defined by

Aln = l:oa l] 9
n

e (b2

where the equivalence relation identifies the two copies of 0 as well as
the two copies of % The morphisms o, 3, are

z  ifr< s,
A \T) =
n(2) 1 ifr> L
n+1 - n+1’

Bn=(anllay,)/~.

The morphisms f,,, g, are the two canonical injections of Ay, in As,.
Let us consider the poset (N*, <) as a category A4 as well as the
category X~ defined in example 2.6.7.b. We have just defined a functor

F: A* x ' ——>Set.



84 Limits

GD/L)FD/

N —/——M

Diagram 2.25

From this we can compute limgex F(n, K) for each n and the corre-
sponding factorizations between those objects. This produces the family
of equalizers K,, = Ker(f,,9n) to which the morphisms a,, restrict. It
is immediate that each K, is just the discrete two-point space, so that

K = colim e 4+ Ky = colim e 4+ (limgex F(n, K))

is just the discrete two-point space. On the other hand, an easy calcula-
tion shows that A, = colim e 4« A1n and As = colim p¢ 4+ Ay, are both
the two point space {0,¢} provided with the topology for which ¢ is an
open point. The families ( f,, )nen and (gn )nen both induce the identity as
factorizations between those colimits, so that the corresponding equal-
izer of those factorizations is again the space {0,e} where ¢ is open (the
“Sierpinski space”). But this is precisely limg ey (colim neaF(n, K )),
which proves that the interchange property does not hold.

2.14 Universality of colimits

This section points out another important compatibility condition be-
tween pullbacks and arbitrary colimits in the category Set of sets and
mappings.

Let us consider a category € with pullbacks and an arbitrary functor
F:9——4%. Given a cocone (tp: FD——> M)peg on F and a morphism
f: N—— M in €, we can compute the various pullbacks (GD,rp, sp) of
tp along f (see diagram 2.25). Moreover, given a morphism d: D' —— D
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F; ————L—>EZ

t; 83

X —5— B

f
Diagram 2.26

in 2, the equalities
tpoFdosp =tprosp = forp

imply the existence of a unique factorization Gd making diagram 2.25
commutative. In particular, we have defined a functor G: 2—— ¥, a
cocone (rp:GD—— N)peg on this functor G and a natural transfor-
mation s:G = F.

Definition 2.14.1 We use the previous notation and consider a cat-
egory € with pullbacks and an arbitrary category 2. Given a functor
F:9——% with colimit (M, (tp) pea), this colimit is universal when for
every morphism f: N—— M in %, the cocone (N, (rp)peg) constructed
above is a colimit of the corresponding functor G.

Theorem 2.14.2 In the category Set of sets, small colimits are univer-
sal.

Proof It is an immediate consequence of the dual of theorem 2.8.1 that
it suffices to prove the result separately for coproducts and coequalizers.
Let us thus consider a coproduct [ [, E; of sets and a mapping

fx——TJ[E
icl
We have to compute the pullbacks of diagram 2.26. Since s; is injective
(see 2.2.4.a), so is ¢; (see 2.5.3) and in fact

P,={zeX|f(z)€E}.

The subsets P; of X are disjoint since the subsets E; of Hz‘e 1E; are;
moreover they cover X since the E;’s cover Hie 1Ei.

For the case of a coequalizer, we refer to diagram 2.27 where (Q, ¢) =
Coker (f, g) and a is an arbitrary morphism. (D, p, 3) is the pullback of
(a0, g) and (C, 1, ) is the pullback of (a, go f = gog). From go foy = aol
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hl |k fllg

l D ——— B

B

p q

L>P—O[—‘—>Q

Diagram 2.27

we get the factorization h such that Boh = fovy and poh =1 and from
go govy = aol the factorization k such that Fok =go~v and pok =1.
By 2.5.9, (h,~) is the pullback of 3, f and (k,7) is the pullback of 3, g.
We must prove that (P, p) = Coker (h, k).

First of all if x € P, a(z) = [b] for some b € B and thus (z,b) € D
with p(z, b) = z. Therefore p is surjective and P is the quotient of D by
the equivalence relation

uRv iff p(u) =p(v) (u,v € D).

Since po h = po k, R contains the equivalence relation S defining the
coequalizer of the pair (h, k) (see 2.4.6.b). It remains to prove that con-
versely, R is contained in S. So let us consider two elements u = (z, b),
v =(2,¥') of D such that p(u) = p(v); this means x = z’. One has

9(b) = (g0 B)(z,b) = (a0 p)(x,b) = a(x),
q(t') = (go B)(z,) = (a0 p)(z,b) = a(x),

so that ¢(b) = ¢(b’) and thus the pair (b, ') is in the equivalence relation
T on B generated by the pairs (f(a),g(a)), a € A. Notice that given
an element ¢ € A and an element € P such that a(z) = (go f)(a) =
(go 9)(a), one has (z,a) € C so that (z, f(a)) = h(z,a) and (z, g(a)) =
k(z,a) are S-equivalent. But since the pairs ((a:, f(@)), (z, g(a))) are in
S, so is the equivalence relation generated by those pairs and in particu-
lar the pairs ((z,b), (z,b’)) with (b,b’') € T. And we have just seen that
this contains R. a
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0) — R 0 — R
81 S2
2 2

R N R R QA R
Diagram 2.28

The universality of colimits is a very peculiar property which is much
less common than the mixed interchange property of section 2.13. For
example, colimits are not universal in the category Ab of abelian groups.
Consider indeed the pullbacks of diagram 2.28 where R stands for the
additive group of real numbers, s1(r) = (r,0), s2(r) = (0,r) and A(r) =
(r,7). Both pullbacks are just the zero group. Now the coproduct RII R
is just (R?, s1,382) (see 2.2.4.f) but R is not the coproduct (0) II (0).

2.15 Limits in categories of functors

We investigate the existence of limits in categories of functors and nat-
ural transformations.

Proposition 2.15.1 Consider categories s/, €,2, with € and 2 small.
Let F: 9—— Fun(¥, &) be a functor, where Fun(¥, &) is the category
of functors and natural transformations from % to </ . If for every object
C € € the functor F(-)(C): 92— & has a limit, then F has a limit
as well and this limit is computed pointwise.

Proof  The precise meaning of “being computed pointwise” will be
explained in the proof.

Consider the small category 2 and the functor F: 2 — Fun(¥, «).
For each fixed object C € € we get a functor

F(-)(C)@—— 4,
and for each morphism f: C—C’, a natural transformation
F(=)(H): F(=)(C) = F(=)(C").

For each C € € let us consider the limit (L(C), (p§)pea) of the functor
F(-=)(C). For each morphism f: C——C" in ¢, the natural transforma-
tion F(—)(f) induces a factorization L(f): L(C)——> L(C") between the
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limits, with the property that
P8 o L(f) = F(D)(f) o p3.

Straightforward computations analogous to those of section 2.12 show
that

L¢—— A

is a functor and (p§: L(C)—> F(D)(C)) Ceg 18 @ natural transforma-
tion pp: L = F(D). The theorem asserts that (L, (pp)peg) is the limit
of F'. The pointwise character of this construction is precisely expressed
by the formula

(limpeg F(D))(C) = limpea (F(D)(C)).

In other words, the value of the limit limpegy F(D) at an object C is the
limit of the values of F(D) at C.

First of all let us observe that the pp’s constitute a cone on F. If
d: D—— D’ is a mapping of 2, we have for every C € ¢

F(d)(C) o p§ = p$

by definition of the morphism p$,, thus indeed F(d) o pp = ppr. Now if
(M, (¢p)peo) is another cone on F, each (M(C), (¢p,c)pea) is a cone
on F(—)(C), which yields a unique factorization r¢: M(C)—— L(C)
such that pg orc = gp,c- These r¢’s constitute a natural transformation
r: M = L since, given a morphism f:C—>C",

p3 o L(f) orc = F(D)(f) o p o 7c
= F(D)(f)odp,c
=gp,c o M(f)
=pg oror o M(f),
and therefore L(f) o r¢ = ro o M(f) (see 2.6.4). By definition, the
natural transformation r: M = L satisfies the relation pp or = ¢p; it is

the only one with this property, due to the uniqueness condition satisfied
by the arrows r¢. O

As an immediate corollary we get

Theorem 2.15.2 Consider a complete category < and a small category
%. Under these conditions, the category Fun(¥, /) of functors from €
to &/ and natural transformations between them is complete and limits
in it are computed pointwise. O
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Corollary 2.15.3 Consider a category &/ with pullbacks and a small
category €. Given two functors F,G:4¥__ o/ and a natural transfor-
mation a: F' = G, a is a monomorphism in Fun(¥, &) if and only if for
each object C € €, ac: FC—— GC is a monomorphism in <.

Proof In 2.15.1, choose for & the category # = {e—— o <o}
defining pullbacks (see 2.6.7.c). Pullbacks are thus computed pointwise
in Fun(%, &) and the result follows immediately from 2.5.6. O

Corollary 2.15.4 Consider a small category 4 and the corresponding
category Fun(%, Set) of Set-valued functors.

(1) Fun(%, Set) is complete and cocomplete.
(2) In Fun(%, Set), finite limits commute with filtered colimits.
(3) In Fun(%, Set), colimits are universal.

Proof By 2.15.1, 2.8.2, 2.13.4 and 2.14.2. (|

Proposition 2.15.5 Consider a small category € and the covariant
Yoneda embedding (see 1.4.3.d)

Y:¢——Fun(¢",Set), Y(C)=¢%(—,0C).

This functor Y preserves limits.

Proof Consider a functor F: 2——% with limit (L, (pp) De@)- We

must prove that (‘6(—, L)y, ((g(_’pD))Deg) is the limit of Y o F. Apply-

ing proposition 2.15.1, we must prove that ((6(0, L), (¢(C, pD))DE@) is
the limit of the functor €(C, F—): € —— Set. This holds by proposition
2.94. O

Theorem 2.15.6 Consider a small category € and a functor F' from
€ to the category Set of sets. In the category Fun(¥,Set) of functors
and natural transformations, F' can be presented as the colimit of a dia-
gram just constituted of representable functors and representable natural
transformations.

Proof Let us consider the composite functor

Elts(F) —2E ¢— Y™ Fun(®, Set),

where Elts(F') is the category of elements of F' defined in 1.6.4, ¢F is the
corresponding forgetful functor and Y™* is the Yoneda embedding referred
to in example 1.4.3.a. We shall prove that F' is exactly the (object part
of the) colimit of Y™* o ¢. This composite is contravariant, so that the
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reader could prefer replacing ¢ and Elts(F') by the dual categories; but
this just makes notations heavier.

An object in Elts(F) is a pair (A, a) where A € € and a € F A; by the
Yoneda lemma (see 1.3.3) this corresponds to a natural transformation
5(4,0):6(A, =) = F.If f:(A,a)—>(B,b) is a morphism of Elts(F), we
have F(f)(a) = b and by the naturality in A of the Yoneda isomorphisms
(see 1.3.3), this is equivalent to the relation s(40) 0 €(f,—) = s(Bp)-
Therefore the family (s A,a))( Aa)cELTS(F) 15 @ cocone on the functor
Y* o ¢p.

Choose another cocone (G, A,a))( Aa)cELTS(F) OD the same functor
Y* o ¢p. We want to produce first a natural transformation a: F' = G.
For each object C € ¥ we must define a mapping ac: FC—> GC.
Given an element ¢ € FC, we consider the corresponding object (C, x)
in Elts(F); the natural transformation t(c ;): 4(C, —) = G corresponds
by the Yoneda lemma to a unique element of GC, which we define to be
ac(z). To prove the naturality of o, we choose a morphism g:C—— D
in €, which yields a morphism g: (C, z) — (D, Fg(x)) in Elts(F). Since
the arrows t(4,q) constitute a cocone on Y*o¢r, we have ¢(c ;)0 (g,—) =
t(D,Fg(z)) Which, again by naturality of the Yoneda isomorphisms, im-
plies G(g)(ac(x)) = ap(Fg(x)). This expresses precisely the naturality
of a.

Given (C, z) in Elts(F'), we must prove that aos(c,z) = t(c,s)- Via the
Yoneda isomorphisms, both sides indeed correspond to ac(x). Moreover,
if 8: F = G is another natural transformation satisfying 3o sics) =
t(c.«)» applying the Yoneda isomorphisms to both sides yields Gc(x) =
ac(x), from which follows the uniqueness of a. O

Examples 2.15.7

2.15.7.a Consider a group G (written multiplicatively) and the corre-
sponding category of G-sets. A G-set is a pair (E,e) where E is a set
and e is an action

¢ ExG—FE | (e,g) eg,
satisfying the axioms
el =e, (eg)g’ =e(gg’), forallec E, g,¢' € G.

A morphism f:(E, e)——(F,e) of G-sets is a mapping f: E—— F sat-
isfying the axiom

f(eg) = f(e)g, forallec E, g€G.
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We can view G as a category ¢ with a single object * and arrows
%(x,*) = G, the composition being given by the multiplication of G.
The category of G-sets and corresponding homomorphisms is exactly
the category Fun(G*,Set) of contravariant functors and natural trans-
formations from G to Set. Indeed giving an action £ x G—— FE is just
the same as giving the various multiplications

E—>EFE, e eg,

for each individual element g € G.

From 2.15.3 we deduce that the category of G-sets and their homo-
morphisms is complete and cocomplete; finite limits of G-sets commute
with filtered colimits and colimits of G-sets are universal.

Let us observe that the unique representable functor G — Set cor-
responds exactly to the G-set (G, e) where the scalar multiplication is
just the multiplication of the group. Each G-set can thus be presented
as the colimit of a diagram involving simply the basic G-set (G, ¢) (see
2.15.4).
2.15.7.b A category Fun(%, &) of functors can be complete even when
&/ is not. An obvious example is obtained by taking &/ and € to be
empty: &/ is not complete or cocomplete, since it does not have a ter-
minal or an initial object. But Fun(¥, &) is the category with just one
single object (the empty functor) and the identity on it; that category is
obviously both complete and cocomplete. And since € doesn’t have any
object . ..limits in Fun(%¥, «¢) are still pointwise! See exercise 2.17.10 for
a non-pointwise limit.

2.16 Limits in comma categories
Comma. categories were introduced in section 1.6.
Proposition 2.16.1 Consider two complete categories </, # and two
limit preserving functors F: &f — €, G: #——%. The comma category

(F, G) is then complete and the projection functors U: (F,G) — & and
V. (F,G)——># are limit preserving.

Proof Given a small category 2 and a functor H: 29— (F,G), con-
sider the limit (L, (pD)Deg)) of U o H and the limit (M, (qD)Deg) of
V o H. Our assumptions imply that

lim FUH = (FL, (Fpp)pea),

hmGVH = (GM, (GQD)DGQ)-



92 Limats
On the other hand each object HD has the form
HD = (UHD,ap,VHD)

where a: FU = GV was defined in 1.6.2. Considering the natural trans-
formation o * H: FUH = GV H (see 1.3.4), we deduce the existence
of a corresponding factorization h: FL—— GM between the two lim-
its. It is now straightforward to check that (L, h, M) together with the
projections

(pp,ap): (L,h, M)—— (UHD, ap,VHD)
is the limit of H. O

Corollary 2.16.2 If¥ is a complete category and F: € — Set is a limit
preserving functor, the category Elts(F) is complete and the forgetful
functor ¢p: Elts(F)——> ¥ is limit preserving.

Proof With 1.6.4 in mind and using its notation, apply the previous
result to 1:1——Set and F: ¥ — Set. O

Another interesting example of a comma category is the category /1,
for some fixed object I € €. Indeed considering the one-point category
1 (see 1.6.4) and the functor A;:1——% ; Af(x) = I , €/I is just
the comma category (l¢, Ar) where 1g is the identity functor on %.
It should be noticed that A; does not, in general, preserve limits or
colimits. Indeed in 1 one has * x * = % and * Il x = *, but generally
IxIT2Iand IIT % I. Nevertheless we have the following result.

Proposition 2.16.3 Consider a category ¥ and a fixed object I € €.

(1) If € is complete, €/1 is complete.
(2) If € is cocomplete, €/I is cocomplete.

Proof Let us first assume ¥ is complete. Consider a non-empty family
of objects (fi: Cx—— I)keck in the category €/I. In ¥, the diagram
constituted by all those morphisms f; has a limit given by an object
L and morphisms py: L——C} , p: L—— 1. It is an obvious matter to
check that

((L,p), (Pr)rek)

is the product of the original family in /1. On the other hand the empty
product in €/I, i.e. the terminal object, is just the identity on I.

Now consider two objects f:C——1 and g: D——>1I of €/I. The
equalizer of two morphisms (e, 8): (C, f) —=3(D, g) in €/I is just the
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K B
Ax B g
%
A 7 c
Diagram 2.29

pair ((K, fok), k) where (K, k) is the equalizer of (o, 3) in ¢. By 2.8.1,
we conclude that €/I is complete.

If € is cocomplete, 9 is a small category and F: 2—— /I is a func-
tor, each F'D can be written as a pair (GD,vyp) where yp: D——I. This
immediately induces a functor G: 2 —— %€ whose colimit will be written
(L, (sp)peo)- Since F takes values in €/I , (I,(vp)peo) is another
cocone on G, from which we get a unique factorization \: L—— I with
the property Ao sp = vyp. It is immediate that

((La ’\)) (SD)DGQ)
is the colimit of F' in €/I. g

2.17 Exercises

2.17.1 Consider a category ¥ with binary products and equalizers.
Given two morphisms f, g as in diagram 2.29, prove that the pullback
of (f, g) is the equalizer of the pair (f opa,gopp).

2.17.2 Consider a functor F: 2——% and the category of cones on
F': its objects are the cones (M ,(rp) De@) on F; an arrow between the
cones (M, (rp)pea) and (N, (sp)pes) is a morphism f: M —— N such
that sp o f = rp for each D. Prove that F has a limit if and only if the
functor U from the category of cones on F' to the category €, mapping
a cone to its vertex, has a colimit.

2.17.3 Consider a functor F: 2——% and an object C' € ¥. Write
Ac:D—%F

for the constant functor on C (see 1.2.8.e). Prove that a cone on F is
just a natural transformation Agc = F.
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2.17.4 In the category of finite sets, prove that the colimit of the identity
functor exists (it is the singleton) but the coproducts which would be
needed to construct it via theorem 2.8.1 do not exist.

2.17.5 Consider a category ¢ with products and a functor F: 92— %
where 2 is small. Construct a and 3 as in 2.8.1. Prove that Ker (o, 3)
exists if and only if lim F' exists.

2.17.6 Consider a category & with products and a functor F: o — #
which preserves products and equalizers. Show that F' preserves limits.
[Hint: have a look at 2.17.5].

2.17.7 In diagram 2.30, show that (C, q) is the absolute coequalizer of

(f1, f2) when there exist morphisms s and r; (¢ = 1,...,n) such that
gof=gqog
gos=lc

3°q=fi1 oT1

fipori=fi;ors

fizn OTp = ]'B

where i, = 0,1. [Hint: if the coequalizer is absolute, apply ¢(C,—) to
get the existence of s such that ¢ o s = 1¢; then apply €(B, —) to get
the sequence of r;’s connecting so q and 1.

2.17.8 Prove that a functor G: ¥ —— 2 is final as long as for each object
D € 2, the comma category (Ap, G) is connected, where Ap:1— P is
the (constant) functor on D (see 2.6.7.e for the definition of a connected
category). Show that the assumptions of 2.11.2 are stronger than those
of the present exercise.

2.17.9 Consider the category & with two objects 0,1 and one
single non-identity arrow 0—— 1. Choose as category # the poset of
diagram 2.31. In Fun(s/, #), consider the two functors F, G defined by
F(0) = ¢,F(1) = f, G(0) = d, G(1) = g. Show that their product is
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the functor H described by H(0) = b, H(1) = e. This product is not
pointwise since f X g does not exist in 4.

2.17.10 In the situation of 2.8.1, suppose the two products involved in
the proof exist as well as the limit (L, (rp) Deg) of F. This immediately
implies the existence of a morphism ! such that p, ol = pp for each
D € 2. Prove that [ is the equalizer of «, 3.
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Adjoint functors

3.1 Reflection along a functor

All of us know that considering the monoid (N, +) of natural numbers,
the “best” abelian group associated with it is that of integers, (Z, +). In
fact there exists an obvious forgetful functor

U:Ab————>Mon ; (A,+)— (4,+)

from the category of abelian groups to that of abelian monoids. Given
an abelian monoid M, we are looking for a “best” abelian group A such
that M can be embedded in U A as a submonoid.

The previous example is in fact somehow misleading, in the sense that
it insists too much on “embedding” a monoid in a group. Let us consider
a completely different example. There is an obvious embedding functor

U:Haus————Top, (X,7)+— (X,T)

from the category of Hausdorff topological spaces and continuous map-
pings to that of all topological spaces and continuous mappings. A space
(X, T) is Hausdorff when the diagonal Ax C X x X is closed. Therefore
there is a “best” Hausdorff space (Y,S) associated with a topological
space (X, T): it is just the quotient of (X, 7T) by the closure of the diag-
onal Ax C X x X, which is indeed an equivalence relation on X. This
time (Y,S) appears as the “best” Hausdorff quotient of X.
More generally, given an arbitrary functor

U A —B, A U(A)

between two categories, we can look at the “best” object of .« associated
with a given object B € #. This “best” object Rg € & should thus be
provided with a “canonical” morphism ng: B—— U(Rpg), which in some

96



3.1 Refiection along a functor 97

cases can be a monomorphism or an epimorphism, but in general is just
an arbitrary morphism. But what do “best” and “canonical” mean?
Well, just like a limit is the “best” cone associated with a functor, we

shall require that any other possibility B——U(A) factors uniquely
through the “canonical” choice (Rp,np)-

Definition 3.1.1 Let F: &/ —— % be a functor and B an object of 4.

A reflection of B along F' is a pair (Rp,np) where

(1) Rp is an object of & and np: B—— F(Rp) is a morphism of %,

(2) if A € || is an object of &/ and b: B—— F(A) is a morphism
of &, there exists a unique morphism a: Rg—— A in &/ such that
F(a)ong =b.

Proposition 3.1.2 Let F: of — % be a functor and B an object of 8.
When the reflection of B along F exists, it is unique up to isomorphism.

Proof Consider two reflections (Rp,ng) and (R, 7%) of B. By defi-
nition, we find morphisms a: Rg—— R and a’: R —— Rp such that
F(a) ong =1 and F(a’) onjg = np. From this we deduce immediately
that

F(aoad')ong = F(a)ong =1 = F(lr,)onp

and, by uniqueness of the factorization, aoa’ =1 Ry In an analogous
way, we get ' oa = 1g,. |

Proposition 3.1.3 Consider a functor F: s/ —— # and assume that,
for every object B € #, “the” reflection of B along F exists and such a
reflection (Rp,np) has been chosen. In that case, there exists a unique
functor R: #—— </ satisfying the two properties

(1) VBe# R(B)=Rp,

(2) (ng: B—— FRB)pcg is a natural transformation.

Proof Considering b: B—— B’, a morphism of #, the reflection
(RB,ng) of B along F and the pair (RB’,np'), we deduce the exis-
tence of a unique morphism a: RB—— RB’ such that the right-hand
square of diagram 3.1 commutes. We put R(b) = a and it remains to
prove that R is a functor.

Consider another morphism b': B’ —— B’ in #. The equalities

F(RbloRb)o"]B=FRb/°FRb0'f]B———FRb,O?']B/ ObanuObIOb,

FR(t ob)onp =nprob' ob,
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RB B —!2 > FRB
ag b F(a)
RB' B —nB—,>FRB'
Diagram 3.1
Rg FRp—:B - B
a Fa 4
A FA
Diagram 3.2

indicate that Rb o Rb = R(b’ o b), by uniqueness of the factorization. In
the same way one proves that F' preserves identities. O

Definition 3.1.4 A functor R: #— o/ is left adjoint to the functor
F: of ——> % when there exists a natural transformation n:1g = F o R
such that for every B € 8, (RB,ng) is a reflection of B along F.

It is an immediate consequence of 3.1.2 that in the situation of 3.1.4,
both R and 7 are defined uniquely up to isomorphism. On the other
hand if you allow in your underlying set theory a sufficiently powerful
axiom of choice, you can even conclude that a functor F: o —> % has
a left adjoint if and only if each object of # admits a reflection along F
(for each B € # choose such a reflection and apply 3.1.3).

The dual notion of “reflection along a functor” is that of “coreflection
along a functor F:of — > #7”; let us write it explicitly. A coreflection
of B € # is a pair (Rp,ep) where eg: FRg—— B and for every pair
(A,b) with A € & and b: FA—— B, there exists a unique morphism
a: A—— Rp such that eg o F(a) = b (see diagram 3.2). In an analogous
way a functor R:#—— o/ is right adjoint to F' when there exists a

‘natural transformation ¢: FoR = 14 such that for each B € 4, (RB,¢p)
is a coreflection of B along F'.

We know that an adjoint functor is only defined up to isomorphism.

So, in theorem 3.1.5, let us fix a particular functor G left adjoint to F'.
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L2 T ¢ —S*1.qre
Fxe exG
F G

Diagram 3.3

GFA FA —EA pGFA

EAg Fey

A FA

Diagram 3.4

This does not yet fix the natural transformations ¢, 1 of condition (2):
these are only determined up to isomorphism (see 3.1.2) even when G
has been fixed. See exercise 3.9.1 for an example.

Theorem 3.1.5 Consider two functors F: of —># and G: B —— o .
The following conditions are equivalent:
(1) G is left adjoint to F;
(2) there exist natural transformationsn: 14 = FoG ande: GoF = 14
such that
(Fxe)o(nxF)=1p, (exG)o(Gxn)=1¢g
(see diagram 3.3);
(3) there exist bijections
Oap: 4(GB,A) = #(B,FA)
for every object A € o/, B € # and those bijections are natural
both in A and in B;
(4) F is right adjoint to G.

Proof (1) = (2). The existence of the natural transformation 7 is
just part of the definition of left adjointness. Now consider the reflection
(GFA,n4) of FA € # as in diagram 3.4; the identity on FA gives
rise to a unique factorization €4 and we have already Feas o npa =
1r4. We must prove that e: GF = 14 is natural. Choosing a morphism
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a: A—— A’ we have, by naturality of n: 14 = FG,

F(ea oGFa)onpa = Fea 0o FGFaonpa
= Fearonpa o Fa
= Fa,
F(aoeq)onpa =FaoFegonra
= Fa,
from which €4 o GFa = a o €4, by uniqueness of the factorization.

It remains to check the commutativity of the second triangle. Given
B € # and the reflection (RB,ng) of B, we have

F(egpoGngp)ong = Fegp o FGnp onp
= Fegponrepons
= F(lgp)onB,
from which egg o Gnp = 1gp by uniqueness of the factorization.

(2) = (3). Given a morphism a: GB—— A, we define 64 p(a) as the
composite

Faong:B——— sFGB—— > FA.

Conversely, given a morphism b: B—— F A, we define 74 p(b) as the
composite

eaoGb:GB GFA A.

It is an immediate consequence of the triangular equalities in (2) and the
naturality of 7, ¢ that 84 p and 74 p are mutual inverses. For example

(Ta,B004,B)(a) =Ta,B(Faong)
=¢ea0G(Faonp)
=epo0GFaoGnp
=aoegpoGna
= a.

To prove the naturality in A, choose a morphism f: A—— A’ in &/. One
has

(B(B,Ff)o8a5)(a)= (Ffobap)(a)=FfoFaons,
(64,80 #(GB, f))(a) = 6a,8(f 0 a) = F(f o a) on,
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6
«(GB,GB)—22,%(B, FGB)

o (GB, a) #(B, Fa)

#(GB, A)—=—>®(B, FA)
0a,B

Diagram 3.5

from which follows the equality of those terms. In an analogous way, one
proves the naturality in B.

(3) = (1). We prove that given B € 8, (GB,0gp,5(1cp)) is a re-
flection of B along F. Given A € &/ and b: B—— F' A, b has the form
04,8(a) for a unique morphism a: GB—— A. The naturality of the bi-
jections 84 p (see diagram 3.5) implies

(Fa o 0GB,B)(1GB) = (QZ(B, Fa)o GGB,B)(laB)
= (04,8 0 #(GB,a))(1¢B)
= 0,4,3(0,)
=b.

On the other hand if a’: GB—— A is another morphism of </ such that
Fa' o0gg B(1ge) = b, we have

04,8(a') = (64,8 0 #(GB,d'))(1eg)
= (#(B,Fa’) o 8cp,8)(1cB)
= (Fa' o 0¢B,8)(1cB)
=b
= 0ap(a),
from which a = a/, since 64 p is a bijection.
(4) © (3). Working with the dual categories, we have to prove that

F* is left adjoint to G* if and only if the following natural bijections
hold:

A*(A,G*B) = #*(F*A, B)
which is true via the equivalence (1) < (3). O

The equivalence (1) < (4) in theorem 3.1.5 shows in particular the
autoduality of the notion of adjoint functors. We shall write G 4 F to
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indicate the fact that G is left adjoint to F’ and thus F' is right adjoint
to G.

Examples 3.1.6

3.1.6.a Consider the category Mon of monoids and monoid homomor-
phisms; the “underlying set” functor U': Mon—— Set has a left adjoint
functor

F:Set—— Mon.

For a given set X, FX is just the free monoid on X (the monoid of finite
sequences of elements of X, where composition is just concatenation);
given a mapping f: X —Y between sets, F f: FX —— FY is obtained
by applying f to each element of a finite sequence in X. There is an
obvious mapping 7x: X —> UF X applying x on the sequence (x) with
a single element. Given a monoid (M, *) and a mapping g: X — M,
we get the required unique factorization h: FX — (M, x) by defining
h(z1,...,2n) = g(x1) * ... x g(z,); the empty sequence is just mapped
to the unit element of M.

3.1.6.b Consider the category Gr of groups and group homomorphisms;
the “underlying set” functor U: Gr—— Set has a left adjoint functor

F:Set————Gr.

For a given set X, we consider first the free monoid M constructed on
X I X; for clarity, we write z+ and z— for the two copies in X II X
of an element x € X. The free group FFX on X is the quotient of
M by the equivalence relation generated by (z+,z~) & (), where ()
denotes the empty sequence; the composition is induced by that of M.
We define a mapping from X to F X by sending the element z € X onto
[(:c"‘)] € FX, the equivalence class of the sequence consisting only of
z*. It is straightforward to verify that we have got a reflection of X
along U.

3.1.6.c Consider the category Ab of abelian groups and group ho-
momorphisms; the “underlying set” functor U: Ab—— Set has a left
adjoint functor

F:Set———— Ab.
For a given set X, just put
FX = {(zz)zeX Izz € Z; {x | zx # 0} is finite } .

In other words FX is just the coproduct of X copies of the abelian
group (Z,+) (see 2.2.4.f). The canonical morphism X —— FX maps
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the element z¢ to the sequence (2;)zex where 2z, = 1 and the other
components are just 0. Given an abelian group (A4,+) and a mapping
f: X —— A, the required unique factorization g: F X —— (A, +) is given
by 9((2z)eex) = Y pex2<f(x), which makes sense since only finitely
many z;’s are non-zero.

3.1.6.d Consider the category Rng of commutative rings with a unit;
the “underlying set” functor U: Rng—— Set has a left adjoint functor

F:Set————Rng.

For a given set X, FX is just the ring of polynomials Z[z1,...,Zp,...]
where the z;’s are the various elements of X. The canonical mapping
X——>FX maps an element z to the polynomial z. Given another
ring (A4,+,X) and a mapping f: X —— A, the required factorization
FX—(A,+,X) is given by g(p) = p(f(z1),..., f(%n),...) for every
polynomial p.

3.1.6.e Consider two commutative rings with unit R, S and a ring
homomorphism f: R——S. Each S-module M can be seen as an R-
module, via the multiplication r - m = f(r) - m, where the left-hand side
is thus an R-scalar multiplication and the right-hand side is an S-scalar
multiplication. This induces immediately a functor U: Mods ——> Modg,
called the “extension of scalars”. The functor U has both a left and a
right adjoint functor. The left adjoint functor is given by

Modg———>Mods, N — S®gN,
and the right adjoint functor is given by
Modg———Modg, N — Ling(S,N),

with obvious definitions on the morphisms. Now S®gN is an S-module
via the multiplication s(s’ ® n) = (ss’) ® n; on the other hand the
multiplication on Ling(S, N) is given by (sf)(s’) = f(ss’). The following
isomorphisms are well-known to hold:
Ling(S®grN, M) = Ling(N,UM),

Ling (M, Ling(S, N)) 2 Ling(UM, N),
for fixed modules N € Modgr and M € Modg; they easily imply the
existence of the two adjunctions.

3.1.6.f Consider a fixed set I and the functor — x I:Set——>Set on
the category of sets. This functor has a right adjoint functor given by

(—=)!:Set—— > Set.
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Indeed for two sets X, Y, the isomorphism

Set(X x I,Y) = Set(X,Y7)
holds, since it just means that YX*! = (Y!)X. Together with the nat-
urality of those bijections, this implies the required result.
3.1.6.g Consider the category Cat of small categories and functors.
For a given small category 4, the functor — x #: Cat—— Cat admits

Fun(#, —): Cat————Cat

as a right adjoint functor (see exercise 1.11.8).

3.1.6.h Consider the category Top of topological spaces and continu-
ous mappings and the full subcategory Haus of Hausdorff spaces. The
inclusion functor i: Haus—— Top has a left adjoint functor

H:Top————Haus.

H(X,T) is just the quotient of (X,7) by the equivalence relation ob-
tained as the closure of the diagonal Ax C X x X, and the canonical
morphism (X,7)— H(X,T) is just the quotient morphism. (Remem-
ber a space is Hausdorff precisely when its diagonal is closed.)

3.1.6.i Consider the category Top, of pointed topological spaces. An
object is a pair ((X,T),zo) where (X,7) is a topological space and
xg € X is the choice of a “base point in X”; an arrow is just a continuous
function mapping the base point to the base point. To avoid too heavy a
notation, we shall omit writing the topology explicitly. Given a pointed
space (X, xzg), we define Q(X, zo) to be the space of its loops provided
with the compact open topology, i.e.

X, z0) = {f: (8%, p)) ——— (X, 0) | f € Top, }

where p is an arbitrary fixed point on the circle S!; the basic open subsets
of Q(X, zp) are given by

[K,U] = {f € X, z0) | f(K) CU}

where K runs through the compact subsets of S! and U runs through
the open subsets of X. This construction extends easily to a functor

Q: Top, ———> Top,

acting on the arrows simply by composition. Now let us define a second
functor

3: Top,———> Top,
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called the “suspension functor”. Given a pointed space (X, z¢), X(X, zo)
is obtained as a quotient X x S'/ = of the topological product X x S,
where the quotient identifies to a single base point all the pairs (z, p) and
(z0, s). Again ¥ extends obviously to a functor. It is a classical result in
topology that ¥ is left adjoint to Q.

3.1.6.j Consider the category Top of topological spaces and the “un-
derlying set” functor U: Top——Set. This functor U has both a left
adjoint functor M and a right adjoint functor R. Given a set X, LX is
just the set X provided with the indiscrete topology, while RX is the
same set X provided with the indiscrete topology.

3.1.6.k Consider the category Cat of small categories and the forgetful
functor Ob: Cat——Set which maps a small category € to its set of
objects. Ob has both a left adjoint functor L and a right adjoint functor
R; for a given set X, LX is the discrete category with X as a set of
objects and RX is the category with X as a set of objects and one
single arrow from each object to each object.

3.1.6.1 Consider an arbitrary category ¢ and a fixed object C € %.
The singleton set {*} admits a reflection along the representable functor

%(C,—): ¢ ——> Set;

this is just the pair (C,ic) where ic: {*} —€(C,C) is the mapping
“picking up” the identity on C. Indeed giving a mapping

¢: {x}———%(C, D)

is just picking up an arrow f € €(C, D) and clearly €(C, f) oic = ¢,
where i¢: {#} —>%(C, C) picks up the identity on €.

3.1.6.m In the spirit of 1.2.6.b, consider two partially ordered sets A, B
viewed as categories and two preorder preserving mappings

fiA———B, ¢ B—— S A.

Viewed as functors, g is left adjoint to f when one has (go f)(a) < a for
every a € A and b < (f o g)(b) for every b € B. Indeed, the naturality
and the commutativity conditions of 3.1.5.(2) are automatically satisfied
since in a poset, every diagram is commutative. These conditions yield
immediately fogo f = f and go f o g = ¢. Indeed applying f to
(go f)(a) L ayields (fogo f)(a) < f(a) while putting b = f(a) yields
f(a) < (f o go f)(a); the other relation is analogous. A situation of
adjunction between posets is also called a “Galois connection”.
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;
#(GB, HD)—22, #(B, FHD)

(lgp, Hd) #(1p, FHd)

#(GB,HD')——#(B, FHD')
0up B

Diagram 3.6

3.2 Properties of adjoint functors

Proposition 3.2.1 Consider the following situation:

G K
o 174 €

F H
where F, G, H, K are functors, with G left adjoint to F and K left adjoint
to H. In this case G o K is left adjoint to H o F.

Proof Just consider the canonical bijections
Z(GKC,A) =2 B(KC,FA) = ¥¢(C,HFA)
for objects A € & and C € ¥ (see 3.1.5). O

Proposition 3.2.2 If the functor F: of —— # has a left adjoint, F'
preserves all limits which turn out to exist in &/.

Proof Write G: 88— & for a left adjoint to F'. Consider a category
2 and a functor H: 2 —— &/ suppose (L, (pD)Deg) is a limit of H. We
must prove that (FL, (Fpp)peg) is a limit of F o H. Clearly (Fpp)pea
is a cone as image of a cone, so it suffices to prove the universal property.

Consider a cone (B, (¢gp)pea) on FoH. By adjointness (see 3.1.5), the
morphism gp: B— F HD corresponds to a morphism rp: GB——> HD
in . Given an arrow d: D—— D’ in 92, the naturality of the bijections
04,p (see diagram 3.6, notation of 3.1.5) implies that

ror = 0gp p(aDr)
= af_IID’,B(FHd °4gp)
= (87,5  #(15, FH)) (ap)
= (&[(IGB,Hd) o 9;;%:;,3) (¢p)
= o/ (1gp, Hd)(rp)
= Hdorp.
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So (GB, (rp)pea) is a cone on H and we get in & a unique factorization
r:GB——L such that for each D € 9, pp or = rp. This arrow r
corresponds via frp to a morphism s = 0 g(r): B—— FL in # and
using again the naturality of the bijections 84 g have Fpp o s = gp.
Since the 84 p are bijective, s is unique with that property. O

Given a category ¥ and a small category 9, let us consider the functor
A:4——>Fun(2,9%)

where given a morphism f:C——C’ in ¢, AC is the constant functor
on C (see 1.2.8.¢) and Af is the constant natural transformation on f
(see 1.3.6.d).

Proposition 3.2.3 A category € is cocomplete if and only if, for every
small category 2, the corresponding functor

A:¢—— > Fun(2,9)
has a left adjoint.

Proof Consider a functor F: 9——%. A pair (C,a), where C € |€|
and o: F = AC is a natural transformation, is just a cocone on F'.

Thus a reflection of F is just a universal such cocone, i.e. a colimit
of F. O

Finally let us observe how a given adjunction generates many other
adjunctions. Given three categories &7, 8, € and a functor F: &f —> %,
we write

F.:Fun(¥,/)——Fun(¥,%), H— FoH,

for the functor acting by composition with F. To avoid size problems,
we had better suppose that € is small.

Proposition 3.2.4 Consider a functor F: of ——> # with a left adjoint
G: B—— . If € is any small category, G.: Fun(¥¢,%#)—> Fun(¥, &) is
itself left adjoint to F:Fun(¥, /) — Fun(¥,3).

Proof Let us write n:14 = F oG and e: Go F = 14 for the two natu-
ral transformations describing the adjunction (see 3.1.5). Given functors
K. ¥—— o and H: 64— %, we have corresponding natural transfor-
mations

n*H:H=FoGoH=F,G,H,

exK:G.F,K =GFK = K.
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This yields two natural transformations
7: lrun(e,4) = F.G,, &G, F,————> 1pun(¢,«)-

Indeed, given a natural transformation «: H = H’, the naturality of 7
reduces to the relation FGaonyg = nyr oa, which holds by naturality of
7. An analogous argument holds for Z. Finally the triangular identities
satisfied by 5, ¢ immediately imply the corresponding identities for 7, Z.

d

3.3 The adjoint functor theorem

This section is devoted to the proof of one of the most important results
in this book: the adjoint functor theorem (see 3.3.3).

Given a functor F: o/ —— % and an object B € 4, we shall consider
the functor

B(B, F-): o ——— Set

and its category of elements (see 1.6.4), which we shall write as &g, for
the sake of brevity. We also write ¢5: 5 —— & for the corresponding
forgetful functor.

Proposition 3.3.1 Consider a functor F: of —— 9 between arbitrary
categories. The following conditions are equivalent:

(1) the object B € # has a reflection along F;
(2) the functor ¢g: g —> </ has a limit which is preserved by F.

It should be noticed that no assumption is made of the completeness
of &/. Moreover, completeness of &/ would not imply the existence of a
limit for ¢p, since &g is in general not a small category.

Proof (1) = (2). Given the object B € &, consider its reflection (L, c)
along F. By 2.11.5, (2) will be proved if we show that (L, ) is initial
in &p. For each object (A,b) € &p, b is a morphism b: B—— FA in #
and by 3.1.1, we get a unique morphism p(4 ): L—— A in & such that
Fpeap) o a = b, i.e. a unique morphism p(4y: (L,a) —>(4,d) in €.

(2) = (1). Let us now consider the limit (L’p(A:b))(A,b)eé’B of ¢p and
the corresponding limit (FL, Fpa)) of F o ¢p. For every (A,b) € &5,
define r(4 ) = b. This produces a cone on F o ¢p, just by definition of
& B, and therefore a unique factorization a:: B—— F'L such that for each
(4,b) € €8, Fp(;“,) oa = r(4,) = b. We shall prove that (L, ) is the
reflection of B along F'.
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Given an object A € &/ and a morphism b: B—— F A, we already
have a factorization p(43): L—— A such that Fp(4 ) o o = b. We must
prove its uniqueness.

First of all observe that (L,a) € &p. The relation Fpap 0o = b
indicates that p(4 5): (L, @) —> (A4, b) is a morphism of &g, from which
the relation p4.p) © P(L,a) = P(a,p) follows. By definition of the limit of
¢B, this implies p( o) = 11. Now if p: L—— A is such that Fpoa =
b, then p: (L,a)——(A,b) is a morphism of &p. Therefore we deduce
P(Ap) = PODP(La) =P O

We introduce now the famous “solution set condition”, which is a
key ingredient for proving the adjoint functor theorem. This is really
the first time in this book that “smallness conditions” play a definitely
fundamental role.

Definition 3.3.2 (Solution set condition)

A functor F: sf — % satisfies the solution set condition with respect
to an object B € # when there exists a set Sg C | /| of objects such
that

VAe o V0:B—FA 3A' € Sg Ja:A'—~A F:B—>FA' F(a)ob =b.

The fact that B admits a reflection (Rp,ap) along F implies that
Sp = {Rp} can be chosen as solution set, with ¥ = ap and moreover
a unique. So the solution set condition is a much weaker requirement
than the existence of a reflection. In particular observe that when o/
is small, the solution set condition is automatically satisfied for every
object B € #: just choose Sp = |&/|.

Theorem 3.3.3 (Adjoint functor theorem)

Consider a complete category &/ and a functor F': of —— 9. The follow-
ing conditions are equivalent.

(1) F has a left adjoint functor.

(2) The following conditions hold:

(a) F preserves small limits;
(b) F satisfies the solution set condition for every object B € &.

Proof (1) implies (2) by 3.2.2 and the observation following 3.3.1.
Conversely consider the full subcategory g of &5 whose objects are
the pairs (A, b) with A € Sp; this category & p is small. To conclude the
proof, it suffices to show that the inclusion ¥ C £p is a final functor
(see 2.11.1). To do this we use proposition 2.11.3. The functors F' and
%#(B, —) preserve small limits, by assumption and 2.9.4. So #(B, F—)
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is limit preserving and &p is complete (see 2.16.2). The solution set
condition can be reformulated as the fact that, given (A,b) € &5, there
exist (A4’,4') € & p and a morphism a: (4’, b') — (A, b); this is precisely
the requirement of 2.11.3. O

The subsequent results of this section indicate several sufficient con-
ditions implying the assumptions of the adjoint functor theorem. To
achieve this, we use freely some notions which will only be introduced
in chapter 4.

Theorem 3.3.4 (Special adjoint functor theorem)

Consider a functor F: of ——> 2% and suppose the following conditions
are satisfied:

(1) < is complete;

(2) F preserves small limits;

(3) « is well-powered;

(4) & has a cogenerating family.

Under these conditions, F' has a left adjoint functor.

Proof By 3.3.3, it suffices to prove the solution set condition for every
fixed object B € #. To do this, consider a cogenerating family (G;)icr
of o/ and an object B € #. Define

SB={5

#(B,FG;
By Gi ( )

S is a subobject of HG?(B’FG‘) } .
i€l

we mean the product of as many copies of G; as there are
elements in #(B, FG;); on the other hand the definition of Sp must be
understood as the choice of one specific monomorphism

S G? (B,FGi)
for each isomorphism class. We shall prove Sp satisfies the requirements
of 3.3.2.

Let us consider A € & and b B——> FA. We must find S € Sp
and a: S—— A, bY: B—— FS such that Faob' = b. We refer to dia-
gram 3.7 for the notation. By 4.5.2 we have a monomorphism « such
that pfoa = f forevery i € I and f € (A, G;). Just by definition of a
product, there is also a morphism 3 such that ps o 8 = pryop for every
it €I and f € &(A,G;). Pulling back « along 3, we obtain a subobject
S € Sp and a morphism a: Q—— A. Applying F which preserves pull-
backs and products, we get an analogous diagram 3.8 in #. There is a
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")’ #(B,FG;
§ DL G

Diagram 3.7

g FG;

. -

Diagram 3.8
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morphism é such that Fipjo0é = g for each i € I and g € #(B, FG;). A
straightforward diagram chase shows that

FpjoFaob=Ffob=Fprgp06=FpsoFBoé

from which Faob = Ff3 0 § by uniqueness of the factorization through
a product. The existence of the required factorization b’ follows at once
from this and the definition of a pullback. U

Corollary 3.3.5 Consider a functor F: &/ ——> % and suppose the fol-
lowing conditions are satisfied:

(1) o is complete;

(2) F preserves small limits;

(3) o is well-powered;

(4) & has a cogenerator.

Under these conditions, F' has a left adjoint functor. O

Corollary 3.3.6 Consider a functor F: of —— % and suppose the fol-
lowing conditions are satisfied:

(1) & is complete;

(2) F preserves small limits;

(3) & has a strong generating family;

(4) o/ has a cogenerating family.

Under these conditions, F' has a left adjoint functor.

Proof By 4.5.15, of is indeed well-powered. 4

Corollary 3.3.7 Consider a functor F: o/ —— % and suppose the fol-
lowing conditions are satisfied:

(1) & is complete;

(2) F preserves small limits;

(3) &/ has a strong generator;

(4) o has a cogenerator.

Under these conditions, F' has a left adjoint functor. O
As a first application of these existence theorems, let us observe that:

Proposition 3.3.8 Suppose the category & satisfies the following con-

ditions:

(1) « is complete;

(2) o is well-powered;

(3) « has a cogenerating family.
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Under these conditions, &/ is cocomplete as well.

Proof  Applying proposition 3.2.3 and using its notation, it suffices
to prove that the functor A preserves limits. But this is obvious from
2.15.2. |

Examples 3.3.9

3.3.9.a The inclusion Ab — Gr of the category of abelian groups in
the category of groups has a left adjoint functor. Indeed the conditions
of 3.3.7 are satisfied, with Z a strong generator and Q/Z a cogenerator
(see chapter 4).

3.3.9.b The “unit ball” functor B: Ban; — Set from the category of
Banach spaces and linear contractions to the category of sets has a left
adjoint functor. Indeed the conditions of 3.3.7 are satisfied (see 2.9.10.c)
with R both a strong generator and a cogenerator (see chapter 4).

3.3.9.c The inclusion Comp — Top of the category of compact Haus-
dorff spaces in the category of all topological spaces has a left adjoint
(called the “Stone-Cech compactification”). Indeed the conditions of
3.3.7 are satisfied (see 2.1.7.g and 2.4.6.f) with the singleton as a strong
generator and the unit interval [0, 1] as a cogenerator (see chapter 4).

3.3.9.d Consider a functor F: o/ ——> % between small categories &/
and 4. Consider the corresponding functor

F*:Fun(#, Set) ——— Fun(«/, Set)

obtained by composition with F'. By the dual of 2.15.2, the categories
Fun(#,Set) and Fun(s/,Set) are cocomplete and the functor F* pre-
serves colimits. The category Fun(4,Set) is certainly co-well-powered:
indeed, by corollary 2.15.3, an epimorphism p: F' = G is such that each
pp: FB—— GB is surjective; since each set F'B has just a set of quo-
tients and || itself is a set, there is just a set of epimorphisms p: F' = e
of domain F. On the other hand the representable functors constitute
a generating family for Fun(4, Set) (see 4.5.17.b). By the dual of 3.3.4,
F* has a right adjoint functor. This example is an instance of what is
called a “Kan extension” (see 3.7.2).

3.3.9.e If f: A—— B is a functor between two posets, f has a left
adjoint as long as A is complete and f preserves infima. Indeed, the
solution set condition is now obvious: it suffices to take as solution set
the set of all elements of A (see 2.8.6).
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3.4 Fully faithful adjoint functors

Two categories o7, # are isomorphic when there exists a pair of functors
F, G:&/_(—_,.QZ with the properties FF o G = 1g, G o F = 1. Imposing
a condition like FG(B) = B on the objects seems in opposition with
the global spirit of category theory, where things are defined up to iso-
morphism. It would therefore sound more reasonable to get interested
in situations where identities are replaced by isomorphisms F o G 2 1g,
G o F = 1y4. This is the essence of the notion of an “equivalence of
categories”, which will be presented at the end of this section.

Proposition 3.4.1 Consider two functors G 4 F: o/ :93, with G left
adjoint to F and n: 1g = FG, : GF = 14 the two corresponding natu-
ral transformations (see 3.1.5). The following conditions are equivalent:
(1) F is full and faithful;
(2) € is an isomorphism.

Under these conditions, nn * F' and G * 1 are isomorphisms as well.

Proof (1) = (2). The morphism nr4: FA——> FGF A has the form
Fa,4 for some morphism a4: A——> GF A, because F is full. From the
relation Feg o Fas = Feg onpa = lpa and the faithfulness of F', we
deduce £4 o a4 = 14. To prove the equality a4 04 = 1gFa, it suffices
to notice that

F(asoes)onpa =nraoFeqsonpa =nra = F(lgra) onra,

since (GFA,nr4) is the reflection of F A along F.
(2) = (1). Consider the composite

2(A, A Z 1) papa 4y 04 FA s par,

We know that each individual mapping is a bijection. The composite
bijection maps an arrow a: A—— A’ to

04 ra(aces) =F(aceg)onpa=FaoFeponpsa =Fa

(see 3.1.5), so it is just the action of F'.

Now if conditions (1), (2) are satisfied, for all objects A € &/, B €
one has Fegqonra = 1ra and egp 0 Gng = 1gp. Since €4 and egp are
isomorphisms, so are nr4 and Gnp. |

Proposition 3.4.2 Consider a functor F:.of ——> 9% with both a left
adjoint functor G and a right adjoint functor H. If one of those adjoint
functors is full and faithful, so is the other adjoint functor.
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Proof Let us write &:GF = 1y, 1113 = FG, o: FH = 1g and
B:14 = HF for the canonical natural transformations of the adjunc-
tions (see 3.1.5). Let us assume H is full and faithful and let us prove
the same holds for G (the converse implication holds by duality). Using
3.4.1, we must prove that 7 is an isomorphism whenever ¢ is. Assuming
« is an isomorphism, we consider the composite

-1
rFg—EtGe™ porg— ¥er ,pg o

and prove it is inverse to 7. Indeed

1

aoFsHoFGa"lon=aoFsHonFGoa‘ =aoal=1.

1

On the other hand, the relation ap o F3 = 1r implies F3 = ar" and

therefore, by naturality of a, £ and by 3.1.5,

noaoFeygoFGa™! = FGao FHno FeH o FGa™!
= FGao FeHGF o FGFHnyo FGa™!
=FGao FeHFG o FGa~'FG o FGn
=FGao FeHFG o FGFPBG o FGy
= Flgo Flg
= 1pg. O

Proposition 3.4.3 Given a functor F: of —> 4%, the following condi-
tions are equivalent:

(1) F is full and faithful and has a full and faithful left adjoint G;

(2) F has a left adjoint G and the two canonical natural transformations
of the adjunction n: 13 = FG, e: GF = 14 are isomorphisms;

(3) there exists a functor G: 8—— & and two arbitrary natural iso-
morphisms 1lg &£ FG, GF 2 1y;

(4) F is full and faithful and each object B € # is isomorphic to an
object of the form FA, A € &/;

(5) the dual condition of (1);

(6) the dual condition of (2).

Proof  Since conditions (3) and (4) are autodual, it suffices to prove
the equivalence of (1) to (4). (1) = (2) follows from 3.4.2 and (2) = (3)
is obvious.

Let us prove (3) = (4). First of all, B € # is isomorphic to FGB,
with GB € &/, which proves the second assertion. Now since F'G is
isomorphic to the identity, F'G is full and faithful; therefore G is faithful
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F

K4 B
GB B —'B FGB
a bong! = Fa
b
A FA
Diagram 3.9

and F is full. In the same way the isomorphism GF £ 14 shows that F
is faithful and G is full.

To prove (4) = (1), we first show the existence of a left adjoint G to
F (see diagram 3.9). Given B € 4, choose an object GB € & and an
isomorphism

ng: B—=—>FGB.

Given A € & and b: B—— F A, the morphism b o ngleGB——>FA
has the form Fa for some unique a: GB—— A, which implies immedi-
ately that (GB,ng) is the reflection of B along F. Since each np is an
isomorphism, the left adjoint functor G is full and faithful (see 3.4.1).

O

We recall that an axiom of choice is needed to deduce the existence of
a left adjoint functor from the existence of a reflection for each object
(implication (4) = (1)).

But more importantly one should observe that when two isomorphisms
7:1g = FG and €: GF = 1,4 are given as in (3), the constructions per-
formed in proving (3) = (4) and (4) = (1) show that G is left adjoint to
F, with 7 as one of the canonical natural transformations of the adjunc-
tion; but there is no reason for ¢ to be the second natural transforma-
tion of the adjunction: in other words, the triangles involved in 3.1.5.(2)
have no reason to commute (of course, there is some other isomorphism
g': GF = 14 constructed from 7 which makes them commute). See ex-
ercise 3.9.4 for a counterexample. By duality, one could clearly choose
¢ as one of the canonical natural transformations of the adjunction and
construct some 7’ as second natural transformation.

Definition 3.4.4 A functor F: of —— # which satisfies the conditions
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, F

p —— 1 — 2

L M N
i _F,

1 — 1 T) 1
Diagram 3.10

of proposition 3.4.3 is called an equivalence of categories.

It is a matter of fact that two equivalent categories share most cate-
gorical properties with each other. For example:

Proposition 3.4.5 Consider an equivalence F: of —— 3 of categories.
If o is (finitely) complete, so is 8.

Proof Consider G: #—— «/, left adjoint to F (see 3.4.3). Given a
(finite) small category & and a functor H: 2—— %, the functor GH
has a limit since & is (finitely) complete. Since F' preserves limits (see
3.2.2), FGH has a limit. But the limit of FGH is isomorphic to the
limit of H, just because F'G is isomorphic to 14. O

The proof of the previous proposition emphasizes the fact that equiv-
alent categories have the same properties as far as limits are concerned.
One should nevertheless be careful when using equivalences. It is not
true that in a construction, replacing categories by equivalent ones pro-
duces equivalent results. For example write 1 for the discrete category
with a single object * and 2 for the category with two objects A,B and
just one single isomorphism between them. Consider diagram 3.10 in
Cat, where @ stands for the empty category, F(*x) = A and G(x) = B.
The horizontal lines are equalizers and the diagram commutes, meaning
that FFoM = NoF,G oM = NoGand Moi=1i0oL. Now M
and N are equivalences of categories, but L is not. The trouble comes
from the fact that, although M, N are equivalences making the diagram
commutative, no choice of the corresponding adjoint equivalences can
be made which still makes the diagram commutative. In other words,
writing o for the category e e defining equalizers (see 2.6.7.b), the
two functors " —_3 Cat given respectively by F, G and F’, G’ are not
equivalent in the 2-category Cat, in the sense of 7.1.2. So replacing cat-
egories by equivalent ones when computing a limit in Cat does not in
general yield equivalent results.
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Hr
rL L . irL
nL
%
aD D qD
HD tHD
Diagram 3.11

3.5 Reflective subcategories

When F': o/ —— 4 is a full and faithful functor, the corestriction of F' to
its image F: of — F(%/) is obviously an equivalence of categories (see
3.4.3.(4)). Replacing F (/) by the full subcategory o/’ C # generated
by all the objects B € # isomorphic to an object of the form F'A, one
still has an equivalence F: o/ — &’ (see 3.4.3.(4)). Working with =/’
instead of &7 enables us to consider a canonical inclusion &/’ C % instead
of a full and faithful functor F: o —> 4.

Definition 3.5.1 A full subcategory </ of a category & is replete when,
with every object A € o/, of also contains every object B € # isomor-
phic to A.

Definition 3.5.2 A reflective subcategory of a category # is a full
replete subcategory of of # whose inclusion i: &/ ——># in # admits a
left adjoint r: #—— o/, called the reflection.

The fact of choosing & to be replete in & is unessential; it is just an
easy way to choose a canonical element in the class of all subcategories
equivalent to /. This specific choice also makes life easier since most
constructions of category theory are only defined up to an isomorphism.

Proposition 3.5.3 Consider a (finitely) complete category # and a re-
flective subcategory o/ of 8. Under these conditions &/ itself is (finitely)
complete.

Proof Take a (finite) small category 2, a functor H: 29— o/ and the
limit (L, (pp) Deg) of 10 H, where i: &f —— 4 is the canonical inclusion
and m:#—> & is its left adjoint (see diagram 3.11). Each morphism
pp gives rise to a unique factorization qp:7rL—— HD in &/, with the
property igponr, = pp (see 3.1.1). Given d: D—— D’ in 9, the relations

i(Hdogp)on, =iHdopp =pp =igp onL
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imply Hdogp = QD/, by definition of a reflection (see 3.1.1). So the
morphisms (gp)peo constitute a cone on H, and thus the morphisms
({gp)peo constitute a cone on ¢H. This yields a unique factorization
pr:irL—— L such that pp our = igp for each D. From ppougony =
igp o n, = pp we deduce pp oy = 1z by definition of a limit. On
the other hand 71 o py:irL——irL has the form i(vr) for a unique
vr:rL——>rL, just because i is full and faithful. From the relations

ivL)onr=nropron, =nr =i(lyL)onL

we deduce vy = 1,1, by definition of a reflection. In particular gy our =
i(vy) = lipz and 7 is an isomorphism. Since & is replete in 4, this
proves that L belongs already to /. The conclusion is then obvious. [

By duality, a coreflective subcategory of a cocomplete category is itself
cocomplete. This obvious remark stands here just to emphasize the fact
that our next result is by no means dual to 3.5.3.

Proposition 3.5.4 Consider a (finitely) cocomplete category # and a
reflective subcategory /. Under these conditions, &/ itself is (finitely)
cocomplete.

Proof Take a (finite) small category 2 and a functor H: 2 —— &/ ; write
(L, (sp) Deg) for the colimit of :H, where ¢: o —- 4% is the canonical
inclusion. Writing r: #—— o/ for the reflection, we know already that
(rL,(rsp)peo) is the colimit of riH (see 3.2.2). But ri is isomorphic
to the identity on &/ (see 3.4.1), therefore (rL,(rsp)peg) is also the
colimit of H. O

Definition 3.5.5 A localization of a category # with finite limits is a
reflective subcategory of of # whose reflection preserves finite limits.

Definition 3.5.6 An essential localization of a category 4 is a reflective
subcategory of of # whose reflection itself admits a left adjoint.

A functor with a left adjoint preserves all limits (see 3.2.2). So when £
has finite limits, every essential localization of 4 is certainly a localiza-
tion. Moreover if i: of —— % is the canonical inclusion and [ - r - ¢ are
the reflection and its left adjoint, the functor ! is again full and faithful
(see 3.4.2). Therefore the full subcategory I(«/) C 4 is, up to an equiv-
alence, a coreflective subcategory of 4. It should be noticed that [ has

in general no reason at all to coincide with the canonical inclusion ¢ of
& in 4.
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Proposition 3.5.7 Consider a category # with finite limits and filtered
colimits, and a localization &/ of . If in # finite limits commute with
filtered colimits, the same property holds in &/.

Proof We use the notation of section 2.13 and consider a functor
F:¢x9—d,

with € filtered and 2 finite. We write Lim and Colim for limits and
colimits in # and correspondingly, lim and colim for limits and colimits
in &. Using the construction of limits and colimits in &/ as described in
3.5.3, 3.5.4, the result is proved by the following isomorphisms, where
i: of —— % is the canonical inclusion and r: #—— &/ is the reflection.

We recall that ¢, r preserve finite limits while r preserves colimits (see
3.2.2).

limpegceolim ceg = limpegr (Colim ceetF(C, D))
& rLim pegir (Colim cegiF(C, D))
& rirLim pegoColim cegiF'(C, D)
= rirColim cegLim pegiF(C, D)
& ricolim cegrLim pegiF(C, D)
& ricolim ceglimpegriF (C, D)
& colim geglimpeg F(C, D). O

3.6 Epireflective subcategories

In this section, we pay special attention to the reflective subcategories
i: o/ — % with the property that, given an object B of # and its
reflection (rB,np), the canonical morphism ng: B——irB is an epi-
morphism. While studying this particular topic, we shall freely use some
notions which will only be introduced in chapter 4.

Definition 3.6.1 Consider a category # and a reflective subcategory
& of B, with corresponding adjunction r  i: o :.@. The reflection r
is an epireflection when, for every object B € #, the universal morphism
ng: B—irB is an epimorphism.

Proposition 3.6.2 Consider a category %4 in which every morphism can
be factored as an epimorhism followed by a strong monomorphism. For
a reflective subcategory r - i: s/ <, & of 8, the following conditions
are equivalent:
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irB ———iriA
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Diagram 3.12

UL ir
|
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B B

nB NirB

wrB - irirB
B

irp irj
irl

Diagram 3.13

(1) the reflection is an epireflection;
(2) given a strong monomorphism u: B>—>iA in #, with B € # and
A € o, the object B belongs to .

Proof (1) = (2). The consideration of the commutative square in
diagram 3.12, where 7,4 is an isomorphism and u is a strong monomor-
phism, indicates that np is a strong monomorphism as well (see 4.3.6).
Since np is by assumption an epimorphism, it is an isomorphism (see
4.3.6 again). Since ir(B) € &, and B = ir(B), B € & because « is
replete in # (see 3.5.2).

(2) = (1). Given an object B € 4, let us consider the canonical
morphism ng: B——ir(B) and its strong-mono—epi factorization

B—P2 513 in(B).

Let us consider diagram 3.13. By 3.4.1, ;) and rnp are isomorphisms.
r(B) € &, thus I € &/ by assumption; so again by 3.4.1, 5y is an iso-
morphism. Since ir(np) is an isomorphism, ir(p) is a strong monomor-
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phism. Since p is an epimorphism and #; is an isomorphism, ir(p) is an
epimorphism; thus it is an isomorphism. So ir(p) and ir(ng) are both
isomorphisms, from which ir(j) is an isomorphism as well. Finally 7y,
Nir(B) and ir(j) are isomorphisms, thus j is an isomorphism and 7p is
isomorphic to the epimorphism p. O

Definition 3.6.3 Consider a category # and a reflective subcategory
&/ of B, with corresponding adjunction r - i: &/ :93. The reflection
r is a strong epireflection when, for every object B € %, the universal
morphism ng: B——irB is a strong epimorphism.

Proposition 3.6.4 Consider a category # in which every morphism fac-
tors as a strong epimorphism followed by a monomorphism. For a reflec-
tive subcategory & of &, with corresponding adjunction r - i: o/ :93,
the following conditions are equivalent:

(1) the reflection is a strong epireflection;
(2) given a monomorphism u: B>——1iA in #, with B€ # and A € «,
the object B belongs to &f.

Proof  This perfectly analogous to that of 3.6.2, replacing “strong
monomorphism” by monomorphism and “epimorphism” by “strong epi-
morphism”. O

By analogy, one could define the notions of “monoreflection” (each
np is a monomorphism) or “strong monoreflection” (each 7p is a strong
monomorphism). It should be clear that these notions are by no means
dual to those of epireflection or strong epireflection. With the notation of
3.6.1, the dual notion of “being an epireflection” is “being a coreflection
with each np: irB—— B a monomorphism”.

3.7 Kan extensions

In example 3.3.9.d, we considered a functor F: .o —— % between two
small categories ./, # and the corresponding functor

F*:Fun(4#, Set) ————— Fun(«, Set)

obtained by composition with F'. From the cocompleteness of Set and
various properties of the category Fun(4,Set), strongly depending on
the fact of working with the category Set, we proved the existence of a
right adjoint to F™*. In this section, we shall replace Set by an arbitrary
cocomplete category... and prove that F* always has a left adjoint!



3.7 Kan extensions 123

o —E 5 3z

G

€

Diagram 3.14

Definition 3.7.1 Consider two functors F: of ——> % and G: of —>¢€.
The left Kan extension of G along F, if it exists, is a pair (K, a) where

o K:#——% is a functor,

e a:G = K o F is a natural transformation,
satisfying the following universal property: if (H, 3) is another pair with

o H:B——% a functor,

e 3:G = H o F a natural transformation,
there exists a unique natural transformation v: K = H satisfying the
equality (y* F) o a = (3 (see diagram 3.14).

‘We shall use the notation Lan rG to denote the left Kan extension
of G along F'. The notation Ran pG is used for the dual notion of right
Kan extension.

When & and # are small, we can consider the functor

F*:Fun(#,¢)—— Fun(«, %)

acting by composition with F'. The existence of the left Kan extension
of G along F means exactly the existence of a reflection (K,a) for G
along F™.

Theorem 3.7.2 Consider two functors F: .o/ —— % and G: of —> %,
with &/ small and € cocomplete. Under these conditions, the left Kan
extension of G along F' exists.

Proof We use the same notation as in 3.7.1. To define K, consider first a
fixed object B € 2. We write &g for the category of elements of the con-
travariant functor #(F—, B): o —— Set (see 1.6.4) and ¢p:fp—>
for the corresponding forgetful functor. Now £ p is small since .« is. We
write (KB, (S(BA,b))(A,b)EJB) for the colimit of G o ¢g. This defines K on
the objects.

Given a morphism f: B—— B’ in # and an object (A,b) € B, the

pair (A, f ob) is an object of &p/. The family (sg‘; 590} (4 pyes is a
’ ,b)€SB
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cocone on G o ¢p because a morphism a: (4,5)— (4’,b') in €5 im-
mediately gives rise to the morphism a: (A, fob)——(A’, fob’) in €p-.
Therefore we get a unique factorization K f: K B—— K B’ through the
colimit KB with Kf o S?A’b) = say Fob)* This defines K on the arrows.
The uniqueness condition in the definition of K f easily implies that K
is indeed a functor.

To define o, we must construct a morphism a4:GA——> KFA for
each object A € /. It suffices to define ay = sf‘" Aélm)' Let us prove the
naturality of . Given a morphism a: A—— A’ in o/, we have indeed

FA _ A _ A
KFG/OS(AJFA) = S(A,Fa) = S(AI,]-FA') OGa,

where the first equality holds by definition of K Fa and the second equal-
ity holds because a: (A, Fa)—> (A’,1p4+) is a morphism of &ra-.

Now consider a functor H: #——% together with a natural trans-
formation 8:G = H o F. To construct v: K = H, let us fix an object
B € #. For each (A,b) € & consider the composite

(Godr)(Ab) =GA—PA gpaHb . pgp

Those morphisms constitute a cone on G o ¢ g, just by definition of &5
and naturality of 5. So we get a unique factorization yg: KB—— HB
through the colimit KB yielding vp o sz,b) = Hb o B4. To prove the
naturality of 7, consider a morphism f: B—— B’ in # and an object
(A,b) € &p. The relations

Hf oyposfyy = Hf o Hbo B
=H(fob)o B4
=5’ © 5(4 o)
=B © Kf o S(B;l,b)
imply the required identity H foyp = vg:o K f, by definition of a colimit.
The condition (v * F') o @ =  reduces to the equality yrp4 0 ag4 = (4,
which is just the relation
YFA © ${4 1,0, = H(1F4) o fBa

appearing in the definition of yr4. The uniqueness of v with such a
property reduces easily to the uniqueness condition in the definition of
YFA- O

A left Kan extension is called “pointwise” when each Lan pG(B) can
be computed by the colimit formula of theorem 3.7.2. See exercise 3.9.7
for an example of a non-pointwise Kan extension.
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Diagram 3.15

It should be noticed that, given a Kan extension, the triangle of di-
agram 3.15 does not in general commute (see exercise 3.8.7). But it
“commutes up to isomorphism” in a special case of interest, as attested
by the next result. Exercise 3.9.5 shows that the assumption in 3.7.3 is
by no means necessary.

Proposition 3.7.3 Consider a full and faithful functor F: of ——> %
with &/ a small category. Let € be a cocomplete category. Given a functor
G: s/ — €, the canonical natural transformation G = (Lan pG)o F' is
an isomorphism.

Proof = We use the notation of 3.7.2. Given an object A € &, let
us prove that the pair (A,1r4) is a terminal object for £r4. Given
(A’,b) € Era, we have a morphism b: FA'—— FA which, by fullness
of F, has the form Fa for some a: A’—— A. In particular we obtain a
morphism a: (A’,b)——(A,1r4) in &ra. Given another morphism of
this kind a’: (A’,b)—— (A, 1F4), the relation Fa’' o 1p4 = b implies
Fq' = Fa, thus @’ = a by faithfulness of F. Applying 2.11.5 we conclude
that

KFA=colimGo¢rg 2 Godra(A,1pa) 2 GA. a

Proposition 3.7.4 Consider categories &, B, €, 2 with </, # small.
Consider functors F: of — B, G:sd —> €, K: #— €, L.€—> 9,
R:92——% with L left adjoint to R and K = Lan pG. Under these
conditions L o Lan G = Lan p LG (see diagram 3.16).

Proof Applying 3.7.1 and 3.2.4, we get the following bijections, for
every functor H: #—— 2.
Nat(L o Lan rG, H)=Nat(Lan G, RH)
=Nat(G,RHF)
=Nat(LG,HF)
=Nat(Lan p LG, H).
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Lan p LG

So L o Lan pG = Lan pLG, by putting successively H = L o Lan pG,
H =LanrpLG. O

We have already seen that the existence of an adjoint functor or a Kan
extension can be reduced to the existence of a limit or a colimit (see 3.3.1
and 3.7.2). On the other hand the existence of a limit or a Kan extension
can be reduced to that of an adjoint functor (see 3.2.3 and 3.7.1). We
shall complete the picture by proving that the existence of a limit or an
adjoint functor can be reduced to that of a Kan extension.

Proposition 3.7.5 Consider a functor G: &/ —> ¥, with &/ a small
category. Write 1 for the category with a single object and a single
arrow, and F: o/ —— 1 for the corresponding functor. The functor G
has a colimit if and only if the left Kan extension Lan pG of G along F
exists.

Proof Going back to the proof of 3.7.2 and writing * for the unique
object of 1, we observe that &, is just the category &/, so that when
colim G exists, so does colimG o ¢, and Lan G can be constructed
pointwise as in 3.7.2.

Conversely if Lan pG exists, it is just the choice of an object L € €
and a natural transformation G = Aj, i.e. a cocone on G with vertex
L. The universality of this cocone is just the universality of Lan rG. [J

Proposition 3.7.6 Consider a functor F: of —— & between small cat-
egories. The following conditions are equivalent:

(1) F has a right adjoint G;
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(2) Lan pl, exists and, for every functor L: of —— €, the isomorphism
LoLanply = Lan gL holds;

(3) Lan g1, exists and the isomorphism F o Lan gl = Lan p F' holds.

(see diagram 3.17.)

Proof (1) = (2). Let us write n:14y = GF and &: FG = 1g for

the natural transformations describing the adjunction (see 3.1.5). We

immediately get a natural transformation « = L *n: L = LGF. Given

a functor H: #——% and a natural transformation 3: L = HF, let us
consider the composite

y=(H=*¢e)o(B*xG):LG= HFG = H.

The relation (v * F) o a = (3 follows from the naturality of 8 and the
triangular equalities of the adjunction (see 3.1.5):
(v« F)oa=(H*xe*xF)o(BxG*F)o(Lxn)

=(H*xexF)o(HxFxn)of

—H((exF)o (Fxn)) o8

=H(lp)o B

=8.
Moreover, if v': LG = H satisfies (¢ * F') o a = 3, we compute immedi-
ately that

vy=(H=xe)o(B*G)
=(Hx*e)o(Y*F+xG)o(Lxn*G)
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=4 o(LxGxe)o(LxnxG)
=7 o L((Gxe) o (nxG))
=70 L(1g)
= fy’,
This proves that (L o G, L *n) = Lan gL for every functor L.

(2) = (3) is obvious.

(3) = (1) Let us write Lan ply = (G, 7). By assumption Lan pF' =
(F o G, F x 7). Considering the functor 14: #—— % and the identity
natural transformation F—=14 o F', the definition of Lan g F yields a
natural transformation €: FoG = 14 with the property (exF)o(Fxn) =
1p. It remains to prove that (G *¢) o (n*G) = 1¢ (see 3.1.5) which, by

the uniqueness condition in the definition of Lan g1y, is equivalent to
proving

(((G*e)o(n*G))*F) on=(lg* F)on.

Indeed, using the naturality of n and the triangular equality which is
already proved, we get

(((G*s)o(n*G))*F)on:(G*e*F)o(n*G*F)on
=(Gxe*xF)o(GxFxn)on
=G((exF)o(Fx*n)on
=G(lr)on
=1. O

3.8 Tensor product of set-valued functors

Proposition 3.8.1 Consider a small category &/ and two functors
F. of* ———>Set, G: o/ —————>Set.
Write
Y:of —— > Fun(o/*,Set), Y*: &/* —Fun(«,Set)
for the covariant Yoneda embeddings
Y(A)=(—,A), Y*(A) =H(A4,-).
Under these considions, there is a bijection
(Lany+ F)(G) = (Lany G)(F).
Proof We can apply the constructions of 3.7.2 to produce these two
objects. More precisely we consider the category € defined as follows.



3.8 Tensor product of set-valued functors 129

e Objects: pairs (A, a) where a: #/(A,—) = G is a natural transfor-
mation.

e Arrows: an arrow f:(A,a)——>(A’,a’). is a morphism f: A'—— A
in & such that ao (f,—) = o

We also take the obvious forgetful functor ¢: ¥ —— &/* and consider the
category & defined as follows.

e Objects: pairs (B, 3) where 8: &/(—,B) = F' is a natural transfor-
mation.

e Arrows: an arrow g: (B,3)— (B’,#’) is a morphism g: B—— B’
in & such that 8’ o &/ (—,9) = 8.

Likewise we take the obvious forgetful functor ¢: 9 —— /. We must
prove that, as objects of Set,

colim (4 o) (F o ¢)(A, ) = colim (B,B) (G o9)(B,B).
Let us recall (see 2.15.6) that we have the following isomorphisms:
G = colim (4 o) (Y™ 0 ¢)(4, ),
F = colim (g g)(Y o ¥)(B, B).
Applying 2.15.2 and 2.12.1, we get
(Lan y« F)(G) = colim (4,q)F(A)

2 colim (4,q) ((colim 8,8%(—, B)) (A))
= colim (4,4)colim (g gy (A, B)
= colim (g gycolim (4 o)/ (A, B)

 colim (p,5) ((colim (a0 (A, —))(B))
= colim (g 3)G(B)
=~ (LanyG)(F). O

Under the conditions of 3.8.1, one often writes FF ® G for the set
(Lany« F)(G) 2 F ® G = (Lany G)(F).

This interchange formula will play a key role-in the theories of left exact
and flat functors (see chapter 6).
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3.9 Exercises

3.9.1 Consider the category ¥ with a single object * and just two ar-
rows: the identity 1 on * and a morphism f such that f o f = 1. Prove
that f determines a natural transformation ¢:1l¢ = lg. The identity
functor 1¢ on % is left adjoint to itself and the corresponding natural
transformations 7: 1¢ = lgolg, e: lgoly = lg can both be chosen to be
the identity; but they can also both be chosen to be the transformation

P.
3.9.2 Prove that a functor F: o/ —— # has a left adjoint functor if and
only if for every object B € 4, the functor
B(B,F-): of ——> Set
is representable.

3.9.3 Consider the category ldem whose objects are the pairs (X,v)
of a set X provided with an idempotent endomorphism v: X — X,
vowv = v. A morphism of ldem (X,v)——(Y,w) is just a mapping
f: X —>Y satisfying wo f = f ov. There is a canonical full embedding
of the category Set of sets and mappings in ldem:

i:Set———ldem, X — (X, 1x).
Consider now the functor determined by
j:ldem————Set, (X,v)— {z € X |v(z) =z} .

Prove that j is both left and right adjoint to .
3.9.4 In exercise 3.9.1, observe the existence of a pair of functors lg,
1¢: ¥, % and a pair of natural isomorphisms

id:lg = lgoly, p:lgolyg— g,

expressing the fact that 1¢ is an equivalence of categories (see 3.4.3.(3)).
Prove that id, ¢ do not exhibit the adjunction between 14 and 1¢ (see
3.4.3.(2)).

3.9.5 Consider two functors F: of —># and G: o —— %, with the
property
VA Aeod Vff"A____ A Gf=Gf = Ff=Ff.

Suppose &/, # are small, € is cocomplete and F is full. Under these
conditions Lan g F exists and the isomorphism G = Lan g F o F holds.
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3.9.6 Consider a functor F': of —— & between small categories. For each
object A € & the Kan extension Lan po/(A, —) exists and is given by
#(FA,—). [Hint: apply the Yoneda lemma.] The equality

Lan pf (A, —)o F = (A, -)
holds precisely when F' is full and faithful.

3.9.7 Consider the category 1 with a single object A and a single arrow
14, the category 2 with two distinct objects A, B and just the identity
arrows 14,1p, and the category 2 with two distinct objects A, B, the
identity arrrows 14, 15 and an additional arrow f: B—— A. Define the
functors F:1——>2 and G:1——>2 by FA = A, GA = A. Observe that
the only two functors from 2 to 2 are the constant functors A4 and Ap.
Check that A 4 is the left Kan extension Lan G. With the notation of
3.7.2, prove that &p is an empty category and A 4(B) is not isomorphic
to the colimit of G o ¢5. So the Kan extension Lan pG is not pointwise.
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Generators and projectives

4.1 Well-powered categories

Given a set X, each of us knows the notion of “subset of X”. Our best
approximation to this is, up to now, the notion of “monomorphism with
codomain X”. But for example f:{r}——N, f(7r) = 0 is a monomor-
phism in Set. .. but is not formally a “subset” of N. In fact a monomor-
phism f: A—— B in Set defines a subset of B, namely the subset f(A),
which as a set is isomorphic to A via f.

Definition 4.1.1 Consider a category &/ and an object A € /. Two
monomorphisms f: R>—> A and g: S —— A are equivalent when there
exists an isomorphism 7: R—=- 8 such that g o T = f. An equivalence
class of monomorphisms with codomain A is called a subobject of A.
The dual notion is that of a “quotient of A”.

When the category ./ is not small, there can be a proper class of
subobjects of a given object A € /.

Definition 4.1.2 A category o/ is well-powered when the subobjects
of every object constitute a set.

It is most often obvious to observe that a category is well-powered:

(1) in the category Set of sets, the subobjects of a set X are in bijection
with the subsets of X;

(2) in the category Gr of groups, the subobjects of a group G are in
bijection with the subgroups of G;

(3) in the category Top of topological spaces, the subobjects of a topo-
logical space (X,7) are in bijection with the pairs (Y,S), where Y
is a subset of X and S is a topology finer than the topology on Y
induced by 7.

132
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And so on .... It is thus obvious, in all those cases, that the category is
well-powered. Examples of non-well-powered categories are often quite
unnatural. For instance observe that in a partially ordered set (or class),
each arrow is of course a monomorphism, since you can never find two
distinct arrows between two specified objects. Therefore in a partially
ordered class with top element 1, the subobjects of 1 are in bijection
with the elements of the class.

4.2 Intersection and union

Given an object A of a category ¥, let us consider the class Mono(A) of
all monomorphisms with codomain A. A monomorphism r: R>——A is
smaller than a monomorphism s: S>—— A when there exists a (mono)
morphism ¢: R>— S such that s ot = r. Observe that ¢ can be chosen
an isomorphism precisely when, in addition, s is smaller than r. Indeed
if there exists ¢: S>——R such that rot = s, we have rot/ ot =
rand sotot = s, from which # ot = 1g and tot' = 1g since r
and s are monomorphisms. Performing the quotient on Mono(A) which
identifies isomorphic monomorphisms, we obtain a partial order on the
class Sub(A) of subobjects of A. We recall that € is well-powered when,
for each A € €, Sub(A) is a set (see 4.1.2).

Since Sub(A) is a partially ordered class, it makes sense to consider
the existence of the infimum or the supremum of a family of subob-
jects. Let us make clear that by “family”, we always mean a set-indexed
family. Except when some confusion could arise, we speak freely of the
monomorphism r: R>— A or the corresponding subobject, without em-
phasizing the difference.

Definition 4.2.1 Consider an object A of a category €. By the inter-
section of a family of subobjects of A, we mean their infimum in Sub(A).

By the union of a family of subobjects of A, we mean their supremum
in Sub(A).

Proposition 4.2.2 Consider an object A of a category € and suppose
Sub(A) is a set. The following conditions are equivalent:

(1) the intersection of every family of subobjects of A exists;
(2) the union of every family of subobjects of A exists.

Proof In a poset, it is well-known that
sup;crs; = inf{s IVi €l s; <s},
inf;crs; = sup{s |Vi el s< si} . O
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Proposition 4.2.3 In a category € with pullbacks, the intersection of
two subobjects of the same object A € € always exists and is given by
their pullback.

Proof If r, s are monomorphisms, so are 7/, s’ obtained by pullback (see
2.5.3) as in diagram 4.1. Thus ros’ = sor’: P>— A is another subobject
of A and, by definition of a pullback, it is obviously the infimum of r, s
in Sub(A4). O

The previous result generalizes easily to the case of arbitrary intersec-
tions:

Proposition 4.2.4 In a complete category, the intersection of every
family of subobjects of a fixed object always exists.

Proof Given first a non-empty family (s;:.S;>—> A);es of subob-
jects, we compute the limit (L, (p:)ie I) of the diagram constituted of
the various morphisms s;. All the composites s; o p;: L——> A are equal
by definition of a limit and, since the set I of indices is not empty,
this effectively gives us a morphism s: L—— A. This morphism s is a
monomorphism because, given x,y: X :L with sox = soy, we have
sjop;0x = sox = soy = s;op;oy for every ¢ € I, and thus p;ox = p;oy
since s; is a monomorphism. But then z = y (see 2.6.4). Just by def-
inition of a limit, the subobject s: L>—> A is the intersection of the

subobjects (s;)ier-
It remains to consider the case of an empty set of indices, i.e. to prove
the existence of a biggest subobject of A. This is just the identity on A.
O

Corollary 4.2.5 In a complete and well-powered category, the intersec-
tion and the union of every family of subobjects of a fixed object always
exist.

Proof By 4.2.4 and 4.2.2. O
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At this stage one should avoid a classical mistake. Computing the
union of two subobjects is by no means a problem dual to that of com-
puting their intersection. Dualizing 4.2.3 tells us something about the
poset of quotients of A (epimorphisms with domain A), not about unions
in Sub(A). In the same way let us observe that in 4.2.5 the existence of
unions is by no means related to any assumption on colimits: it relies on
the formal formulas used in 4.2.2. In particular a finite version of 4.2.5
does not hold: a finitely complete and well-powered category certainly
admits finite intersections of subobjects (see 4.2.3), but not in general
finite unions of subobjects. Finite unions have been constructed in 4.2.5
using possibly infinite intersections. For a counterexample, just consider
a A-semi-lattice with a top element which is not a lattice.

Anticipating the results of section 4.4, let us give a construction of the
union of subobjects which applies very widely.

Proposition 4.2.6 In a category with (finite) coproducts and strong-
epi-mono factorizations, the union of a (finite) family of subobjects al-
ways exists.

Proof Consider subobjects s;: S;>— A, the corresponding factor-
ization s:[[;c;8:—> A through the coproduct and the canonical mor-
phisms o;: §; ——]];c;S; of the coproduct. Let us write s = u o p for
the strong-epi-mono factorization of s. This yields the commutative di-
agram 4.2. In particular each s; factors through u, proving S; C U.

Next consider t: T >— A, another subobject through which each s;
factors as s; = tot; (see diagram 4.3). There is a unique factorization 7
through the coproduct, such that 7o o; = ¢;. Since

toroo; =tot; =s;, =soo0;,

we deduce that t o 7 = s, by definition of a coproduct. Since ¢ is a
monomorphism, by 4.4.5.(3) u factors through ¢. O
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4.3 Strong epimorphisms

Among epimorphisms, let us point out some particularly interesting
classes.

Definition 4.3.1 In a category, an epimorphism is called regular when
it is the coequalizer of a pair of arrows.

Definition 4.3.2 An epimorphism f: A—— B in a category is called
extremal when it does not factor through any proper subobject of B; i.e.
given f = iop with i a monomorphism, i is necessarily an isomorphism.

Let us first observe some obvious properties.

Proposition 4.3.3 In a category €

(1) every regular epimorphism is extremal,

(2) if a composite fog is an extremal epimorphism, f itself is an extremal
epimorphism,

(3) a morphism which is both a monomorphism and an extremal epi-
morphism is an isomorphism.

Proof Let f = Coker(u,v) and f = i o p, with ¢ a monomorphism.
From iopou = fou= fov =10pov one deduces pou = pow,
since 4 is a monomorphism. Thus there exists a unique factorization j
through f = Coker (u,v), such that j o f = p (see diagram 4.4). From
tojof =iop = f, we deduce i0oj = 1p since f is an epimorphism. From
tojoi=1pgoi =1, one deduces j oi = 1 since ¢ is a monomorphism.

Now if f o g is an extremal epimorphism, f is an epimorphism by
1.8.2. If f = {0 p with ¢ a monomorphism, fog=iopogand i is an
isomorphism because f o g is an extremal epimorphism.

Finally if f: A—— B is both a monomorphism and an extremal epi-
morphism, from f = f o 14 we deduce that f is an isomorphism. O



4.8 Strong epimorphisms 137

U
X — A -—-f—> B
p
I
Diagram 4.4
f

A —— B

U v
o

X —— Y
Diagram 4.5

Proposition 4.3.4 In a category &/, suppose that every morphism
which is both a monomorphism and an epimorphism is necessarily an
isomorphism. In those conditions, every epimorphism is extremal.

Proof If f =iop with f an epimorphism and ¢ a monomorphism, ¢
is both a monomorphism and an epimorphism (see 1.8.2), thus it is an
isomorphism. O

The notion of regular epimorphism will prove to be crucial (see for
example chapter 2 of volume 2). On the other hand, the notion of ex-
tremal epimorphism coincides most often with the more sophisticated
notion of “strong epimorphism” and this notion plays a key role in cat-
egory theory.

Definition 4.3.5 In a category </, an epimorphism f: A—— B is called
a strong epimorphism when, for every commutative square zou=vo f
as in diagram 4.5, with z: X ——Y a monomorphism, there exists a
(unique) arrow w: B—— X such that wo f =u, zow = v.

The uniqueness condition in 4.3.5 is of course redundant since by
assumption, f is an epimorphism and z is a monomorphism. Here are
the key properties of strong epimorphisms:

Proposition 4.3.6 In a category s/,

(1) the composite of two strong epimorphisms is a strong epimorphism,
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(2) if a composite f o g is a strong epimorphism, f is a strong epimor-
phism,

(3) a morphism which is both a monomorphism and a strong epimor-
phism is an isomorphism,

(4) every regular epimorphism is strong,

(5) every strong epimorphism is extremal.

Proof 1If f,g are strong epimorphisms, in diagram 4.6 choose zou =
vo f o g with z a monomorphism. Since g is a strong epimorphism, we
find w such that w o g = u and z o w = vf. Further since f is a strong
epimorphism, we find ¢ such that t o f = w and z ot = v. It is obvious
that ¢ is the required factorization.

Now suppose that f o g is a strong epimorphism in diagram 4.6 and
choose zow = vo f, with z a monomorphism. Putting v = wog, one gets
a factorization ¢ such that to fog = u, zot = v since f o g is a strong
epimorphism. From zoto f =vo f = zow one deduces to f = w since
z is a monomorphism. It is obvious that ¢ is the required factorization.

If f is both a monomorphism and a strong epimorphism, considering
diagram 4.7 we find r such that ro f = 15, for = 1¢. Thus f is an
isomorphism.

If f = Coker(a,b) and zow = vo f with 2z a monomorphism, consider
diagram 4.8. From zowoa = vo foa =vofob=zowob, we
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deduce woa = wo b since z is a monomorphism. Therefore we get some
factorization ¢ of w through f = Coker (a,b). From w =t o f we deduce
zotof =zow=wvo f and thus z ot = v since f is an epimorphism
(see 2.4.3).

Finally if f is a strong epimorphism and f = i o p with ¢ a monomor-
phism, consider diagram 4.9. There exists a unique t yielding to f = p,
iot = 1¢. By the dual of 1.9.3, i is an isomorphism. O

Strong epimorphisms play a particularly nice role in finitely complete
categories. This is due to the following results:

Proposition 4.3.7 Consider a finitely complete category <.

(1) Let a morphism f: A—— B satisfy the diagonal property of 4.3.5,
i.e. given zou = vo f with z a monomorphism, there exists a unique
w such that z o w = v, wo f = u. Under these conditions, f is an
epimorphism and thus a strong epimorphism.

(2) Let a morphism f: A—— B be such that given any factorization f =
iop with i a monomorphism, ¢ must be an isomorphism. Under these
conditions f is an epimorphism, thus an extremal epimorphism.

(3) An epimorphism is extremal if and only if it is strong.

Proof Take a morphism f: A—— B satisfying the “diagonal condi-
tion”. If uo f = vo f, consider diagram 4.10 where k = Ker (u,v) and
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g is the unique factorization of f through k£ = Ker (u,v). Since k is a
monomorphism (see 2.4.3), there exists by assumption a unique w such
that g = wo f and kow = 1g. Thus k is an epimorphism (see 1.8.3)
and from u o k = v o k, we deduce u = v. So f is an epimorphism.

Now if f does not factor through any proper subobject of B, choose
again uo f =vo f and k = Ker (u,v). The morphism f factors through
k = Ker (u,v) as f = kog, thus the monomorphism k is an isomorphism
by assumption. From u o £ = v o k we conclude that v = v. So f is an
epimorphism.

Finally suppose f: A—— B is an extremal epimorphism. If zou = vo f
with z a monomorphism, let us consider diagram 4.11 where the square is
a pullback. There is a unique factorization r such that gor = f, por = .
Since z is a monomorphism, ¢ is a monomorphism as well (see 2.5.3).
Since f is an extremal epimorphism, ¢ is an isomorphism. Therefore
poq~!: B—— A is the expected factorization. It is unique since f is an
epimorphism and z is a monomorphism. The converse implication has
been proved in 4.3.6.(5). (]
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Another major property of strong or regular epimorphisms is attested
by the following result (compare with the dual of 2.5.3).

Proposition 4.3.8 In a category €,

(1) strong epimorphisms are stable under pushout,
(2) regular epimorphisms are stable under pushout,

"as long as the required pushouts exist. In other words, in a pushout
square as in diagram 4.12, if g is a strong epimorphism, h is a strong
epimorphism as well; if g is a regular epimorphism, h is a regular epi-
morphism as well.

Proof If g is a strong epimorphism, consider the commutative di-
agram 4.13 where z is a monomorphism. We first find u such that
uog =xo0fand zou = yok. Since uog = z o f and the origi-
nal square is a pushout, we get a unique v such that vo h = z and
v ok = u. Notice that h is an epimorphism, since g is (see 2.5.3). Thus
from zovoh =2zo0x =1yoh we deduce z o v = y. The uniqueness of v
follows from the fact that z is a monomorphism (or h an epimorphism).
Now if g is a regular epimorphism, consider diagram 4.14 where g =
Coker (m, n). Let us prove that h = Coker (f om, f on). First of all

hofom=kogom=kogon=~ho fon.
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Next consider p such that po f om = po f on. Since g = Coker (m,n),
there exists a unique q such that go g = p o f and since the square is
a pushout, this yields a unique r such that roh = p, r o k = ¢. This
morphism r is also unique for just the property r o h = p since h is an
epimorphism (see 2.5.3). O

Like epimorphisms, the notions of strong or regular epimorphism are
preserved by right adjoint functors (see 3.2.2 and 2.9.3).

Proposition 4.3.9 Let F: o/ —— % be a functor admitting a left ad-
joint functor G: % —— &f. The functor F preserves strong monomor-
phisms and regular monomorphisms, and the functor G preserves strong
epimorphisms and regular epimorphisms.

Proof By 3.1.5, 3.2.2 and 2.9.3, it suffices to prove the statement
concerning strong epimorphisms. Let us write

n:1g=>FG, eGF =1y

for the canonical natural transformations of the adjunction.

Given a strong epimorphism f in & and a diagram vo Gf = zou in
&/ with z a monomorphism, consider the situation of diagram 4.15. F'
preserves limits (see 3.2.2), thus F'z is still a monomorphism (see 2.9.3).
By naturality of 7,

Fyvongof=FvoFGfong =FzoFuona.

So the second square is commutative, from which there is a unique w
such that wo f = Fuomna, Fzow = Fvong. Therefore we get (see
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3.1.5)
exoGwoGf =ex oGFuoGna =uoegaoGna = u,
zoexoGw=ey oGFzoGw=¢y oGFvoGnp
=voegpoGng =v. (|
Examples 4.3.10

4.3.10.a In the categories Set of sets, Gr of groups, Ab of abelian
groups, Modg of R-modules, the epimorphisms f: A—— B are exactly
the surjective homomorphisms (see 1.8.5). So B is the quotient of A
by the equivalence relation identifying a, a’ when f(a) = f(a’). In other
words, f is in each case the coequalizer of its kernel pair (see section 2.5)
and so every epimorphism is regular. In particular every epimorphism is
also strong and extremal (see 4.3.3).

In the same categories, every monomorphism is regular, thus strong.
In the category Set, a monomorphism f: A>— B is the equalizer of its
characteristic mapping

1 ifbe f(A)
0 ifb¢ f(A)

and the constant mapping A;: B——{0,1} on 1. In the category Gr and
with the notation of 1.8.5.d, the amalgamation property applied in the
case G = H indicates precisely that K C G is the equalizer of the two
canonical inclusions G :?) Gx*k G. In the category Ab, a monomorphism
f: A>— B is the equalizer of the quotient map p: B—» B/f(A) and
the zero map 0: B—— B/ f(A).

4.3.10.b In the category Top of topological spaces and continuous
mappings, a morphism f: A——> B can be factored through its image
f(A) C B, provided with the induced topology. But if R is the kernel
pair of f,

¢ B—— (0.1}, o) = {

R={(a,d) € Ax A|f(a) = f(d)},
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f(A) is a bijection with the quotient A—— A/R, the bijection being
just
¢: A/[R—— f(4), la] — f(a).

Providing A/R with the quotient topology, ¢ is thus continuous. This
gives us a factorization f = jopop as in diagram 4.16, with ¢ a bijection,
thus both a monomorphism and an epimorphism. Since Top is (finitely)
complete and cocomplete, p is an extremal, thus strong, epimorphism
because A/R is provided with the quotient topology. In the same way ¢
is a strong monomorphism because f(A) is provided with the induced
topology. Observe that in general ¢ o p is not a strong epimorphism and
i 0 ¢ is not a strong monomorphism.

4.3.10.c In the category Rng of commutative rings with unit, every
epimorphism f: A—» B factors through its image f(A). Therefore the
epimorphism is extremal (or strong) precisely when B = f(A), thus
when f is surjective. Recall that in Rng, there are non-surjective epi-
morphisms, thus there exist in Rng epimorphisms which are not strong
(see 1.8.5.1).

4.3.10.d In the category Haus of Hausdorff spaces and continuous
mappings, a monomorphism (i.e. an injection) f: A>—> B is extremal
precisely when A is provided with the topology induced by that of B. But
the kernel k: K >—— A of a pair g, h: A:B can be presented as the
pullback of diagram 4.17, where A is the diagonal. Since B is Hausdorff,
the diagonal is closed in B x B and therefore K is closed in A. Thus a
non-closed subspace A>—— B with the induced topology is an example
of an extremal (or strong) but non-regular monomorphism.

4.3.10.e In the category Ban; of Banach spaces and linear contrac-
tions, monomorphisms coincide with injections (see 1.7.7.f). The equal-
izer of two morphisms f,g: A___ B is just

Ker(f,g) = {a € A|f(a) g(a)} =(f-9)7'0)
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K — B

k A

A T)BXB
h

Diagram 4.17

provided with the induced norm; this is indeed a Banach space since
the subspace Ker (f, g) is closed in A as inverse image of {0} under the
continuous mapping f — g. Conversely, given a closed linear subspace
K C A, this space K is a Banach space and moreover A/K provided
with the quotient norm is again a Banach space. Therefore K C A is the
equalizer of the two morphisms 0, p: A;"A /K where p is the canonical
projection. Since in Ban; isomorphisms are just isometries (see 1.9.6.f),
the regular monomorphisms are the isometric injections.

Observe that in Ban;, strong monomorphisms coincide with regular
monomorphisms. Indeed choose a strong monomorphism f: K>—A
and consider the Banach space f(K) C A. The factorization

f:K>—>m

is a strong monomorphism since f is (see 4.3.6), but it is also an epimor-
phism (see 1.8.5.g): therefore it is an isomorphism. Since isomorphisms
are isometric (see 2-1.9.6.f), f: K> A is an isometric injection, thus
a regular monomorphism.

Notice also that every strong epimorphism in Ban; is surjective on the
unit balls, from which in particular, every strong epimorphism is surjec-
tive. Indeed if f: A—> B is a strong epimorphism and b € B, ||b]| < 1,
consider diagram 4.18 where

9: R———> B, g(r)=rb.

The existence of the factorization h implies b = g(1) = f(h(1)) with
[ik(1)]] < 1. Thus f is surjective on the unit balls. Conversely, if a linear
contraction f: A—— B is surjective on the unit balls, it is a strong
epimorphism. Indeed f is surjective and we get a linear isomorphism

¢: A/Ker f— =B

between Banach spaces. Via this isomorphism, the unit ball of A/Ker f
is mapped into the unit ball of B because f is a linear contraction. This
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0 —— R

A —— B

f
Diagram 4.18

R ——f(X)

A

X x XWf(X) x f(X)

Diagram 4.19

yields a bijection between the unit balls, since f is surjective on the
unit balls. Thus via the linear isomorphism ¢, both Banach spaces have
the same unit ball, hence are isomorphic. So f is a quotient map, thus
a regular and strong epimorphism. This proves that in Ban;, strong
epimorphisms are regular and coincide with those linear contractions
which are surjective on the unit balls.

4.3.10.f In the category Comp of compact Hausdorff spaces, every
epimorphism f: X —>»Y is regular. To prove this, consider the set the-
oretical image f(X) C Y provided with the (Hausdorff) topology in-
duced by that of Y. Since f is continuous and X is compact, f(X)
is compact Hausdorff as well. In the category Set of sets, the surjec-
tion f: X —>» f(X) is the coequalizer of its kernel pair (see 2.5.7) and
this kernel pair R can be obtained via the pullback of diagram 4.19,
where A is the diagonal. Since f(X) is Hausdorff, A is closed, thus
R = (f x f)"Y(A) is closed in X x X. Since X is compact Hausdorff,
X x X is compact Hausdorff and thus R, closed in it, is compact Haus-
dorff. So writing p;,p2 for the two projections, p;,pe: R:X is the
kernel pair of f in Comp. Writing p: X —» X/ R for the topological quo-
tient of X by R, X/R is still compact as a continuous image of the
compact space X and it is Hausdorff because R is a closed equivalence
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Diagram 4.20

relation. We get the commutative diagram 4.20 in Top where the factor-
ization X/R—— f(X) is bijective since in Set, f(X) is the coequalizer
of p1, p2. But the continuous bijection X/R—— f(X) is defined between
compact Hausdorff spaces; it is thus a homeomorphism. Finally since f
is an epimorphism, f(X) must be dense in Y (the argument of 1.8.5.c
applies since a disjoint union of two compact Hausdorff spaces is com-
pact Hausdorff and a Hausdorff quotient of a compact Hausdorff space is
compact Hausdorff). But f(X) is closed in Y, since it is compact. Thus
f(X) =Y and the epimorphism f is homeomorphic to the coequalizer
p-

4.3.10.g If ¥ is a small category, every epimorphism in the category
Fun(%, Set) of set-valued functors is regular. Indeed, an epimorphism
a: F = (@ is such that each ag: FC——>GC is an epimorphism in
Set (see 2.15.3), i.e. the coequalizer of its kernel pair (see 2.5.7). Since
kernel pairs and coequalizers in Fun(%, Set) are computed pointwise (see
2.15.2), « is itself the coequalizer of its kernel pair and therefore is
regular, strong and extremal (see 4.3.6,3).

4.4 Epi—mono factorizations
The following notion, even if a little bit strange from a categorical point
of view, turns out to be quite useful in the applications.
Definition 4.4.1 A category ¥ is finitely well-complete when

(1) ¥ is finitely complete,
(2) given an object C € €, the intersection of an arbitrary class of
subobjects of C always exists.

To understand the unifying role of definition 4.4.1, it suffices to observe
that
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Proposition 4.4.2

(1) A complete and well-powered category is finitely well-complete.
(2) A finitely complete category where every object has just finitely
many subobjects is finitely well-complete.

Proof See 4.2.3 and 4.2.4. O

Proposition 4.4.3 In a finitely well-complete category, every morphism
f factors as f = i o p, where t is a monomorphism and p is a strong
epimorphism.

Proof Given f: A—— B, consider all the possible factorizations f =
ik 0 Pk, with i a monomorphism. Compute the intersection ¢ = I —— B
of all the monomorphisms i;. The compatible family py: A—— I of
morphisms factors through the limit I of the various I, from which
p:A——> I such that iop = f.

If p admits a factorization p = j o ¢ with j a monomorphism, then
f=1i0op=1io0joq with ioj a monomorphism. As subobjects of B, one
has of course i0j < i... since i0j factors through i via j ! But f factors
through i 0 j, so i o j is one of the ix’s and thus 7 < i o j. Finally ¢ and
¢ o j are isomorphic subobjects, i.e. j is an isomorphism. Therefore p is
a strong epimorphism (see 4.3.7.(2)). O

Definition 4.4.4 A category € has strong-epi—mono factorizations when
every morphism f of € factors as f = iop, with p a strong epimorphism
and i a monomorphism. The monomorphism i is also called the “image”
of f.

Proposition 4.4.5 Let ¥ be a category with strong-epi—-mono factor-
izations.

(1) The strong-epi—-mono factorization of an arrow is unique up to an
isomorphism.

(2) The strong-epi—-mono factorizations are natural in the sense that
given the commutative outer rectangle of diagram 4.21, with (i, p)
and (j, q) strong-epi—mono factorizations, there exists a unique mor-
phism h making the whole diagram commute.

(3) If h =i o p is a strong-epi-mono factorization and h = k o r, where
k is a monomorphism, there exists a unique t such that r = to p,
it = kot (see diagram 4.22).

Proof Given iop = i’ o p’ with p,p’ strong epimorphisms and 7,7
monomorphisms, consider diagram 4.23. There exists u such that uop =
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Diagram 4.22

p’, i’ ou = i because p is a strong epimorphism and #’ is a monomorphism.
There exists v such that vop’ = p and i o v = / because p’ is a strong
epimorphism and i is a monomorphism. Therefore iovouop = i'op’ = iop,
thus v o u = 1j since p is an epimorphism and ¢ is a monomorphism. In
the same way uov = 1.

Let us now consider the situation of point (2). The uniqueness of
h is obvious since p is an epimorphism and j is a monomorphism. To
prove the existence of h, consider diagram 4.24 where vowu and lo k
are strong-epi-mono factorizations of g o f and g oi. Then (jov)owu
and [ o (k o p) are both the strong-epi-mono factorization of the global
composite jogo f = goiop. Therefore we get an isomorphism s making
diagram 4.24 commutative and h is just vos ! ok.

For point (3), factor » as r = [ o s with | a monomorphism and s a
strong epimorphism. Putting f = 14,9 = 1p, ¢ = s, j = kol in point (2)
yields a unique h such that hop = s, kolo h =i, as in diagram 4.25.
Puttingt =loh yieldstop=Ilohop=los=r , kot=koloh=1.
Such a morphism ¢ is unique since k is a monomorphism. O

Proposition 4.4.6 Let € be a category with pullbacks and epi—strong-
mono factorizations. Given a morphism f: A— B and writing Str(A),
Str(B) for the posets of strong subobjects, the inverse image functor

F7L:Str(B)———— Str(A)
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is right adjoint to the direct strong image functor
fi:Str(A)———Str(B).
The same conclusion holds replacing “strong” by ‘regular”.

Proof By 4.3.8, pulling back along f maps the elements of Str(B) to
those of Str(A). On the other hand, given a subobject a: A’ A in
Str(A) we consider in diagram 4.26 the epi-strong-mono factorization of
foa, existing by assumption, and this defines f*!. By definition of a pull-
back, if B’ C B is in Str(B) and f*!(A’) C B', one gets A’ C f~1(B').
Conversely if A’ C f~1(B’), consider the epi-strong-mono factorization
of diagram 4.27. Now I is a strong subobject of B’ and by 4.3.6, a strong
subobject of B as well. By uniqueness of the factorization (see 4.4.5),
I = f*1(A’); in particular f*1(4’) C B'. O

4.5 Generators
Let us make clear again that, when mentioning a family indexed by I,
we assume I to be a set.

Definition 4.5.1 Let € be a category. A family (G;)ic1 of objects of €
is called a family of generators when, given any two parallel morphisms
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Diagram 4.26

u,v:A___)E Bin¢,
Viel Vg:Gi——— A uog=vog=u=wv.

When the family is reduced to a single element {G}, we say that G is a
generator of €.

Some people prefer the term “separator” instead of generator, which
is very sensible. Nevertheless generators are important because of the
following property which indicates that, in good cases, every object can
be recaptured as “a quotient of a coproduct of generators”; this result
justifies the terminology “generator”.

Proposition 4.5.2 Let € be a category with coproducts and (G;)icr a
family of objects of €. The following conditions are equivalent:

(1) (Gi)ier is a family of generators;
(2) for every object C € €, the unique morphism
Yo H (domain of f)—————C
i€l, fe¥(G:,C)
such that y¢ o sy = f is an epimorphism.

Proof For the sake of brevity, we shall often write [ | G; to indicate the
coproduct of the statement; we write s; for the canonical morphism of
the coproduct corresponding to f € 4(G;,C), i € I.
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A > éf_l(B’)

p

Ir—— ¥
Diagram 4.27

Suppose (G;)icr is a family of generators and choose u,v:C —3D
such that uoyc =voyc. Thenuo f =uoygcosyf =voycosg=vof
for every i € I and every f € 4(G;,C). Thus u = v.

Conversely, suppose that uo f = vo f for every ¢ € I and every
f € 4(G;,C). Then uoycosf =uo f=vo f=wvovycoss and thus
‘uo7c =vo g, by the property of a coproduct. Finally u = v since v¢
is an epimorphism. |

Definition 4.5.3 Let € be a category with coproducts and (G;)ics a
family of objects of €. The family (G;);cr is a strong family of generators
when, for every object C € €, the morphism o of 4.5.2 is a strong
epimorphism. (G;);c1 Is a regular family of generators when, for every
object C € €, the morphism ¢ of 4.5.2 is a regular epimorphism. When
the family is reduced to a single element {G}, we say that G is a strong
or a regular generator, according to the case.

Let us observe that when (G;);cs is a regular family of generators,
for every object C, vc = Coker (u,v) for some pair (u,v) of morphisms.
Since «p is an epimorphism, one clearly has yc = Coker (uoyp,vo7yp):

u

[Ie,i—2—>Pr— 3 [J¢i—X—cC.

59 v i,f
Thus C has been presented as the coequalizer of two morphisms defined
between two coproducts of the generators G;. But if the objects of the
diagram presenting C' are coproducts of the generators, nothing can
be said about the two morphisms u o yp, v o yp between them. There
is no reason why they should be determined by morphisms G;—— G
between the generators. This indicates the interest of the next notion.

Definition 4.5.4 Let € be a category and (G;)ic1 a family of objects
of €. Let us write % for the full subcategory of € generated by the G;’s
and 9/C for the full subcategory of €/C generated by the objects of
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the form f: G;——C. The family (G;);er is a dense family of generators
when for every object C € €, the colimit of the functor

’.¢/C—¢%, (f: Gi———C)— Gy,
is precisely (C, (f) feg/c). When the family is reduced to a single element
{G}, G is called a dense generator.

Let us study the relations between dense and regular generators.

Proposition 4.5.5 In a category with coproducts, every dense family
of generators is regular and every regular family of generators is strong.

Proof The first statement is an immediate consequence of the con-
struction of the colimit from coproducts and coequalizers, as described
in 2.8.1 (see exercise 2.17.10). The rest follows from 3.3.6. O

Proposition 4.5.6 Let ¥ be a category with pullbacks and universal
coproducts (see section 2.14). Given a family (G;);c1 of objects of €, the
following conditions are equivalent:

(1) (Gi)ier is a regular family of generators;
(2) (G.)ier is a dense family of generators.

Proof (2) = (1) has been proved in 4.5.5. Conversely let us consider
diagram 4.28 where yc has been defined in 4.5.2. Writing sy for the
canonical morphisms of the coproduct, we thus have yc o sy = f. With
the notation of 4.5.4, this is of course a cocone on I'C and we must
prove it is a colimit cocone. So we choose another cocone (gs)s on I'C.
By definition of a coproduct, we get immediately a unique g such that
gosy = gy for each f € |9/C|. By assumption, ¢ is regular; let us write
vc = Coker (u,v). (Hfou,Tf,ts) is the pullback of u, s¢; (Hfoy, Zs,yy) is
the pullback of v, s¢; (Hfouow, 2f, wy) is the pullback of zy, ty.

Let us observe first that for every morphism I: Gy —— Hoyo,, What-
ever the indices, one has



154 Generators and projectives

forjowsol=rcosforsowsol=2ycouotyowysol
=qycouozxfozgol=rycovoxsozsol
=qcosfoysozsol=foyrozpol

Let us write m for this composite. We have obtained two morphisms
TfOwWs ol y Ypozy ol: (Gk—m->0)____>(G,—-f~—>C)
in ¢/C and, since the (gf)scr constitute a cocone on I'C,

gso(rgowsol)=gom=gso(ysozsol),
which implies
gouozxgozsol=gouoyrowsol=gossorfowysol
=gsorfowsol=ggoysozsol
=gosfoysozsol=govoxsozsol.
Since this is valid for every k,! and the Gy ’s are a family of generators,

gouoxyozs = gowvocxysozy. But by universality of coproducts,

(X, (tr)s), (X, (z5)f), (Hfous (wy)s) and (Hyou, (2f)) are coproducts
as well. Therefore gou = gov and we get a unique h such that hoye = g,
since v = Coker (u, v).

Observe that ho f = hoygosy = goss = gy, thus h is indeed a good
factorization. On the other hand it is unique since ¢ is an epimorphism
and (]I, ; Gs, (sf)y) is a coproduct. O

Now comes a “functorial” approach to generators. For this we need
some terminology.
Definition 4.5.7

(1) A family of functors (F;: o/ ——> #,)ic1 is collectively faithful when
given morphisms f, g: A:A’ in &
(viel F(f)=Fio) = (f=9).
(2) A family of functors (F;: of —> B;)ic1 collectively reflects isomor-
phisms when, given a morphism f: A—— A’ in o,
(Vi € I Fi(f) is an isomorphism) = (f is an isomorphism).

Proposition 4.5.8 Let ¢ be a category and (G;)ic1 a family of objects
in €. The following conditions are equivalent:

(1) (Gi)ier is a family of generators;

(2) the functors €(G;, —): € — Set are collectively faithful.
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Proof Collective faithfulness of the functors ¢(G;, —) means that given
f,g:A_>E A in o,

(VieI Yh:Gi———A foh=goh) = (f =g).

This is precisely the definition of (G;);cr being a family of generators.

O

Corollary 4.5.9 Let € be a category and G € ¥. The following condi-
tions are equivalent:

(1) G is a generator;
(2) the functor €(G,—): ¢ —> Set is faithful. O

Proposition 4.5.10 Let € be a finitely complete category with coprod-
ucts. Given a family (G;);cr of objects of €, the following conditions are
equivalent:

(1) (Gi)ser is a strong family of generators;
(2) the functors €(G;,—): € —> Set collectively reflect isomorphisms.

Proof Let (G;)ier be a strong family of generators. Take f: A—> B
such that €(G;, f) is an isomorphism for each 7. We use the notation of
4.5.3 and consider diagram 4.29. For every i € I and ¢g: G;—— B, one
has g = yp 0 84 € 4(G;, B). Since €(G;, f): 4(Gi, A)—>¥(G;, B) is
a bijection, there is a unique g’ such that yg o s, = g = f o g’. Doing
this for all 5 € I, g € ¢(Gi, B), one gets a factorization f’ through the
coproduct, with f’ o s, = ¢’. From

foflosy=fog =ypos,

we deduce f o f' = yp by definition of a coproduct. Since v is a strong
epimorphism, f is a strong epimorphism as well (see 4.3.6).
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Diagram 4.30

To prove that f is a monomorphism, choose u, v such that fou = fow.
Forall j€I and h:G;—— X, one has fouoh = fowvoh,ie.

€(Gj, fluoh) =%(Gj, f)(voh).

Since €(gj, f) is bijective, u o h = v o h and since (G;)jer is a fam-
ily of generators, 4 = v. So f is both a monomorphism and a strong
epimorphism: it is an isomorphism (see 4.3.6).

Conversely suppose the functors €(G;, —) collectively reflect isomor-
phisms. If y¢ = j o p with j a monomorphism, €(G;, 5) is injective for
every ¢ by 2.9.4. Moreover, given g: G;——C, one has

g=7cosg=joposy="%(Gij)(posy),

proving that €(G;, j) is surjective as well. Therefore €(G;, j) is bijective
for each index ¢ and j is an isomorphism by assumption. By 4.3.7, v¢ is
an extremal and thus strong epimorphism. o

Corollary 4.5.11 Let % be a finitely complete category with coproducts
and G € €. The following conditions are equivalent:

(1) G is a strong generator;
(2) the functor €(G, —): ¢ — Set reflects isomorphisms. O

Let us now observe that

Proposition 4.5.12 Let € be a category with equalizers and (G,)icy
a family of objects of €. If the functors €(G;,—) collectively reflect
isomorphisms, (G;);cr is a family of generators.

Proof Consider u,v such that for every i € I and g: G;—— A, uog =
vog (see diagram 4.30). Putting k = Ker (u, v), with each g is associated
a unique [ such that k ol = g. This means precisely that each 4(G;, k)
is bijective, thus k is an isomorphism. From « o k = v o k one deduces
U= . O
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Proposition 4.5.12 shows, together with 4.5.10, that the following def-
inition is compatible with the terminology of 4.5.3. Some authors just
take 4.5.13 as the definition of a strong family of generators, dropping
the assumption on the existence of finite limits which stands here just
to ensure compatibility with 4.5.3.

Definition 4.5.13 Let € be a category (with finite limits). A family
(Gi)ier of objects of € is a strong family of generators when the fam-
ily of functors €(G;,—): ¥ —— Set collectively reflects isomorphisms.
When the family is reduced to a single object {G}, G is called a strong
generator.

Proposition 4.5.14 Consider a category €, a family (G;);cr of objects
of € and the corresponding full subcategory 4. The following conditions
are equivalent:

(1) (G;)ier is a dense family of generators;

(2) the functor I': € — Fun(%*, Set); C — € (—, C) is full and faithful.

Proof Let us observe that the functor I': ¥ —— Fun(%*, Set) takes as
value at C € € the functor

I'C:4*—Set, G; — %(Gz, C),
which is just the restriction to ¢* of the representable functor
¢(—,C):¢*———>Set, D+ ¥(D,C).

But let us make clear that €(—,C), when restricted to ¥*, is by no
means a representable functor (a functor represented by an object of ).
Moreover we should avoid considering the “category” Fun(%*, Set) since
% is not small in general.

Let us suppose first that (G;);cy is a dense family of generators. Given
f:C——>D in ¥, we have a natural transformation

é(—, f):¥6(-,C)=%4(-,D)

between the corresponding representable functors; it restricts to a nat-
ural transformation

Tf:TC = I'D.

Conversely given a natural transformation a:T'C = I'D, for every ¢ € I
and every g: G;— C we get a morphism ag, (9): G;—— D. Those mor-
phisms give rise to a cocone on ¥/C, just by naturality of . Therefore
we get a unique factorization 8(a): C—— D through the corresponding
colimit C, such that 8(a) o g = a,(g) for every i € I and 9: G;—C.
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Let us prove that 6T'(f) = f. Indeed for every g: G;——C
00 (f)og = (Tf)c.(g) = €(G:, f)g) = foy,

from which 6T'(f) = f since the (G;);cr are a family of generators (see
4.5.5 and 4.5.2). On the other hand, given a: I'C = I'P, T'9(a) = «
since, given ¢g: G; —>C,

(T6(e)) g, (9) = €(Gi,6())(9) = () 0 g = axg, (9)-

Conversely let us suppose that I' is full and faithful. The category
Elts(T'(C)) (see 1.6.4) is just the category ¢¥/C, by definition of T'(C).
Therefore writing Y: % —— Fun(%*, Set) for the covariant Yoneda em-
bedding Y (G) = 9(—,G), and ¢: %/C—— ¥ for the forgetful functor
#(Gi—L>C) = G;, we know that the colimit of the functor

/0—2 g Y L Fun(#*,Set)

is precisely (I'C, (T'g)geg/c) (see 2.15.6). Observe that this composite is
precisely equal to

g9/0—2 46— T Fun(#",Set).

Since I is full and faithful, it reflects colimits (see 2.9.9). Therefore

(C,(9)ges/c)
is indeed the colimit of ¢: 4/C——¥. O

Here is an interesting consequence of the existence of generators.

Proposition 4.5.15 If a category € with finite limits possesses a strong
family (G;)ier of generators, € is well-powered.

Proof Given an object C € € and the class Mono(C) of monomor-
phisms with codomain C, consider the mapping in Set

a: Mono(C) ———— H‘K(Gi,C) = {(g, i) |z €l ; ge %(Gi,C)} ,
i€l
o(s:S>—C) ={(g,9) |i € I; g: G;—>C; Fh: G;—>8 soh=g}.

Let us prove that when a(s: S>—C) = a(r: R>—C), r and s define
the same subobject of C. This will prove that « factors as an injection

Sub(C) ——— [[ ¢(G:,C)
i€l
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through the class Sub(C) of subobjects of C. Since the coproduct is a
set, Sub(C) will be a set as well.

Thus we suppose a(s) = a(r) and we consider diagram 4.31, where
the square is a pullback. Given a morphism z: G;—— R, the morphism
r o x: G;——> C factors through r, thus r oz € a(r). Then rox € a(s)
and we find y such that rox = soy. By definition of a pullback, we get 2
such that uoz =z, voz = y. Thus €(G;, u) is surjective and, since u is
a monomorphism, it is injective as well (see 2.9.4). By assumption, u is
then an isomorphism (see 4.5.13). In the same way v is an isomorphism
and r, s are isomorphic monomorphisms. O

In a special case of interest, the existence of a generator can be reduced
to that of a family of generators. The reader should refer to section 1.1
of volume 2 for what concerns zero objects (a zero object is one which
is both initial and final).

Proposition 4.5.16 Let &/ be a category with coproducts and a zero
object. The following conditions are equivalent:

(1) & has a family of generators;
(2) &/ has a generator.

Proof  (2) = (1) is obvious. Conversely choose a family (G;)iecs of
generators and consider the coproduct ([[;c; Gi, (si)icz) of this family.
Let us prove that [[,c; G is a generator.

First of all if I is the empty set, any two morphisms f,g: A:)_)B
of &/ must be equal and thus J[;.; G; is just the zero object and is a
generator.
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If I is not empty, consider two distinct morphisms f, g:A:;}B.
There exists i € I and h:G;——> A such that foh # go h. Let us
define k;: G;—— A by k; = h and k; = 0 when j # i. We get a unique
factorization k: [[;.; G;—> A such that ko s; = k;. In particular

fokosi=foki=foh#goh=gok=gohos,
from which fok #gok. O

Examples 4.5.17

These examples show in particular that the various notions of generators
which have been introduced are not equivalent.

4.5.17.a In the category Set of sets, the singleton is a dense generator.
Indeed writing 1 for the (full) subcategory generated by the singleton,
1/X for a set X is just the discrete category ¥ with || = X. The
colimit of the corresponding functor  —— Set is thus the coproduct of
X copies of the singleton, i.e. the set X itself.

4.5.17.b More generally if € is a small category, the representable func-
tors on € constitute a dense family of generators for the corresponding
category Fun(%,Set) of all set-valued functors on €. This is precisely
the content of theorem 2.15.6. By 4.5.5 and 2.15.4, the representable
functors also constitute a regular and a strong family of generators.

4.5.17.c In the category Gr of groups or Ab of abelian groups, the group
(Z,+) of integers is a strong generator. Indeed a group homomorphism
f:Z——G is such that f(z) = zf(1), thus is entirely determined by
f(1). Conversely given z € G, x = f(1) for the group homomorphism
f:Z——G defined by f(z) = zz. Therefore the functors Gr(Z,—) or
Ab(Z, —) are isomorphic to the “underlying set functor”. Since a bijective
group homomorphism is an isomorphism, this forgetful functor reflects
isomorphisms. So Z is a strong generator both in Ab and in Gr.

4.5.17.d Let R be aring with unit; it is a strong generator in the cate-
gory Modpg of right R-modules. Indeed a R-linear morphism f: R—— M
to a module M has the form f(r) = f(1)r; conversely given m € M, m
has the form m = f(1) for the R-linear mapping defined by f(r) = mr.
So the functor Modgr(R, —) can be identified with the underlying set
functor. Since a bijective R-linear mapping is an isomorphism, this for-
getful functor reflects isomorphisms. Thus R is a strong generator in
Mod R

4.5.17.e In the category Ban; of real Banach spaces and linear con-
tractions, a morphism f:R—— B has the form f(r) = rf(1) with
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|£(D)]| € 1. Conversely given b € B with ||b|| < 1,b= f(1) if f:R— B
is defined by f(r) = rb. So the functor Ban; (R, —) can be identified with
the unit ball functor. A linear contraction which is bijective on the unit
balls is automatically an isomorphism, thus R is a strong generator in
Ban1 .

4.5.17.f In the category Top of topological spaces and continuous
mappings, the singleton is a generator. The continuous mappings from
the singleton to a space A correspond precisely with the points of A.
And two continuous mappings f, g:A—__;B are equal precisely when
they coincide on each point of A. The singleton is not a strong generator
in Top. Indeed given a continuous mapping f: A—— B, Top(1, f) is a
bijection precisely when f is a bijection. But a continuous bijection is in
general not a homeomorphism.

4.5.17.g In the category Comp of compact Hausdorff spaces, the same
argument as in 4.5.17.f shows that a continuous mapping f: A— B
is such that Comp(1, f) is bijective, precisely when f is a continuous
bijection. But a continuous bijection between compact Hausdorff spaces
is a homeomorphism. Thus applying 4.5.7, we conclude that the singleton
is a strong generator in Comp. The singleton is not a dense generator
in Comp. Indeed given a compact Hausdorff space X, write 1 for the
(full) subcategory of Comp generated by the singleton. The category
1/X is just the discrete category & with || = X. The colimit of the
corresponding functor £ —— Comp is thus the coproduct in Comp of
X copies of the singleton, i.e. the Stone-Cech compactification X of the
set X provided with the discrete topology (see 3.5.4 and 3.3.9.c). But
such a space X is disconnected as soon as X has at least two points (see
Kelley), so it cannot be X itself when X is connected. Thus 1 is not a
dense generator in Comp.

In fact the singleton is a regular generator in Comp since, in that
category, every epimorphism is regular (see 4.3.10.f). So we have an
example of a regular generator which is not dense.

4.5.17.h In the category Cat of small categories and functors, the
category 2 = {X—*5Y} is a strong generator. Indeed given a small
category ¥, Cat(2,%) is just the set of morphisms of €. For a functor
F:4—92, Cat(2, F) is a bijection precisely when given a morphism
d: D1 —— D5 of 9, there exists a unique morphism ¢: C;——C; of €
such that F(c) = d. Choosing d to be an identity, one concludes that
F' is bijective on the objects. Then fixing the two objects Dy, Ds, one
concludes that F' is full and faithful, thus an isomorphism. So 2 is indeed
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Diagram 4.32

a strong generator.

Let us prove that 2 is not a regular generator. Consider the small
category & with a single object * and two arrows 1,,e with ece =e.
There are just two functors from 2 to &, respectively mapping u to 1.
or e. Using indices 1,2 to denote the elements in the two components of
the coproduct 2 IT 2, we have to show that the functor

Q:2lI2— 8, Q(z1) =1, Q(z2) =€

is not a regular epimorphism. If () is regular, it is the coequalizer of its
kernel pair (see 2.5.7). This kernel pair (2, P, P2) is easy to compute;
2 is described by diagram 4.32 and P, P, are the first and second pro-
jections. So a functor G: 211 2—— & satisfies G o P; = G o P, precisely
when G(Xo) = G(Yp) = G(X1) = G(Y1) and G(z) = G(1x,). Therefore
Coker (Py, P;) is the functor

H22H2—-—>./V, H(Zo)=1*, H(31)=n,

where A" is the category with a single object * and infinitely many
arrows 1,,n,n2,n3,...,n*, ... from * to *. Indeed given G such that
GoP; = GoP;, the unique required factorization K such that KoH = G
is given by

KZ./V————).QP, K(*) = G(Xo), K(n) = G(zl).



4.6 Projectives 163

So Q is not the coequalizer of its kernel pair, thus it is not a regular
epimorphism.

4.5.17.i If € is an arbitrary category (not necessarily small), observe
that for every object C € ¥, the colimit of the functor

. ¢/C—%, (f: D———C)— D,

is precisely (C,(f)see/c), just because 1¢: C==C is the terminal ob-
ject of €/C (see 2.11.5). In this sense, one could say that the class of all
objects of € is a dense class of generators.

Moreover, the class of all representable functors €(C, —): ¥ —— Set
collectively reflects isomorphisms. Indeed if f: X ——Y is such that each

mapping

%(C, f): 4(C, X)——%(C,Y)

is bijective, putting C =Y yields a unique morphism g: Y —— X such
that f og = 1y. Thus f is a retraction. It is also a monomorphism
since given u,v: Z__3 X such that fou = fowv, one gets €(Z, f)(u) =
€(Z, f)(v) and thus u = v. So f is an isomorphism (see 1.9.3). Thus one
could say that the class of all objects of € is a strong class of generators.

Finally the class of all representable functors is collectively faithful.
If u,v: X _3Y are such that 4(C,u) = %(C,v) for all C € &, in
particular

u=%(X,u)(lx) = ¢(X,v)(1x) = v.

Therefore one could say that the class of all objects of € is a class of
generators.

4.6 Projectives

Definition 4.6.1 An object P of a category ¥ is projective when, given
a strong epimorphism p: X ——Y and a morphism f: P——>Y, there
exists a factorization g: P—— X such that pog = f (see diagram 4.33).

One should insist here on the fact that the uniqueness of g is by no
means required. Let us also indicate that some authors omit the word
“strong” in the definition of projective object.

Here is a functorial description of projectivity.

Proposition 4.6.2 For an object P of a category €, the following
conditions are equivalent:
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(1) P is projective;
(2) the functor ¢(P,—): ¢ —> Set preserves epimorphisms.

Proof With the notation of 4.6.1, the projectivity of P means that
%(P,p) is surjective for every strong epimorphism p. O

Proposition 4.6.3 A coproduct of projective objects, when it exists,
is again a projective object.

Proof 1If the P;’s are projective, consider diagram 4.34 where p is a
strong epimorphism, f is an agbitrary morphism and the s;’s are the
canonical morphisms of the coproduct. Since each P; is projective, we
find g; such that f o s; = po g;. By definition of a coproduct, we get g
such that gos; = g; for every i. Thus pogos;, =pog; = fos;, from
which pog=f. O

Proposition 4.6.4 A retract of a projective object is again projective.

Proof Consider diagram 4.35 where P is projective, roi = 1g and p is
a strong epimorphism. Given f: R——Y, by projectivity of P we find
g such that pog= for. Thenpogoi= foroi=f. O

Definition 4.6.5 A category ¥ has enough projectives when every ob-
Jject is a strong quotient of a projective object.
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Proposition 4.6.6 Let € be a category with coproducts. Suppose €
has a family (G;);er of strong generators with each G; projective. Then
% has enough projectives.

Proof By proposition 4.5.2, for every C € € there exists a strong
epimorphism 7C:I_[jGj —» C; by 4.6.3 the coproduct is a projective
object. O

Here finally is a useful property, in a special case of interest. The
reader should refer to section 9.1 for what concerns zero objects (a zero
object is one which is both initial and final).

Proposition 4.6.7 Let &/ be a category with coproducts and a zero
object. If (P;);cr is a family of objects of </, the following conditions
are equivalent:

(1) the coproduct [[;.,P; is projective;

(2) for every i € I, P; is projective.

Proof For a fixed index j € I, we can define f;: P;,——> P; by f; = 1p,
if i = j and f; = 0if ¢ # j. This yields a factorization p;: [1,c,P;—— P;
such that p;0s; = 1p, and p;jos; = 0, for 7 # j (the s;’s are the canonical
injections of the coproduct). In particular each P; is a retract of [ [, P;.

If T1,c; P is projective, so is each individual P; by 4.6.4. If every P;
is projective, so is [ [;.; P; by 4.6.3. a

Examples 4.6.8

4.6.8.a In the category Set of sets, every object is projective. With
the notation of 4.6.1, for each y € Y, p~!(y) is non-empty since p is
surjective. It suffices then to choose g(x) € p~' (f(z)). Observe that this
is exactly the axiom of choice. In particular the singleton is a projective
generator (see 4.5.17.a).

4.6.8.b If ¥ is a small category, let us prove that the representable
functors constitute a family of projective generators (see 4.5.17.b). Given
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diagram 4.36 in Fun(¥, Set) with a a strong epimorphism, we know that
each ap,

ap: FD——GD (D € 9),

is surjective (see 2.15.3). By the Yoneda lemma, the statement to be
proved is equivalent to saying that given 8 € G(C), there exists an.
element v € F(C) such that ac(y) = B, which is obvious since ac is
surjective.

4.6.8.c In the category Gr of groups or Ab of abelian groups, (Z, +)
is a projective generator (see 4.5.17.c). Indeed a strong epimorphism
p: X —>»Y is a surjection (see 1.8.5.d,e). Given a group homomorphism
f:Z—>Y, choose z € p~*(f(1)) and define g: Z— X by g(2) = zz.
One has

(po9)(2) = p(zz) = zp(z) = 2f(1) = f(2).

4.6.8.d In the category Modg of right R-modules on a ring R with
unit, R is a projective generator (see 4.5.17.d). Indeed a strong epimor-
phism p: X —>» Y is a surjection (see 1.8.5.€). Given a R-linear mapping
f:R—Y, choose z € p~!(f(1)) and define g: R—> X by g(r) = rz.
One has

(pog)(r) =p(rz) =rp(z) =rf(1) = f(r).

4.6.8.e In the category Ban; of Banach spaces and linear contractions,
R is a projective generator (see 4.5.17.e). Indeed a strong epimorphism
p: X —>»Y is surjective on the unit balls (see 4.3.10.c). A linear con-
traction f: R——Y has the form f(r) =rf(1), r € R, with ||f(1)|| < L.
Choosing z € X such that ||z|| <1 and p(z) = f(1), it suffices to define
g: R—> X by g(r) = rz. Notice that R does not have the extension
~ property of 4.6.1 with respect to those epimorphisms of Ban; which are
not surjective.
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4.6.8.f In the category Top of topological spaces, the singleton is a
projective generator (see 4.5.17.f). Indeed a strong epimorphism

p: X ——Y

is in particular a continuous surjection and given f: {*} ——Y, it suffices
to choose g(x) € p~1(f(%)).
4.6.8.g In the category Comp of compact Hausdorff spaces, the single-

ton is a projective generator (see 4.5.17.g). The argument is the same as
in the previous example.

4.7 Injective cogenerators

The notion of cogenerator is dual to that of generator; the notion of
injective object is dual to that of projective object. So as far as a the-
oretical treatment of injective cogenerators is concerned, it suffices to
dualize the results of sections 4.5 and 4.6. In particular a category with
products and an injective cogenerator always has enough injectives (see
4.6.6).

But the existence of injective cogenerators in concrete examples is
generally hard to prove and very often related to the axiom of choice.
For that reason we give some emphasis to various of these examples.
We focus our attention on the more categorical aspects of the problem,
referring freely to some big theorem of algebra, topology, analysis,. ..
when necessary.

Proposition 4.7.1 In the category Set of sets and mappings, the two-
point set {0,1} is an injective cogenerator.

Proof Given two distinct mappings f, g: X :;Y, there is £ € X such
that f(x) # g(x). It suffices to choose any mapping h: Y —— {0, 1} such
that h(f(z)) =0,h(g(x)) =1 and one gets ho f # hog. So {0,1} is a
cogenerator.

Given now an injection f: X >—Y and a morphism ¢g: X — {0, 1},
it suffices to define h:Y——{0,1} by h(y) = g(x) if y = f(z) and
h(y) = 0 otherwise, to get ho f = g. O

For the next result, we freely use various notions and results which will
be studied in chapters 3 and 5 of volume 3. Let us nevertheless mention
right now that the Grothendieck toposes can be exactly characterized
as the localizations of the categories Fun(%*, Set) of (contravariant) set-
valued functors on a small category € (see 3.5.5, volume 3). In particular
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Fun(%*,Set) itself is always a Grothendieck topos. In a topos, every
monomorphism is regular and every epimorphism is regular as well.

Proposition 4.7.2 Every Grothendieck topos has an injective cogen-
erator.

Proof A Grothendieck topos & is in particular a topos (see 3.2.9, vol-
ume 3). In &, every epimorphism f: A—— B is regular and is therefore
the coequalizer of its kernel pair «, 3: P:A (see 3.6.1, volume 3, and
2.5.7). Since P is a subobject of A x A and & is well-powered (see 5.3.5,
volume 3), there is just a set of equivalence relations on A and thus just
a set of quotients of A. Choose now a family (G;);cr of generators of &
(see 3.6.1, volume 3) and, for each index i € I, consider the set (¢¥)rex,
of quotients of the object G; 11 G;

¢t GG ——— QL

(well, we choose an epimorphism in each equivalence class). We consider
the coproduct @ = HieI,keK,- ch. By 5.5.2 and 5.6.1, volume 3, there
exist an injective object é and a monomorphism 7¢g: Q >—>C§ with the
property that given a subobject s: S>—> A and an arbitrary morphism
[ §—— @, there exists a unique morphism h: A—>© such that hos =
ng o f (see diagram 4.37). We shall prove that this injective object Q is
also a cogenerator in &.

Consider two distinct morphisms o, 3: A B in &. Since the (G;)ier
constitute a family of generators, there exist i € I and g: G;;—— A
such that a o g # o g. Consider diagram 4.38 where j o qi is the
epi-mono factorization of (a0 g, 0 g) (see 5.9.4, volume 3) and 81, 82,
520 are the canonical inclusions of the coproducts. By the property of Q
we have already mentioned (see 5.5.2, volume 3), there exists a unique
morphism h: A——Q such that hoj = nQ © sy, Since 7g and s}c" are
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Gio $1 >Gi, 1 Giy (aog,Bog) A h é
Gio ';'c% o Hz,kQ;c
Sko
Diagram 4.38

monomorphisms (see 3.4.8, 3.4.10 and 5.5.2, volume 3)

aog#Bog=(acg,fog)osy=aog#fog=(acg,fog)os
=>joq£‘(’)osl #jqu%OSQ
:qi%oslaéqfc%o&
=>7]qo.sfc‘:)oqfc‘:)osl#nQosfc‘Loqfc%osz
= ho(aog,fog)os; #ho(aog,fog)ossy
= hoaog#hofog
= hoa#hop.

This concludes the proof. O

Proposition 4.7.3 The category Gr of groups and group homomor-
phisms does not have any cogenerator.

Proof  Suppose G is a cogenerator in Gr. Recall that a group A is
simple when its only normal subgroups are A and (0). If A is a non-zero
simple group, the two morphisms 0,1 4: A:;A are distinct so that we
can find o: A—— G such that €00 # aoly, i.e. @ # 0. The kernel of
« is a normal subgroup of A which is not A itself, since o # 0. Since
A is simple, this implies Ker« = (0) and thus « is injective. Therefore
the cogenerator G contains as subgroups all the simple groups: this is
impossible since there are simple groups of arbitrarily large cardinality
(see Kuros). O

Proposition 4.7.4 In the category Ab of abelian groups and group
homomorphisms, (Q/Z,+) is an injective cogenerator.

Proof In Ab, all monomorphisms are strong (see 4.3.10.a). We recall
that an abelian group A is divisible when given g € Aandn € N, n # 0,
there exists b € A such that nb = a. Another way to state this property is
saying that given n € N, n # 0 and a group homomorphism f: nZ — A,
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there exists a unique extension g: Z—— A (see diagram 4.39). Indeed f
is completely determined by the element a = f(n) and finding g is just
finding b = g(1) such that nb = ng(1) = g(n) = f(n) = a. It is a classical
result that, under the axiom of choice, an abelian group is injective iff
it is divisible (the so-called Baer criterion for injectivity, depending on
the axiom of choice; see Kuros).

Now Q/Z is obviously divisible, as given [%] € Q/Z and 0 # n € N,
n[%] = [¢#]. Thus Q/Z is injective. It is also a cogenerator. Indeed given
two distinct group homomorphisms f, g:A:B, there exists a € A
such that f(a) # g(a). We put b = f(a)—g(a) and consider the subgroup
< b > of B generated by b. If b is of order n € N, n # 0, i.e.

n=inf{meN|m+#0, mb=0},

we define
h: <b> ——Q/Z, h(zb) = [%] , z€Z.

Now h is clearly a group homomorphism and h(b) = [%] # 0. In the
case where nb # 0 for every 0 # n € N, we define
z

h: <b>——Q/Z, h(zh) = [5] , 2€Z,

and again h is a group homomorphism such that h(b) = [3] # 0. In both
cases, since Q/Z is injective, we extend h to a group homomorphism
k: B——Q/Z and we have

(ko f)(a) — (ko g)(a) = k(b) = h(b) #0;
thus ko f(a) #kog(a) and ko f #kog. O

Proposition 4.7.5 Let R be a ring with a unit. One gets an injective
cogenerator in the category Modg of right R-modules by considering
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Ab(R,Q/Z)

r.

I ——— R
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the abelian group Ab(R,Q/Z) of group homomorphisms and providing
it with the scalar multiplication defined by

friR————Q/Z, s+ f(rs)
for f € Ab(R,Q/Z) and r € R.

Proof In Modg, all monomorphisms are strong (see 4.3.10.a). It is
obvious that we have defined a right R-module structure on Ab(R,Q/Z).
Consider now the situation of diagram 4.40, where I is a right ideal of
R and g is R-linear. Since g is a group homomorphism, it gives rise to
another group homomorphism

t: I®zR——Q/Z, t(i®r) = g(i)(r).

Given s € R one observes that, by definition of the R-module structure
on Ab(R,Q/Z),

tis®r) = g(is)(r) = g(?)(sr) = t(z ® sr).

Therefore t factors through IQgR =2 I and we get a group homomor-
phism:

wl—>Q/Z, u(i)=t(i®1).

Since Q/Z is injective in Ab, there exists some extension v of u (see
4.7.4):

vR——Q/Z, v(i) =u(i), i €l.
We can now define the required morphism h:

h: R————>Ab(R,Q/Z), h(r)=vr.
But h is obviously R-linear and given ¢ € I

h(?) =vi: R————Q/Z
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with
h(D)(r) = (vi)(r) = v(ir) = u(ir) = t(ir® 1) = ti® r) = g(¢)(r),

since [ is a right ideal and thus ¢r € I. This proves that h(:) = ¢(¢), thus
h is an extension of g. So Ab(R,Q/Z) has the extension property with
respect to the ideals of R. Under the axiom of choice, the Baer criterion
(see Faith) tells us that this is precisely the condition for being an
injective right R-module.

So Ab(R,Q/Z) is an injective R-module and it remains to prove it
is a cogenerator. Given two R-linear mappings f,g: A___)_>B, there is
a € A such that f(a) # g(a). We put b = f(a) — g(a) and consider
the submodule < b > of B generated by b. Since b # 0, there exists a
group homomorphism h: < b > ——Q/Z such that h(b) # 0 (see 4.7.4).
Composing with the R-linear mapping

kR——> <b>, r—br

we get a group homomorphism h o k: R——>Q/Z. Let us define an R-
linear mapping by
p: <b>— Ab(R,Q/Z), p(br)=(hok)r, r€R
Since Ab(R,Q/Z) is an injective R-module, p can be extended to a R-
linear mapping
g: B——— Ab(R,Q/Z), q(b) = p(b).
It suffices now to observe that q(b): R——> Q/Z satisfies

(g(®)(@) = (p(®))(1) = (o k)(1) = h(b) # 0.

Therefore g(b) # 0 or, in other words, ¢(f(a)) # q¢(g(a)) and thus
gof#4qog. O

Proposition 4.7.6 In the category Ban; of real Banach spaces and
linear contractions, R is an injective cogenerator; this cogenerator is
regular.

Proof Let A be a Banach space and a € A, a # 0. Let us consider the
subspace Ra C A. Since R is finite dimensional (in fact, one dimensional)
it is closed and thus a Banach subspace of A. There is an obvious linear
mapping

fa:Ra—éRa fa(ra) = r||a||,



4.7 Injective cogenerators 173

and || f,|| = 1 since

|fa(ra)| = Ir| - llall = |irall

By the Hahn—Banach theorem (see Naimark), there exists a linear ex-
tension

9a: A— R, gs(ra) = f,(ra)

such that ||gall = || fall-
Let us now consider the morphism
Ya: A———RBeP(AR) v4(a) = (f (a)) feBan, (A,R)
obtained by duality from 4.5.2 applied to the single object R. When
a € A, a#0,one has g,(a) = f,(a) = ||a|| # 0, thus v, is an injection.
Moreover ||ya(a)|| < ||la|l since 4 is a linear contraction and, on the
other hand (see 2.1.7.d),

va(a)ll = sups|| f(a)l] = [l fa(a)ll = llall,

so that finally ||ya(a)|| = ||a||. Thus 4 is an isometric injection, i.e. a
regular monomorphism (see 4.3.10.e). This proves that R is a regular
cogenerator (see 4.5.3).

Now if f: A B is a strong monomorphism, it is an isometric in-
jection (see 4.3.10.a) and g: A—— R is a linear contraction, the Hahn—
Banach theorem implies the existence of h: B—— R with ||h|| = ||g|| and
g=hof. O

Proposition 4.7.7 In the category Top of topological spaces and contin-
uous mappings, the two-point space {0, 1} provided with the indiscrete
topology is an injective cogenerator.

Proof If X is a topological space, every mapping f: X ——{0,1} is
continuous when {0, 1} is provided with the indiscrete topology. There-
fore the result follows immediately from 4.7.1 and the fact that in Top,
(strong) monomorphisms are injective (see 1.7.7.b). O

Proposition 4.7.8 In the category Comp of compact Hausdorff spaces
and continuous mappings, the unit interval [0, 1] is an injective cogener-
ator.

Proof Let us recall that a compact Hausdorff space A is always nor-
mal, i.e. two disjoint closed subsets of A can be included in two disjoint
open subsets of A. For a normal space A, the famous Urysohn exten-
sion theorem (see Kelley) says that given a closed subset B C A and a
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continuous mapping f: B——[0,1], f can be extended to a continuous
mapping g: A—> [0, 1] on the whole space. A well-known consequence
of Urysohn’s extension theorem is the so-called Urysohn lemma which
says that given two disjoint closed subsets C, D of a normal space A,
there exists a continuous mapping f: A—— [0, 1] such that f(B) = {0}
and f(C) = {1} (put B = C U D in the extension theorem).

Let us recall also that a (strong) monomorphism f: X ——Y in Comp
is a continuous injection (see 1.7.7.b). Since a continuous image of a
compact subset is compact, f(X) C Y is compact and f: X — f(X)
is a continuous bijection between two compact Hausdorff spaces; it is
thus a homeomorphism. So up to a homeomorphism, we can identify
the monomorphism f: X —Y with a subspace X C Y, where X is
compact, thus closed. The injectivity of [0,1] in Comp is thus exactly
attested by Urysohn’s extension theorem.

Now choose two distinct morphisms f, g: X :;Y in Comp. There ex-
ists z € X such that f(x) # g(x). Since {f(x)} and {g(x)} are closed in
Y, Urysohn’s lemma implies the existence of a morphism h: Y —— [0, 1]
such that h(f(a:)) = 0 and) h(g(:v)) = 1. In particular ho f # hog and
[0,1] is a cogenerator. O

4.8 Exercises

4.8.1 Consider a category ¥, a family (G;);er of objects of € and the
corresponding full subcategory 4 C €. Prove that (G,)icr is a dense
family of generators if and only if the left Kan extension of 4 C ¥ along
% C € is the identity on 4.

4.8.2 If R is a ring without a unit, prove that the free R-module on one
generator is a generator for the category Modg of R-modules.

4.8.3 In the category Set of sets, an object is injective if and only if it
is not empty.

4.8.4 In the category Comp of compact Hausdorff spaces, every mono-
morphism is regular.

4.8.5 In a category ¥ with finite limits, a family (f;: A;,—— B);er of
morphisms is (collectively) strongly epimorphic when, given a monomor-
phism z: X >—Y and morphisms u;: A;—— X, v: B——Y such that
zou; = vo f; for every i, there exists a unique ¢t: B—— X such that
zot =wv and zo f; = u; for every i (see diagram 4.41). When & has
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A; —>fz B

u; o v

=

X —— Y

Diagram 4.41

coproducts, prove this is equivalent to the factorization
f[[A——B
iel
being a strong epimorphism. Deduce an alternative definition of a strong
family of generators.

4.8.6 Prove that in the category Ab of abelian groups, Z is a regular
generator, but not a dense generator. [Hint: consider Z x Z.]
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Categories of fractions

5.1 Graphs and path categories

A graph is, roughly speaking, a “category without a composition law”.
Their interest in this book is limited to their use in constructing some
new categories.

Definition 5.1.1 A graph ¢ consists of

(1) a class |4| whose elements are called the objects (or vertices) of the
graph,

(2) for each pair (A, B) € |¥9| x |¥|, a set 9(A, B) whose elements are
called the morphisms (or arrows) from A to B.

The graph % is small when |9)| itself is a set.

Definition 5.1.2 A morphism of graphs F: ¥ ——> %9 between two
graphs &%, 9 consists of

(1) a mapping F: |¥| — |9|,
(2) for each pair (A, B) € # x & of objects, a mapping
F(A,B)——%(FA,FB).
Obviously every category is a graph (just forget the composition law)
and every functor between categories is a morphism of graphs. So the
category Cat of small categories is provided with a faithful (but not full)

functor to the category Graph of small graphs. We intend to construct
the left adjoint to this forgetful functor.

Definition 5.1.3 Let 4 be a graph. A path in ¢ is a non-empty finite
sequence (A, f1, Az, fa,..., Ap) alternating objects A; € 4 and arrows
fi € 9; the first and the last term are required to be objects and each
arrow f; has domain A; and codomain A;4;.

176
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Proposition 5.1.4 Given a small graph %, one gets a small category
2 called the “path category of 4” by putting

(1) |2| = |%| as class of objects,
(2) #(A, B) as the set of paths in 4 starting at A and ending at B,
(3) (An, frs---3Am) o (A, f1,-..,AR)
= (A1, f1,--sAn, fry- s Am)-
Together with the morphism of graphs

ré— 2 T(A)=A, T(A—I B)=(4,1,B),

this produces the reflection (#,T') of the graph 4 along the forgetful
functor Cat——> Graph.

Proof Obviously 2 is a small category, with the path (A) as identity on
A. T is by construction a morphism of graphs. Now given a category 2
and a morphism of graphs F: ¥4—— 9, the unique functor G: #—— 2
such that Go T’ = F is given by

G(A)=F(4) , G(A1, f1,.-..,Ap)=F(la,)o...0F(fi)oF(14,). O

It should be observed that proposition 5.1.4 no longer holds if one
removes the smallness assumptions. Of course we know already that
between two large categories there is in general a proper class (not a set)
of functors (see section 1.1) and an analogous observation can be made
for large graphs. But moreover if ¢ is a large graph, the construction
of 2 as in 5.1.4 does not yield a category! Indeed £ has now a class of
objects, but there is no reason at all for each #(A, B) to be a set: when
% has a proper class of objects, there is in general a proper class of paths
connecting an object A with an object B.

Very often in the applications, the graphs we shall consider will be
built up from categories and some additional data. In particular some
composites of arrows will already exist in the original categories and
certainly one wants to preserve them. Or some diagrams of arrows will
appear in the graph which one wants to become commutative in the end.
To treat these questions, we introduce the following definition.

Definition 5.1.5 Let 4 be a graph. A commutativity condition on 4
is a pair of paths both defined from some given object A to some given
object B.

In the situation of 5.1.5, the problem is now to perform a quotient
of the category £ of paths of ¢, in such a way that the two arrows
A__; B of 2 induced by the commutativity condition are identified



178 Categories of fractions

in the quotient. In other words, if the two paths in the commutativity
condition are

(A’ flvA2a .. ')f'n—l,B)a (A)gl’ B27 cees39m-1, B)7

fi and g; can be identified with individual arrows of 2 (paths reduced
to one single arrow, together with its domain and its codomain) and one
forces the commutativity condition to give rise to an actual commutative
diagram

fr-10...0f1i =gm-10...0¢

in the quotient.

Let us write CondGraph for the category whose objects are small
graphs together with a set of commutativity conditions (= conditional
graphs) and whose arrows are morphisms of graphs which map a com-
mutativity condition to a commutativity condition. Viewing a small cat-
egory € as a graph together with all the commutativity conditions given
by the commutative diagrams in €, we again get a faithful functor from
the category Cat of small categories to the category CondGraph of small
conditional graphs. As a matter of convention, if C' € €4 is an object of
some category €, we consider the pair ((C,1¢,C),(C)) as a commuta-
tivity condition in €.

Proposition 5.1.6 The forgetful functor Cat—— CondGraph has a left
adjoint.

Proof Consider a graph ¢ and write & for the path category of 4.
Given a set ¥ C % x ¢ of commutativity conditions on ¥, consider the

intersection £ of all the subcategories |¥| C 2 x 2 which satisfy the
conditions

W) = {(A4)]Ac9},

(2) Ar(#) is an equivalence relation on Ar(#) (where Ar(%’) denotes the
set of arrows of &),

(3) X C Ar(¥).

Clearly 4 still satisfies conditions (1), (2), (3).

Observe that given & C 2 x 2 as above, the special form of the objects
of & imposes the requirement that when a pair (y, ¥) of morphims of 2
is in &, then ¢, ¢ have the same domain and also the same codomain:
w, A:B. This property is thus inherited by #.

Since a pair (p,%) in Ar(#) is such that ¢, have the same domain
and the same codomain, we can define without any ambiguity a new
category 2:
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o |2|=|2| =19,
e |2| (A, B) is the set of equivalence classes of paths from A to B.

The category structure of 2 induces a category structure on 2, just
because Z is a category. Indeed given morphisms

[¢: A——B, [¥]: B———C

in 2, we have corresponding morphisms ¢: A— B, ¥: B——>¥ in &
and one can define [¢] o [p] = [1) o ¢]. Observe that when [¢] = [¢'] and

[¥] = [¢'], then (p,¢') € # and (Y, 9') € R, thus also (Yop, ¥ op') € R
since 4 is a category. From these observations it follows immediately that
2 is a category and

0: 72— 39, 6(A)=A, (p) =[]

is a functor.
With the notation of 5.1.4, let us then consider the composite

gL ,p 0 .o

which is a morphism of graphs. But 2 is a category and moreover if
(p,9) € X is one of the given commutativity conditions, 6(¢) = ()
since ¥ C . Thus 6T is a morphism in CondGraph, when ¥ is provided
with the set of commutativity conditions X.

Given another category 2 and a morphism of graphs F: ¥ —— 9 pre-
serving the commutativity conditions in ¥, we get a unique factorization
functor G: Z—— 2 such that GoI' = F (see 5.1.4). But if (p,¢) € L,
the assumption on F' implies Gy = G. Therefore we can define a func-
tor H: 2——> 2 by

e H(A)=G(A)=F(4),

o H([g]) = G(p).
By construction, Hof@ oI’ = F and clearly H is the unique functor with
this property. O

As an interesting corollary, we obtain
Proposition 5.1.7 The category Cat of small categories is cocomplete.

Proof We know already that Cat has coproducts, which are just dis-
joint unions (see 2.2.4.d). So it suffices to prove the existence of the
coequalizer of two functors F,G: o/ __3 % (see 2.8.1). Let us consider
the intersection & of all the subcategories & C # x £ which satisfy the
following conditions:
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(1) || is an equivalence relation on |4|;

(2) VAe o, (FA,GA) € ¥;

(3) Ar(#) is an equivalence relation on Ar(#) (where Ar(Z’) denotes the
set of arrows of &);

(4) Vf € Ar() (Ff,Gf) € Ar(¥).

Clearly, Z still satisfies properties (1) to (4).

Let us observe that given a pair (g,h) € Ar(#), with g: A—>B
and h: C— D, (A,C) € & and (B,D) € &. Therefore there is no
ambiguity in defining a graph ¢ by

e |%| is the quotient of | 2| by |%|,

o Ar(%) is the quotient of Ar(2) by Ar(2),

e given an arrow g: B—— B’ in &, its equivalence class [g] in ¥ has
domain [B] and codomain [B’].

It should be observed that  is not, in general, a category. Indeed, given
two non-composable arrows g: A—— B and h: C—— D in £, the trou-
ble occurs when [B] = [C] in 4.

Let us now provide the graph ¢ with the following set ¥ of commu-
tativity conditions

(1) vBe# ((B), (15}, 1B)), (1B))) € %
(2) Vg: A—>BVYh: B—>C in #

({141, o), B 11, [€), (1AL, [h o g, [€1)) € 5

3) Vf: X—>Y in &
((FX), (F1L,IFY), (IGXL[G1),1GYY)) € 5.

Observe that the last condition makes sense, since [FX] = [GX], [FY] =
[GY] by definition of #. It is the one which will force the coequalizing
of F,G. The first two conditions are just there to recapture in % the
identities and the composition law of 4.

Finally consider the category 2 universally associated with the pair
(¢4,%) (see 5.1.6) and the corresponding morphism of graphs §: ¥ — 4.
The composite #—L25% —Lx_@, where P is the canonical projection,
is a functor because of the first two conditions in the definition of X.
This functor satisfies PF = 8 PG because of the third condition in the
definition of X.
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Now let us consider a category &2 and a functor H: #—— 2 such that
HF = HG. Consider the kernel pair X" C # x 2 of H, i.e.

|| = {(B1,By) € # x #|HB, = HB)
A (B, B2), (B, By)) = {(f,9) € #(B1, B}) x #(B2,B}) |Hf = Hg} .

The subcategory X" satisfies in an obvious way the conditions (1) to
(4) defining &; thus # C X . Therefore H factors through the quotient
graph ¢ via a morphism of graphs K: ¥—— 9, with K o P = H. Since
H is a functor, K respects the commutativity conditions (1), (2) in
the definition of X3; since HF = HG, K also respects the commutativity
condition (3) in the definition of ¥. Therefore H factors uniquely through
0 via a functor L: 2—— 9, with L§ = K. Finally LOP = KP = H and
the uniqueness of L follows from that of K and L. a

5.2 Calculus of fractions

This section introduces the main problem of this chapter: formally add-
ing an inverse to some arrows of a given category. By analogy with
the case of rings of fractions where one formally inverts (for the mul-
tiplication) a given (multiplicative) set of elements, we shall call our
construction a “category of fractions”.

Definition 5.2.1 Consider a category € and a class ¥ of arrows of

€. The category of fractions €[£7!] is said to exist when a category

€|x~] and a functor p: € —> €[~ '] can be found, with the following

properties:

(1) Vf € T ¢(f) is an isomorphism;

(2) if 2 is a category and F: ¢—— 9 is a functor such that for all
morphisms f € ¥, F(f) is an isomorphism, there exists a unique
functor G: 4[| ——> 9 such that Gop = F.

The uniqueness condition on G implies immediately that when it ex-
ists, a category of fractions is defined uniquely up to isomorphism.

Proposition 5.2.2 Consider a category € and a set ¥ of arrows of
%. The category of fractions ¢[X'| exists. Moreover when € is small,
€[] is small as well.

Proof Let us first construct a graph ¥:

o |9]=|%|;
e 9(A,B)=%(A,B)11 {f € 4(B,A)|f € =}.
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Thus for each morphism f: B—— A in ¥ (“to be inverted”) we formally
introduce a new arrow, which we shall write f~1: A—— B and which
will eventually produce the inverse of f.

On this graph ¢, we introduce a class © of commutativity conditions
given exactly by the following requirements:

(1) VC € % ((C,1¢,0C),(C)) € 6;

(2) VfC—DandVg: D—>Ein¥
((C.f,D,g,E),(C,g° f,E)) € 6;

(3) Vf: C—>Din X ((C,f,D,f1,0),(C,1¢,C)) €6
and ((D, f7%,C, f,D),(D,1p, D)) € 6.

If we think of “class” as “element of a universe ¥™ and “set” as “element
of a universe % € ¥ (see section 1.1), the graph % is ¥ -small so
that proposition 5.1.6 applies and we can consider the ¥ -small category
€[] associated with the pair (¢, ©) and the corresponding morphism
T: §——€[L]. We define p: € ——> €[L7!] to be the composite 7o I,
where I: ¥ —— ¥ is the canonical inclusion (see 5.1.6).

When ¥ is %-small, 4 and ¢[X~!] are small as well. But when |¢| € ¥"
and ¥(A,B) € % for all A,B € |€|, it remains to prove that each
€[=~1(A, B) is still %-small. By conditions (1), (2) in the definition of
the class ©, an arrow in 4[X~!] can always be presented as the equiv-
alence class of a “reduced path” alternating arrows g; of € and arrows
of the type fi'l, for f; € ¥; we can even assume that the first and last
arrows are some g;’s (replace two consecutive arrows of € by their com-
posite and add identity arrows when necessary). Writing just the arrows
and omitting the objects, a reduced path thus has the form

afilefit . gnfi  nt

Since the class X is %-small, the set of all possible finite sequences
fi t fa 1 ..., f7! is %-small. Once such a sequence of fi'l’s is fixed,
the domain and the codomain of each g; are fixed so that for each g;,
there is just a #-small set of possibilities; ¢(X,Y) is #-small for all X,
Y. So between two objects A, B of €, there is just a %-small set of
“reduced paths” as indicated, from which ¢[X~!] is #-small.

For each f € I, ¢(f) is an isomorphism in ¢[£~!] by condition (3) in
the definition of ©. Moreover given a functor F: ¥ —— 2 such that F(f)
is an isomorphism for each f € X, let us define a morphism H: ¥4 —— 2
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D - g ..... > C

t: s

~

A —— B

f
Diagram 5.1

by
H(A) = F(A) for Ac%,
H(f)y=F(f)  for fe¥(A,DB),
H(f~Y)=(Ff)™' for fe¥(B,A), feX.

Now H is a morphism of graphs. It preserves the commutativity condi-
tions (1), (2) defining © because F is a functor; it preserves condition (3)
just by definition. Therefore we find a unique functor G: ¢[£7!]|— 2
such that Gor = H and thus G o 7 o I = F. The uniqueness of G is
obvious. O

In a special case of interest, an easy description of the category of
fractions €[£~!] can be given.

Definition 5.2.3 Consider a category € and a class ¥ of morphisms of

%. The class ¥ admits a right calculus of fractions when the following

conditions hold:

(1) VC €€ 1lc €%

(2) givens: A— B andt: B—>C,(s€ L andt€ X) = (tos € X);

(3) if f: A—> B isin¥ and s: C—— B is in T, there exist g: D——C
in € and t: D—— A in ¥ such that f ot = so g (see diagram 5.1);

(4) if f,g: A:B are in € and s: B—— C is in ¥ with the property
sof = sog, there existst: D——> A in ¥ with the property fot = got.

Proposition 5.2.4 Consider a category € and a class ¥ of morphisms
of € which admits a right calculus of fractions. When the category of
fractions €[~ 71| exists, it can be described in the following way:
(1) the objects of €[£!] are those of €;
(2) an arrow f: A—— B of €[~ is an equivalence class of triples
(s, I, f) where

e I is an object of €,

e s: —> A is a morphism of X,

e f: I—— B is an arbitrary morphism of €,
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N

J
f t

s g9
B

Diagram 5.2
] —— gk —P
’ \ / g
A B C

Diagram 5.3

e the triple (s, I, f) is equivalent to the triple (t,J,g) when there
exist ,y in € such that sox =toy € X and fox =goy (see
diagram 5.2);

(3) the composite of the equivalence classes
[(s,1,f)]: A——B, [(t,J,9)]: B———C

in 6[X7Y) is just [(sor,K,goh)]: A—>C wherer € Sand h€ ¥
are any morphisms such that f or =t o h (see diagram 5.3).

Proof In a first approach, let us assume that ¢ is a small category.
This implies that X itself is a set, so that 5.2.2 applies.

The relation of the statement used for defining the arrows is obviously
reflexive and symmetric. To prove the transitivity, consider also an arrow
(u, K, h): A—— B with v, w such that tov = uow € ¥ and gov = how
(see diagram 5.4). Since tov € I, there exist m € ¥ and n € € such that
toyom =tovon;see 5.2.3.(3). But sincet € ¥ and toyom =tovon,
we get 7 € X such that yomor =vonor; see 5.2.3.(4). Finally one has

foxomor=goyomor=govonor=howonor
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w

Diagram 5.4

and
soxomor=toyomor=tovonor=uowonor,;

moreover soromor € L since sox €L, m € X, r € I; see 5.2.3.(2).
This proves the equivalence of (s, I, f) and (u, K, h).

The definition of the composite [(t, J, g)] o [(s, If )] given in the state-
ment makes sense. Indeed by 5.2.3.(3) there always exist r € Y and h € ¢
such that for =toh and sor € ¥ since s,r € X. Moreover this defi-
nition is independent of the choices of f, s, g,¢t, h,r. This is lengthy but
straightforward: the arguments are analogous to those for proving the
transitivity of the equivalence relation defined on the arrows. We leave
those details to the reader as well as the checking of the category axioms
(the identity on A is just [14,A,14], which makes sense by 5.2.3.(1)).
Let us for a while denote by # the category defined in the statement.

A functor p: ¥ —— & is easily defined:

o p(A)=Afor A€ ¥,
e o(f) = [(1a, 4, f)] for f: A—> B in &;

observe that we again use 5.2.3.(1). By definition, p(14) = [14, 4, 14],
thus ¢ preserves identities. On the other hand, considering diagram 5.5,
one concludes that ¢(go f) = ¢(g)o@(f). Thus ¢ is a functor. Moreover,
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A a4 f g
1a \ / 9
A B C

Diagram 5.5
Ata 4 1a g Ata 4 1a
1,{ s / llA si \‘ 4 ls
A B A B A B
Diagram 5.6

if s € T, consideration of diagram 5.6 indicates that
[3, A7 1A] o []-Av Aa S] = [1.47 Av 1A]7
[]-A,A, S] o [st, ]-A] = [S, A’ 3] = [lBa B, 13]7
or in other words [s, A, 14] is the inverse of p(s) = [14, 4, s] in ¥[Z71].
So indeed ¢(s) is invertible as long as s € .

Now choose a functor F: € —— 2 such that F'f is invertible for every
f € X. A functor G: ¥ —— 2 such that G o p = F satisfies '

(1) G(A) = Gp(A) = FA for each A € €,
(2) G[(14,4, f)] = Go(f) = Ff for each f: A—>Bin ¥,
(3) G[(s,A,14)] = G((ps)~1) = (Fs)~! for each s: A—> B in .

But an arbitrary morphism [s, I, f]: A—— B in & can be written as
[(s,1, )] = [(Ar, 1, )] o [(,1,11)]

(see diagram 5.7) so that necessarily

(4) G[s,I,fl=G[11,1, flo G[s,I,1f) = (Ff) o (Fs)™L.

This last formula characterizes G on the arrows and, together with con-
dition (1), proves the uniqueness of G.

To prove the existence of G, it suffices to take the relations (1) and (4)
as a definition. Observe that the definition of G[s, I, f] is independent of
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QR SRRy S SN
s 11 lI f
A I B
Diagram 5.7

the choices of s and f. Indeed going back to diagram 5.2, one observes
that

Ffo(Fs)™ = Ffo(Fs)™ o F(so)o (F(sox)) ™
=Ffo(Fs) 'oFsoFzo (F(so:z:))_1
=FfoFzo (F(3°f'3))_1
=FgoFyo (F(toy))—l
= Fgo(Ft)™ o FtoFyo (F(toy)) ™
=Fgo(Ft) o F(toy)o (F(toy))™
=Fgo (Ft)_l.

In an analogous way one checks that G is a functor. Moreover, given
ftA—>Bin¥,

Go(f) = GlLa, A, f] = (Ff) o (F14)™* = FF,

which concludes the proof that & is the category of fractions ¥[~71].
To conclude the proof of the proposition, consider an arbitrary cate-
gory % and a class ¥ C € of morphisms of 4 such that the category of
fractions ¥[X ] exists. Using the axiom system of universes, ¥ and &
are ¥ "-small with respect to some universe ¥~ and ¢(A, B) is #%-small
for all A,B € |%|, for some universe % € ¥". The proof we have just
developed applies to € and X considered as ¥ -small; thus the category
& described in this proof has the universal property of the category of
fractions ¢[Z 1], with respect to all functors F: ¢ — 2 inverting the
morphisms in X, with £ a ¥ -small category. In particular this property
holds for all categories 2 with |2| € ¥~ and each 2(X,Y) € %. Observe
that the assumption on the existence of ¥[~7!] is just there to ensure
that each €¥[X~!](A, B) is still #-small. O
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S I ]-I

1¢ g

Diagram 5.8

K —% > g

I —— C

Diagram 5.9

Proposition 5.2.5 Consider a category € and a class ¥ of morphisms of
% which admits a right calculus of fractions and such that the category
of fractions €[X ! exists. When ¥ is finitely complete, so is ¢[X~!] and
the canonical functor p: € —> €[L 1] preserves finite limits.

Proof  We use the notation of 5.2.4. If 1 is a terminal object in ¥
and f: C——1 is the unique arrow from a given object C € ¥, dia-
gram 5.8 indicates that every morphism [(s, ], g)]: C—>1in 97}
is just @(f) = [(lc_, C, f)] Thus 1 is terminal in €[X ] as well.

Given two objects A, B in €, consider their product (A x B,pa,pB)
in . We shall prove that A x B together with the projections

[(]-AXBaA X BapA)]a [(IAXB,A X BJ’B)]

is still the product of A, B in ¥[Z7!]. Indeed consider an object C € ¥
and morphisms [s, I, fl: C—— A, [(t, J,9)]: C— B in ¢[X7!]. Ap-
plying 5.2.3.(3) we choose u,r such that sor =tou and r € X, as in
diagram 5.9. From r € £, s € ¥ we deduce tou = sor € X. But by
definition of €[~ 1]

[(s,1,1)] = [(s. K, f1)], [t J,9)] = [(tu, K, gu)].

But now, in €, we have for: K—— A, g o u: K—— B from which we
get a unique h: K—— A x B such that ppoh = for,ppoh=gou.
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This yields a morphism
[(sr,K,h)]: C———Ax B
in ¢¥[X~!], with the properties

[(leB,A X B,pA)] ) [(sr, K, h)] = [(s, I, f)],
[(1A><B,A X B,pB)] o [(S'I‘, K, h)] = [(t, J,g)].

If [(u, L, m)] is another factorization, one first uses axioms 5.2.3.(3,4) to
replace L, M by a single object N (like in the proof of the transitivity, in
5.2.4) and then one can deduce the equality [(u,L,m)] = [(sor, K, k)]
just using straightforward arguments.

Now consider two morphisms in ¢[X~!]

[(37 I, f)], [(t1J>g)]: A————)B§

we shall construct their equalizer. Applying 5.2.3.(3) we can find mor-
phisms z,y such that sox = toy, with z € T since t € & (see dia-
gram 5.2). Clearly one has

[(S,I,f)] = [(SOIB,X,fO.’L')], [(taj,g)] = [(toy,X,goy)],

with indeed toy = sox € ¥ since s € ¥ and z € X. It suffices now to
compute the equalizer

k=Ker(foz,goy) K———X
in 4. This yields a morphism
p(soxok)=p(toyok): K———A

in [=~!] which is easily seen to be the equalizer of the original pair of
morphisms.
Observe that when the two original morphisms have the form

e(f) =[1a, 4, ], ¢(g) = [(1a,4,9)]

we can choose x = 14 = y and conclude that the equalizer in € (-1 is
just [(1k, K, k)] = @(k) where k = Ker(f,g) in %. This proves that ¢
preserves equalizers. O

It should be observed that in the construction of a category of fractions
p: € ——>€[X 1], the morphisms f € T are inverted by ¢, but in general
there exist other morphisms f ¢ X which are inverted by . For example
in the category Set of sets consider for ¥ the class of all injections. So ©
admits a right calculus of fractions since
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P —2— 4
f
B
B
Diagram 5.10

(1) every identity is an injection,

(2) the composite of two injections is an injection,

(3) injections are stable under pullback,

(4) if so f = so g with s injective and f,g: A—_3 B, then f = g and
thus folga=gola.

Observe that if a functor F': Set—— 2 to an arbitrary category 2 in-
verts all injections, it inverts all morphisms of Set. Indeed given an arbi-
trary morphism f: A—— B in Set, consider diagram 5.10 in Set where
@ is the empty set and a, § are the obvious injections. From the equality
F(3 = F foFa, we deduce that F'f is an isomorphism since Fa, F3 are.
Moreover given another morphism g: A—— B in Set, g o a = 3, thus
FgoFa=Fp@=FfoFa;since Fa is an isomorphism, Ff = Fg. So F
maps all morphisms of Set(A4, B) to a single isomorphism FA-=5FB.
The category of fractions Set[X~!] is thus obtained by taking one object
for each set and one single isomorphism between any two objects.
Therefore the following definition is pertinent:

Definition 5.2.6 Let € be a category and ¥ C € a class of morphisms
such that the category of fractions ¢: € ——>¥[L™] exists. The class
is saturated when for every morphism f € €

©(f) is an isomorphism iff f € .

5.3 Reflective subcategories as categories of fractions

Up to equivalence of categories, every reflection can be seen as a category
of fractions.

Proposition 5.3.1 Consider a category # and a reflective subcategory
i: of — B, with reflection r 4 ¢. Write X for the class of all morphisms
f of # such that r(f) is an isomorphism. In this case the category
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of fractions p: B——>B[E~] exists and is equivalent to r: B#—> .
Moreover the class ¥ admits a left calculus of fractions.

Proof Let us first recall that the canonical morphisms €4: riA—— A
of the adjunction are isomorphisms (see 3.4.1). Given B € £, the iden-
tity e, o ryg = 1, p implies that given the second canonical morphism
ng: B——irB, r(np) is an isomorphism as well, with inverse the iso-
morphism ¢€,5. Thus g € X.

Let us write & for the following category:

o |Z|=|8;
e ¥(B,B') = o(rB,rB’);
e the composition is that of «.

There is an obvious functor I': &/ —&:

o T'(A) =i(A) for A € «;
o I'(f) =ri(f) for f € L (A, A').

This functor is full and faithful since ri is isomorphic to the identity
on & via the isomorphism e. Moreover, given B € &, we also have
an isomorphism rnp € Z(B,irB) = ¥ (B,I'(rB)). Therefore I' is an
equivalence of categories (see 3.4.3).

There is an obvious functor p: #— %

e ¢©(B) = B for B € %;
e o(f)=r(f) for f: B—>B'in &.

We shall prove that (%, p: #—— &) is the category of fractions Z[X1).
Given a functor F: #——> € such that F(f) is an isomorphism for each
f € I, afunctor G: & — € such that Goy = F must have the following
characteristics, since each np is in 3:

(1) GB = Gyp(B) = FB;
(2) Gr(ns) = Go(ns) = F(ns); _1
(3) Glers) = G((r(ms) ") = (G(r(ns))) = (Fme)) ™"
(4) G(f) = G(foerpor(ng))
= G(erp or(if) o r(nB))
= Glerm) 0 Gr(if) o Gr(ns)
= F(np)™' 0 Gpi(f) o F(nB)
= F(ng)~ o Fi(f) o F(ng)
for B,B’ € & and f € % (B, B’). This proves the uniqueness of G. On
the other hand the naturalities of €, 7 show that G, defined by
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B f A

s B N4

C T> irC s irB i f ird
Diagram 5.11

e GB=FBfor Be X,
o Gf = F(ng:)~' o Fif o F(ng) for f € %(B, B'),

is indeed a functor. It is such that G o ¢ = F’ since

Go(B) = GB = FB,

Go(f) = Gr(f)
= F(ng/)~' o Fir(f) o F(np)
= F(np/)~" o F(ir(f) o ns)
= F(np/)~' o F(np o f)
= F(ng)™" o F(ng:) o Ff
= Ff

for B € # and f € #(B, B’).

It remains to prove that ¥ satisfies the conditions dual to those of
5.2.3. Clearly r(1g) is an isomorphism for every B € # and if go f
exists in # with r(g), r(f) isomorphisms, r(go f) = r(g) o r(f) is an

isomorphism as well.

Let us check the dual of condition 5.2.3.(3). Diagram 5.11 commutes
in & just by naturality of n. So if s € X, ir(s) is an isomorphism and

naof= (zr(f) o (ir(s))_1 o 170) os
with n4 € ¥ by 3.4.1.

For the dual of condition 5.2.3.(4), consider the commutative dia-
gram 5.12 in B. If fos = gos with s € &, ir(f) oir(s) =1ir(g) oir(s)

with ir(s) an isomorphism, thus ir(f) = ir(g). Therefore
naof=ir(f)onp=ir(g)onp=nacg
with n4 € £ by 3.4.1.
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c —— B __2 A

Nc nB NA
irf
irC ———irB S irA
Diagram 5.12
a—L B
U v
Sw

Diagram 5.13

5.4 The orthogonal subcategory problem

Considering a reflective subcategory as a category of fractions “up to
equivalence” can lead finally to a clumsy presentation, as suggested by
the proof of 5.3.1. There is an equivalent, but more elegant approach.

Definition 5.4.1 Consider two arrows f: A—— B, g: C——D in a
category €. We say that “f is orthogonal to g” and we write f L g
when, given arbitrary morphisms u, v such that vo f = gou there exists
a unique morphism w such that wo f = u, gow = v (see diagram 5.13).

Let us make clear that this orthogonality relation is by no means
symmetric.

Let us also observe that the definition of a strong epimorphism (see
4.3.5) can be rephrased in the following way:

An epimorphism f is strong when, for every monomorphism g,
flg

Definition 5.4.2 Given an arrow f: A—— B and objects X,Y of a

category € (see diagram 5.14):

(1) we say that f is orthogonal to X and write f L X when for every
morphism a: A—— X, there exists a unique morphism b: B——> X
such that bo f = a;
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A —f—> B Y
a ..'.‘b-.. .d'.'cu. c
u'.' e
X A ——f—-é B
Diagram 5.14
a—L B
a 3

u"‘
X — 1

€x
Diagram 5.15

(2) we say that Y is orthogonal to f and writeY L f when for every
morphism c: Y — B there exists a unique morphism d: Y — A
such that fod=c.

Clearly the two notions of 5.4.2 are dual to each other, while 5.4.1
is an autodual definition. There is generally no ambiguity between the
notions of orthogonality in 5.4.1 and 5.4.2 since

Proposition 5.4.3 Consider a category € with a terminal object 1.
Given an arrow f: A—— B of € and an object X,

fLX if f1é&x,
where £x: X —— 1 is the unique existing morphism.

Proof It suffices to consider diagram 5.15 where the outer square and
the lower triangle are automatically commutative. O

Here now is the way to use these orthogonality conditions to describe
reflective subcategories.

Proposition 5.4.4 Consider a reflective subcategory i: &/ — # with
reflection r: #—— /. Write T for the class of all morphisms f € #
inverted by r. Given B € #, write ng: B——irB for the canonical
morphism of the adjunction.

(1) For an object X € 8, the following conditions are equivalent:
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A——-—>B

S

Diagram 5.16

(a) X € ;
(b) VfeX fLX;
(c) VBe# np Ll X.
(2) For an arrow f € #, the following conditions are equivalent:
(a) feX;
(b)) VXeod fLlLX;
(c)Vgew fLlyg.

Proof Choose X € of and f: A—— B in 3, so that nx is an isomor-
phism (see 3.4.1) and consider diagram 5.16. Given a: A—> X = (X)),
nx oa = ir(a) ona so that @ = i(nx' or(a)) ona; we put b: r(4) —> X,
b = nx' or(a), thus a = i(b) o na. Since r(f) is an isomorphism, we
obtain

i®) oi(r(f)) ‘onpof=i(b)ona=a,

so that i(b) o i(r( f))_:l onp is a factorization of a through f. Such a
factorization is unique because given h, k: B:iX such that ho f =
a = ko f, one has r(h) or(f) = r(k) o r(f) and thus r(h) = r(k) since
r(f) is an isomorphism. Then

Mix oh=ir(h)ong =ir(k)ons =nix ok

and finally h = k because 7;x is an isomorphism (ex is an isomorphism
by 3.4.1 and 7;x is the inverse of iex by 3.1.5).

That (b) implies (c) is obvious, since np € X; notice that ¢,(p) is an
isomorphism by 3.4.1 and r(ng) is its inverse by 3.1.5.

Let us suppose now that g L X for each B € #. Putting B = X|
we find a unique morphism z: ir(X)——>X such that z o nx = 1y,
as in diagram 5.17. But nx oz o nx = nx = li(x) © Nx, so that by
uniqueness of the factorization, nx ox = 1;,(x)- So nx and z are inverse
isomorphisms and X € & because r(X) € o and < is replete in &; see
3.5.1.
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X —X—irx

1x

X

Diagram 5.17

A——f——>B

X —g— Y

Diagram 5.18

Let us now prove the second set of equivalences. Given f: A—— B in
¥ and X € &/, we must prove that f L X. But this is precisely (a) = (b)
in the first part of the proof.

Choose now f: A——> B with f L X for every X € «/. Choose also
an arbitrary morphism ¢: X ——Y in &/, as in diagram 5.18. Given
u, v with gou = vo f, the condition f L X implies the existence of a
unique w such that w o f = u. It remains to prove that gow = v. But
gowo f=gou=wvo f sothat g ow and v are two factorizations of
g o u through f; since f LY, this implies gow = v.

Finally choose f: A—— B in 4 orthogonal to every g: X —Y in
&/. Considering diagram 5.19, we have ir(f) o na = np o f; therefore
we obtain g such that go f = 9y, ir(f) o g = np. Let us prove that
€r(a) © 7(g) is the inverse of r(f). Applying 3.1.5,

er(a)o7(g) or(f) = €r(a) 0T(na) = Lr(a),
r(f) o eray 0 T(g) = er(my o rir(f) or(g)
=erB) o T(NB) = Ly(B)- (|
The equivalence (a)<(b) in the first part of 5.4.4 suggests the follow-
ing definition:

Definition 5.4.5 Let ¥ be a category and ¥ a class of morphisms of 6.
By the orthogonal subcategory of € determined by X, we mean the full
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a—L . p
nA g B
irf
irA « — _ "~ irB
1€irA ©ITG
Diagram 5.19

subcategory €y, of € whose objects are those X € € such that f 1 X
for every f € ¥.

5.4.4 shows that given a reflective subcategory i: & — 2 with reflec-
tion r: #—— o/, of is precisely the orthogonal subcategory ¥x deter-
mined by the class ¥ of those morphisms inverted by r. The orthogonal
subcategory problem consists in finding conditions such that, given a
category ¥ and a class ¥ of morphisms of €, the orthogonal subcate-
gory ¥x is reflective in €.

Observe first an obvious fact (see 3.5.1).

Proposition 5.4.6 Let € be a category and ¥ a class of morphisms of
%. The full subcategory € of € is replete. O

The solution of the orthogonal subcategory problem uses in an essen-
tial way a notion which will be studied more systematically in chapter 5
of volume 2. More precisely,

an object C of a category € is a-presentable, for some regular
cardinal o, when the representable functor €(C, —): € —> Set
preserves a-filtered colimits.

More generally

An object C' of a category ¥ is presentable when it is a-present-
able for some regular cardinal c.

(See section 6.4 for the notion of regular cardinal.) In chapter 5 of vol-
ume 2, we shall study a wide class of categories which satisfy the assump-
tions of the following theorem, namely the locally presentable categories
(see 5.2.10, volume 2).
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Diagram 5.21

Theorem 5.4.7 Let € be a cocomplete category in which every object
is presentable. Given a set ¥ of morphisms of €, the corresponding
orthogonal subcategory €', is reflective in €.

Proof Let us first indicate a general construction, starting from an ar-
bitrary object C € €. For every pair (s, f) where s: S——T is in ¥ and
f: S——C is arbitrary, consider the pushout in diagram 5.20. Consider
now the diagram constituted of all the arrows ¢,¢, for all possible pairs
(s, f), and compute its colimit (I'C, (uss)s¢) (a sort of “infinite pushout”
of arrows with a common codomain C). The diagram is small since X is
a set, thus the colimit exists by assumption. We write y¢ = ugf ot for
the unique composite obtained in this way (see diagram 5.21).

So given (s, f) as above, we do not have in general a (unique) factor-
ization T——C, but we certainly have a factorization T——>I'C (see
diagram 5.22), namely usf o g55; indeed

usfogsfos=u3fotsfof='ycof.

The factorization T——T'C has no reason to be unique. Therefore we
consider all the morphisms h: T——I'C such that hos = yoc o f, for
a fixed pair (s, f). We consider the colimit g;5: 'C ——> Qg of all those
factorizations h (a sort of “infinite coequalizer”); this makes sense since
€(T,T'C) is a set and ¥ is cocomplete. Then we consider the diagram
constituted of all the arrows g4z, for all possible pairs (s, f), and we
compute its colimit (AC, (vsf)ss) (a sort of “infinite pushout”); again
this colimit does exist because ¥ is small and € is cocomplete. We write
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Diagram 5.22

rc —2L Q. —%L 5 AcC

N J
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Diagram 5.23

8¢ = vsf 0 qs5 for the unique composite obtained in this way (see dia-
gram 5.23).

To construct the reflection of C € € in €x, it will now suffice to
iterate the previous construction. By transfinite induction, let us define
a functor

F: Ord——¢%

where Ord is the preordered class of ordinals. Defining F is just giving
a transfinite sequence

in the category €; we put

(1) Co=2C,

(2) if Cp is defined, Cgyy = ACp with connecting morphism 63 =
dcs 0vc,

5
Cs—2% 10— 5 AC,

(3) if B is a limit ordinal, C3 = colim .«gC;, with the canonical mor-
phisms of the colimit as connecting morphisms.

Such a construction can be performed in every cocomplete category,
but has no reason to become stationary at some stage. But using the
assumption that every object is presentable, we shall be able to reach
our conclusion.



200 Categories of fractions
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Diagram 5.25

Each object of € is presentable. Since ¥ is a set, we can choose a
sufficiently big regular cardinal « such that for each s: §——T in X,
both § and T are a-presentable. We shall prove that C,, together with
the connecting morphism C ——C,, is the reflection of C in ¥x.

First of all let us consider s: S——T in ¥ and f: S——C, as in
diagram 5.24. Since S is a-presentable and the colimit defining C, is
a-filtered, f factors through some Cp, with 8 < o (see 5.1.3 of volume
2). Writing s5: Cs— C, for the canonical morphisms of the colimit,
we have thus some f3 with sg o fg = f. By definition of I'C;z we get

f=spofsg=spr10050fs=3p1106c5 07050 fp
= 83+190c; O Usf © gsf O 8,

which shows that g = sg41 0 ¢, © uss © gs5 is a factorization satisfying
gos=f.

Now let us suppose we have two factorizations g, h: T: C, with the
property go s = f = h o s. We must prove the equality g = h. Since T
is a-presentable and the colimit defining C,, is a-filtered, g and h factor
through some terms Cg, , Cj, of the colimit. Since the colimit is filtered,
there is no restriction in supposing 8; = fs; this yields diagram 5.25.
Writing gg,, hp, for the factorizations and again sg, for the canonical
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S > T

//

Cﬁ —) FCﬂ Cﬁ+1

5p+1 Ca

Dlagram 5.26

morphism of the colimit, we have
3,098, 0s=gos=f=hos=sp ohg os.

This shows that the two morphisms (gg, o s, hg, o s) are identified in
the colimit C,; since this colimit is filtered, there exists 8; < 8 < «
such that those two morphisms are already coequalized at the level Cp
(see 2.13.3). Finally we have got the situation of diagram 5.26 with
gsos=hgosand g =sgo0gg, h =350 hg. Putting f = gg o s in the
first part of proof, we get
(ves098)08 =700 f =(vgz0hp)os
thus y¢, o gs and y¢, © hg are two factorizations of ¢, o f through s.
This implies gs7 © v¢, © gg = gs5 © Yo, © hp by definition of ¢y5. Finally
9g=53°9s

=sp+100g09p

= Sﬁ+1 [e] 60{3 O’)’Cﬁ (o] gﬂ

= Sﬂ+1 Ovsfoqst’)’Cﬁ Ogﬁ

= 80419 Usf ©qsf © V0, ohﬂ

=3884108¢, 0vc, o hp

=spy100p0hg =sp0hg

= h.
This ends the proof that C, is an object of €5x.

Now let us consider the canonical morphism sq: C = Co——C, of
the colimit. Given D € ¥x and m: Co—— D, we must find a unique
n: C,—— D such that n o s¢ = m. By transfinite induction, we shall
construct a cocone of morphisms ng: Cg—— D on the diagram consti-

tuted of the Cg, 83 and we shall prove that n, is the expected factor-
ization. Clearly we put ng = m and when (3 is a limit ordinal, we define
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Diagram 5.28

ng as the unique factorization of the cocone (n.).<p through the colimit
Cp = colim . gC;. There remains the case of a successor ordinal.

So we suppose that a cone n.: C;—— D has already been defined for
all € < B; we must define ng1: Cgy1 —— D such that ngyy 0 g = ng.
Consider s: S—T in ¥ and f: S——Cp. In diagram 5.27, we get a
unique factorization r45 such that r,4 0 s =ngo f, just because D € €5
and s € X. Since the square is by definition a pushout, this yields a
new factorization w,y making the whole diagram 5.27 commutative. The
relations w,s o t,5 = ng indicate that the morphisms w,; constitute a
cocone on the generalized pushout diagram constituted of the morphisms
tsf. Since (I'Cg, (usf)ss) is the colimit of this last diagram, we find a
unique morphism og as in diagram 5.28 such that og o usy = w,y.
Composing with ¢, we obtain

0B OYCs = 0pOUsf Otss = Wes Olsp = Np.

We must now extend the factorization at the level AT'Cz. Consider
diagram 5.29. If g, h are such that hos = yo, 0 f = gos, thenogog
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§ —— T
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Qsf
Diagram 5.29

603 Vsf Dsy

ACg —)"[Hl D

Diagram 5.30

and o o h are two factorizations of o 0 g, o f through s; since s € &
and D € ¥y, this implies 03 0 g = 05 o h. This implies that oz factors
through the coequalizer g 4 of all those possible factorizations g, b, .. .,
yielding a morphism pss such that pss o g; = og. This last equality
indicates precisely that the morphisms p,; constitute a cocone on the
generalized pushout diagram constituted of the morphisms g ;. Since
(ACp, (vsf)sy) is the colimit of this last diagram, we find in diagram 5.30
a unique morphism ng41: Cgy1 = ACg—— D such that ngyy o vgy =
psf. Composing with g, we obtain

1341000, = Ngy1 O Vsf O Qsf = Puf © Qsf = OB
and finally
ng+1005 =1Np41 080, © Y0, =05 °VC, = Ng-

This constructs the cocone (ng) 5 0rq @nd in particular we have ng 080 =
ng = m, which yields the expected factorization n = ny.
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It remains to prove the uniqueness of that factorization n,, but it is
now a straightforward matter. Indeed if I: C, —— D is such that losg =
m, for every 3 < a we define lg = losg where sg: Cg—— C,, is once more
the canonical morphism of the colimit. It suffices to prove by induction
the equality g = ng, for every § < a. For a = 0 this is just the relation
losy = m = ng. And when S is a limit ordinal, [z and ng are two
factorizations of the cone (I = n.)c<p through the colimit Cs, thus
lg = ng. There remains the case of a successor ordinal.

If i3 = ng observe first that

lpr106c,0usfogsfos=I1gy100c, ousgotssof
=lgy106c, 00,0 f
=lpr100p0 f
=lgof
=ngo f
=WsfO0gsfOS

=080 Usf OGsf OS.

Since D € €5 and s € L, this implies

lﬂ+l o 603 OUsf OQGsf = 03O0 Usf OGsf.
On the other hand one has directly
lg1106c, 0usf oty =lgyy 08¢, 070,
=lp+100p
= lﬁ
= nB
= wWsf otss

=030 Uss Otsg.

Thus the morphisms g4 0 ¢, © us¢ and og o ugy are equal when com-
posed with the two canonical morphisms ¢4, gs5 of the pushout of f,s.
Therefore

lg4+1 060, 0ousy = 0g 0 uss

and since the u,s are the canonical morphisms of a colimit,

lﬂ+1 o 6CB = 0g.
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This last relation can be rewritten

lp+10vsf 0 qsg = Psg © Qss

and since g, is an epimorphism (coequalizer of a family of morphisms),

lg4+10vs5 = psy.

But ngy; is by definition the unique arrow with that property, thus
lﬁ+1 =Ng+1- O

Corollary 5.4.8 Let ¥ be a locally presentable category and ¥ a set
of morphisms of €. The corresponding orthogonal subcategory €5 is
reflective in 6.

Proof By 5.4.7, this volume, and 5.2.10, volume 2. O

Since a reflection is completely characterized by the class ¥ of inverted
morphisms (see 5.3.1), the properties of the reflection will depend heavily
on the structure of the class X. Therefore it is very important to know
when a class X is the class of inverted morphisms for a reflection.

Definition 5.4.9 Let ¥ be a cocomplete category and £ a class of
morphisms of €. The class £ is closed under colimits when given a small
category 9, two functors F,G: 9:‘6 and a natural transformation
a: F = @G, if all the morphisms ap: FD——>GD are in £, then the
corresponding factorization colimap: colim FD——colimGD is in £
as well.

Proposition 5.4.10 Let € be a cocomplete category in which every
object is presentable. Consider a set ¥ of morphisms of ¢ and the corre-
sponding reflective subcategory r 4 i: € <, € of those objects orthog-
onal to the morphisms of ¥.. The class £ of those morphisms inverted by
r is the smallest class £ with the following properties:

(1) 2C&;

(2) every isomorphism is in &;

(3) if two sides of a commutative triangle are in &, so is the third side;
(4) € is closed under colimits.

Proof 1If s: S——T isin ¥, consider diagram 5.31. Since s L ir(S), we
get a unique morphism f: T——ir(S) such that f o s = ng; see 5.4.4.
Since (r(T),nr) is the reflection of T and r(S) € €5, we get a unique
morphism g such that gonr = f. From

goir(s)ons =gonros=fos=ng
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s —15 - irg
s f g| |irs

T T)i'r‘T

Diagram 5.31

and the universality of ns, we get g o ir(s) = 1;7(s). From
ir(s)ogonros=ir(s)ofos=ir(s)ong=mnros

we get ir(s) o gony = nr since s L ir(T'); consequently ir(s)og = Lir(T)
by universality of 7. Thus ir(s) is an isomorphism and £ C €.

Clearly if f is an isomorphism, so is r(f) and thus f € £. In the same
way if f = g o h, then r(f) = r(g) o r(h) and if two of the morphisms
r(f), r(g), r(h) are isomorphisms, so is the third one.

Finally, with the notation of 5.4.9, r(colim ap) = colimr(ap) since r
preserves colimits (see 3.2.2). Thus when each r(ap) is an isomorphism,
r(colim ap) is an isomorphism as well as a colimit of isomorphisms.

Thus the class £ of inverted morphisms certainly satisfies conditions
(1), (2), (8), (4). From now on, let us write £ for an arbitrary class
which satisfies conditions (1), (2), (3), (4). Let us prove first that given
C € € the canonical morphism 7¢: C——ir(C) is in £. We refer without
further notice to the construction of ¢ given in the proof of 5.4.7.

For every s: S——T in ¥ and f: S——>C, consider diagram 5.32
where the front face is a pushout by definition; the back face is obviously
a pushout as well. Since 5,15 and 1¢ are in £, t;y € £. Now consider
diagram 5.33, where (s, f) runs through all the possible pairs described
before. We compute the generalized pushout of the morphisms ¢,¢ on the
bottom line and the corresponding generalized pushout of the morphisms
1¢ on the top line. The vertical morphisms 1¢, ¢;5 connecting the two
diagrams are in £, thus v¢ € €.

The pair (s, f) being fixed again, consider diagram 5.34 where h; runs
through all the morphisms h such that h; o s = v¢ o f; we take as many
copies f; of f as there are such morphisins h;. Since all the f;’s are equal
to f, the top line is a colimit. The bottom line is a colimit by definition.
Since s and y¢ are in £, g;f 0vc € €. But since y¢ € £, g5 € € as well.
Now considering diagram 5.35 where (s, f) runs through all the possible
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s Ls s
1g s
f s = T
f f
C lo c 9sf
lc tos
C tsf P, sf
Diagram 5.32

1c sy Yo
C tsf P, sf Uss rc
Diagram 5.33

s — i, ¢ 1o, ¢

s Yc dsf °YC
T —5— TC —4; Qs
Diagram 5.34

r¢ —irc , o e, o

Irc dsf oc

rc

st > AC

dsf Vsf

Diagram 5.35
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Co 1g, Co Lo, R o Co g, ... Co

T0 T1 Te Tg

Co c H C. . Cs
Diagram 5.36

B —IB , B

f irf

C T')irc

Diagram 5.37

pairs (s, f), the bottom part is a colimit by definition and the top part
is a colimit since the indexing diagram is connected (see 2.6.7.e). Since
Irc and gs¢ arein £, 6¢ € €.

Let us finally consider the various objects Cg and the corresponding
connecting morphisms Co—— C. We prove by induction on « that all
those morphisms are in &:

(1) if 8 = 0, the morphism is the identity on Cp, which is in &;

(2) if rg: Co——>Cpisin &, then 7541: Co—— Cpyy is just dc, 0vc, 078,
which is in £ as composite of morphisms in &;

(3) if B is a limit ordinal, it suffices to consider diagram 5.36; the top line
is a colimit diagram, just because the indexing diagram is connected
(see 2.6.7.e); the bottom line is a colimit diagram by definition. Since
Tee€€fore< P, ek

In particular 7, = n¢ € £.

Finally let us consider a morphism f: B——C in € such that r(f)
is an isomorphism. Considering the commutative diagram 5.37, we have
1B, nc and ir(f) in £, thus f is in £ as well. O
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A—¢ > B

v
C TP

Diagram 5.38

5.5 Factorization systems

5.3.1 shows that a reflection r 4 i: o/ — % of a category # is com-
pletely characterized by the class 3 of those morphisms of # inverted
by r. Here we shall prove that in most cases, ¥ is part of a factorization
system for the arrows of 4.

Definition 5.5.1 By a factorization system on a category % we mean
a pair (£, M) where both £ and M are classes of morphisms of # and

(1) every isomorphism belongs to both £ and M,

(2) both & and M are closed under composition,

(3) Vee £ YmeM elm,

(4) every morphism f € # can be factored as f = moe, with e € £ and
m € M.

Let us make clear that in 5.5.1, nothing is required about some mor-
phisms being monomorphisms or epimorphisms.

Proposition 5.5.2 Under the conditions of 5.5.1, the factorization f =
m o e referred to in 5.5.1.(4) is unique up to an isomorphism.

Proof Suppose f = m' o€’ with ¢ € £ and m' € M. Consider
diagram 5.38. It suffices to apply 5.5.1.(3) to get morphisms u,v such
that uoe = e, m ou = m, voe = e, mowv = m'. In particular
considering the situations of diagram 5.39, one has vouoe =voe’ =e,
movou=m'ou=m,uovoe =uoce=¢€,mouocv=mov=m'.
By the uniqueness condition in the definition of orthogonality (see 5.4.1)
one deduces vou =1g and uov = 1. O

Proposition 5.5.3 Under the conditions of 5.5.1 and given a morphism
fe%,

fefevmeM fLlm,
feEMoeVecl el
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A—¢ > B A—< 5 ¢
e v m 4 uy m/
1p lc
B —m— D ¢C —— D
m
Diagram 5.39
a—L ¢ A —%— B
e l¢ e g m
- 4
' B
o
B —5— C B —5m— C
Diagram 5.40

Proof By duality, it suffices to prove one of the equivalences. If f € £,
then f L m for every m € M, just by 5.5.1.(3). Conversely suppose
f L mfor all m € M and write f = moe withe € £, m € M (see
5.5.1.(4)). Considering the situations of diagram 5.40, we first get g such
that go f = e, mo g = 1¢, by assumption on f. Considering the second
square, gomoe =go f = e and mo g om = m, thus by the uniqueness
condition in 5.4.1 we have g om = 1g. So m is an isomorphism and
m € € (5.5.1.(1)). Finally f =moe €& (5.5.1.(2)). O

Proposition 5.5.3 tells us in some sense that definition 5.5.1 is redun-
dant, since each one of the classes £, M can be completely described
in terms of the other one. Nevertheless the fact of using both classes
allows in general more elegance and simplicity in the treatment of the
problems.

The classes £, M involved in a factorization system have quite a lot of
stability properties, for example under some types of limits or colimits
(see 5.9.1). Let us just emphasize the following facts.

Proposition 5.5.4 Under the conditions of 5.5.1, consider a composite
f o g of two morphisms of #:

(1) (fogefandge &)= (fe€E);

(2) (foge M and f € M) = (g€ M);

(3) f € ENM = f is an isomorphism.
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A—9 1L ¢

u v
uog w
i
D —5— E
Diagram 5.41
A —l—‘—'> B
1a g 1p

u".
A — B

f
Diagram 5.42

Proof Let us prove the first assertion. Consider diagram 5.41 where
mou=wvo f and m € M. Since fog € £, we get a unique w such that
wo fog = uog and mow = v. But since g € £, the uniqueness condition
in 5.4.1 implies w o f = u. Thus w is the expected factorization. Now
w is unique with that property since m o w’ = v and w’ o f = u imply
w o fog=1uogand thus v = w.

The second assertion follows by duality. Finally if f € £NM it suffices
to consider the square of diagram 5.42 to get a unique g such that
gof=14, fog=1pg. O

We shall now indicate the relations between reflective subcategories
and factorization systems.

Proposition 5.5.5 Let # be a category with a terminal object. Ev-
ery factorization system (£, M) on the category # induces a reflective
subcategory r 1 1i: o :.@, with the following properties:
(1) given B € # and the (£, M)-factorization
B—fB ,p(B)—MB 3

of the unique morphisms tg: B——1, (r(B),eB) is the reflection

of B in &;
(2) every morphism f € £ is inverted by r.
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B —fB r(B)

fil g |ms

N

ATA—)I

Diagram 5.43

B —%8 r(B)— B 1

g r(9) 1,

B g1 (B)—p— 1

Diagram 5.44

Proof Given B € 4, consider the unique morphism £g: B——1 and
its (£, M)-factorization {g = mp oeg, mp € M, eg € &; write r(B)
for the corresponding object

B—EfB ,r(B)—B 3

We define o/ to be the full subcategory of # whose objects are those
B’s for which ep is an isomorphism.

By uniqueness of the (£, M)-factorization (see 5.5.2), the (€, M)-fac-
torization of mp is just mpol,p. In other words, r(B) € /. Considering
diagram 5.43, let us prove that (rB, ep) is the reflection of B in &/. Given
A € o/, the unique arrow m4: A——1 is in M by definition. Then given
f: B— A, the square shown is commutative since 1 is terminal. From
ep € £ and my4 € M, we get a unique ¢ such that goep = f and, of
course, ma o g = mpg.

Choose now g: B—— B’ in £. In diagram 5.44, the outer rectangle
is commutative since 1 is terminal. From eg € £ and mp € M, we
get a unique r(g) making the whole diagram 5.44 commutative. This is
precisely the definition of the functor » on the morphisms (see 3.1.3).
But from g € £ and ep: € &, we get egrog € £; since eg € &£, this implies
r(g) € &; see 5.5.4. In the same way from mg € M and mp € M we
deduce r(g) € M. Then r(g) is both in £ and in M: it is an isomorphism
(see 5.5.4). O
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It should be observed that in 5.5.5, £ is not in general the class of
morphisms of # inverted by the reflection r. For example in the cate-
gory Set of sets and mappings every monomorphism is strong and every
epimorphism is strong (see 4.3.10.a). Therefore we immediately get a
system of factorization by defining

feé& iff fisa surjection,
feM iff fisan injection.

Given a set B, the corresponding reflection r(B) of # is the image of
the unique mapping B——1. Thus 7(B) = 1 if B # § and r(§) = 0.
The corresponding reflective subcategory is just {) — 1}. Observe that
every morphism f: A—— B between non-empty sets A, B is mapped to
the identity on the singleton, thus is inverted by the reflection.

The reader should compare the previous example with the statement
of our next proposition. We refer to 4.4.1 for the notion of a “finitely
well-complete” category.

Proposition 5.5.6 Let # be a finitely well-complete category. There
exists a bijection between

(1) the reflective subcategories r < i: o/ S B of B,
(2) the (€, M) factorization systems on # which satisfy the additional
condition
fogefand fef=>gef.
Moreover, under this bijection, £ is the class of those morphisms of #
inverted by the reflection r and M contains all the arrows of <.

Proof Let us start with a reflective subcategory r 4 ¢: &/~ % and
define the two classes £, M of morphisms by

fe& iff r(f)is an isomorphism,
feM iff Veec& el f.

We shall prove that (£, M) is a factorization system with M containing
all the arrows of /.

Clearly every isomorphism is in £ and € is stable under composition.
Moreover an isomorphism is always orthogonal (on the left or on the
right) to any morphism, thus certainly all isomorphisms are in M.

Now consider a composite mg o my, with mq, my € M. Considering
diagram 5.45 where e € £ and mg2 o my; o u = v o e one gets a unique
z such that meoz = v, z0e =mjou (e € £, my € M) and then a
unique y such that m; oy =z, yoe = u (e € £,m; € M). This implies
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A € B
u // v
C —my— D —7— E

Diagram 5.45
B = B
\ﬁ‘ v nB/
u irB —— irB’
ire
t s
2
A a A’
Diagram 5.46

moomy oy =mgoXx = v, so that y is a factorization. If 3 is another
factorization such that y' 0 e = u, ms om; oy’ = v, one has

mao(moy)=v=mgoz, (moy)oe=(mou)==zoe,

so that m; oy’ = z by definition of z. Since moreover ¢ ce =u, y = ¢/
by definition of y. This proves that M is stable under composition.

By definition of M, e € £ and m € M imply e L m. Moreover if
a: A——> A’ is an arrow of & and e: B—— B’ is in £, let us prove the
relation e 1 a. Consider diagram 5.46 where aou = voe. If ng,np
are the canonical morphisms of the reflection, we get factorizations t, s
making the whole diagram 5.46 commute. This yields a morphism w =
to (137'(6))_1 onp: from B’ to A, with the properties

woe=to (ir(e))_1 onproe=to (ir(e))  oir(e)ons =rnE =u,
aow=aoto (z'r(e))_1 onp = soir(e)o (z”r(e))_1 ong =sonp =v.

If w': BP——> A is another morphism with the properties w’ o e = w,
aow' =wv, the universal property of (ir(B’),np-) implies the existence
of w”: ir(B’)— A such that w” o np: = w’. Therefore

w’oir(e)onp=w"onp oe=uw oe=u=tonpg,
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\\

P ——9 irB
a irf

C —55— urC

Nc
Diagram 5.47
x —Y—p—Lb 4B
a x
w Y irf
Y m C e~ wC
Diagram 5.48

from which w” o ir(e) = t by uniqueness of ¢. Finally,

w' =w" onp =w" oir(e)o (ir(e))_l ongr=to (’i'r‘(e))_1 onp = w,

which proves e L a. Thus every morphism of &/ is in M.

Let us now consider a composite fog in # with fog € £ and
feé&. Since r(fog) =r(f)or(g) and r(f o g), r(f) are isomorphisms,
r(g) = (r(f))—1 or(f og) is an isomorphism as well. Thus g € £.

It remains to prove that every morphism f: B——C in # can be
factored as f = moe, with e € £ and m € M. We consider diagram 5.47
where the square is a pullback and c is the unique factorization making
the whole diagram 5.47 commute.

Let us observe first that a € M. Indeed consider diagram 5.48 with
uow =aovand w € €. Since w € £ and ir(f) € & C M, we get
a unique « such that z ow = bo v and ir(f) oz = n¢ o u. Since (a,b)
is a pullback and ir(f) o £ = ¢ o u, we obtain a unique y such that
aoy = u, boy = x. Observe that boyow = rzow = bov and
aoyow =uow = aov, from which y ow = v since (a, b) is a pullback.
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T

g
g
K’hU<_e_~<

g Si Si
s
Diagram 5.49

Thus aoy = u and y o w = v, which yields a factorization y. If ' is
another such factorization, the relations

boy ow=bov=gow, ir(foboy =ncoaoy =ncou=ir(f)ox
imply boy' = z. Next, the relations
boy =x=boy, aocy =u=aoy

imply ¥ = y. This ends the proof that a € M.

There is no reason in general to have ¢ € £. Let us consider all the
subobjects s;: S;>—— P with s; € M and through which ¢ factors, let
us say as ¢ = §; o t;. We can compute the intersection s: $>— P of
all these subobjects (& is finitely well-complete) and get a factorization
¢ = sot through that intersection. Observe that 1p is one of the s;’s. Let
us prove that s € M; see diagram 5.49. Givenx € £ and sou =voz,
we get a unique w; such that s; o w; = v, w; ox = 0; o u since s; € M.
Since all composites s; o w; are just v, we get a unique factorization w
through the intersection S, with o; o w = w;. Therefore

SoOW=8;0; W =8;0wW; = V.

Moreover from sowoxr =vox = sou we deduce woxr = u since s is a
monomorphism. So w is the expected factorization and it is necessarily
unique because s is a monomorphism. This proves s € M.

We already have f = aoc = aosot with a and s in M, thus aos € M.
It remains to prove that ¢ € £. Let us consider diagram 5.50 where the
square is a pullback. From

r(bos)or(t)=r(boc)=r(ns)

and the fact that 7(np) is an isomorphism (with inverse ¢,(g); see 3.1.5
and 3.4.1), we deduce that r(¢) = ir(t) is a monomorphism and thus
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B

T ——— irB

S T)irs

Diagram 5.50

k is a monomorphism as well (see 2.5.3). But since ir(t) € & C M,
the same argument developed for diagram 5.47 shows that £k € M.
We have then ¢ = sot = so kod with s o ¥k a monomorphism in
M, since s and k are. By definition of s, k¥ must be an isomorphism.
Finally, recalling once more that r(7x) is always invertible, with inverse
er(x) (see 3.1.5 and 3.4.1) we observe that r(I) o r(d) = r(np) is an
isomorphism, thus r(d) is a strong monomorphism (see 4.3.6). Since k is
an isomorphism, r(t) is thus a strong monomorphism as well. But from
r(ns) o r(k) = rir(t) o r(l) = r(¢) o r(I) we deduce that r(t) is a strong
epimorphism, since both r(ng) and r(k) are isomorphisms. Thus r(t) is
an isomorphism (see 4.3.6) and f = (aos)ot, withaose Mandt €&,
is the required factorization.

Considering the construction we have just developed and that de-
scribed in 5.5.5, it remains to prove that they induce the bijection an-
nounced in the statement.

Let us start with a reflective subcategory r 4 i: &/~ % and the

corresponding factorization system (£, M) described in this proof. For
every B € # let us consider the composite

B—1B . ir(B)—"E 1.

Since r(ng) is an isomorphism, g € £. Since ir(B) € & and 1 € &,
mp € & and thus mp € M, as proved previously. Thus r(B) coincides
with the reflection of B constructed in 5.5.5.

Conversely consider a factorization system (£, M) satisfying the ad-
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ditional property
fogefand feE=>g€f.

We consider the corresponding reflection as constructed in 5.5.5. Let
us write X for the class of those morphisms of # inverted by r. The
factorization system associated with the reflection has, by construction,
the form (X, M’). To prove the equality (£, M) = (X, M’), it suffices
to prove £ = X (see 5.5.3) since the class M (or M’) is completely
characterized by the class £ (or ). We know already that £ C X (see
5.5.5), so it remains to choose g € ¥ and prove it is in £. Going back to
the defininition of r(g) in the proof of 5.5.5, we observe that eg: 0 g =
7(g) oep. The morphisms eg and ep’ are in £ by definition and r(g) € £
since it is an isomorphism. Finally ep and r(g) o eg are in &, which
implies g € £ by the additional assumption on the factorization system
(E,M). O

5.6 The case of localizations

We recall that a reflective subcategory r - i: & :3’? of a finitely com-
plete category # is called a localization when the reflection r preserves
finite limits (see 3.5.5).

We shall now particularize the results of sections 5.3, 5.5 to the case
of localizations.

Proposition 5.6.1 Consider a finitely complete category # and a re-

flective subcategory i: of — 9B, with reflection r 4 i. Write X for the

class of all morphisms f € # such that r(f) is an isomorphism. The

following conditions are equivalent:

(1) ¥ admits a right calculus of fractions;

(2) the reflective subcategory r - i: of :.@ is a localization;

(3) X is stable under pullbacks, i.e. given a pullback square in # as in
diagram 5.51, if s € X, thent € .

Proof (1) = (2). The reflection r: #—— & is equivalent to the cate-
gory of fractions : #—— #[Z~); see 5.3.1. If ¥ admits a right calculus
of fractions, #[£7!] is finitely complete and ¢ preserves finite limits. Ap-
plying 3.4.5 (finite case), we conclude that < is finitely complete and r
preserves finite limits. This is precisely the definition of being a local-
ization (see 3.5.5).

(2) = (1). Given B € &, (1) = 1,.p is an isomorphism, thus 15 € ¥.
Moreover given a composite fog in 8, if 7(f) and r(g) are isomorphisms,
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p—2 5 ¢

A —— B

f
Diagram 5.51

r(f og) = r(f) or(g) is an isomorphism and f o g € X. Given (f,s) as
in 5.2.3.(3), define (¢,9) as the pullback of (f,s). Applying r to this
pullback we get another pullback with r(s) an isomorphism, thus r(t) is
an isomorphism as well (see 2.5.3) and t € ¥. Finally given f, g: A B
and s € ¥ such that so f = so g, one has r(s) or(f) = r(s) or(g) and
thus r(f) = r(g) since r(s) is an isomorphism. Putting k = Ker (f, g),
one clearly has f ok = go k. But r(k) = Ker (r(f),(g)) and since
r(f) = r(g), r(k) = 1,(4). Thus r(k) is an isomorphism and k € Z.

(2) = (3). Considering the pullback in diagram 5.51, with s € T,
the image of this pullback under r is again a pullback with r(s) an
isomorphism; therefore r(t) is an isomorphism as well (see 2.5.3) and
teX.

(3) = (2). Since £ is finitely complete, o/ is finitely complete and
finite limits in &/ are computed as in %, see 3.5.3. That implies in par-
ticular that the terminal object 1 € # belongs to «/. But since 1 € &/,
one has r(1) = 1 (see 3.4.1) and r preserves the terminal object. By 2.8.2,
it remains to prove that r preserves pullbacks. Consider diagram 5.52
where (k, h) is the pullback of (f,g) in # and (u,v) is the pullback of
(ér(f),ir(g)) in &. The morphism w is the unique factorization mak-
ing diagram 5.52 commutative. It suffices to prove that w € X, which
will imply P = 4r(P) 22 ir(A) since P € & and w € X, and thus the
preservation by r of the original pullback of (f, g).

To prove that w € X, let us first consider diagram 5.53 where all
the squares are pullbacks. We know at once that ng,nc € X since
r(nB) o €r(By = 1-(p) and €,(p) is an isomorphism (see 3.1.5 and 3.4.1).
Therefore z,y, m,n are in ¥ as well. Since w is the unique arrow such
that uow =ncok,vow=ngoh,onehasw=zxomol=yonol.
Since X is obviously closed under composition, it remains to show that
leX.

Now let us consider diagram 5.54 where the square is a pullback. Since
Np € X, we get p, ¢ € X.. Considering the unique factorization d such that
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A h B
\K %
k P C irB
u f
C g D irf
no
nc
irC - wD
irg
Diagram 5.52

c

Tic irC irg irD

Diagram 5.53

pod=1p = god, we get 7(p) or(d) = 1,(p) with r(p) an isomorphism.
Thus r(d) is an isomorphism and d € . Now the relations

npogocom=ir(g)oncocom
= ir(f)onpobon
—npofobon
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\\

Kk —21 5 p
p b

D ——hD—)iTD

Diagram 5.54

a4 fh=9k

Z —— K

Diagram 5.55

imply the existence of a unique z: Z—— K such that gocom =poz,
fobon=gqoz

Now consider diagram 5.55; we shall prove it is a pullback. Composing
with p and ¢ we find

pozol=gocomol=gok=foh=podofoh,
gozol=fobonol=foh=qodofoh.

Since (p, q) is a pullback, this implies zol = do f o h, thus the commuta-
tivity of the square. Moreover, given «, 8 such that zoa = do 3, one has
fobonoa=gqozoa=qodof=F=podofB=pozoa=gocomoc.
This implies the existence of a unique 7 such that bonoa = ho4,
como a = ko-+. This v is the expected factorization. Indeed

comoloy=koy=comoaqa, bonoloy=hoy=bonoa
imply ! oy = « since (com,bon) is a pullback; on the other hand

fohoy= fobonoa=qozoa=qodof=0.
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A—4 > B X —X X

t s f irf

C _f———) D Y '——W—)irY
Diagram 5.56

Such a factorization <y is unique since given § with lod = a, fohoé =
one gets

kob=comolobd=comoa=ko~,

hoé=bonolod=bonoa=hor,

and thus § = ~ since (k, h) is a pullback.
Finally the last square we considered is a pullback and since d € ¥,
one gets | € X, which concludes the proof. O

The factorization system associated with a localization can be de-
scribed completely and without any “size condition” (like finitely well-
complete, in 5.5.6) on the original category.

Proposition 5.6.2 Consider a finitely complete category %. There ex-

ists a bijection between

(1) the localizations r - i: o < # of #,

(2) the factorization systems (€, M) on # which satisfy the two follow-
ing additional conditions:
(a) fogefand feE = ge€E;
(b) € is stable under pullbacks, i.e. given a pullback square in # as

in the left part of diagram 5.56, if s € £, thent € £.

Moreover, under this correspondence,

(1) f € € iff r(f) is an isomorphism,

(2) f € M iff the right-hand square of diagram 5.56 is a pullback, where
Nx,7y are the canonical morphisms of the adjunction.

Proof For a finitely well-complete category 4, the result is an immedi-
ate consequence of 5.5.6 and 5.6.1, with the exception of the description
of the class M. In the more general case where &4 is just finitely complete,
the proof is an easy modification of that of 5.5.6.

Let us start with a localization r - i: &/ < # and let us consider the
two classes £, M of morphisms as defined in the statement. Obviously
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every isomorphism is in £ and £ is stable under composition. In the
same way every isomorphism is in M (see 2.5.3) and M is closed under
composition (see 2.5.9).

Now choose e € £, m € M and consider diagram 5.57 where voe =
m o u. Since ¢r(e) is an isomorphism we have

ir(m) o ir(u) o (ir(e))_1 ony =ir(v)ony =nrow.

Since the bottom face is a pullback we get a unique factorization w such
that

nz ow = ir(u) o (ir(e))_1 ony, mow=uv.
From the relations
mowoe=voe=mou,
we deduce
nzowoe=ir(u)o ('ér(e))—1 onyoe
=ir(u)o (ir(e))_1 oir(e)onx =ir(u)onx =nzou,

and from the fact that the bottom square is a pullback, we deduce that
w o e = u. Thus w is an acceptable factorization. If w’ is another mor-
phism such that w’ o e = u, m o w’ = v one has

nz ow' =i(rw') ony =ir(u) o (ir(e)) " ony =nzow,

mow =v=mouw,
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from which w = w’ since the bottom square is a pullback. Thus we have
proved that e L m.

Let us now consider a morphism f: B——C and let us factor it as
f=moe, with e € £ and m € M. We consider diagram 5.58 where
(a,b) is the pullback of (n¢,ir(f)). The second diagram is the image
of the first one under the reflection r. Since r preserves finite limits,
the square is a pullback. But since rnp and r7¢c are isomorphisms with
inverse ¢,(c) (see 3.4.1 and 3.1.5), the outer diagram is a pullback as
well (see 2.5.3). By uniqueness of a pullback, rc is an isomorphism and
thus ¢ € £. On the other hand, considering diagram 5.59,

® nirB and 7;,(c) are isomorphisms with inverse ic,(p) (see 3.4.1 and
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3.1.5),

o the back face is a pullback by definition,

o the right lateral face is a pullback since 7;,(c) and 7;(g) are isomor-
phisms (see 2.5.3),

e the front face is a pullback as image of the back face under the
functor ir, which preserves pullbacks;

therefore the left lateral face is a pullback as well by 2.5.3 and thus
a M.

So (€, M) is a factorization system and, by 5.6.1, it satisfies the second
additional condition. Since a factorization system is completely charac-
terized by its class £, this factorization system is the same as that con-
structed in 5.5.6. In particular all the arrows of o/ are in M and the
factorization system satisfies the first additional condition.

By 5.6.1, the bijection described in 5.5.6 restricts to the bijection
announced in 5.6.2. a

Finally localizations have the particular property of admitting a de-
scription in terms of “inverted monomorphisms”. Given a finitely com-
plete category # with strong-epi—-mono factorizations (e.g. a finitely well-
complete B, see 4.4.1) consider a morphism f factored as f =iop, with
i a monomorphism and p a strong epimorphism; see 4.4.3. Often ¢ is
called the “image of f”. Let us consider the kernel pair (u,v) of p (see
2.5.4) and its equalizer k = Ker (u, v), as in diagram 5.60.

Lemma 5.6.3 Let f: B——C be a morphism in a finitely complete
category and (P, u,v) its kernel pair. The equalizer k = Ker (u, v) of this
kernel pair is the unique morphism k: B—— P such that uok =1g =
vok.

Proof From folp = folp we get this unique morphism k: B—— P
such that v o k = 1p = v o k. In particular, k is a monomorphism. Now
given x: X —> P such that uox =vox,one hasuokouox =uox
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and vokouoz =uoxz =vozx. Therefore kouoz =z, since (u,v) is a
pullback, and u o z is a factorization of x through k. This factorization
is unique since k is a monomorphism. O

Proposition 5.6.4 Consider a localization r - i: of :93 of a finitely
complete category # in which every arrow has a strong-epi—-mono fac-
torization. Write ¥ for the class of those morphisms f € # inverted by
the reflection r.

(1) A morphism f € # is in ¥ iff its image is in ¥ and the equalizer of
its kernel pair is in X.
(2) An object A € # is in o iff for every monomorphismu € £, u 1 A.

Proof Let us use the notation of diagram 5.60. Since r preserves finite
limits, () is a monomorphism (see 2.9.3), (r(u),r(v)) is the kernel pair
of r(p) and r(k) is the equalizer of (r(u),r(v)). On the other hand since
r 41, the morphism r(p) is a strong epimorphism (see 4.3.9).

By 4.3.6, r(f) is a strong epimorphism iff r() is a strong epimorphism,
i.e. iff #(4) is an isomorphism. On the other hand r(f) is a monomorphism
iff r(u) = r(v) (see 2.5.6), i.e. iff r(k) is an isomorphism (see 2.4.5). Thus
r(f) is an isomorphism if and only if both r(2) and r(k) are isomorphisms.

We know that every object A € o/ obeys f L A, for every f € X; see
5.4.4. Conversely choose A € # such that f 1 A, for every monomor-
phism f of . Now & is replete by definition (see 3.5.2) and rA € &;
thus it suffices to prove that n4: A——ir(A) is an isomorphism. Let us
consider diagram 5.61, where (j, p) is the strong-epi-mono factorization
of na (see 4.4.3), (u,v) is the kernel pair of p and k is the equalizer of
(u,v). Since 7(na) is an isomorphism with inverse €,(4) (see 3.4.1 and
3.1.5), j € ¥ and k € T by the first part of the proof. On the other hand
uok =14 = vok (see 5.6.3); since k£ L A, the uniqueness condition
in the definition of orthogonality implies 4 = v. But then p is a mono-
morphism (see 2.5.6) and thus also an isomorphism (see 4.3.6). Then 14
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is isomorphic to the monomorphism j € ¥, and 74 is a monomorphism
belonging to X. This implies n4 L A and thus the existence of a unique
w: ir(A)—> A such that wons = 14. From 74 ow o na = li;(4) 04,
we deduce n4 o w = 1;,(4) by the universal property of 74; see 3.1.1.
Thus 74 is an isomorphism with inverse w (see 1.9.3). O

5.7 Universal closure operations

Definition 5.7.1 Consider a finitely complete category %#. A universal
closure operation on # consists in giving, for every subobject S>— B
in B, another subobject S>> B called “the closure of S in B”; these
assignments have to satisfy the following properties, where S, T are sub-
objects of B and f: A—— B is a morphism of #:

(1) SCS;

(2 SCT=SCT;

(3) $=5;

(4) f71(S) = f~X(S).

Proposition 5.7.2 Consider a finitely complete category # provided
with a universal closure operation. Given subobjects S,T of B € 8, one
has

(1) B =B,

(2) SNT=58nT.

Proof Since B C B and, of course, B C B as subobjects of B, one has
B=B.

Now let us first observe that given S C T' C B diagram 5.62 where
both squares are pullbacks indicates that SN T is the closure of S in T
see 5.7.1.(4). Thus the closure of S in T is smaller than the closure S of
S in B.
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Diagram 5.64

Given now arbitrary subobjects T, S C B, the relations TNS C T,
TNSCSimplyTNSCTandTNSCS,thusTNS CTNS. On the
other hand diagram 5.63, where both squares are pullbacks, indicates
that SN T is the closure of SN T in T’; see 5.7.1.(4). Since the closure
in T is smaller than the closure in B (previous step of the proof) one
gets SNT C SNT. Analogously diagram 5.64, where both squares are
pullbacks, indicates that SN T is the closure of SN T in S. Since the
closure in S is smaller than the closure in B, SNT CSNTCSNT =
SNT.

a

Definition 5.7.3 Consider a finitely complete category # provided with
a universal closure operation.

(1) A subobject S>—> B is dense when S = B;

(2) a subobject S>> B is closed when S = S.

Proposition 5.7.4 Consider a finitely complete category # provided
with a universal closure operation, a morphism f: A—— B and a sub-
object S of B; see diagram 5.65.

(1) If S is dense in B, f~1(S) is dense in A;

(2) if S is closed in B, f~1(S) is closed in A.

Proof 1f S = B, then f~1(S) = f~1(S) = f~1(B) = A, which proves
the first assertion.
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If S = 8, then f-1(8) = f~1(S) = f~(S), which proves the second
assertion. U

Corollary 5.7.5 Consider a finitely complete category # provided with

a universal closure operation. If S C B is any subobject, S is dense in
S.

Proof Just consider diagram 5.66 where both squares are pullbacks,
showing that S is the closure of S in S. O

Corollary 5.7.6 Consider a finitely complete category # provided with
a universal closure operation. If S C B is both closed and dense, then
S =B.

Proof One has S= S and S = B. O

Proposition 5.7.7 Consider a finitely complete category # provided
with a universal closure operation. Given subobjects S C T C B, the
following conditions are equivalent:

(1) S is dense in T and T is dense in B;

(2) S is dense in B.

Proof  Assume (1). We have observed in the proof of 5.7.2 that the
closure of S in T' (which is T') is smaller than the closure of S in B; thus

T CS. Therefore B=TCS=S5, thus B=S5.
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Assume (2). Since S C T, weget B=S C T, thus B=T and T is
dense in B. On the other hand diagram 5.67 is a pullback and since S
is dense in B, S is dense in T'; see 5.7.4. O

Corollary 5.7.8 Consider a finitely complete category # provided with
a universal closure operation. In a commutative square gou = vo f (see
diagram 5.68), if u is a dense monomorphism, g is a strong epimorphism
and v is a monomorphism, then v is a dense monomorphism.

Proof We consider the closure C of C' and diagram 5.69, where the
squares are pullbacks and the monomorphism ¢ is the unique factoriza-
tion of f and u through the pullback of v and g. The subobject d is
closed by definition, thus b is closed (see 5.7.4). By definition u is dense,
thus b is dense (see 5.7.7). Therefore b is an isomorphism (see 5.7.6) and
dohob™! = g. Since g is a strong epimorphism, the monomorphism d
is also a strong epimorphism and thus an isomorphism (see 4.3.6). So v
is isomorphic to ¢, which is dense (see 5.7.5). O

Proposition 5.7.9 Consider a finitely complete category # provided
with a universal closure operation. Given subobjects S C T C B, the
following implications hold.

(1) If S is closed in T and T is closed in B, then S is closed in B.
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(2) If S is closed in B, then S is closed in T.

Proof Assume S is closed in T and T is closed in B. Consider dia-
gram 5.70, where the squares are pullbacks and S is the closure of S
in B. The subobject S is dense in S (see 5.7.5), thus SN T is dense in
S (see 5.7.7); but since T is closed in B, SN T is also closed in S (see
5.7.4); therefore SNT = S. In the same way, S is dense in SNT because
S is so in S, and S is also closed in S N T because S is so in T; thus
S =8NT.Finally S =5 and S is closed in B.

Now assume S is closed in B. Diagram 5.71 is a pullback and since S
is closed in B, S is closed in T'; see 5.7.4. O

It is probably useful to dwell on the fact that, when S C T C B
and S is closed in B, T is in general not closed in B; see 5.9.6 for a
counterexample.

Corollary 5.7.10 Consider a finitely complete category # provided
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with a universal closure operation. If s: S>—— A is a dense subobject of
A and t: T>— B is a closed subobject of B, then s L t.

Proof Consider diagram 5.72 where tou = vos. Computing the pullback
(z,y) of (t,v), y is a closed monomorphism since t is (see 5.7.4). On the
other hand y is dense since s is (see 5.7.7). Thus y is an isomorphism
(see 5.7.6) and x o y~! is a factorization satisfying

zoy los=zoz=u, tozoy l=voyoyl=u.

Since t is a monomorphism z oy ™! is unique with these properties. [

Let us now indicate an interesting relation between localizations and
universal closure operations.

Proposition 5.7.11 Consider a localizationr 4 i: s/ < # of a finitely
complete category 9. The localization induces a universal closure op-
eration on %, associating with a subobject s: S>—— B the subobject
S>—> B defined as ' (ir(S)), where ng is the canonical morphism of
the adjunction (see diagram 5.73).
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Proof Considering diagram 5.73, one observes that irs is a monomor-
phism since r preserves finite limits (by assumption) and i preserves all
limits (it has a left adjoint r; see 3.2.2). Thus 3 is a monomorphism (see
2.5.3). By naturality of 7 (see 3.1.5), the outer diagram is commutative
from which v is such that Sou = s, t o u = ng; u is a monomorphism
since s is. This defines the closure S of S and proves that S C S.

If S C T C B, the pullbacks in diagram 5.74 indicate that S C T.

In 5.6.2 we have observed that s = Sou is the (£, M) factorization of
s, thus r(u) is an isomorphism. This proves that ir(S) is isomorphic to
ir(S) and thus S is isomorphic to S.

Finally given a morphism f: A—— B, consider diagram 5.75 where
the right face is the construction of S and the left face is the construction
of f~1(S). The bottom face is commutative by naturality of 7; see 3.1.5.
The whole back face is the pullback of f and s = 3§ o u, producing
f71(s) = ¢ ov and y. Since v is a dense monomorphism (see 5.7.5) and
3 is a closed monomorphism, the relation 3 o (uy) = (fs’) o v implies
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the existence of a unique z such that rov =uoy, 50z = f o §'; see
5.7.10. Since the whole back face is a pullback by definition, the front
face, which is its image by ir, is a pullback as well. The left lateral
“square” is the pullback defining f—1(.S) and in the same way the right
lateral “square” is the pullback defining S. Since the whole diagram is
commutative, the associativity properties of pullbacks (see 2.5.9) imply
that (¢, ) is indeed the pullback of (f,3), proving f~1(S) = f-1(S).

' O

Examples 5.7.12

5.7.12.a In the category Top of topological spaces and continuous
mappings, a monomorphism is just a continuous injection s: S>— A;
see 1.7.7.b. Define the closure of s as the subspace s(S) — A, where s(S)
is provided with the induced topology. It is straightforward to observe
that this is a universal closure operation.

5.7.12.b In the category Ab of abelian groups, define the closure of a
subgroup S C A by

S={acA|FkeN nFae S}

where n # 0 is some fixed natural number. This defines a universal
closure operation.
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5.7.12.c In the category Cat of small categories and functors, define
the closure of a subcategory & C ¥ as the full subcategory & generated
by &. This is a universal closure operation.

5.8 The calculus of bidense morphisms

To emphasize the relations between universal closure operations and
calculus of fractions, let us consider a finitely complete category in which
every arrow f factors as f = {op, with { a monomorphism and p a strong
epimorphism (see 4.4). As in section 5.6 we are interested in the image i
of f and in the equalizer k of the kernel pair (u,v) of f (see 5.6.3), as in
diagram 5.76. Since i is a monormophism, (u,v) is also the kernel pair
of p.

Definition 5.8.1 Consider a finitely complete category # with strong-
epi—-mono factorizations. Given a universal closure operation on %, a
morphism f: A—— B is bidense when its image is dense and the equal-
izer of its kernel pair is dense.

Proposition 5.8.2 Consider a finitely complete category # admitting
strong-epi—mono factorizations. Given a universal closure operation on
%, a monomorphism is dense if and only if it is bidense.

Proof With the previous notation, if f is a monomorphism, p is both
a monomorphism and a strong epimorphism, thus it is an isomorphism
(see 4.3.6). On the other hand, u = v = 14 (see 2.5.6) and thus k = 14,
which is in any case dense. On the other hand since p is an isomorphism,
f is dense if and only if 7 is dense. O

Proposition 5.8.3 Consider a finitely complete category # admitting
strong-epi-mono factorizations. Given a localization r - i: & __>E£,
consider the corresponding universal closure operation as in 5.7.11. A

morphism f € & is inverted by the reflection r if and only if it is bidense.
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Proof By 5.6.4, it suffices to prove that a monomorphism s: S>— B is
inverted by r if and only if it is dense. Considering diagram 5.73, if ir(s)
is an isomorphism, 3 is an isomorphism and S = B, thus S is dense in B.
Conversely, suppose S = B. In 5.6.2 we have proved that s = Sowu is the
(€, M)-factorization of s associated with the localization. Thus v € £
and r(u) is an isomorphism. Since 3 is an isomorphism by assumption,
ir(s) = ir(3) o ir(u) is an isomorphism. O

In general, a universal closure operation has no reason to be induced by
a localization as in proposition 5.7.11. We shall nevertheless investigate
this question a little bit more in some particular cases of interest. In the
rest of this section, we shall freely use the notions of regular and locally
presentable category which will be studied systematically in chapters 2
and 5 of volume 2.

First of all, when strong-epi-mono factorizations exist and are stable
under pullbacks (this is the essence of the definition of a regular category;
see 2.2.2, volume 2), the class of bidense morphisms has good properties.

Proposition 5.8.4 Consider a finitely complete regular category #
provided with a universal closure operation. The class ¥ of bidense mor-
phisms has a right calculus of fractions. Moreover, this class ¥ satisfies
the following additional properties:

(1) every isomorphism is bidense;
(2) if two sides of a commutative triangle are bidense, the third side is
bidense as well;

(3) bidense morphisms are stable under pullbacks, i.e. given a pullback
in # as in diagram 5.77, if f is bidense, g is bidense as well.

Proof By 10.2.2, every morphism has a strong-epi-mono factorization
and the pullback of a strong epimorphism is still a strong epimorphism.

With the notation of diagram 5.76, if f is an isomorphism we can
choose i = 14, u =v =14, k = 14. Thus 7 and k are dense (see 5.7.3)
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and the isomorphism f is bidense. In particular this implies condition
5.2.3.(1).

Next let us consider f,i,p,u,v,k as above and in addition diagram
diagram 5.78, where the last two squares on the right are pullbacks,
(s,t) is the kernel pair of ¢ and n = Ker (s, t). Observe that pohos =
logos =logot = pohot, which yields a unique r such that hos = uor
and hot =vor. Moreover, uoron=hoson=hoton=voron,
from which there is a unique m such that k o m = r o n. Let us prove
that (m,n) is the pullback of (k,r). Given z,y such that roxz = ko y,
the relations

gqosox = gqotox, hosox = uorox = uokoy = vokoy = vorox = hotox

imply soz = tox, because (g, h) is a pullback. Since n = Ker (s, t), there
exists a unique z such that n o z = a; moreover komoz=ronoz =
rox = k oy so that m o z = y because k is a monomorphism. Finally z
is the expected factorization and it is necessarily unique because n is a
monomorphism.

Suppose f is bidense. Then j and n are dense monomorphisms since
i and k are (see 5.7.4). Moreover ¢ is a strong epimorphism since p is
(see 10.2.2). All these observations prove that pulling back the bidense
morphism f along an arbitrary morphism ¢, one gets another bidense
morphism g. In particular, this implies condition 5.2.3.(3).

Next let us check condition 5.2.3.(4). Let us consider g,h: C_3 A
in # and a bidense morphism f: A—— B such that fog= foh. In
diagram 5.79, (u,v) is the kernel pair of f and k = Ker(u,v). From
fog = foh we find a unique r such that uor = g, vor = h. Computing
the pullback (¢, s) of (k,r) we obtain a monomorphism s, which is dense
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since k is such that
gos=uoros=uokot=t=vokot=voros=hos.

By 5.8.2 the dense monomorphism s is bidense, which concludes the
proof of condition 5.2.3.(4).

Now consider a composite g o f. We refer to diagram 5.80 where f =
iop, g =jogq, qot =nor are image factorizations. The kernel pair of f
is (u,v), (s, t) is that of g and (a, b) that of go f. Moreover, [ = Ker (s, t),
k = Ker (u,v) and m = Ker (a, b).

Observe that go f oa = g o f o b implies the existence of a unique w
such that sow = foa, tow = fob. We construct the pullback (d, z)
of (w,!). On the other hand go f ou = go f o v implies the existence of
a unique h such that soh = fowu, toh = fov. Observe also that

solof=f=fouok=sohok, tolof=f=fovok=tohok,
from which [ o f = h o k since (s, t) is a pullback. Observe next that
foaod=sowod=soloz=2=toloz=towod= fobod,
from which there is a unique ¢ such that uoc = aod, voc = bod. Finally
sowom= foaom=f=solof, towom= fobom=f=tolof,

from which w om = l o f since (s,t) is a pullback. This implies the
existence of a unique § such that docf =m and z06 = f.

Let us now suppose that f and g are bidense. Since i is dense and ¢
is a strong epimorphism, n is dense (see 5.7.8). Since j and n are dense,
Jjon is dense (see 5.7.7), and this is the image of g o f.

Observe now that

1ocof) = aodof = aom = 14 = uok, vocof = bodof = bom = 1,4 = vok,
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from which ¢ o6 = k because (u,v) is a pullback. Moreover ¢ is a mono-
morphism because c o a = ¢ o 3 implies

aodoa = uocoa = uocofl = aodofl, bodoa = voca = vocof = bodof3,

from which do a = do 3, since (a, b) is a pullback. But d is a monomor-
phism since ! is, thus a = 3. The monomorphism d is dense since [ is (see
5.7.4). But 0 is dense since k is and co8 = k; see 5.7.7. Thus m = dof is
dense (see 5.7.7) and go f is bidense. This implies in particular condition
5.2.3.(2).

Now suppose that go f and f are bidense. Since g o f is bidense, jon
is dense and thus j is dense (see 5.7.7). On the other hand m is dense,
thus @ and d are dense (see 5.7.7). If we can prove that w is bidense,
then wod will be bidense and thus [ oz = wod will be as well. But since
l o z factors through [, the subobject ! contains the dense image of l 0 2
and thus ! is dense (see 5.7.7). Thus g will be bidense as long as w is.

To prove that w is bidense, consider diagram 5.81 where (e, ¢) is the
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R z s Y Q
a 4 — 14 a—7 B
gof € gof 8
A f . p s, p g
g
PR N
c = c = c
Diagram 5.81

pullback of (g,g o f) and z,y are the obvious factorizations making the
diagram commutative. Consider the square foe = toy. It is a pullback
because given foo =toT, one has go fo =gotoT =gosor from
which there is a unique p such that eop = ¢ and eo p = so 7. This
implies soyop=eop=sortandtoyop=focop=foo=tor,
thus y o p = 7 since (s,t) is a pullback. This factorization p is unique
because, given p’ such that e o o/ = o and y o p' = 7, one deduces
eop’ = soyop = sor, from which p = p’ by uniqueness of p.
Since f is bidense, y is bidense (previous part of the proof). A perfectly
analogous proof on the left-hand cube yields the bidenseness of x. Since
soyox = foaand toyox = fob, one has w = yozx. Thus w is bidense
as composite of two bidense morphisms (previous part of the proof).

Finally let us suppose that g o f and g are bidense. We again refer to
diagram 5.80. From go fou = go fov we conclude that u, v are coequalized
by the bidense morphism g o f; as we have seen previously in the proof,
this implies the existence of a dense monomorphism §: Z—— A such
that uo§ = vo&. But then £ factors through the equalizer k£ = Ker (u, v)
and since £ is dense, k is dense as well (see 5.7.7).

To prove that the image ¢ of f is dense, consider diagram 5.82 obtained
from the two previous diagrams and where all three squares are pull-
backs. Observe that foeoA=soyoAl=solop=tolop=toyol.
Since ! is dense, A is (see 5.7.4). Applying previous parts of the proof
several times, ¢ o y is bidense because g o f is, and ¢ is bidense because
g is. Therefore o X\ and t oy o A are bidense. Since fo(eoA) =toyo A
and € o X are bidense, f is also. O
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w—E > B

A l

A B g C

f
Diagram 5.82

Given a universal closure operation on a category 4, the corresponding
bidense morphisms constitute in general a proper class ¥, so that the
corresponding category of fractions [~ ~!] has no reason to exist (see
section 5.2). But when £ has a “sufficiently good family of generators”,
the size problem disappears. The precise notion we need is that of a
locally presentable category as studied in sections 5.1, 5.2 of volume 2.
Such a category is in particular complete and cocomplete (see 5.2.8,
volume 2) and admits a dense family of presentable generators (see 5.2.5,
volume 2).

Proposition 5.8.5 Consider a locally a-presentable category # pro-
vided with a universal closure operation. A monomorphism s: S>— B
is dense for the closure operation iff, for every a-presentable object P
and every morphism f: P—— B,

F7Ys): fHS) )——P

is a dense monomorphism.

Proof By 5.74, if s is dense, so is f~1(s). Conversely B can be written
as an a-filtered colimit B = colim; P;, where each P; is a-presentable (see
5.2.5 of volume 2). Consider the pullbacks given by diagram 5.83, where
the o;’s are the canonical morphisms of the colimit. Given p: P;— P;
such that o; 0p = 0, we have so7; = g; 0 8; = 0; 0 po s;, from which
there is a unique ¢q: S;—— S; such that 7,09 =7;, 5,09 =pos;. This
defines a new a-filtered diagram with vertices S; and, since a-filtered
colimits are universal in & (see 5.2.8 of volume 2), S = colim; S;.
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P, —5— B
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Diagram 5.84

An analogous argument can be developed replacing S by S, consid-
ering now the pullbacks of diagram 5.84. By 5.7.1.(4), §'; = 0, 1(S) =
o; 1(8) = S; = P, since by assumption s; is dense. But then each s/ is
an isomorphism and the morphisms

(s5)™' B——— 8]
induce a factorization §: colim; ,— S such that §o00; = 7/ o (s})~1.
The relations

50500 ='s'0‘r,£o(s'.)_1 =g;08.0(s))7 = oy,

50507/ =§00;08, =T/ o(s}) losl =1,
imply So§=1p and §05 = 13. Thus S = B and S is dense in B. [

Proposition 5.8.6 Consider a locally a-presentable regular category
4 provided with a universal closure operation. For an object A € %, the
following conditions are equivalent:

(1) for every bidense morphism f, f 1 A;
(2) for every dense monomorphism s, s 1 A;

(3) for every a-presentable object P and every dense subobject S — P
of P,s 1 A.
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S;
8i

Diagram 5.85

Proof (1) = (2) and (2) = (3) are obvious. Let us prove (3) = (2).
We consider an object A satisfying (3) and a dense monomorphism
s: S>— B. We construct o;, s;, 7; as in the proof of 5.8.5, yielding
diagram 5.85. Consider now an arbitrary morphism g: S—— A. Each s;
is dense and thus we find a unique h;: P;—— A such that got; = h;0s;.
Given p: P;—— P; such that o; op = 0}, there exists ¢: S;—S; such
that 7, 0 ¢ = 7, s; 0 ¢ = p o s; (see proof of 5.8.5). Therefore

hiopos;j=h;os;,0g=gor;0oq=goTj=hjos;

from which h; o p = h; by uniqueness of h;. So the morphisms h; con-
stitute a cocone, from which there is a unique factorization h through
B = colim; P;, with the property h o ¢; = h;.

Since S = colim; S;, the relations

hOSOTi=hOO'iOSi=h,;03i=gOTi
imply hos = g. If b’ is another morphism such that A’ o s = g, one gets
hoo,o8i=hosori=gorm=h;0s;,

from which h’ o 6; = h;, by the uniqueness condition in the definition
of s; 1L A. But then h' 0o 0; = h; = h o o;, from which h = k' since
B = colim; P;. This concludes the proof of (3) = (2).

Now let us prove (2) = (1). We consider a bidense morphism f,
its strong-epi-mono factorization f = i o p, its kernel pair (u,v) and
k = Ker(u,v). We choose A € & such that s L A, for every dense
monomorphism A. Finally we consider g: B—— A and diagram 5.86.
Since uok = vok, one has gouok = gowvok. Since k L A, this
implies g o u = g o v. But since ¢ is a monomorphism, (u,v) is also the
kernel pair of the strong, thus regular epimorphism p (see 10.1.5). Since
p = Coker (u,v) (see 2.5.7) and gou = gow, we get a unique g such that
g =qop. Since ¢ L A, this provides a unique h such that hoi = ¢q. This
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Diagram 5.86

implies ho f =hoiop=qop=g. If b is another morphism such that
h'of =g, then h"oiop=~hof =g=qop, from which b’ 0i = ¢ since
p is an epimorphism. By uniqueness of h, h = k'. O

Corollary 5.8.7 Consider a locally presentable regular category # pro-
vided with a universal closure operation. Write ¥ for the corresponding
class of bidense morphisms and %y, for the full subcategory of those
objects A € & such that f L A, for every bidense morphism f. Under
these conditions, #yx, is reflective in # and each bidense morphism is
inverted by the reflection.

Proof By 5.8.6, it suffices to require orthogonality with respect to the
dense monomorphisms s: S>—— P, with P a-presentable. Since there is
just a set of such dense monomorphisms (see 4.5.15, this volume and
5.2.1, volume 2), the existence of a reflection r - i: Bz & follows
from 5.4.7.

By 5.4.4, each bidense morphism is inverted by the refiection r. [

It should be clear that the previous corollary does not at all state that
¥ is precisely the class of all morphisms inverted by the reflection. As
a consequence, By has a priori no reason to be a localization of 4. An
additional condition on X is required for that, as attested by the next
proposition.

Proposition 5.8.8 Consider a locally presentable regular category #
provided with a universal closure operation. The following conditions
are equivalent:

(1) the universal closure operation on 4 is that induced by a localization
ri LTS B of B, as in 5.7.11;

(2) the class ¥ of bidense morphisms is closed under colimits (see 5.4.9).

Under these conditions, the bidense morphisms are exactly those in-

verted by the reflection r.
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S TnS T

S S A

Diagram 5.87

Proof 1If (1) holds, ¥ is the class of those morphisms inverted by the
reflection (see 5.8.3) and thus is closed under colimits (see 5.4.10).
Assume now condition (2) of the statement. Corollary 5.8.7 implies the
existence of a reflection r - i: By :.93, where A € #Bs precisely when
f 1 A for every bidense morphism f. Moreover, the class ¥ of bidense
morphisms is contained in the class £ of all those morphisms inverted by
the reflection r. But condition (2) of our statement, together with 5.8.4,
allows us to apply 5.4.10 and conclude that £ C ¥. Thus finally £ = X.
Since ¥ has a right calculus of fractions (see 5.8.4), the reflection is a
localization (see 5.6.1). The universal closure operation associated with
that localization has the same bidense morphisms as the original closure
operation (the morphisms inverted by r), thus both closure operations
have the same dense monomorphisms (see 5.8.2). But given a subobject
S>—>A, S A is the biggest subobject of A in which S is dense.
Indeed, S>—>5 is dense (see 5.7.5) and if S < T < A with S dense
in T, diagram 5.87, where both squares are pullbacks, indicates that
TNS>T is closed, since S>— A is (see 5.7.4). On the other hand,
T NS>—T is dense, since S>—T is (see 5.7.7). Therefore TNS =T
(see 5.7.6) and T C S. Thus S is indeed the biggest subobject of A in
which § is dense, so that two universal closure operations with the same
dense monomorphisms must coincide. O

A useful lemma, when trying to apply 5.8.8, is given by the following
result.

Lemma 5.8.9 Consider a locally a-presentable regular category # pro-
vided with a universal closure operation. The class of bidense morphisms
is closed under a-filtered colimits.

Proof Consider an a-filtered category 2, two functors F, G: .@___; ]
and a natural transformation o: F = G such that, for every D € 9,
ap is bidense. In the category of functors Fun(2,4) let us consider
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I
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colim K —=——colim P—colim F————>colim G
colim v
colim p colim ¢
colim
Diagram 5.89

the situation of diagram 5.88, where (u,v) is the kernel pair of a, k =
Ker (u,v) and p = Coker (u,v); all these constructions are performed
pointwise in %; see 2.15.1. From aou = aov we get a unique factorization
i such that iop = a and we know ¢ is a monomorphism, since Fun(2, 4)
is regular; see 2.1.4 of volume 2. Now o-filtered colimits commute in
# with o-limits (see 3.2.8 of volume 2), thus in particular with finite
limits; but they commute also with coequalizers (see 2.12.11). Therefore
we get an analogous diagram 5.89, with (colim u, colim v) the kernel pair
of colim, colimk its equalizer and colimp its coequalizer, colimi a
monomorphism. To conclude that colim « is bidense, it suffices to prove
that colim ¢ and colim & are dense monomorphisms, i.e. that an o-filtered
colimit of dense monomorphisms is again a dense monomorphism. We
write out the proof in the case of the monomorphisms ip: ID——GD.

Consider diagram 5.90 where op, 7p are the canonical morphisms of
the colimits, colim I is the closure of colim [ in colim G and the square
is a pullback. We get a factorization [p through the pullback and since
ip is dense, jp is dense as well (see 5.7.7). But since v is closed by
construction, jp is closed (see 5.7.4). Therefore jp is an isomorphism
(see 5.7.6). Now since a-filtered colimits are universal in & (see 5.2.8,
volume 2), colim I = colim Pp and finally v = colim jp. Since each jp
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ID D colim [ ~

U

Pp T)m colim ¢

Jp v

GD —g5—colim G«

Diagram 5.90

is an isomorphism, v is an isomorphism and finally colim I = colim G,
proving that colimi is dense. O

Corollary 5.8.10 Consider a locally a-presentable regular category #
provided with a universal closure operation. The following conditions
are equivalent:

(1) the universal closure operation on 4 is that induced by a localization
r4i A B of B, as in 5.7.11;

(2) the class ¥ of bidense morphisms is closed under a-colimits (see
5.4.9).

Under these conditions, the bidense morphisms are exactly those in-

verted by the reflection r.

Proof By 5.8.8 it remains to show that condition (2) implies in fact
that bidense morphisms are stable under all (small) colimits. Every co-
limit is an a-filtered colimit of a-generated colimits (this is the a-version
of proposition 2.13.7). Since an a-generated colimit can be constructed
from a-coproducts and coequalizers (this is the a-version of proposition
2.8.5), our assumption implies that bidense morphisms are stable un-
der a-generated colimits. Combining this with 5.8.9, we conclude that
bidense morphisms are stable under all small colimits. O

When condition 5.8.10.(2) is satisfied by every universal closure op-
eration on &, we get at once a bijection between the localizations of %
and the universal closure operations on #. Rather strong conditions are
needed in general on a category 4 as in 5.8.10 to get such a bijection; we
shall prove it is the case for locally finitely presentable abelian categories
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C —— D

f
Diagram 5.91

(see 1.13.5, volume 2) and for Grothendieck toposes (see 3.5.7, volume 3).
More generally, it is the case for the exact locally presentable categories
in which a coproduct of monomorphisms is still a monomorphism (see
5.9.5). In 9.3.9, volume 3, we shall also prove the indicated bijection in
the case of an (elementary) topos 4, but following completely different
arguments: a topos is in general not locally presentable.

5.9 Exercises

5.9.1 Consider a finitely complete category € provided with a system
(€, M) of factorization. Prove that

(1) if fog € M and f is a monomorphism, then g € M,
(2) the. class M is stable under pullbacks, i.e. in the pullback of dia-
gram 5.91, if f € M, then g € M.

5.9.2 Consider a small category €, a set X of morphisms of ¥ and the
corresponding category of fractions ¢: € —— %[~7!]. Prove the follow-
ing:

(1) if ¢ is faithful, every morphism of ¥ must be both a monomorphism
and an epimorphism;

(2) if ¥ admits a left calculus of fractions and all the morphisms of X
are monomorphisms, then ¢ is faithful.

5.9.3 Consider a category ¥ and a class ¥ of morphisms of €, which
admits a left calculus of fractions and is such that the corresponding
category p: € ——> €[L 1] of fractions exists. Write " for the class of all
morphisms inverted by the functor ¢. Prove the following:

(1) f € T iff there are morphisms v,w € € such that vo f € ¥ and
wouv €
(2) I" admits a left calculus of fractions.
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5.9.4 Let € be a finitely complete category provided with a universal
closure operation. Prove that the closure of an equivalence relation is
still an equivalence relation (see 2.5.2, volume 2, for the definition of an
equivalence relation).

5.9.5 Consider a locally presentable category % which is exact in the
sense of 2.6.1, volume 2. Suppose that in 4, a coproduct of monomor-
phisms is again a monomorphism. Given a universal closure operation
on %, prove that the class of bidense morphisms is stable under colimits
[Hint: consider separately the cases of (bi)dense monomorphisms and of
bidense strong epimorphisms, of coproducts and of coequalizers; apply
5.9.4]. Deduce the existence of a bijection between the universal closure
operations on % and the localizations of ¥; see Borceux and Veit.

5.9.6 For the universal closure operation defined in 5.7.12.b, prove that
(0) is closed in Z, but not every subgroup of Z is closed.
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Flat functors and Cauchy completeness

6.1 Exact functors

Extending a classical terminology for abelian categories (see 1.11.2, vol-
ume 2), we define

Definition 6.1.1 Consider two finitely complete categories </, %#. A
functor F: of —— % is left exact when it preserves finite limits.

Proposition 6.1.2 Let F: &/ —— Set be a functor defined on a finitely
complete category &/. The following conditions are equivalent:

(1) F is left exact,

(2) the category Elts(F') of elements of F is cofiltered (see 1.6.4);

(3) F is a filtered colimit of representable functors.

Proof Let us recall that Elts(F') is defined in the following way.

¢ Objects: pairs (A4, a) where A € || and a € FA.
e Arrows: f: (A,a)—>(A’,d’) is an arrow f: A——> A’ in & such
that Ff(a) = d'.

First we prove (1) = (2). If 1 € &/ is the terminal object, F(1) is the
singleton {*} so that (1, x) is an object of Elts(F).

Given (A,a) and (A4’,a’) in Elts(F'), one has (a,a’) € FAx FA' =
F(A x A'), yielding an object (4 x A/, (a,a’)) of Elts(F"). The two pro-
jections of the product give the required arrows

(A,0)«—PA (A x A, (a,a")) —BA (4, d).

If f,9: (A,a) _=(A’,a’) are two morphisms of Elts(F'), consider the
equalizer k: K>—— A of the pair f,g in /. Since Fk = Ker (Ff, Fg) in
Set, the relation F' f(a) = o’ = Fg(a) implies a € FK, yielding an object

250
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(K, a) € Elts(F) and a morphism k: (K, a)—> (A, a) which equalizes f
and g.

To prove (2) = (3), let us recall that F is the colimit object of the
following composite:

Elts(F)—2 o/ — Y Fun(«, Set),

where ¢(A, a) = A is the obvious forgetful functor and Y (A) = </ (A, —)
is the contravariant Yoneda embedding. Since the functor Y is con-
travariant, (2) = (3) follows at once.

Finally we prove (3) = (1). Suppose we are given a cofiltered category
% and a functor 8 such that F is the colimit object of the composite

¢—0 g Y Fun(Z, Set)

which we write F' = colim ¢.&/(0C, —) for short. Consider a finite cate-
gory 2 and a functor ¢: 29— /. This yields a bifunctor

I: 6 x 29— >Set, I'(C,D)=/(6C,¥D).

Since representable functors commute with limits (see 2.9.4) and finite
limits commute with filtered colimits in the category of sets (see 2.13.4),
one deduces

F(limpy D) = colim ¢/ (0C,limpy D)
= colim ¢limp (8C, ¥ D)
= limpcolim ¢ (6C, ¢y D)
= limpF(yD). a

Assuming now that &/ is small, we can consider the covariant Yoneda
embedding

Y: of ——— > Fun(«/*,Set), Y(A4) = (-, A).

Anticipating the results of section 6.2, proposition 6.1.2 can be com-
pleted as follows.

Proposition 6.1.3 Let F: o/ —— Set be a functor defined on a small
finitely complete category «/. The following conditions are equivalent:
(1) F is left exact;

(2) the left Kan extension Lany F of F' along the covariant Yoneda
embedding is left exact.
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Proof By 2.15.5, Y preserves limits. By 3.7.3, (LanyF)oY = F.
Therefore (2) certainly implies (1).

Conversely suppose F: & —— Set left exact and choose a contravari-
ant functor G € Fun(&/*, Set). By 3.8.1 we have

(Lany F)(G) = (Lany-G)(F).

To avoid heavy notation, let us make the convention that (A,a) runs
through the category of elements of F'. Using the axiom system of uni-
verses, let us assume that “set” means “belonging to some universe #”
and “class” implies “belonging to some universe ¥~ 2 %”. The cate-
gories Set, Fun(/*, Set), and Fun(Fun(=/*,Set), Set) are then ¥ -small
categories. Writing

ev4: Fun(e/*, Set) ——— Set

for the evaluation functor at A € |</|, the pointwise nature of colimits
in Fun(Fun(=/*, Set), Set) implies. (see 2.15.12)

(Lany F)(G) = (Lan y-G)(F)
= colim (A’a)G(A)
2 colim (4,4 (eva(G))
& (colim (4,0)eva)(G).

But the evaluation functor ev 4 is left exact since, by the Yoneda lemma
(see 1.3.3), it is represented by &/ (A, —); see 2.9.4. On the other hand the
category of elements of F is cofiltered, since F' is left exact (see 6.1.2).
Thus Lan y F 2 colim (4 )ev 4 is a filtered colimit of left exact functors
and therefore is left exact (see 6.2.2). O

Proposition 6.1.4 Consider a functor F: of —— # with o, # finitely
complete. The following conditions are equivalent:

(1) F is left exact;
(2) VB € & the functor #(B,F—): o —>Set is left exact.

Proof (1) = (2) since #(B,F—) = #(B, —) o F and both functors F,
B(B, —) are left exact (see 2.9.4).

Conversely suppose that each #(B, F—) is left exact and consider a
functor G: 29—/, with 2 finite. Write (L, (»p) Deg) for the limit of
G. We must prove that (FL, (FpD)Deg) is the limit of F o G. Given a
cone (gp: B—— FGD)peg on FG, we have in fact a compatible family
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(¢p € #(B,FGD)),, cg- By construction of limits in Set (see section
2.8), this compatible family corresponds to a unique element

q € limp®#(B, FG-) = #(B, FL),

where the isomorphism holds since #(B, F—) preserves finite limits by
assumption. In this way we have obtained a unique ¢: B—— FL such
that Fpp oq = gp for each D € 9. O

6.2 Left exact reflection of a functor

Now let us study more intensively the category Lex(./, Set) of left exact
functors on a small finitely complete category /. The morphisms of
Lex(sZ, Set) are just the natural transformations, so that Lex(.s/, Set) is
a full subcategory of Fun(/,Set). We intend to prove it is a reflective
subcategory.

Proposition 6.2.1 Let ./ be a small finitely complete category o/ . The
category Lex(s/, Set) is complete and limits are computed pointwise.

Proof Given a functor H: & — Lex(&/, Set), with & a small category,
compute its pointwise limit L: &/ — Set. We must prove that L is left
exact. Consider a functor K: % — o/ with % finite; applying 2.12.1
and 2.15.2 we get

L(limy KY) & (limx HX)(limy KY)
2 limx (HX)(limy KY')
= limylimy (HX)(KY)
& limylimx (HX)(KY)
2 limy L(KY),
since each HX is by assumption left exact. (We have written limx and

limy for short to denote the limits of functors defined respectively on &
or %.) O

Proposition 6.2.2 Let &/ be a small finitely complete category. The
category Lex(.</, Set) has filtered colimits: they are computed pointwise,
are universal and commute with finite limits.

Proof Given a functor H: ¥ ——Lex(«,Set) with & a filtered cate-
gory, compute its pointwise colimit L: &/ —— Set. We must prove that
L is left exact. Consider a functor K: % —— o/ with % finite; applying
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2.13.4 and 2.15.2 and using abbreviations analogous to that of 6.2.1, we
get

L(limy KY') = (colim x HX)(limy KY')
& colim x (HX)(limy KY')
& colim xlimy (HX)(KY)
= limycolim x (HX)(KY)
= limy L(KY).

Finite limits and filtered colimits are computed pointwise in the cat-
egory Lex(«/, Set); their commutativity and the universality of filtered
colimits are thus a consequence of the corresponding results in Set (see
2.13.4 and 2.14.2). O

Proposition 6.2.3 Let &/ be a small finitely complete category. The
contravariant Yoneda embedding

YV:of —— > lex(,Set); A (A,—)
transforms finite limits into finite colimits. When &/ is finitely cocom-
plete, Y transforms also finite colimits into finite limits.

Proof Let H: X —— o/ be a functor defined on a finite category &;
write (L, (pX)Xeg) for its limit in /. We know (YL, (pr)ngz) is a
cocone on Y o H, because Y is contravariant. Consider another cocone

(ax: L(HX,-) = F)Xew

where F is left exact. Applying the Yoneda lemma (see 1.3.3), this cor-
responds to a compatible family of elements (ax € F(HX)) ,,- Since
F is left exact, (FL, (Fpx) Xegz’) is a finite limit in Set. By construction
of a limit in Set (see section 2.8), this yields a unique element a € F(L)
such that (Fpx)(a) = ax for each X € Z. By the Yoneda lemma again,
a corresponds to a natural transformation a: &/(L,—) = F which by
the naturality of the Yoneda isomorphisms satisfies a0 &/ (px, —) = ax.
The uniqueness of such a factorization o is an immediate consequence
of the uniqueness of the corresponding element a. The last statement is
a direct consequence of 2.9.5, 2.15.2 and 6.2.1. O

Proposition 6.2.4 Let & be a small finitely complete category. The
category Lex(«, Set) is cocomplete.

Proof The first proof one can think of is showing that Lex(</, Set) is
a reflective subcategory of the category Fun(/, Set) of all functors from
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& to Set, from which Lex(&/, Set) is cocomplete (see 3.5.4 and 2.15.2).
Considering 6.2.1 and the adjoint functor theorem (see 3.3.3), it remains
to prove the solution set condition. Given two functors F,G: &/ :Set
with F' left exact and a natural transformation a: G = F, one considers
first the set S of all elements of the form a(z) for all A € & and
z € GA. It is quite straightforward to construct the smallest left exact

subfunctor H C F containing all the elements of Sy:

e given a compatible family (x;);c; of elements in Sy along a finite
diagram (D;);cr in &/, one adds to Sy the corresponding element
z € lim;(FD;) = F(lim; D;); this yields a bigger set Sy of elements
in F

e given an element y € FA in S and an arrow f: A——>B in &,
one adds to S the element (F f)(y); this yields a bigger set S; of
elements in F.

One repeats the same operations on S; to get a bigger set S and so
on by induction on the integers. Finally one considers S = |J,cySn
and since this union is filtered, it follows easily that S is exactly the
set of all elements y € H(A), A € &, for some left exact subfunctor
H C F containing all the original elements a4 (x); in particular « factors
through H. Some routine arithmetic on infinite cardinals shows that the
cardinality of [, H(A) is smaller than some cardinal 3 depending
only on the cardinality of the set of arrows of &/ and that of the set
[ 4csG(A); the crucial point is that the cardinal 3 does not depend
at all on F. Straightforward cardinality arguments show that (up to
isomorphisms) there is just a set of left exact functors H such that
[14c.,H(A) has cardinality less than 3. The previous development lets
us then conclude that those H’s constitute a solution set for G.

Instead of developing the details of the proof we have just sketched,
we prefer an alternative “constructive proof” avoiding cardinal arith-
metic. The advantages of such a “constructive proof” are its possible
generalizations, for example in the context of toposes (see chapter 6,
volume 3).

An arbitrary colimit can be written as a filtered colimit of finitely
generated colimits (see 2.13.7). Since filtered colimits exist (see 6.2.2), it
suffices to prove the existence of finitely generated colimits. But finitely
generated colimits can be computed from finite coproducts and coequal-
izers (see 2.8.5).

If 1 is the terminal object of &/, the representable functor &/(1, —) is
the initial object of Lex(s/, Set); see 6.2.3.
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IfF,G: o 2Set are left exact, consider the categories of elements
of F and G and the corresponding forgetful functors ¢: Elts(F) — &,
y: Elts(G)—> . Since the categories Elts(F') and Elts(G) are both
cofiltered (see 6.1.2), the product category Elts(F') x Elts(G) is obviously
cofiltered. Let us consider the composite

Elts(F) x Elts(G)—22¥ s oy ¥ Fun(s#, Set)

where (¢ x ) ((4,a), (B,b)) = ¢(4,a) x $(B,b) and Y(4) = o/(A, ).
Since the domain category is cofiltered,

colim (Y o (¢ x ¥)) = (H, (s(a,a)(B,)))

where H is left exact (see 6.1.2). But the morphisms

J/(A, _) d(px‘.l’ —)% ﬂ(A x B, _) S(A,a)(B,b); H
constitute a cocone on Y o, just because the morphisms s 4 4)(B,b) con-
stitute a cocone on Y o (¢ x v); this induces a factorization s1: F—— H
through F = colim (Y o ¢). In the same way we get s3: G—— H. Let us
prove that (H, s, s2) is the coproduct of F,G in Lex(s/, Set).
Choose a left exact functor K and natural transformations a: F = K,
B: G = K. The composites

A4, )4 p_ o g y(B,-)BH g B Lk

yield a factorization
(A X B, —)——g————)&[(A, —)II #(B,-) Y(A,0)(B,b) K;

see 6.2.3. Since s(4,q) and s(p ) constitute cocones, Y4 q4)(B,b) IS & co-
cone on Y o (¢ X 1), from which we may obtain a unique factorization
~v: H—— K such that
Y © S(A,a)(B,b) = V(A,0)(B.b)-
The relations
Y08108(4,0) =7 OS(A,a)(B,b) © ¥ (Pa,—)
= Y(A,a)(Bp) © (P4, —).

=«o S(A,a)

yield yos; = a. In the same way, y0 sy = 8. The uniqueness of - results
immediately from that of v(4 4)(B,p)-
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To prove the existence of coequalizers in Lex(&/, Set), let us first con-
sider two natural transformations «, 8: &(C,—)__SF with F left ex-
act. Let us write F' as the filtered colimit

F = colim (A,a)GELTS(F)‘%(A7 -).
By the Yoneda lemma (see 1.3.3), «, 3 correspond to elements
a,b € FC = colim (4,4 (A4, C).

a is thus the equivalence class of some element f: A; —— C for an index
(A1, a1), while b is the equivalence class of some element g: A,——C
for an index (A2, a3). Since the colimit is filtered, there is no restriction
in choosing (A1, a1) = (A2, az2). In this way we have obtained

JJ(fa _)
M(C )—(——)>d(Ala—)-'—s-(:—4w—l)>Fa
ga_

with 54, 4,) 0 Z(f,—) = a and s(4, 4,) 0 F(g,—) = B. By 6.2.3, the
following diagram is a coequalizer in Lex(&/, Set),

A (f, - 9
"Q{(C’ _)————WM(AL —)—)ﬂ(K’ _)a

where k = Ker (£, g).
Now given any morphism a: (A3, a3)—> (A;, a1), we can consider in
the same way the coequalizer

&(f oa, —!
d(c )—;}mﬂ(A&_) (a, ) ﬂ(Ka, )a

where k, = Ker(f o a,goa). Given an additional morphism b,
(As, a0) —L2— (43, a5) —2— (41, 01),

the relation foaobok,op = goaobok,.p implies the existence of a unique
factorization b’: Kyop —>bo K, such that k, ob’ = bo kgop. In this way
we have defined three functors from Elts(F)/(A1,a1) to Lex(, Set):

e the constant functor on &/ (C, —);
e the functor mapping ((As, as),a) to & (As, —);
e the functor mapping ((A43,as),a) to o (K,,—).

The obvious functor

m: Elts(F)/(A1, a1) ———Elts(F), ((As,a3),a) — (As, a3)
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is cofinal, just because Elts(F) is cofiltered (see 2.11.2). The colimit of
the composite Y o ¢ o 7 is thus again F' (see 2.11.1). Observe moreover
that Elts(F')/( A1, a1) is still cofiltered, which implies that the three func-
tors we have just described have a colimit (see 6.2.2). Computing those
colimits thus yields a diagram in Lex(/, Set),

A(C, —)#F%Q.

Finally v = Coker (a, 3), by the interchange property of colimits (see
2.12.1), thus (@, 3) indeed have a coequalizer.

Now consider two arbitrary morphisms «, 3: G__3 F in Lex(./, Set)
and write G as a filtered colimit

G = colim (B,b)eE'tS(G)M(B’ —).

For each index (B, b) we have a diagram

(87
(B, ‘)M)G——T)FM)Q(B&)»

where q(p ) = Coker (as(p ), 35(B,p)). Observe that given a morphism
f: (B,b)— (B, V) in Elts(G), the relations
U(Bb) © 08B y) = 4(BY) © 08B ©H(f,~)
=qBp) °Bo sy oK (f,—)
= q(B,b) © B0 5B b)
imply the existence of a unique morphism Q: Qp/y'y— Q(B,p) sSuch
that Q5 o q(p ) = q(B,p)- This defines a contravariant functor

Q: Elts(G) ———— Lex(s7, Set),

which has a colimit (H, (5(p,))) in Lex(#, Set) since Elts(G) is cofiltered
(see 6.2.2). With the previous notations, observe that

J(B,b) ©9(B,b) = J(B,b) © Qf o q(B' ) = O(B’b) °4(B' b)-

Thus if two objects (B,b), (B’,’) of Elts(G) are connected by a mor-
phism, the composites o (g ) 0q(p,5) and o(p’ 3y 0q(p’ ) are equal. Since
Elts(G) is cofiltered, it is connected (see example 2.6.7.e) and finally the
composites o(pp) © ¢(B,p) and o p) © q(pp) are equal for every two
objects of Elts(G). This defines a morphism

h: F———H, h=o0(pBp) oqBs)>

and we shall prove that h = Coker (o, §) in Lex(oZ, Set).
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First of all one has

hoaosp =0(B,b) ©4(B,b) © X S(B,b)
= 0(B,b) ©4(B,b) © B0 5(B,b)
=hofospy),
from which h o a = h o §3, since the s(pp) constitute a colimit cocone.
Next given K € Lex(o/,Set) and k: F—— K such that koa = ko 3,
the relation koaos(pp) = koBos(p ) implies the existence of a unique

l(B,b): Q(B’b)—éK such that l(B,b) °qBy = k. Observe that given
f: (B,b)—>(B', V), the relations

Uy o Qfoqm vy =lsp camp =k =) o)

imply (g © Qf = (B4, since q(p’ ) is an epimorphism. Thus the
morphisms /(g ;) constitute a cocone on @), from which there is a unique
I: H— K such that [ o (g 3) = (B, for each (B,b). In particular

loh=loopp oqmp) =B 9B = k-
The uniqueness of ! follows immediately from that of [ p ). O
Theorem 6.2.5 Let o be a small category. The category Lex(/, Set) of
left exact functors is reflective in the category Fun(s/, Set) of all functors.

Proof A first try, reducing the problem to the adjoint functor theorem
(see 3.3.3), has been sketched at the beginning of the previous proof. Let
us instead give a constructive proof.

Consider an arbitrary functor F: .o/ —— Set. Define (ﬁ, (3( A,a))) to
be the colimit of the composite

Elts(F)—2 o/ — Y| ex(s#, Set)

where Elts(F') is the category of elements of F' and ¢ is the corresponding
forgetful functor (see 6.2.4). We know by 2.15.6 that F' itself can be
obtained via the colimit (F, (o¢ A’a))) of the composite

Elts(F)—2— o/ — Y| ex(#, Set) —&—Fun(#, Set)

where Y(A4) = &/(A, —) and i is the canonical inclusion. The morphisms
8(4,a) constitute a cocone on iY'¢ in Fun(s/, Set), from which a unique
factorization ¢: F — F such that 0 0(Aa) = S(A,a) for every object
(A, a) € Elts(F). We shall prove that (F, ) is the left exact reflection
of F.
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If G is left exact and ¥: F = G is a natural transformation, the
composites 1 0 04 4) constitute a cocone on Y o ¢ in Lex(s#, Set), from
which there is a unique 6: F => G such that 6 o S(A,a) = Y 0 0(4,q for
every index (A, a). In particular

fopoo(ae =0054,0 =004,

from which 6 o ¢ = 9 since the morphisms (0(4,a))(4,a) COnstitute a
colimit cocone in the category Fun(/, Set). Now if #": F' = G is another
natural transformation such that ’ o ¢ = 1, the relations

0 05(4,0) =0 0p00(na) =v00(aa) =005,

imply 6 = ', since the morphisms s(4 4) constitute a colimit cocone in
Lex(, Set). O

6.3 Flat functors

Some functors are bound to preserve limits, like representable functors
(see 2.9.4), functors having a left adjoint (see 3.2.2) or covariant Yoneda
embeddings (see 2.15.5). Most people think of the notion of flat functor
as that of a functor which would preserve finite limits if they existed;
this intuition can in some way be justified by 6.3.7. But even if no
one considers the previous sentence as a definition (of course!), it is
nevertheless misleading and can give a truncated intuition of what a flat
functor actually is. For example the covariant Yoneda embeddings we
have just mentioned are not flat in general (see 6.7.10). It is true that a
flat functor preserves all finite limits which turn out to exist (see 6.7.5)
and it is also true that being flat reduces to preserving finite limits when
the categories considered do have finite limits. But when not all finite
limits exist, being flat is more subtle than the rough idea of preserving
finite limits if they existed. With a look on 6.1.2 and 6.1.4 we define

Definition 6.3.1 For an arbitrary category </, a functor F: of — Set
is flat when the category Elts(F) of elements of F is cofiltered. Given an
arbitrary functor F: of —— %, F is flat when for each object B € 4,
the functor (B, F—): of —> Set is flat.

It follows immediately from 6.1.2 and 6.1.4 that

Proposition 6.3.2 Let F: of —— % be a functor, with &/, # finitely
complete. The following conditions are equivalent:

(1) F is left exact;
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(B,g)

U v
(FA, ) (FA', f')

Diagram 6.1

(4", w)

(A, u) (A, v)

Diagram 6.2

(2) F is flat. O

Proposition 6.3.3 Let F: & — % and G: #——> € be flat functors.
The composite G o F is a flat functor as well.

Proof Fix an object C € € and consider the functor €(C, GF—). The
category of elements of €(C, G—) is non-empty, which means the exis-
tence of B € # and f: C—— GB. The category of elements of (B, F'—)
is non-empty, which means the existence of A € o and g: B——> FA.
This yields the composite (Gg)o f: C——>GF A, thus a pair (4, (Gg)of)
in the category of elements of ¥(C,GF—).

Next consider two pairs (4, f), (4’, f') in the category of elements of
%(C,GF-); thus

fi C——>GFA, f:C——GFA

are arrows of €. This yields the pairs (F'A, f) and (FA’, f') in the cat-
egory of elements of €(C, G—). By cofilteredness, we find (B, g) in this
same category and morphisms u, v as in diagram 6.1, i.e. in the category
4%, morphisms u: B—— FA, v: B—— F A’ such that (Gu) o g = f and
(Gv) o g = f'. The two pairs (A, u), (A’,v) are now objects in the cate-
gory of elements of #(B, F—). By cofilteredness we find (A”,w) in this
same category and morphisms x, y as in diagram 6.2, thus in the category
&/, morphisms x: A”—— A and y: A” —— A’ such that (Fz) o w = u,
(Fy)ow = v. Finally the pair (A", (Gw)og) is in the category of elements
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of €(C,GF—) and the relations

(GFz)oGwog=Guog=f,
(GFy)oGwog=Guog=f,

show that we have produced morphisms
(A’ f)(L (A”a (Gw) ° g) # (Ala f/)

as required.

Finally consider z,y: (4, f)—_=(A’, f') in the category of elements
of 4(C,GF-); thus z,y: A__ A’ are such that (GFz)o f = f =
(GFy)of. This yields the morphisms F'z, Fy in the category of elements
of 4(C,G-):

T
(B,9)—L—(FA, f) —>‘Fy* (FA, ).

By cofilteredness, we get an arrow u in this same category, such that
(Fz) o u = (Fy) o u; observe that (Gu) o g = f. Writing (Fz)ou =
v = (Fy) o u, we now have two arrows z,y: (A4,u) —3(A’,v) in the
category of elements of #(B, F—). By cofilteredness we get an arrow
z: (A", w)—— (A, u) in this same category, such that xoz = yoz; notice
that (Fz) ow = u. The relation GFz o Gw o g = Guo g = f indicates
that we have produced a morphism z: (A" ,(Gw) o g) —— (A4, f) in the
category of elements of ¥(C,GF—), with zoz=yo 2. O

Proposition 6.3.4 Given a category &, every representable functor
(A, —): of ———Set
is flat.

Proof  The object (A,14) is initial in the category of elements of
(A, —). Indeed given any other object (A’, f) of this category, a mor-
phism g: (A4,14)—— (A, f) is an arrow g: A—— A’ such that gol, =
f; f is of course the unique such arrow. A category with an initial object
is obviously cofiltered. O

Proposition 6.3.5 Let F: &/ — % be a functor with a left adjoint.
Then F is flat.

Proof We must prove that #(B, F—) is flat for each B € &, see 6.3.1.
Since #(B, F—) = &/(GB,—) by 3.1.5, the result follows at once from
6.3.4. n
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Proposition 6.3.6 Given a small category </, the category Flat(</, Set)
of flat functors from &/ to Set has pointwise filtered colimits.

Proof Consider a filtered small category £ and a functor
H: 99— Flat(/, Set).
Write (F, (sp)peg) for the (pointwise) colimit of the composite

2—H __ Flat(o, Set)—— Fun(sZ, Set);

thus sp: HD—— F. We must prove that F is flat.

As 9 is non-empty, choose D € 2. Since HD is flat, Elts( HD) is non-
empty and we find (A,a) € Eits(HD), i.e. a € HD(A). So sp(a) € FA
and (4, sp(a)) € Elts(F).

Next consider (A, a) and (B, b) in Elts(F). One has

a € FA = colim (HD)(A),

thus a = spa(a’) for some a’ € (HD)(A); in the same way b = sp/p(})
for some b’ € (HD')(B). Since 2 is filtered, there is no restriction in
choosing D = D’. So (A,d’) and (B, V') are objects of Elts(H D), which
is cofiltered since HD is flat. We can thus choose (C,¢) in Elts(HD),
together with

u: (Cyc)—— (A, a’), v: (C,C)—)(B,b/),

yielding (HD)(u)(c) = @’ and (HD)(v)(c) = ¥'. One has ¢ € (HD)(C),
thus spc(c) € FC and by the naturality of sp,

F(u)(spc(c)) = (spa o HD(u))(c) = spa(d’) = a.
So u is a morphism in Elts(F):
u: (C, spc(c)) ——(4,a), v: (C,spc(c))——(B,b),

and similarly for v.

Finally choose u,v: (4,a) 3 (B,b) in Elts(F), ie. a € FA, b€ FB
and (Fu)(a) = b = (Fv)(a). As before write a = spa(a’), b = spp ()
for some D € 9, o’ € (HD)(A), b’ € (HD)(B). One has

(spp o HD(uw))(a’) = (Fuo spa)(a’) = (Fu)(a) = b
and analogously for v. Thus

(3DB o HD(u))(a') =b= (SDB o HD(v))(a')



264 Flat functors and Cauchy completeness
and the filteredness of & implies the existence of d: D—— D’ such that
((Hd)B o HD(u))(a') = ((Hd)B ) HD(v))(a');

see 2.13.3. Write b’ for that element of HD’(B). Since the morphisms
sp constitute a cocone,

sp(t) = (sp'p o (Hd)g o (HD)(u))(a') = (spp o (HD)(u))(a') = b.
By the naturality of Hd we also have
¥ = ((Hd)g o HD(u))(a') = (HD'(u) o (Hd) 4)(a')
and similarly for v. This implies
HD'(u)((Hd) 4(a)) = ¥ = HD'(v)((Hd)a(a"),

so that u,v: (A4, (Hd)a(a')) —=3(B,b) are morphisms in Elts(HD’).
But Elts(HD') is cofiltered since HD' is flat, thus we can choose

w: (C,¢)——— (A, (Hd) a(a'))

in Elts(HD’) such that v o w = v o w. Since ¢ € (HD')(C), one has
sprc(c) € F(C) and w: (C,¢)—> (A, a) is a morphism in Elts(F') be-
cause

F(w)(c) = (F(w) ) sD/C) (c) = (SD/A ° HD'('w))(c)
= (SD'A o (Hd)A)(a') = sDA(a') =a.

On the other hand we know already that wow = vow. |

As a consequence, we can generalize 6.1.2 to the case of flat functors.

Proposition 6.3.7 Let F': of —— Set be a functor defined on an arbi-
trary category o/ . The following conditions are equivalent:

(1) F is flat;

(2) F is a filtered colimit of representable functors.

Proof (1) = (2) is immediate by 6.2.1 and 2.15.6. Conversely, suppose
we are given a cofiltered category 2 and a functor 1 such that F' is the
colimit object of the composite

2 ¥ o —X Fun(.sZ, Set).

We shall prove that Elts(F') is cofiltered.

First of all 2 is not empty; thus choose Dy € 2. Since F(¢¥Dy) =
colim pZ (YD, ¥ Dy), it suffices to choose D = Dy in order to get an
element [1,p,] € F(Dq), thus an object (¥ Do, [1yp,]) of Elts(F).
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Next choose (4, a) and (4’,a’) in Elts(F'). Since a € colim p(¢¥D, A)
and a’ € colim p(yD, A’), a is represented by g: ¥D; —— A and a’ by
g': YDy —— A’. Since 2 is cofiltered, choose D3 € & with d: D3—— D,
and d': Dg—— D5. Observe that F(y¥D3) = colim p(y¥D, 4 Ds), so that
choosing D = D3 we find an element a3 = [14p,] € F(¢D3); this gives
an object (¥ D3, a3) of Elts(F). Moreover

F(goyd)(as) =[go¥dolyp,] =[g] =a

and in the same way F (g’ o9d')(a3) = a'. This yields two morphisms of
Eits(F)

(4, a) 2% (4 Dy, a5) LV, (4 oy

as required.

Now consider f,g: (4,a) 3 (A’,a’) in Elts(F). Again a is repre-
sented by some h: yD;——> A and o’ by some h': yDy——> A’. The
equality (Ff)(a) = o’ means the existence of d;: Ds—— D, in & such
that f o hod; = h' o9d;. In the same way (Fg)(a) = a’ implies the
existence of dy: D3—— D; in 92 such that g o h o ¥dy = h’ 0 1d>. Since
9 is cofiltered, we can find Dy € 2 and d3: Dy—— D5, dy: Dy—— D3
such that d; o d3 = d3 o ds. Putting d = d; o d3 we obtain

gohoy(d)=gohoy(dsods) = K o9(d; o dy)

=h o(dyods) = foho(dyods) = fohor(d).
From the relation F(yDy) = colim p(¥ D, ¥ Dy), we deduce the existence
of an element as = [1yp,] € F(¥Ds). The relation

F(hotd)(as) =[hoydoly,]=[h]=a
shows that we have defined a morphism

hoyd: (YA4,a4)— (A, a)

which equalizes f and g. This concludes the proof of (2) = (1). O

When the category & is small, we can complete the statement of the
previous proposition in a way which explains the precise relation between
flatness and left exactness.

Proposition 6.3.8 Let F: o/ —— Set be a functor defined on a small

category /. The following conditions are equivalent:

(1) F is flat;

(2) the left Kan extension Lany F of F along the covariant Yoneda
embedding Y: of —— Fun(&/*, Set) is left exact.
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Proof The proof of (1) = (2) given in 6.1.3 applies here, just replacing
“left exact” by “flat” (see 6.3.4 and 6.3.8 instead of 2.9.4 and 6.2.2).

Conversely, assume condition 2. Since the Yoneda embedding is full
and faithful, (Lany F)oY = F'; see 3.7.3. We must prove the cofiltered-
ness of the category of elements of F.

The category of elements of the constant functor A: «/* —— Set on
the singleton is just &/. Since A is the terminal object of Fun(</*, Set)
and Lany F' is exact,

{*} = (Lany F)(A) = colim (F o 14) = colim F.

Since colim F is not empty, there exists at least an object A € & with
F A non-empty (see 2.8.1); choosing a € FA we get an object (4,a) in
the category Elts(F") of elements of F'.
Choose now two objects (A, a), (B,b) in Elts(F'). Since Lany F' pre-
serves finite products, applying 3.8.1 we get
FAx FB= (LanyF)(YA) x (Lany F)(YB)
=~ (Lany F)(YA x YB)
(Lany- (YA x YB))(F)
 colim (x ) ((X, A) x (X, B)),
where (X, z) runs through Elts(F"). The pair (a,b) is in FA x FB, thus
is represented by a pair
(f,9) € #(X,A) x 4(X, B)
for some index (X, z) € Elts(F). To prove that

R

(A,0)—L—(x,2)—92—(B,b)

are morphisms in Elts(F), it suffices to observe that since (f, g) is rep-
resentative of (a,b), then (Ff){z) = a, (Fg)(xz) = b. Indeed the previ-
ous colimit construction is obviously natural in A, B and, writing S?X, )
for the canonical morphisms of the colimit, one has the commutative
diagram 6.3. By construction of the Yoneda isomorphisms (see 1.3.3),
T = S&,m)(lx)- Therefore

(Ff) (@) = (Ffosfs) 1x) = (5w o 1, ) (1x) =) (f) = 0.

Now given two arrows f, g: (A,a) _—_3(B,b) in Elts(F), let us consider
the equalizer diagram
k __Y_f__)
K———YA —>Yg YB
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ngf )
(X, X)L, px

(1, f) Ff
A(X,A)——— FA
S(X,x)
Diagram 6.3

in Fun(&/*,Set). Again applying 3.8.1 and the fact that equalizers are
computed pointwise in Fun(s/*, Set) (see 2.15.2), we get

Ker (Ff,Fg) = Ker ((Lany F)(Y f), (Lany F)(Y g))
& (Lany F)(Ker (Y f,Yg))

(Lany F)(K)

= (Lany«K)(F)

& colim (x ) K (X)

& colim (x ) Ker (# (X, f), #(X, 9)),

R

where (X, z) runs through the category of elements of F. Since f, g are
arrows of Elts(F'), one has (F f)(a) = b = (Fg)(a); thus a € Ker (Ff, Fg).
Via the previous isomorphism, a can be represented by some element
a € KX. But via the injection kx: KX —— &/(X, A), this element o
can be seen as an arrow h = kx(a): X——> A. As previously the fact
that h represents a means exactly that (Fh)(z) = a. This yields a mor-
phism h: (X,z)—> (A, a) in Elts(F') with the property foh = goh,
since h is in the kernel KX of (X, f), #(X,g). O

6.4 The relevance of regular cardinals

At this stage it is time to introduce an easy generalization of various
previous results. Many of our results deal with “finiteness”. For example
“finite limits in Set commute with filtered colimits”. Why does such a
property hold just for finite limits and not for arbitrary limits? Analysing
the proof of 2.13.4, one realizes immediately that it is due to the finite-
ness requirements in the definition of filtered category: sending two (thus
finitely many) objects to the same one; coequalizing two (thus finitely
many) parallel arrows.
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Being finite means being strictly less than Ry = #N, where # means
“cardinality of” and R is just the usual “aleph” notation of set theory (see
Bell and Machover). One could imagine replacing X¢ by an arbitrary
cardinal «, then replacing “finite” by “strictly less than «”. A problem
which will arise immediately is that no generalization can be found of
the very useful fact that

a finite union of finite sets is again finite.

In fact, the correct attitude is to replace N¢ by a cardinal o which
ensures the generalization of the previous property.

Definition 6.4.1 An infinite cardinal « is regular when it satisfies

(#I <a and Vie I #Xi<a)=>#(UXi> <a
icl
where I, X; are arbitrary sets.
It is useful to recall the following result of set theory, attesting that
there are “enough” regular cardinals:

given a set (a;);er of cardinals, there exists a regular cardinal o
such that for everyi € I, a; < a.

Let us first generalize the considerations of section 2.13.

Definition 6.4.2 Let o be a regular cardinal. A category € is a-filtered
when

(1) there exists at least one object in €,

(2) given a set I with #I < « and a family (C; € €);c1 of objects of €,
there exist an object C € ¥ and morphisms f;: C;——C in ¥,

(3) given a set I with #I < o« and a family (f;: C——>C");er in €,
there exist an object C"” € € and a morphism f: C'——C" such
that fo f; = f o f;, for all indices i, j.

Definition 6.4.3 Let o be a regular cardinal.

(1) By an o-filtered colimit in a category €, we mean the colimit of a
functor F: 9 ——> € where the category 2 is a-filtered.

(2) By an o-limit in a category ¥, we mean the limit of a functor
F: 9——% where 2 is a small category and #Ar(2) < «, where
Ar(2) indicates the set of arrows of 9.

In general, we shall just write #2 < « to indicate that the small
category 2 has a set Ar(2) of arrows of cardinality strictly less than a.
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As a consequence, the cardinal of the set |9| of objects of 2 is a fortiori
strictly less than a.

Observe now that choosing o = Ng = #N, to be strictly less than «
means just being finite. Thus definitions 6.4.2, 6.4.3 describe in this case
filtered categories, filtered colimits and finite limits in the usual sense
(see 2.13.2).

Just replacing “finite” everywhere in the proof by “strictly less than
a”, our lemma 2.13.2 yields immediately

Lemma 6.4.4 Let o be a regular cardinal and € an a-filtered category.
For every category @ such that #2 < « and every functor F: 9——%,
there exists a cocone on F. (]

Since an a-filtered category is a fortiori filtered, our proposition 2.13.3
applies in particular to a-filtered colimits of sets. Finally, again replacing
“finite” by “strictly less than o” in the proof of theorem 2.13.4, we obtain

Theorem 6.4.5 Let « be a regular cardinal. In the category of sets and
mappings, a-limits commute with a-filtered colimits. O

Next we generalize the results of sections 6.1-6.3. Again the proofs
are obtained by replacing “finite” by “strictly less than o”.

Definition 6.4.6 Let o be a regular cardinal. Consider two a-complete
categories &/, . A functor F: of —— & is a-left-exact when it preserves
a-limits.

Proposition 6.4.7 Let o be a regular cardinal and F': o/ — Set be a
functor defined on an a-complete category «/. The following conditions
are equivalent:

(1) F is o-left-exact;

(2) the category Elts(F') of elements of F is a-cofiltered;

(3) F is an a-filtered colimit of representable functors.

Moreover when &/ is small, those conditions are also equivalent to

(4) the left Kan extension Lany F of F along the covariant Yoneda
embedding Y: o —— Fun(s/*, Set) is a-left-exact. O

Proposition 6.4.8 Consider a functor F': s/ ——> % between a-complete
categories o/ , 8. The following conditions are equivalent:

(1) F is a-left-exact;

(2) VB € & the functor B(B, F—): #—— Set is a-left-exact. O
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Proposition 6.4.9 Let o/ be a small a-complete category. The notation
Lexo (&, Set) indicates the category of a-left-exact functors from &/ to
Set.
(1) Lexq(,Set) is complete and limits are computed pointwise;
(2) Lex, (o, Set) has pointwise and universal a-filtered colimits and they
commute with a-limits;
(3) the contravariant Yoneda embedding
o ——— Lexy(,Set), A (A, -)
transforms a-limits into a-colimits;
(4) Lex, (o, Set) is cocomplete;
(5) Lexq(,Set) is reflective in Fun(/, Set). O

Now comes the case of flat functors.

Definition 6.4.10 Let o be a regular cardinal.
(1) A functor F: o/ — Set is a-flat when its category of elements is
a-cofiltered.

(2) A functor F: o —> % is a-flat when, for every B € 4, the functor
B(B, F—): o/ —> Set is a-flat.

Proposition 6.4.11 Given a functor F: of —— % between a-complete
categories, for some regular cardinal o, the following two conditions are
equivalent:

(1) F is a-left-exact;

(2) F is a-flat. O

Proposition 6.4.12 Let o be a regular cardinal:

(1) the composite of two a-flat functors is a-flat;
(2) representable functors are a-flat;
(3) functors with a left adjoint are a-flat. O

Proposition 6.4.13 Let « be a regular cardinal and F: o ——Set a
functor. The following conditions are equivalent:

(1) F is a-flat;
(2) F is an a-filtered colimit of representable functors.
Moreover when &/ is small, those conditions are also equivalent to

(3) the left Kan extension Lany F of F along the covariant Yoneda
embedding Y: of — Fun(«/*, Set) is a-left-exact. O
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Corollary 6.4.14 Let o be a regular cardinal and &/ a small cate-
gory. The category Flat, (<, Set) of a-flat functors from </ to Set has
pointwise a-filtered colimits. O

Finally let us generalize the definition of a functor which preserves
“all small limits”.

Definition 6.4.15 A functor F: o/ ——> % is absolutely flat when it is
a-flat for every regular cardinal c.

By 6.4.12 we conclude that representable functors are absolutely flat
and so are those admitting a left adjoint.

6.5 The splitting of idempotents

Definition 6.5.1 In a category €, a morphism e: C——C is idempo-
tent when eo e = e.

Proposition 6.5.2 In a category ¥, consider a retract r,i: R~ C,
i.e. r o1 = 1g. Under these conditions, € = i o r is idempotent.

Proof We have ece=tioroior=iolgor=ior=e. O

Definition 6.5.3 In a category ¥, an idempotent e: C ——C splits
when there exists a retract r,i: R~ C of C such that ior = e.

Often we shall use the expression “an idempotent” or “a split idem-
potent” just to abbreviate the language.

Proposition 6.5.4 The following conditions are equivalent for an idem-
potent e: C——C of a category €:

(1) e splits ase =i or, with r,i: RETSC,roi=1g;
(2) the equalizer Ker (e, 1¢) exists;
(3) the coequalizer Coker (e, 1¢) exists.

Moreover, under these conditions, ¢ = Ker (e, 1¢), r = Coker (e, 1¢) and
this equalizer and this coequalizer are absolute.

Proof  Assuming (1) and considering diagram 6.4, we conclude by
2.10.2 that r is the absolute coequalizer of the pair (e, 1¢). Conversely
if r = Coker (e, 1¢), the relation e o e = e = e o 1¢ implies the existence
of a unique 7 such that i0r = e. Since roir =roe =r and r is an
epimorphism, roi = 1p.

The equivalence (1) < (2) follows by duality. O
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C
i
e
C
Diagram 6.4

Proposition 6.5.4 shows that splitting of idempotents is some weak
form of completeness or cocompleteness. In fact, this result can be made
much more precise. We recall from 2.10.1 that a colimit is absolute when
it is preserved by all functors. We would like to make precise when a
small category has “all small absolute colimits”. For this consider the
covariant Yoneda embedding

Y: ——Fun(€¢*,Set), C — %(—,C).

Like every functor, Y preserves all absolute colimits. Therefore it is
sensible to define:

Definition 6.5.5 A small category € has all small absolute colimits
when, given a small category 2 and a functor F': 9——%, if the colimit
of the composite

9—F ¢ Y Fun(e*,Set)
is absolute, then the colimit of F exists and is absolute.

Lemma 6.5.6 Let € be a small category in which every idempotent
splits. Then each retract of a representable functor €(—, C) is itself rep-
resentable.

Proof Consider p,i1: F<—5%(—,C), with pot = 15. The natural trans-
formation ¢ o p: ¥(—,C) = ¥(—,C) is representable as t o p = €(—,e)
for some morphism e: C'—— C, just because the Yoneda embedding is
full. But from (¢ 0 p) o (t0 p) = ¢ 0 p we deduce €(—,ece) = ¥(—,e),
which implies e o e = e since the Yoneda embedding is faithful (see
1.5.2). The idempotent e splits in € as e = r o ¢, with r,: R:C and
tor = 1g. This implies that €(—, ), €(—, ) constitute a splitting of the
idempotent (-, e). But such a splitting is unique up to isomorphism
(see 6.5.4), thus F is isomorphic to €(—, R). O



6.5 The splitting of idempotents 273

2 F

% Y Fun(%*, Set)

G Ga

O e

Diagram 6.5

Proposition 6.5.7 Let € be a small category. The following conditions
are equivalent:

(1) In ¢, all idempotents split;
(2) € has all small absolute colimits.

Proof  Suppose idempotents split. With the notation of 6.5.5, write
(L, (sp)Dea) for the colimit of Y o F and suppose this colimit is abso-
lute. This colimit is in particular preserved by the representable functor
Nat(L, —), thus

Nat(L, L) & colim pNat((L,4(—, FD)).

A colimit in Set can be constructed as a quotient of a coproduct (see
2.8.1); thus the natural transformation 17: L = L corresponds to the
equivalence class of some natural transformation 3: L = €(—, F D), for
some D € 9, with the property spo8 = 1;. By lemma 6.5.6, L is repre-
sentable as ¥(—, R) and since the Yoneda embedding is full and faithful
(see 1.5.2), the cone (sp)pegy is induced by a cone (6p: FD—> R)peg
in €. The universal property of (L, (sp)pea) restricted to cocones with
representable vertex implies that (R, (6p)peo) is the colimit of F.

By construction, Y preserves the colimit of F. On the other hand
given an arbitrary functor G: ¥ — &/, we must prove that G preserves
the colimit of F'. For every A € & let us consider the Kan extension G 4
of (G-, A) along the Yoneda embedding (see 3.7.1), as in diagram 6.5.
By 3.7.3, G4 oY = &(G—, A) because Y is full and faithful. And since
the colimit of Y o F is absolute,

& (G(colim pFD), A) = G 4 o Y (colim pF D)
& G 4(colim pY (FD))
= limpGAY (FD)
= limp/(GFD, A)
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(we have written the equalities in Set, not in Set*; notice that «/(—, A)
and G 4 are contravariant). Now choose a cocone (up: GFD—— A)peg
in &/. This is just a compatible family in the limit in Set and so this
corresponds to a unique morphism u: G(R) —— A such that uoG(op) =
up for every D € 9.

Conversely if € has all small absolute colimits and e: C—— C' is idem-
potent, the corresponding natural transformation

(g(_ae): (g(_’ C) = (g(_, C)

is idempotent and thus splits, since Fun(%*, Set) is cocomplete (see 2.15.2
and 6.5.4). By 6.5.4 again, ¥(—,e) and ¢(—, 1¢) have an absolute co-
equalizer, so that by assuption, e, 1 have an absolute coequalizer in €.
Proposition 6.5.4 again implies that e splits. O

Proposition 6.5.7 suggests considering the splitting of idempotents as
some (weak) intrinsic notion of cocompleteness. The following terminol-
ogy will be justified in 6.8.9, volume 2.

Definition 6.5.8 A category ¥ is Cauchy complete when all idempo-
tents of € split.

We shall now prove the existence of a “Cauchy completion” for every
small category.

Proposition 6.5.9 Every small category € can be embedded as a full
subcategory in a Cauchy complete small category €. Moreover,

(1) given a functor F: € —> % where 92 is Cauchy complete, F extends
uniquely (up to isomorphism) as a functor F: 4 —— 9,

(2) given another functor G: € — 9, its extension G: 4 —— 9 and a
natural transformation «: F = G, a extends uniquely to a natural
transformation a@: F = G,

(3) the inclusion ¥ — % is an equivalence of categories iff, on €, every
retract of a representable functor is itself representable.

Proof  Given a small category €, the category Fun(%*,Set) of con-
travariant functors ¥ —— Set is complete (see 2.15.2), thus Cauchy com-
plete (see 6.5.4). For each object C € € and each idempotent e: C——C
in €, choose a splitting 7., i.: Re:%(—, C), with the condition that
T1c = lg(—,c) = t1,. Observe that all splittings of this kind for the same
e are isomorphic (see 6.5.4), but making a choice allows us to speak of
the small category & as generated by all the chosen objects R, (there is
just a set of them since there is just a set of idempotents in the small
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category €). The category ¥ is thus contained as a full subcategory in
@, via the Yoneda embedding.

Let us prove that € is Cauchy complete. Indeed for every idempotent
e: C——C in € and every idempotent ¢: Re—— R, in Fun(%*, Set),
¢ factors as ¢ o p for some retract p,.: R<_S R, of € in Fun(%*,Set).
Therefore p o re,ie 0 L R:%(—,C) is a retract of €(—,C), thus is
isomorphic to some ¢, ir: Rer :‘6 (=, C) in . So up to isomorphism,
p,t are in € and finally ¢ splits in @.

Now consider a functor F: ¥ —— 2 with 2 Cauchy complete. For
every idempotent e: C——C in €, Fe: FC—— FC is idempotent in
2 and thus splits as Fe = j. 0 s with sg, je: Se:FC a retract of
FC. We put F(R.) = S.. If a: R.—— R/ is a morphism in € with
e: C—C, €': C'——> ' idempotents of €,

a=1R, 000lge =T¢ 0l OQOT O,

and the composite

(6(—, C) Te Re @ Re' ie’ (g(_a C/)

has the form €(—, f) for a unique f: C——C’, just because the Yoneda
embedding is full and faithful (see 1.5.2). We define

F(a) = s 0 F(f) 0 je.

It is a straightforward matter to check the functoriality of F defined in
this way. Moreover, F extends F. Indeed F(%(—,C)) = F(C) just be-
cause R;, = C by convention. Moreover given f: C——C’ and putting
a = ¥(—, f) in the previous argument, one gets e = r, = i, = 1¢ and
€' =re =i = l¢/ by convention, so that F(€(—, f)) = F(f).

Let us now consider another functor G: ¥ —— 2 and “its” extension
—— 2. Given a natural transformation 8: F = G, every extension
= G of f3 satisfies, just by naturality,

BR,; = BRe o F(re) o F(ic)
=G

G: %
B:F

(re) © By(—,c) © F(ic)
= G(”’e) o] ,30 ] F(le)

This proves the uniqueness of a natural transformation 5: F = G ex-
tending (. It is straightforward to check that the previous formula indeed
defines a natural transformation § extending 3.

The last assertion is obvious by construction of %. O
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With a view to establishing the major property of the Cauchy com-
pletion (theorem 6.5.11), we need the following lemma.

Lemma 6.5.10 Consider a small category € and the corresponding cat-
egory Fun(®%*,Set) of contravariant functors to Set. For a contravariant
functor F: €* —— Set, the following conditions are equivalent:

(1) F is a retract of a representable functor;

(2) the functor Nat(F, —): Fun(%*, Set) —— Set preserves colimits.

Proof Using the axiom system of universes (see section 1.1), we assume
that all categories considered are small with respect to some sufficiently
big universe ¥, including Set. This allows us to consider categories like

Fun(Fun(®*, Set), Set).

Suppose p,t: F~_%(—,C), pot = 1p is a retract. By the Yoneda
lemma (see 1.3.3), the functor
Nat(€(—,C), —): Fun(€*, Set) ———> Set

is just the functor “evaluation at C”, which preserves colimits since
colimits in Fun(%*, Set) are computed pointwise (see 2.15.2). Since F is
a retract of €(—, C), we get another retract in Fun((%*, Set), Set)

Nat(F —)*—Nat(L’ = Nat(€(—,C), -)
) —— b 9
Nat(p,_)

Therefore Nat(, —) is the (absolute) coequalizer of Nat(¢(—,e), —) and
Nat(%(—,1¢), —). By the interchange property for colimits (see 2.12.1),
the coequalizer Nat(F, —) preserves colimits since Nat(#¢(—,C), —) does.

Conversely suppose Nat(F, —) preserves colimits. We can write F itself
as the colimit of the composite

Elts(F) —2——¢—Y  Fun(%*, Set),

where Elts(F) is the category of elements of F (see 2.15.6). By assump-
tion we thus have:

Nat(F, F) = Nat(F, colim (¢, )6(—, C))
2 colim (C‘C)Nat(F, €(—, C’))

Since a colimit of sets is a quotient of a coproduct (see 2.8.2), the identity
on F corresponds to the equivalence class of some o: F = ¢(—,C), for
some index (C, ¢), with the property s(c,) o & = 1r, where 5(¢ ) is the
canonical morphism of the colimit. This proves that F is a retract of
€(—,C). O
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The reader should now observe that since F is just defined up to
isomorphism in 6.5.9, “the” Cauchy completion € of a small category €
is just defined up to equivalence, not up to isomorphism. This is good
enough for most purposes and we shall speak freely of “the” Cauchy
completion. Here is its main property.

Theorem 6.5.11 Given two small categories o, %, the following con-
ditions are equivalent:

(1) the categories Fun(</*,Set) and Fun(#*, Set) are equivalent;
(2) o and # have the same Cauchy completion.

In particular, given a small category € and its Cauchy completion %,
the categories Fun(%*,Set) and Fun(€", Set) are equivalent.

Proof 1If Fun(a/*,Set) is equivalent to Fun(#*, Set), the corresponding
full subcategories of functors F' such that Nat(F,—) preserves colim-
its are themselves equivalent. But those two categories are respectively
equivalent to the Cauchy completions of o and # (see 6.5.10 and the
construction of the Cauchy completion in 6.5.9).

For the converse, it suffices to prove that &/ and its Cauchy comple-
tion & give rise to equivalent categories Fun(a/*, Set) and Fun(Z", Set).
Indeed we have an obvious functor

@: Fun(sZ", Set) —— Fun(s/*, Set)

which is the composition with the inclusion &/* C &*. Since each functor
&/ —Set* extends to a functor &/ —— Set* (see 6.5.9), each functor
&/* —>Set is the restriction of a functor o/* —— Set; thus ¢ is surjec-
tive on the objects. It remains to prove that ¢ is full and faithful (see
3.4.3), but this is precisely the content of the last assertion in 6.5.9. [

6.6 The more general adjoint functor theorem

This section presents an amazing generalization of the adjoint functor
theorem (see 3.3.3).

Theorem 6.6.1 Consider a functor F: of —— %, with o/ a Cauchy

complete category. The following conditions are equivalent:

(1) F has a left adjoint;

(2) F is absolutely flat and satisfies the solution set condition for every
object B € € (see 3.3.2).
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Proof The considerations following 6.4.15 and 3.3.2 prove (1) = (2).
Conversely fix an object B € # and a corresponding solution set Sp.
Write &p for the category of elements of #(B,F—) and ¥p for its
small full subcategory generated by the objects (A,b), with A € Sp
(and b: B—— FA).

Choose a regular cardinal o > #%p. By a-flatness of F, we get an
object (Z,z) € &p provided with morphisms a(x ¢): (Z,2)— (X, z)
for every (X,z) € ¥B.

Choose a regular cardinal 8 > #85((Z, z), (Z, z)). By f-flatness of F,
we get an object (Y,y) € £p and a morphism u: (Y,y)—>(Z, z) such
that f o u = g o u for every two endomorphisms f, g: (Z, z):;(Z, z).
Applying the solution set condition, we choose now (X, z) € ¥p and a
morphism v: (X,z)—> (Y, y).

Observe that we have obtained an endomorphism

uUovox ) (£,2) —(Z,2).
By definition of «, one has uov o q(x,z) o u = 1(z,;) o u, thus also
UOVO(X,z) OUOVO (X, g) = UOVO (X a),

proving that v o v 0 o(x ;) is idempotent. By Cauchy completeness of
&/, we find a retract r,i: (W,w):(Z,z), with i or = uovoax,y,
roi=lw.w) and w = F(r) o z, z = Fiow. We shall prove that (W, w)
is the reflection of B along F'.

One already has w: B—— FW by definition of £5. Given V € &
and v: B——FV in &, the pair (V,v’) is an object of £5. By the
solution set condition, choose an object (U,u’') € #p and a morphism
l: (U,v)—>(V,v'). This yields a composite

(W, w)—E— (2, 2) — ¥, (U, o) —L— (V,0),

i.e. a morphism loo(y /) 0i: W ——V such that F(loa(U’u,)oi) ow =1
We still have to show the uniqueness of such a factorization.
To do this let us prove first that every endomorphism

g W,w)——— (W, w)

is necessarily the identity. Indeed since iogor and ior are endomorphisms
of (Z, z), one gets, by definition of u,

10goT =10goOT0t0T =10gOTOUOVOQ(X,z)

=10TO0UOVOQx,z) =10TO0LO0T =101y 0T
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Since ¢ is a monomorphism and r is an epimorphism, g = 1(w).

Proving the uniqueness of the factorization { ooy /) 0% means proving
the uniqueness of a morphism (W, w)—— (V,v’). Choose a regular car-
dinal v > #&5((W,w), (V,v")). By y-flatness of F, there are an object
(T, t) € &p and a morphism m: (T, t)— (W, w) such that fom = gom
for every two morphisms f, g: (W, w) 2 (V,v’). By the solution set con-
dition choose (S, s) € ¥ and a morphism n: (S, s) —> (T, t). We get
a composite

(W, w)—E— (2, 2) —E9) (8, 5) — B (T, t) — s (W, w),

which is necessarily the identity, as we have proved. Given two mor-
phisms f, g: (W, w)_=(V,v’), we thus have

f=fomonoaeggol
=gomonoa(5,s)oi

=g. U

Observe that theorem 6.6.1 contains as a special case the general ad-
joint functor theorem proved in 3.3.3. Indeed when & is complete, it
is Cauchy complete (see 6.5.4) and the absolute flatness of F' means
the preservation of a-limits for every cardinal o (see 6.4.11), thus the
preservation of all small limits.

6.7 Exercises

6.7.1 Develop the details of the first proof suggested for 6.2.4 and indi-
cate a lower bound for the cardinal g.

6.7.2 Given a small category &/, prove that the category Flat(2/, Set)
of flat functors is (up to equivalence) the smallest full subcategory of
Fun(s, Set) containing all the representable functors and stable under
filtered colimits.

6.7.3 Given a small category &, prove that Flat(s/*, Set) is the free co-
completion of &/ for filtered colimits. This means that given a category
2 with filtered colimits and a functor F: of —— 4, there exists a func-
tor F: Flat(./*, Set) —— %, unique up to isomorphism, which preserves
filtered colimits and restricts to F' via the covariant Yoneda embedding.

6.7.4 Given a small category &7, prove that Fun(s/*, Set) is the free
cocompletion of .o for small colimits. This means that given a complete



280 Flat functors and Cauchy completeness
category # and a functor F: & —— % there exists a functor
F: Fun(o/*,Set) ————— &,
unique up to isomorphism, which preserves small colimits and restricts

to F via the covariant Yoneda embedding.

6.7.5 Given a flat functor F: o/ —— % between arbitrary categories,
prove that F' preserves all finite limits which turn out to exist in /.

6.7.6 Let F: of — Set be a flat functor. Prove that the representable
functor

Nat(F, —): Flat(2/, Set) —— Set
preserves filtered colimits if and only if F' is a retract of some repre-
sentable functor.

6.7.7 Prove that every retract of a representable functor is absolutely
flat.

6.7.8 Prove that the covariant Yoneda embedding
Yy: o/ ——— Flat(/*,Set), A— (-, A)

corestricted to the category of flat functors is itself a flat functor.

6.7.9 If o is a small category, prove that Flat(.,Set) has a terminal
object iff &/ is cofiltered. In particular, Flat(«/,Set) is in general not
finitely complete. [Hint: apply the Yoneda lemma.]

6.7.10 If o/ is a small discrete category with at least two objects, prove
that the covariant Yoneda embedding

Y: of —— > Fun(/*,Set), A— A(—,A)
is not flat.

6.7.11 Prove that the Kan extension theorem (see 3.7.2) is a corollary
of the more general adjoint functor theorem (see 6.7.1), but not of the
adjoint functor theorem (see 3.3.3).
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Bicategories and distributors

Even if containing some interesting results (like 7.9.3, 7.9.4), this chapter
is not mainly concerned with proving theorems. Its aim is essentially to
discuss some basic structures which turn out to appear quite naturally
in categorical constructions.

7.1 2-categories

A category consists of a class of objects connected with morphisms. But
in some cases the morphisms themselves can be connected with some
additional devices: in the category of small categories and functors, we
can define natural transformations between functors; in the category of
topological spaces and continuous mappings, we can define homotopies
between continuous mappings; and so on. This observation is at the
origin of the notion of a 2-category.

A category has been presented in 1.2.1 as a class || of objects to-
gether, for each pair A, B of objects, with a set &/(A, B) of morphisms.
The composition law was just a mapping

CABC: J?f(A, B) X M(B, C)—)ﬂ(A, C)

for each triple A, B, C of objects, while the identity on an object A could
be seen as a mapping

ua: 1—— (A, A)

where 1 is the singleton, i.e. the terminal object of the category of sets.
The associativity axiom just expresses the equality

cacp ©(capc x 1) =capp o (1 X cgep)

(see diagram 7.1) for all objects A, B, C, D. The identity axiom expresses

281
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(A, B) x o(B,C) x (C,D)—LXCBCD (A B) x «£(B,D)
cape X1 CABD

#(A,C) x 4(C, D)

CACD (4, D)

Diagram 7.1

IR

1 x (A, B)e—— o/ (A, B)——>a/(A,B) x 1

ug X1 1xXup

Diagram 7.2

the equalities

caaBo(ua x1)=1=cyppo(l Xug)

(see diagram 7.2) for all objects A, B.

In the case of the category &f = Cat of small categories, the set
(A, B) of functors from the category A to the category B can be
given the structure of a category &/(A, B), with natural transformations
as arrows. With that example in mind, we make the following definition.

Definition 7.1.1 A 2-category & consists of

(1) a class ||,

(2) for each pair A, B of elements of ||, a small category «/(A, B),
(3) for each triple A, B, C of elements of ||, a bifunctor

caBc: #(A,B) x o (B,C)—— A (A,C),
(4) for each element A € |</|, a functor
us: 1——— (A A),
where 1 is the terminal object of the category of small categories.
These data are required to satisfy the following axioms.
(1) Associativity axiom: given four elements A,B,C,D € </, the fol-
lowing equality holds:

cacp ©(capc x 1) =capp o (1 X cpep)
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(see diagram 7.1).
(2) Unit axiom: given two elements A, B € | /|, the following equalities
hold:
caaBo(ua x1)=1=cyppo(l xup)
(see diagram 7.2).

Let us first fix the terminology. Given a 2-category /:

e the elements of the set |o/| are called “O-cells” or “objects”; we use
capital letters A, B,C,... to denote them;

e the objects of the category «/(A, B) are called “1-cells” or “arrows”;
we use small letters a, b, ¢, . . . to denote them and we designate them
in the usual form f: A— B;

e the arrows of the category &/ (A, B) are called “2-cells”; we use greek
letters «, 3,7 ... to denote them; we designate them as a: f = g or
just a: f—— ¢ when no confusion can occur;

e (3 o a denotes the composite in the category </ (A, B),
B

f=a>g=h;

when no confusion can occur, we write simply Go;

e [o f denotes the image of the pair (f,!) of arrows under the compo-
sition functor capc,

a—t p 1 ¢

when no confusion can occur, we write simply [ f;
e ¢ x o denotes the image of the pair (a, ¢) of 2-cells under the com-
position functor capc,

f l
A g la B mle [C

e 14: A—— A denotes the image of the unique object of 1 under the
unit functor u4; we write just i4 instead of i;, to denote the unit
on the arrow 14 in the category <&/(A4, A).

It follows immediately from the axioms that the objects and the mor-
phisms constitute a category, with the morphisms 1, as identity arrows.
Observe also that given the situation
f l

g o m o
18 2B o ¢

A

e | |
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*1 T *
f Tfogof g —2"Ng0fog
i ifxe i € *ig
f 9
Diagram 7.3

by functoriality of capc,

(¥ *B) o (p*a) = capc(B,¥) © capcla, p)
= capc((B,9) © (a,9))
=capc(Be a, P o)
=(Boa)x(Poy).

This formula is called the “interchange law” (see 1.3.5).

In a 2-category, it makes sense to speak of “adjoint arrows” or the
“Kan extension of an arrow”, when this exists. It suffices to transpose
the classical definitions valid for ordinary categories (see 3.1.4, 3.4.4 and
3.7.1).

Definition 7.1.2 In a 2-category &/, consider arrows f,g: AiB.
They constitute an adjoint pair of arrows when there exist 2-cells
nmig= fog, e:gof=in
such that the following equalities between 2-cells hold:
(ixe) o (nxif) =1if, (exig) @ (ig*xn) = ig;
see diagram 7.3. When 1 and ¢ are isomorphic 2-cells, the adjunction is
called an equivalence.

Definition 7.1.3 In a 2-category s/, consider two arrows f: A—>C,
g: A—> B. The Kan extension of f along g, when it exists, is a pair
(h, @) where
(1) h: B——C is an arrow and o: f = ho g is a 2-cell,
(2) given any pair (k,3) with k: B——C an arrow and 3: f = kog a
2-cell, there exists a unique 2-cell v: h = k such that
(y*ig) oa=p.

While in an ordinary category most diagrams in which we are inter-
ested are commutative, very often in a 2-category one considers non-
commutative diagrams of arrows “filled in” with 2-cells. Consider for
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A—a ,p b ¢

ﬂ/‘ e

D f E g F

h % i %‘ J

P H — I

Diagram 7.4

O
&
=~

example the situation of diagram 7.4 with no commutativity conditions
at all. The squares are filled in with 2-cells

a: foc=doa, f:god=>eob, y:koh=iof, b:lot=jog.
This allows us to “fill in” the outer square with a composite 2-cell
(tj*Bxig) 0 (6*xa)o (ixyxi):lokohoc=joeoboa.

In fact one could combine the four 2-cells in many different ways, but the
associativity rules and the interchange law imply immediately that all
those composites are equal. There exists a general theorem (the pasting
theorem) attesting this fact for a rather arbitrary diagram (see Kelly,
1980).

Examples 7.1.4

7.1.4.a A basic example of a 2-category is indeed obtained by choosing
small categories as the objects, functors as the arrows and natural trans-
formations as the 2-cells. The various compositions are those described
in sections 1.2 and 1.3.

7.1.4.b Let us now choose as objects the topological spaces and as
arrows the continuous mappings between them. Given two continuous
mappings f,g: A___{ B, a homotopy a: f = g is a continuous mapping

a: ]l xA———B

where I = [0, 1] is the unit interval, a(0,a) = f(a) and a(1,a) = g(a).
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If we consider now three continuous mappings f,g,h: A—— B and
two homotopies a: f = g, B3: g = h, it is easy to construct a “composite
homotopy” 8 @ a: f = h. It suffices to define

_|{ a(2t,q) if t<1/2,
(Beaj(t,a)= { B2t —1,a) if t>1/2,

and one indeed gets a continuous mapping

Boal x A————B

such that (8 © a)(0,a) = £(a), (8 © a) (3,a) = g(a), (8 © a)(1,a) =
h(a). Unfortunately this composition is not associative. Indeed con-
sider four continuous mappings f, g, h, k&: A—— B and three homotopies
a: f=g¢, B: g = h,y: h=k; the composite

vyo(Boa) f=k
satisfies (v © (8 © a)) (3,a) = h(a), while the composite
(voP)oa: f=>k

is such that ((y © ) © a) (3,a) = g(a). Nevertheless the two homo-
topies v © (3 @ @) and (y © ) © «a are easily checked to be themselves
homotopic as continuous mappings:

yo(Bea)(yeB)ea Ix A___2IB.

Now consider the following situation:

f D
A g la B q ly .C

with A, B, C topological spaces, f,g,p,q continuous mappings and a, ¢
homotopies. The composite

IxA—% s P .o

defines a homotopy p o f = p o g while the composite

IxA—XX9 ., 1xB— % .o

defines a homotopy p o g = g o g. Using the composition of homotopies
defined previously, we get a composite homotopy

pxa=(po(lxg))o(poa)pof=qog.

It is now a lengthy but straightforward calculation to check that both
composition laws © and * of homotopies are compatible with the
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equivalence relation identifying two homotopic homotopies. Therefore
we obtain corresponding composition laws on the homotopy classes of
homotopies. Choosing the spaces as objects, the continuous mappings
as arrows and the homotopy classes of homotopies as 2-cells, we now get
a 2-category.

7.1.4.c The category Gr of groups has the groups as objects and the
group homomorphisms as arrows. But given two groups G, H and two
group homomorphisms f,g: G :H , we can define a 2-cell a: f = ¢
as an element « € H such that for every element € G

f@)-a=a-g(z)

where - denotes the composition law of the group H. In other words, a
2-cell a: f = g is an internal automorphism of H '

H—H, y—~a-y-al

transforming f into g.

It is obvious that given 2-cells a: f = g and (3: ¢ = h, the element
B-ais a2-cell B o a: f=>h. This provides Gr(G, H) with the structure
of a category or, more precisely, the structure of a groupoid (a cate-
gory in which every arrow is an isomorphism). Observe that for every
f: G——H, i is the unit element of H.

It remains to define the horizontal composition law on 2-cells. Thus
we consider group homomorphisms f,g: G r)_)H and h,k: H :K ,
together with 2-cells a: f = g, B: h = k. We get a composite 2-cell
B * a: hf = kg by choosing the element h(a) - 8 = 3 - k(a).

We leave to the reader the verification that we have indeed defined a
2-category.
7.1.4.d Every ordinary category & can be viewed as a 2-category with
just the obvious 2-cells, i.e. each category &/(A, B) is discrete.

7.2 2-functors and 2-natural transformations

When working with 2-categories, the functors and natural transforma-
tions which one considers had better be compatible with the given struc-
tures on 2-cells.

Definition 7.2.1 Given two 2-categories &/, #, a 2-functor F: of — %
consists in giving

(1) for each object A € o/, an object FA € &,
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A (A A) x (A, A") Cana” (A, A")

FAAIXFAIAII FAA"

B(FA, FA') x BFA,FA") B(FA, FA")

CFA,FA',FA"
Diagram 7.5

1 4 o(A, A)

Faqp
Upa

B(FA,FA)
Diagram 7.6

(2) for each pair of objects A, A’ € o/, a functor
Faa: (A A)——B(FA FA).
(For the sake of brevity, we often write F' instead of Fs a'). These data
are required to satisfy the following axioms.
(1) Compatibility with composition: given three objects A, A’, A" € «,
the following equality holds:
Faprocaaar =crara,rar o (Faa x Faar)
(see diagram 7.5).
(2) Unit: for every object A € &, the following equality holds:
Fapous=upa
(see diagram 7.6).
Observe in particular that a 2-functor induces an ordinary functor
between the underlying categories of objects and arrows.
In order to define the 2-natural transformations easily, observe that
given a morphism f: A’—— A” in a 2-category &/, we get a functor

S(A, f): A(AA)———— (A, A")
for every object A € &/, just by defining
A(A, f)(g)=Ffog, (A f)la)=ifxa
In the same way one could define a functor

A(f, A): (A", A)—— (A, A).
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(A, A)y— Fan B(FA, FA')
Gaa ga(lFA,eA’)
B(GA,GA B(FA,GA
( ) F0a1on) ( )
Diagram 7.7

Definition 7.2.2 Consider two 2-categories </, # and two 2-functors
between them F,G: o —_#. A 2-natural transformation 9: F = G
consists in giving, for each object A € o/, an arrow 04: FA—GA
such that the equality

g(lpA, 0A') o Fap = 93(0A, lGA') oG aar
holds for each pair of objects A, A’ € o/; see diagram 7.7.

In particular, every 2-natural transformation is also a natural trans-
formation between the corresponding underlying functors.
We leave to the reader the straightforward proof that

Proposition 7.2.3 Small 2-categories, 2-functors and 2-natural trans-
formations themselves constitute a 2-category. O

In particular the notions of 2-adjunction, 2-equivalence or 2-Kan ex-
tension can immediately be obtained from definitions 7.1.2 and 7.1.3.
The reader should observe that transposing those definitions will not
cause any trouble when the 2-categories considered have proper classes
of objects.

Examples 7.2.4

7.2.4.a Consider a small 2-category «/ and the 2-category Cat of small
categories (see 7.1.4). Fixing an object A € o/, we get at once a “repre-
sentable” 2-functor

(A, -): f ——Cat

mapping B € &/ to the category &/(A, B), a morphism f: B——C to
the functor

A (A, f): 4(A,B)—— A (A,C),

(A, f)(g)=Ffog, (A f)a)=if*a,
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and a 2-cell 3: f = f’ to the natural transformation
(A, B): A(A f)= A(A, f), d(A,,B)g = B *ig.

7.2.4.b In the situation of example 7.2.4.a, consider another object
A’ € o/ and an arrow a: A—— A’. We obtain a 2-natural transformation

‘d(‘% _): ‘Q{(A,) _) = "Q((A7 _)
by defining, for every object B € &/,
(a,~)g: (A, B) = (A, B),

A(a,—)g(u) =uvoa, H(a,—)gla)=axi,.

7.3 Modifications and n-categories

The basic example of a 2-category is that of ordinary categories, functors
and natural transformations. Notice that the possibility of defining nat-
ural transformations between functors is directly related to the existence
of arrows in the categories.

Consider now the 2-category of 2-categories, 2-functors and 2-natural
transformations. The fact of having 2-cells in 2-categories now allows
the definition of modifications between 2-natural transformations.

Definition 7.3.1 Consider 2-categories of , #, 2-functors F,G: of — #
and 2-natural-transformations o, 3: F = G. A modification

= a~f
consists in giving, for every object A € o/, a 2-cell
Eat aa = Pa,
in such a way that the following axiom is satisfied: for every pair of
morphisms f, g: A:A’ and every 2-cell a: f = g in &/, the equality
BaxFa=GaxZ,
holds in 4.

We consider 2-categories &, %, 2-functors F,G: & j@, 2-natural
transformations a,3,y: F = G and two modifications E: a ~ [,
T: B ~ v. One obviously gets a composite modification T ¢ E: a ~»
by putting (Yo E)4 = T4 0 E4.

Now given 2-functors F, G, H,

F.G . H: of — %,
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2-natural transformations «, 3, 6, ¢,
o, F=G, 6 G=H,
and modifications Z, £,
Za~ P, b~e,
one obviously gets a composite modification
OQxE:6ea~cof

by putting (2 *xE)4 = Q4 x Z4.

Just because the composition laws on modifications are defined point-
wise, it is straightforward to verify that the 2-functors from .« to 4, the
2-natural transformations and the modifications have been given the
structure of a 2-category 2-Fun(</, %).

Given 2-categories o/, %#,% it is also easy to define a 2-functor of
composition

cane: 2-Fun(f, B) x 2-Fun(#,€¢) ———> 2-Fun(L, ).

Given a pair (F, F”) of 2-functors, we map it to the composite F’ o F.
Given another pair of this kind (G,G’) and 2-natural transformations
a: F= G, d: F' = G', we map the pair (a,a’) to o’ *a. Finally, given
two other 2-natural transformations 3: F = G, §': F/ = G’ and two
modifications E: a ~ 3, E: o/ ~ [, the following relation holds, as E’
is a modification by definition:

E/GA % F/(EA) = G/(EA) * E/FA.

These composites define a 2-cell (&' *x a)a = (8’ * 3)a and finally a
modification o * a ~ 3 * 3, which we choose as the composite of the
pair (2,Z).

Now if o/, B,€,2 are 2-categories, it is straightforward to verify the
associativity axiom between the 2-functors of composition, i.e. the equal-
ity

Cana © (1 X ca¢a) = caga © (Caae X 1);

see diagram 7.8. And it is just obvious that the identity modification
on the identity 2-cell i4: 14 = 14 is an identity for the composition law
on modifications.

Well, we have just sketched the construction of what is called a 3-
category.
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1xcaeg
2-Fun[.of, B x 2-Fun[#, €] x 2-Fun[¥, 2| ——2-Fun[</ , B] x2-Fun[%, 2]

Coy e X 1j chgm

2-Fun[s, €] x2-Fun(¥, 2| 2-Fun[</, 9]

CAED

Diagram 7.8

Definition 7.3.2 A 3-category consists of the following data:
(1) a class |/|;
(2) for each pair A, B of elements of |</|, a small 2-category &/(A, B);
(3) for each triple A, B,C of elements of ||, a 2-functor
caBc: ¥ (A,B) x A (B,C)——— A (A,C);
(4) for each element A of ||, a 2-functor
ug: 1—— (A, A)

where 1 is the terminal 2-category (one object, one arrow, one 2-

cell).
These data must satisfy the following axioms.

(1) Associativity axiom: given four elements A, B,C,D of </, the fol-
lowing equality holds:
caBp © (1 x cgcp) = cacp o (cacp X 1)
(see diagram 7.1).
(2) Unit axiom: given two elements A, B of &/, the following equalities
hold:
CAAB © (uA X 1) >~ 1= a0 (1 X uB)
(see diagram 7.2).
Extending the terminology of section 7.1, we call the 2-cells of &/ (A, B)

3-cells of .&/. The considerations preceding definition 7.3.2 have precisely
proved

Proposition 7.3.3 There exists a 3-category structure on the following
data. A

Objects: the 2-categories.

Arrows: the 2-functors.

2-cells: the 2-natural transformations.

3-cells: the modifications. O
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Clearly one could now define 3-functors, 3-natural transformations and
3-modifications. And the fact of having 3-cells in the 3-categories will
allow the definition of “morphisms of 3-modifications”. The 3-categories,
3-functors, 3-natural transformations, 3-modifications and morphisms
of 3-modifications will now organize themselves in what is called a 4-
category, whose definition can be easily adapted from the considerations
of 7.3.1 and 7.3.2. The process can be iterated, yielding the notion of
an n-category, for n € N, n > 0; those n-categories organize themselves
in an (n + 1)-category. One could even define a 0-category as being a
set and a O-functor as being a mapping; applying the previous process
yields the notions of 1-category and 1-functor, which are just the usual
notions of category and functor.

7.4 2-limits and bilimits

Consider 2-categories &/, # with &/ small. For every object B € & the
constant functor

Ap: A ——— B, Ap(A) =B, Ap(f)=1p, Ap(a)=1is,

is obviously a 2-functor.

Given a 2-functor F: o —> % and an object B € &, we shall write
2-Cone(B, F) to denote the category whose objects are the 2-natural
transformations Ag = F (the “2-cones on F with vertex B”) and whose
morphisms are the modifications between them (see 7.3.1).

Definition 7.4.1 We keep the notation we have just described. The

2-limit of F, if it exists, is a pair (L, w) where L € # is an object of #

and w: Ar = F is a 2-natural transformation such that the functor
#(B,L)—— 2-Cone(B, F)

of composition with © is an isomorphism of categories, for each object

BeA

In more explicit terms, we have an arrow w4: L—— F A for every
A € o/. Those arrows satisfy Ff o mg = my for every f: A—— A’ in
&/, but also Fa * iy, = iy,, for every a: f = g in &/. Now if the family
o 4: B—— F A has analogous properties, there exists a unique morphism
b: B—— L such that mp ob = o4 for each A € /. Given another
family ¢’y: B—— F'A with the same properties and the corresponding
factorization b': B—— L, and given a family E4: 04 = o/ of 2-cells
such that FaoZ4 = Z4/ for every a as mentioned above, there exists a
unique 2-cell 5: b = b such that E4 = i, x (.
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As usual, the uniqueness of the factorization b in the previous discus-
sion implies immediately:

Proposition 7.4.2 If (L,7) and (L',7’') are 2-limits of the same 2-
functor F: of —— 2, there exists an isomorphism b: L—— L' such that
mpaob=m foreach Aec . a

Examples 7.4.3

7.4.3.a In the 2-category of small categories, the product of two cate-
gories &7, 4 is also their 2-product. Indeed write o/ x £ for this product
and py,pg for the two projection functors. Consider now a small cat-
egory € and functors F, F": ¢ o/, G,G': ¢ _ B, with the corre-
sponding factorizations

(g) T ——— A X B, (g,) 1 — A X B.

The 2-dimensional property indicates that given natural transformations
o: F = F', 8: G = G, there exists a unique natural transformation

v: (g) = (g:) such that i,, * 7 = @, ip, * ¥ = (3. Indeed, it suffices to
put vo = (35)-
It should be noticed that in some 2-categories, the product of two

objects can exist without being their 2-product (see exercise 7.10.4).

7.4.3.b In the 2-category of small categories, consider the following
diagram:
F

o _G la A.

Its 2-limit does exist. It is a subcategory of &/ whose objects A are
characterized by the following two properties

(1) FA = GA;
(2) as: FA——GA is the identity morphism.

The morphisms to be considered between such objects are those equal-
ized by F' and G.

To conclude the present section, we introduce the notion of bilimit
of a 2-functor, on which we shall not dwell very much. The idea is to
have a notion of limit defined “up to equivalence” instead of “up to
isomorphism”.
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Definition 7.4.4 We keep the notation of the beginning of this section.
The bilimit of a 2-functor F: of — A, if it exists, is a pair (L, ) where
L € # is an object of # and m: A = F is a 2-natural transformation
such that the functor

%#(B,L)—— 2-Cone(B, F)

of composition with m is an equivalence of categories, for each object
Be&.

In more explicit terms, we have an arrow mw4: L—— F A for every
A € /. Those arrows satisfy Ff oms = w4 for every f: A—> A’ in
&, but also Foa x iy, = i, for every a: f = g in &/. Now if some
family o4: B—— F A has analogous properties, there exist a morphism
b: B—— L and isomorphic 2-cells 04: 04 = m40b for each A € &, such
that Fax04 = 84/ for each 2-cell a: f = g in &/. An additional property
must hold. Choose another family ¢/,: B—— F A, a corresponding fam-
ily of isomorphic 2-cells ¢y: /4 —> w40l . Given a family E4: 04 = 04
of 2-cells such that FaxZ4 = E 4/ for every o as mentioned above, there
exists a unique 2-cell 8: b = b’ such that 0’y e 24 = (ir, * ) © 64.

Proposition 7.4.5 Under the conditions of definition 7.4.4, two bilimits
(L,7) and (B, o) of the 2-functor F are necessarily weakly equivalent;
this means the existence of factorizations b: B—— L and b/: L—> B as
just described, together with isomorphic 2-cells 1, 2 bo b/, 1 =¥ ob.

Proof With the notation we have just used, we already have an arrow
b: B—— L and an isomorphic modification (64: 04 = 74 0b) acw. Per-
muting the roles of (L,n) and (B, o), we obtain an arrow b': L—— B
and an isomorphic modification (8'y: m4 = 04 0 V') pcw-

Considering the equivalence of categories

B(L,L)————2-Cone(L, F)

one observes that 11, is mapped to 7 while bob’ is mapped to the 2-natural
transformation (w4 o bo b') acy. Those two “cones” are isomorphic via

o i
ma A ,540b 04 * iy waobolb .

Coming back along the equivalence, we find finally an isomorphic 2-cell
u: ip = bob' such that

g ¥ = (04 xip) 00y,
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An analogous argument yields an isomorphic 2-cell v: ig = b o b such
that

o, ¥V = (04 %ip) 0 04. O

To prove that b and ¥, in the previous proof, actually constitute an
equivalence in the sense of definition 7.1.2, it is necessary to check the
two triangular conditions. For example, the first condition means

(ib * l/_l) o (/,L * ib) = 1p.

This is a compatibility condition between v and p, which have been
constructed from two different equivalences given by definition 7.4.4.
The best one can do is prove the existence of an isomorphic modification
connecting the two sides of the equality. To get the equality, it would
be necessary to strengthen definition 7.4.4 by requiring the existence of
a coherent choice of the adjoints in the various equivalences; but this is
most often impossible to verify in examples.

7.5 Lax functors and pseudo-functors

Just because many categorical constructions are defined “up to isomor-
phism”, some constructions are functorial . . . up to isomorphism! This is
precisely the idea of what a pseudo-functor is. The notion of a lax func-
tor is even weaker: it requires just functoriality up to arbitrary 2-cells
instead of isomorphic ones.

Definition 7.5.1 A lax functor F: of —— % between 2-categories s/ , #
consists of the following data:
(1) for every object A € o, an object FA € %;
(2) for every pair of objects A, B € «, a functor
Fap: JZ{(A, B) —>93(FA, FB);
(3) for every triple of objects A, B,C € </, a natural transformation
(see diagram 7.9)
YaBC: €FA,FB,Fc © (FaB X Fpc) = Fac o caBc;
(4) for every object A € o/, a natural transformation (see diagram 7.10)

ba: upa = Fagougu.

The natural transformations v and 6 are required to satisfy the following
coherence axioms.
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(A, B) x «(B,C) CABC (A, C)
Fap X Fpc ’YAB%‘ Fac
B(FA,FB) x #(FB,FC) CFAiFBTC B(FA,FC)

Diagram 7.9

1 —Y4 ,0(4,4)

‘5}//1 Faa

Diagram 7.10

(1) Composition axiom: for every triple of arrows
At sp 9 ¢k ,p
in &/, the following equality between 2-cells holds (see diagram 7.11):
Ygof:h © (LFh * Y1,9) = Vf,hog © (Yo,h * iFf),
where, for simplicity, we have written ~y¢,, instead of (YaBc)(f.q)-

(2) Unit axiom: for every arrow f: A—— B in &/, the following equali-
ties between 2-cells hold (see diagram 7.12):

Via.f @ (irs % 64) =iFf, V515 © (B4 *irf) =iryg,
where, for simplicity, we have written 64 instead of (64)x.
When the natural transformations yapc and 64 are natural isomor-
phisms, F' is called a pseudo-functor.

Definition 7.5.2 Consider two lax functors F,G: o/ —_, % between
2-categories o/, #. A lax-natural transformation o: F = G consists in
the following data:
(1) for every object A € &/, a morphism as: FA—— GA;
(2) for every pair of objects A, B € o/, a natural transformation
TAB: B(aa,1)0Gap = B(1,ap) o Fup

(see diagram 7.13), where B(a4,1) and #(1,ap) are the functors

obtained by fixing a4 or ap in the bifunctors of composition.
These data are required to satisfy the following coherence axioms, where
67, +F, 6%, 4C are the natural transformations of 7.5.1, respectively for
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FhoFgoFf—Fh*Vis \ ppoF(go f)

Yg,h ¥ LFf Ygof.h

F(hOg)OFf—-W F(h0gof)

Diagram 7.11
FfolpaEi*0Ape o p, 1pg o FfOAY L p1 Yo Ff

iFf Yia,f iFf Tfis

Ff ———F(fola) Ff ————F(1pof)
tRf iFf
Diagram 7.12

F and G. We keep the same abbreviated notation as in 7.5.1 and also
write Ty instead of (TaB)f.

(1) For each object A € o/, the following equality between 2-cells holds
(see diagram 7.14):
T1a © (6F *iay) @day = (las *65) ©da,.

(2) For each pair of arrows

Aa—L .9 ¢
in &/, the following equality between 2-cells holds (see diagram 7.15):
(tae *Vf,g) @ (Tg*if) © (igg * T§) = Tgof © (Vf,g *tay)-
When F, G are pseudo-functors and each Tap is a natural isomorphism,
« Is called a pseudo-natural transformation.

Definition 7.5.3 Consider two lax functors F,G: o/ & between
2-categories of , # and two lax-natural transformations o, 3: F = G. A
modification Z: o ~ 3 is a family
Eat aa = Pa

of 2-cells of 8, for every object A € &/. Such a family is required to satisfy
the following property: for every pair of morphisms f, g Al—;A’ of o/
and every 2-cell o: f = g, the equality

BaxFa=Ga*xZ4
holds in 4.
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(A, B)—FAB_,5(FA, FB)

Gan TA% #(1,aB)

#(GA,GB #(FA,GB
(GA,G )m (FA,GB)
Diagram 7.13
i 6 x4
aa ———;“A———)IGAOQA—A——O‘L)G(IA)OQA
iaA T].A
asolpa 7 as0F(la)
o A
Diag;am 7.14

In particular, this definition applies when F, G are just pseudo-func-
tors or even 2-functors (see 7.3.1).

The reader will observe that when all coherent isomorphisms in defini-
tions 7.5.1, 7.5.2 are just identities, we recapture the notions of 2-functor
and 2-natural transformations. We leave to the reader the straightfor-
ward proof of the following proposition:

Proposition 7.5.4 There exists a 3-category structure constructed on
the following data.

e Objects: the 2-categories.
e Arrows: the lax functors.
o 2-cells: the lax-natural transformations.

o 3-cells: the modifications.

An analogous statement holds with “lax” replaced by “pseudo”. O

We refer to section 7.6 and chapter 8, volume 2, for examples of prob-
lems using pseudo-functors and pseudo-natural transformations.

Finally let us mention that in the case of lax functors and lax nat-

ural transformations, the notions can be in some manner dualized by
reversing the direction of the 2-cells v, 6, 7.
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GgoGfoay G * T4 GgoapoFf lM—fmycoFgoFf
Fyf»g *iaA iaC *’nyg

G(gof)oaa

Toof acoF(gof)

Diagram 7.15

7.6 Lax limits and pseudo-limits

Pseudo-functors and lax functors emphasize the idea of replacing com-
mutative diagrams by diagrams which commute up to isomorphism or
even up to 2-cell. The classical notion of limit is precisely based on
the idea of making commutative a family of triangles. The notions in-
troduced in section 7.5 will allow us to introduce new corresponding
notions of limits.

First of all, let us consider 2-categories &7, 4, with &/ small. For every
object B € 4, we consider as in section 7.4 the constant 2-functor on B
written Ap: &/ —— %; in particular, this is a pseudo-functor and a lax
functor where the coherent isomorphisms are just identities. Given a lax
functor F': of —> 4, a lax-cone on F with vertex B € 4 is a lax-natural
transformation Ap = F; we write Lax-Cone(B, F') for the category of
these lax-cones and modifications between them. In the same way a
pseudo-cone on F with vertex B € & is a pseudo-natural transformation
Ap = F and we write Ps-Cone(B, F) for the corresponding category of
pseudo-cones and modifications between them.

Definition 7.6.1 We use the notation we have just described. The
lax limit of a lax functor F: of —— % between 2-categories o/, &, if it
exists, is a pair (L, n) where L € # is an object of # and m: A = F is
a lax-natural transformation such that the functor
#A(B, L)———Lax-Cone(B, F)

of composition with 7 is an isomorphism of categories, for each object
B € 2. Replacing “lax” by “pseudo” in the previous definition, we get
the notion of pseudo-limit of a pseudo-functor.

Even when F is an actual 2-functor, the notions of lax limit, pseudo-
limit and 2-limit of F' produce results which are, in general, completely
different. To emphasize this, let us write in more explicit terms the
definition of the lax limit of F, in the case where F' is a 2-functor.
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The lax limit is given by a family w4: L—— F A of arrows, for every
object A € &/, and a family 74: F f oms = w4 of 2-cells, for each arrow
f: A— A’ in /. These data are such that 7, = i,, for each A and

79 © (Lpg * Tf) = Tgof

for each pair of composable arrows A—f— A’—25 A" in of. Given other
families 04: B——FA, 05: Ff o 04 = 04/ with analogous properties,
there exists a unique arrow b: B—— L such that m4 o b = o4 for each
A € o and 7 %13, = 05 for every f: A—— A’. Now choose on the same
object B two additional families 0y: B—— F A, 0}: F foo’y = 0/, with
analogous properties and the corresponding factorization b': B— L;
choose also a family of 2-cells ZE4: 04 = 0’4 such that for every pair
NN E A:A' of morphisms and every 2-cell a: f = g, the relation

0go (FaxZ,) =Sy o0y

holds; under these conditions, there must exist a unique 2-cell 3: b = ¥/
such that for every A € &, i, * 3 =E,.

As usual, the uniqueness of the factorization b in the previous discus-
sion (or more precisely the corresponding discussion for a lax functor)
implies immediately:

Proposition 7.6.2 If (L, n) and (L, n') are two lax limits of the saine lax
functor F: of —— %, they are isomorphic. A corresponding statement
holds for the pseudo-limit of a pseudo-functor. O

Example 7.6.3

Let us choose for 2 the 2-category with three objects 0, 1,2, two non-
trivial arrows 1 —— 0 and 2—— 0, and no non-trivial 2-cells. A 2-functor
P: #——C(Cat to the 2-category of small categories is just the choice of
two functors F: of —> %, G: #——%. Even in this trivial case where
no 2-cells are involved a priori, let us observe the striking differences
between the notions of 2-limit, pseudo-limit and lax limit.

The 2-limit of P is just the usual pullback of F,G. The objects of the
limit % are the pairs (A, B) with A € &/, B € # and FA = GB; an
arrow (f,g): (A,B)—>(A’,B’) is a pair f: A— A’ g: B—> B’ of
arrows in o/ and # respectively, such that F'f = Gg. The projections
are the obvious ones. Thus the pullback of F,G coincides with their
2-pullback.

The lax limit object of the functor P is the category % whose ob-
jects are the quintuples (A, f,C,g,B), with A € &/, B € #,C € ¥,
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f: FA——C and g: GB——C. An arrow
(Aa f7 C, 9, B)_—)(A” f,, C/, g,’ B/)

is a triple (a,c,b) witha: A—> A’ b: B——>B’,¢: C——C’ and cof =
f'oFa, cog = g’ oGb. The projections are the obvious ones. The required
natural transformations

Fowd=>7r@<=Go7rg

take values f, g on the object (A4, f,C, g, B).

The pseudo-limit of the functor P is constructed in an analogous way,
restricting one’s attention to those quintuples (A, f, C, g, B) where f and
g are isomorphisms.

In particular, it should be observed that none of the previous construc-
tions gives the comma category (F, G), as defined in 1.6.1. The comma
construction is in fact an example of a weighted 2-limit (see chapter 6,
volume 2).

7.7 Bicategories

In sections 7.5, 7.6 we have indicated that since many constructions
in category theory are just defined “up to isomorphism”, it is sensible
to consider constructions which are functorial “up to isomorphism” (or
even up to 2-cell). But in some cases this leads to the consideration
of category-like objects ... where the axioms for a category are just
satisfied “up to isomorphism” (or even up to 2-cell).

This is the object of the notion of a bicategory. To be coherent with the
terminology of the previous sections, it would be better to say “pseudo-
category”, but the term “bicategory” is now universal for the structure
described in 7.7.1.

Definition 7.7.1 A bicategory «f is specified by the following data:

(1) a class || of “objects” (also called “O-cells”);
(2) for each pair A, B of objects, a small category </(A, B) whose ob-
jects are called “arrows” (or “morphisms” or “l-cells”) and whose

morphisms are called “2-cells”; we write « © 3 for the composite of
the 2-cells «, 3;

(3) for each triple A, B,C of objects, a composition law given by a
functor

CABC: M(A, B) X &f(B,C)—————)JZf(A, C);
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(A, B) x (B, C) x (C, Dy—LXEBCD __,s(A B)x (B, D)

cape X1 aABC% CABD
& (A, C) x «(C, D) CACD Z(A, D)
Diagram 7.16

1 x /(A, Bye——of (A, B)—— (A, B) x 1
iA x 1 AAB pAg 1x iB

(A, A) x (A, B~ (A, B) =4 (A, B) x 4(B, B)

Diagram 7.17

given arrows f: A—— B, g: B—— C of the bicategory </, we write
go f for their composite capc(f, g); given other arrows f': A—— B,
g B——C and 2-cellsy: f = f, 6: g = ¢', we write § x~y for their
composite capc(y,9);
(4) for each object A € s/, an “identity arrow” 14: A——> A; we write
14 for the identity 2-cell on 1,.
The associativity and identity axioms are now replaced by the existence
of some isomorphisms, which are thus part of the data for a bicategory.
(1) Associativity isomorphisms: for each quadruple of objects A, B, C, D
of &/, a natural isomorphism
aaBep: cacp © (cape x 1) = capp o (1 X cgop)
(see diagram 7.16).
(2) Unit isomorphisms: for each pair of objects A, B € &, two natural
isomorphisms
Aap: 1 =>caapo(ia x1), pap:1=>cappo(l xip)
(see diagram 7.17).
Those various data are required to satisfy coherence conditions expressed
by the following axioms.

(1) Associativity coherence: given arrows
a—t p 9 o b p k .p
the following equality holds (see diagram 7.18):
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((koh)og) of—a—gM)(ko(hog)) ofMﬂ)ko ((hog)of)

Qf,g,koh : Uk * Qfgn

(koh)o(go ) N ko (ko(go /)
Diagram 7.18

. « .
(goip)o f—L12E5g0 (ipo f)

pg *if ig * Af
gof
Diagram 7.19

(i * O5,0,8) © Qfhog,k © (Qg,hk *if) = Cgof,hk © @f,g,koh-
where we have written oy g 5, instead of (0aBcD)(f,g,h), Just for sim-
plicity.

(2) Identity coherence: given arrows

A—L g 9 ¢
the following equality holds (see diagram 7.19):

(ig * As) © af15,9 = Pg * i,
where, for simplicity again, we have written Ay, p, instead of (AaB)y,
(pBC )g-

Clearly, one could have considered an even more general notion where
the associativity and identity isomorphisms a, A, p are replaced by or-
dinary natural transformations, something one could have called a “lax
category”.

We leave to the reader the work of defining pseudo-functors and lax
functors between bicategories and the corresponding notions of pseudo-
limit, lax limit and even pseudo-bilimit or lax bilimit.

It is lengthy but straightforward to check that bicategories, lax func-
tors and lax-natural transformations constitute a new bicategory and
even, taking into account the modifications, something which could be
called a tricategory. An analogous statement holds with “lax” replaced
by “pseudo”.

If all generalizations we have just mentioned are quite straightforward
to define, the axioms nevertheless take a quite heavy form because of all
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1o f-1*Y 5 (fog)o f-208k, fo(go f)

/\f tp*e

f p7 fola
. -1
1q * a
golpg—2 g0 (fog)—2L85 (g0 f)og

Pg Ex1ig

g W lgo0g

Diagram 7.20

the coherent isomorphisms it is necessary to introduce. As an example,
let us make explicit the notion of an adjoint pair in a bicategory.

Definition 7.7.2 Let o/ be a bicategory. Two arrows f: A—— B and
g: B—— A are part of an adjoint pair when there exist 2-cells
m:1p= fog, esgof=14

which satisfy the following equalities (see diagram 7.20):

(ifxe) o asgn @ (nxif) =pso Ay,

(e*ig) © ag—,]f,g © (ig % 1) = Ag © pg.

The reader will observe that, in this definition, we have used explicitly

the fact that « is an isomorphism, not just a natural transformation.

Example 7.7.3

Let € be a small category with pullbacks. We shall construct the bicat-
egory of spans of €, closely related with the constructions of section 5.2
concerning the calculus of fractions. We use freely the axiom of choice.
The objects are those of € and a morphism A—— B is now a span
on A, B, i.e. a pair of arrows f: X—— A, g: X——> B of € (see dia-
gram 7.21) with an arbitrary domain X. A 2-cell a: (f,9) = (f',9)
between two spans on A, B is just a morphism a: X —— X’ such that
floa=f, ¢ oa = g; see diagram 7.21. The composition of ¥ immedi-
ately induces the structure of a category on the spans from A to B.
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B

’
Diagram 7.21
Z
/ \
X Y
/ \ / \
A B C

Diagram 7.22

Given two spans (f,g): A—> B and (h, k): B—— C, we define their
composite as

(h,k)o(f,g)=(f0$,k0y),

see diagram 7.22, where (z,y) is one arbitrarily specified pullback of
(g, h). Given other spans (f’,¢'): A—> B, (h',k'): B—— C, we specify
in the same way a pullback (z',3') of (¢',h') and the corresponding
composite

(W,K)o(f',g)=(f od,K oy).
Now given 2-cells
a: (f,9) = (f',9), B: (hk)= (K,K),
the equality
gdoaox=gox=hoy=h'ofoy

in & implies the existence of a unique factorization y: Z—— Z’ through
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A

7\

A A

Diagram 7.23

the pullback (z',y’), with 2’0oy = aoz, ¥ oy = Boy. From the relations
flox'oy=foaox=fox, Koy oy=koBoy=koy,

we deduce that v: (fox,koy) = (f o',k oy’) is a 2-cell, which we
choose as 3 x a.

Since pullbacks are defined up to isomorphism and we made an ar-
bitrary choice of them, we conclude that the associativity in the com-
position of spans holds up to isomorphism. This allows the definition
of a natural isomorphism « as in 7.7.1. If one chooses to specify the
identity always as the pullback of an identity arrow, one can choose the
identity span (14,14) (see diagram 7.23) as identity on A and the iden-
tity natural transformations as isomorphisms A, p in 7.7.1. We leave the
verifications to the reader.

Example 7.7.4

Another canonical example of a bicategory can be found in the theory of
bimodules. We choose as objects the rings with identity. An arrow from
the ring R to the ring S is an (R, S)-bimodule M: this is an abelian
group M provided with the structure of a left R-module and a right
S-module, the axiom

r(ms) = (rm)s

being satisfied for all elements r € R, me M, s€ S.

Given two (R, S)-bimodules M, N, we choose as 2-cells from M to
N the (R, S)-linear mappings f: M —— N, thus the group homomor-
phisins which are both R-linear on the left and S-linear on the right.
This yields immediately a category Bim(R, S) of (R, S)-bimodules and
their homomorphisms.

For a third ring T, the composition

Bim(R, S) x Bim(S,T)——>Bim(R, T)

is just the “tensor product” functor. Indeed given an (R, S)-bimodule M
and an (S, T)-bimodule N, the tensor product M®gN over S produces
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an (R, T)-bimodule. This construction is well-known to be functorial.
Now “the” tensor product of bimodules is associative in the sense that
given rings R, S,T,V, an (R, S)-bimodule L, a (S, T)-bimodule M and
a (T, V)-bimodule N, there exists a canonical isomorphism

LRs(M®TN) =2 (L®sM)QTN.

Moreover, given a ring R, this ring R itself can be seen as an (R, R)-
bimodule and, up to an isomorphism, is an identity for tensoring over
R.

From these considerations, the reader can check that we have effec-
tively defined a bicategory of rings, bimodules and homomorphisms of
bimodules.

7.8 Distributors

Roughly speaking, a distributor is to a functor what a relation is to a
mapping.

More precisely, a set can be seen as a discrete category; the hom-sets
are just the empty set (when the objects are different) and the singleton
(when the objects are equal); in the definition of a category, the empty
set and the singleton are replaced by arbitrary sets of morphisms.

The way one represents graphically a relation from a set A to a set
B is to draw an arrow from a € A to b € B when those elements are
in relation and no arrow when they are not. Once more with each pair
(a,b) € A x B we have associated a set of arrows which is just the
singleton (when a, b are in relation) or the empty set (when a,b are not
in relation). The correct generalization to the case of categories </, %
will be to define a “categorical relation” from &/ to # by associating
an arbitrary set of “formal arrows” with each pair (a,b) € & x # of
objects. Clearly, such a “categorical relation” must be functorial with
respect to the arrows of o/ and #. Now intuitively, giving a relation
from &/ to # must be equivalent to giving the opposite relation from
A to o/ obtained by “reversing the direction of all formal arrows”. To
avoid inelegant contravariant behaviour in subsequent results, we in fact
define a distributor from &/ to # as being a “categorical relation” from
B to . ‘

Definition 7.8.1 By a distributor (also called profunctor or bimodule)
from a category & to a category 9B, we mean a bifunctor

¢ B* x of ———>Set.
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We shall write ¢: o/ —o— % to indicate that ¢ is a distributor from <
to #. Given two distributors ¢,: & —e—%, a morphism of distributors
a: ¢ = ¥ is just a natural transformation a: ¢ = .

In particular, when &/ , # are small, the distributors from </ to #
and their morphisms organize themselves in a category Dist(2/, %), for
the usual composition of natural transformations.

We are now going to introduce a composition law which will allow us
to present the distributors as arrows of a bicategory. Let us recall that
given two relations R: A—— B, S: B——C between sets, the relation
So R: A——>C is given by

(a,c) € SoR iff b€ B (a,b) € R and (b,c) € S

Going back to the graphic representation of a relation, we view (a,b) € R
as a formal arrow from a to b and in the same way for (b, c); (a,c) can
thus be thought of as the formal composite of those formal arrows. In
an analogous way, given two distributors ¢: &/ —e—> % and : B —e—> %,
thought of as “categorical relations” from £ to o and from % to %, two
elements

z € ¢(B, A), ye€Y(C,B)

could be thought of as formal arrows

yielding a formal composite arrow zy € (3 o ¢)(C, A). Now since & is a
category, not just a set, we can have the situation

z € ¢(B,A), be #(B',B), ye€ ¥(C,B),

and clearly we want a relation of the type xz(by) = (zb)y between the
corresponding formal composites. It remains to define all those “formal
composites”. Observe that the formal composite b € ¢(B’, A) can be
defined as the element ¢(b, 1)(z); in the same way by = (1, b)(y).

Proposition 7.8.2 Small categories, distributors and morphisms of
distributors organize themselves in a bicategory.

Proof We have already observed that given two small categories &, %,
the distributors from &7 to # and their morphisms organize themselves
in a category.
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Now choose two distributors ¢: &/ —e— % and ¢: #—e—>€. We shall
define their composite 1 o ¢: &f —e—%. Given objects A € &/, C € € we
put '

(Yo 8)(C,A) =

I5ca¥(C, B) x 4(B, A)

where the equivalence relation is that generated by all pairs

(v, 66, 1)(2)) = (¥(1,b)(y), x)

for all x € ¢(B,A), b € B(B',B), y € ¥(C,B’). We must still define
1) o ¢ on the arrows. Choosing a: A—— A’ in & and ¢: C'——C in %,
(¥ o ¢)(a, c) maps the equivalence class of the pair

(v,u) € ¥(C, B) x ¢(B, A)
to the equivalence class of the pair

(¥(c, D)(v), ¢(1,0)(u)) € $(C", B) x $(B, A).

This definition is compatible with the equivalence‘relations defining 9o¢;
indeed, with the previous notation,

(¥ °8)(@, 9| (1 4, D(@)] = [(¥(e, D®), #(1, )96, 1) () |

= [, V@), (b, 0)(@))]
= [@(e 1)(w), 66, 1)$(1, 0)())]
= [, b V), (1, 0)()))

= [@(e.5)®), 8(1,0)(2))]

= (e 191D ), ¢(1,0)@))]
(¥ 08)(e,0)[(¥(1,H)@),7)].

This defines the mapping
(Y0 )(c,a): (Yo 9)(C,A)——— (¥ 0 ¢)(C", A).

It is straightforward to check that v o ¢ is actually a bifunctor, thus a
distributor &/ —e—>¢.

Now choose other distributors o: of —e—> %, 7: #—e— ¥ and two mor-
phisms of distributors a: ¢ = o, 8: ¥ = 7. We must define a morphism
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of distributors 8 * a: ¥ o ¢ = 7 0 0. To define (B * a)ca we map the
equivalence class of the pair

(v,u) € ¥(C, B) x ¢(B, A)
to the equivalence class of the pair
(,BCB('U),CMBA('U,)) € T(C, B) X O'(B,A).

This definition is compatible with the equivalence relations defining yo¢
and 7 o ¢; indeed, with the previous notation,

(B*a)ca|(v:6(6,1)@)] = [(Bon @), ap 496, 1)(@)))]
= _(gCB, (v), (b, 1)apa(x) ]
= -(7-(1 b)Bep (y), aa(z) ]
= (,3031/)(1 b)(y), aBa(z ))]
- (g*a)CA[ $(1,5)®),7)].

This defines a mapping
(B a)ca: (Yo p)(C,A)————(100)(C, A).

It is straightforward to check that 3 * « is a natural transformation and,
finally, that we have defined a bifunctor of composition

Dist(.s/, ) x Dist(®#,4) ——> Dist(«/, 6).

The composite 1 o ¢ of two distributors has been obtained via colimit
processes in the category of sets. For these colimits to exist, observe it
was necessary to assume % small. But those colimits are just defined up
to an isomorphism. For this reason one can only prove the associativity
law up to an isomorphism.

As far as identities are concerned, we have to specify a distinguished
distributor ¢y: & —e— /. This is just the hom-functor

A oA* x of ———Set, (A, A)— H(AA).
Indeed choose a distributor ¥: &/ —e—%. When computing the colimit
[pcs¥(C, B) x #(B, A)

~

(¥ o) (C, 4) =

we observe that the equivalence relation is generated by the pairs

(y,zob) = (¥(1,b)(y), z)
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where z € (B, A), b€ (B, B) and y € ¥(C, B’). In particular, given
(v,u) € ¥(C, B) x #(B, A),

[0,w)] = (@14 0w)] = [(¥(le,w)(w), 1)),

so that we can write

(%0 )(C, 4) = ﬁb_(_(;,_A_)

where the equivalence relation is generated by the pairs

Y(lo, z 0 b)(y) = ¥(1c, z)¥(1c, b)(y)

forallz € (B, A), be (B',B) and y € ¥(C, B'). But those pairs are
pairs of equal elements, so that finally (¢ o &)(C, A) = ¥(C, A). Once
more we have found an isomorphism, not an identity. An analogous
argument holds when composing with a distributor ¢: 2—e—> /.

It is now a lengthy but easy job to verify that all the axioms for a
bicategory are satisfied. O

Example 7.8.3
Consider a functor F: o — 4. This yields two bifunctors
F,: o* x B—Set, (A, B)— #(FA,B),
F*: #* x of —>Set, (B,A)— B(B,FA),
thus two distributors
Fop B—o—o, F*: of —o—%.

Example 7.8.4

Consider now two functors F, G: &/ __; 4 and a natural transformation
a: F'= G. This yields two natural transformations defined by

(ax)ap: B(GA,B)—>RB(FA,B), (a«)ap = #(aa,1B),
(OL*)BA: .@(B, FA)——-)Q?(B, GA), (a*)BA = .@(IB,OIA),
thus two morphisms of distributors
a,. G, = F,, o: F*=G".

Let us write Cat for the 2-category of small categories, functors and
natural transformations and Dist for the bicategory of small categories,
distributors and natural transformations.
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BFA, FA)-LEAA, p(p A GA)

B(f,1ra) B(f 1ga)

B(B, FA)——&(B, GA)
BB,

Diagram 7.24

Proposition 7.8.5 There exists an injective pseudo-functor
¢: Cat———— Dist
with the property that for each pair of categories o/, %
¢&1,g: Fun(.,d, .@) _— DiSt(¢JZf, ¢g?)
is full and faithful.
Proof Just define ¢() = &, ¢(F) = F* and ¢(a) = o*. This clearly
defines a pseudo-functor.

To prove the last assertion, choose two functors F,G: o _____; B; we
must prove that the mapping

Nat(F,G)——— Nat(F*,G*), a— a*
is a bijection. First of all observe that given A € o/
apaa: B(FA, FA)———B(FA,GA)

maps 1r4 to ag; this proves the injectivity. Now starting from a natural
transformation 3: F* = G*, it suffices to consider for every A € o/

,BFA,A3 .@(FA, FA)————).@(FA, GA)

and put aq4 = Bra,4(1ra). The naturality of /8 immediately implies
that of a. Moreover, considering the commutative diagram 7.24 where
f € #(B, FA), we conclude that

BB,a(f) = Bp,a0 B(f,1ra)(1ra) = B(f,1ca) © Bra,a(lra)
= Pra,a(lra)o f =aao f =ap s(f),

proving the relation g = o*.

The pseudo-functor ¢ is certainly injective on the objects (it is the
identity!); it remains to prove it is injective on the arrows. If two functors
F,G: o/ 3 # are such that F* = G*, then given A € o, B(FA,FA) =
B(FA,GA) and we deduce that 154 is also a morphism FA—— GA;
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this yields FA = GA (to be precise, we have to assume the disjointness
of the various sets of morphisms in 9, which is no restriction at all).
Finally choosing in &/ a morphism a: A—— A’,

F(a) = F*(IFA,O,)(IFA) = G*(IGA,(I,)(IGA) = G(a) D

Proposition 7.8.5 justifies our choice of defining a distributor & —e— %
as something which appears intuitively as a categorical relation from %
to o/. Making the opposite choice would have inverted the direction of
the arrows in Dist, but not that of the 2-cells. Therefore ¢ would have
been contravariant on the arrows and covariant on the 2-cells (or the
converse if defining ¢(F) = F, ¢(a) = au): a situation which is not
very elegant to handle, especially when one intends to view Cat as a
2-sub-category of Dist.

7.9 Cauchy completeness versus distributors

One of the reasons why distributors have been introduced is actually to
produce a formal adjoint to every functor. Indeed, with the notation of
7.8.3

Proposition 7.9.1 Consider a functor F: of —— % between small cat-
egories. The distributor F,: #—e— o is right adjoint to the distributor
F*: of —o—>3% which, in view of 7.8.5, is the “functor F' embedded in
Dist”.

Proof Let us first compute F,oF* and F*oF,. Given objects A, A’ € &/,
B,B' ¢ %,

(B 0 F*)(4, &) = Lpea®FA B) x (B, FA)

(F* o F.)(B, B) = Uacu® B, FA) x B(FA,B')

-~

b

We must produce natural transformations
oA =>F,oF eF*oF, =%

satisfying the conditions of 7.7.2.
First of all, in the definition of (F, o F*)(A, A’) observe that given

/

FA—Z% Be T FA———xFA

z' € B(B,FA") and z € B(FA, B), we get an equivalent pair

(z,z') = (1Fa,x’ o).
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This implies the isomorphism

(F, o F*)(A, A') = B(FAFA)

where the equivalence is now induced by
yo(box) ~ (yob)ox, yec B(B',FA'), bec #(B,B’), = € #(FA,B).

Thus the equivalence on #(F A, F A') is generated by pairs of equal mor-
phisms so that finally

(Fuo F*)(A,A) = B(FA,FA).
This lets us define 14 4+ as the mapping
naa: (A A)——>B(FA FA'), a Fa.

Consider now the definition of (F* o F,)(B, B’). Given a pair of ele-
ments (b,b’) € B(B,FA) x B(FA,B’), we get b/ ob € #(B, B’). This
construction is compatible with the equivalence relation involved in the
definition. of (F* o F,)(B, B’); indeed, given b: B——FA, a: A—> A’
and b': FA'—— B’, we have an equivalent pair

(b,%" 0 F(a)) =~ (F(a) o b, V)
and clearly (b’ o F(a))b =V (F(a) ) b). This yields a mapping
epp: (F* o F,)(B,B')———#(B,B’), [(bV)]— bV ob.

We leave to the reader the straightforward verifications that 7, e are
natural and satisfy the conditions of 7.7.2. O

Having in mind proposition 7.9.1, one might wonder if actual functors
F: of — 2 can be exactly characterized as those distributors &/ —e— %
which have a right adjoint. The answer is “yes, if and only if 8 is Cauchy
complete.”

Let us write 1 for the final category. A distributor 1—e— ./ is just a
contravariant functor .«/* —— Set. Therefore we can view the covariant
Yoneda embedding as a functor

Y: of —— > Fun(/™, Set) = Dist(1, &).
Proposition 7.9.2 Consider a distributor ¢: 1—e—> .o/ where & is a
small category. The following conditions are equivalent:
(1) the distributor ¢ has a right adjoint 1;

(2) via the isomorphism Fun(«/*,Set) = Dist(1, /), ¢ is isomorphic to
a retract of a representable functor.
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Proof Suppose 9 is right adjoint to ¢. We thus have two functors
¢ ¥ ——>Set, Y: o ——>Set.

Since 1 has a single object and a single arrow (the identity), the two
composites are given by

G o A* x of ———>Set,

A x A
(60 4)(4,B) = $A X YB, (1o ¢)(x,x) = LAPAX P4
where = is the equivalence relation generated by

(z, (65)®)) = (¥ f)(z),y)

for every f: A— A', x € YA, y € pA’ (see 7.8.1).
The two canonical morphisms of the adjunction, &: ¢ 0o ¢y = 14 and
n: 11 = 9 o ¢, are thus

e a family of mappings €4 p: A x9YB—> (A, B), natural in A and
B,
e an element 7, € (Y o ¢)(*, *).
Since (¢ o ¢)(x, *) is defined as a quotient, choose an object C € & and
an element (u,v) € YC x ¢C such that 7, = [(u,v)].

In order to express the triangular identities for adjointness, let us
compute

popod: F*————Set, Ppodorp: oFf ————Set,

(pop o) (A) 2 (po(Poa))(A) A x (Yo g)(x*)
o (oo . 1158(4) x ¥(B) x $(B)
> ((pop) o ¢)(A) = =2 ~ :

(Yo po9)(B) = (o ¢) 09h)(B) = (% 0 )(%,*) x (B)
= (po (poy))(B) = LatlD X D) xV(B)

o

where =, is the equivalence relation generated by

(a,5,6()(0) ~ (a,%(£)(b),¢)

for a € pA, b€ ¢¥B, c € ¢B’, f: B—— B’, while x, is the equivalence
relation generated by

(r, 8(£)(s),t) = (¥(£)(r),s,t)
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forr € YA, s€ pA', teYB, f: A— A

Consider now the first relation for adjunction in 7.7.2; up to canonical
natural isomorphisms, we can write it (¢ *€) o (9 * ¥) = 1,. Via the
previous computations, this means just, for x € ¥ B,

z=(Yxe)p o (nxy)p(z)
= (¢Y*¢e)p [(u, v, :v)]
=Y(ecp(v, 7)) (u).
Next we consider the second relation for the adjunction, which reduces

to (e x ¢) @ (¢ xn) = 14 up to canonical natural isomorphisms. Given
y € @A, this relation means

y=(exd)ac(dxn)aly)
= (e* #)a[(y,u,v)]
= ¢(eac(y, w) (v).
Let us prove now that ¢ is a retract of the representable functor

&(—,C), seen as a distributor I': 1—e— /. One easily defines two nat-
ural transformations

v: ¢ = d(—,C), 7A(y) = €AC(y9 u)a
6: (-, C) = ¢, 68(g) = ¢(g)(v),

where A,B € ¥, y € ¢A, g: B——>C. Clearly, v is natural since ¢
is and ¢ is natural just because ¢ is a functor. The second triangular
equality for adjointness can be rewritten 64 o v4(y) = y, which proves
that § © ¥ = ig. Thus ¢ is indeed a retract of &/(—,C).

Conversely suppose we are given

v ¢=> 'M(_’C)a o: '-2{(—70) = ¢
such that 6 © ¥ = iy. The composite
ve é: Jf(—,C) = JZ{(—,C)

is an idempotent on &/(—,C). Since the Yoneda embedding is full and
faithful (see 1.5.2), ¥ © § = &/ (—, e) for some idempotent e: C——C in
/. Now consider the idempotent natural transformation

d(% _): M(Ca —') = M(C’ —)‘

Since Fun(«/, Set) is complete (see 2.15.2), idempotents split (see 6.5.4)
and we find a retract a, 8: gb_,"w’ (C, —) with the properties a © 3 =
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1y and B © a = (e, —). Let us prove that 1 is right adjoint to ¢, ¢
and 1 being considered as distributors.
Let us define e: ¢p 0 ) = 14 by

€A,B: (¢°1/))(A7 B) = ¢A X 'd)B—)d(Av B),

eaB(y,z) = Be(x) o va(y).

The naturality of €4 g follows immediately from the naturalities of 3
and «. Let us also define

u=oac(lc) € ¥C, v=4éc(lc) € ¢C.

Putting 7, = [(u, v)], we have defined 7: 11 = ¥ o ¢.
In order to check the two triangular equalities for adjunction, recall
that

v = Ker (JZ{(—, ]-C),'d(_’e)), B = Ker (Jf(].c, _)7'5%(61 _))
(see 6.5.4). Therefore given z € ¢(C) one has
Yo © ¢(e)(z) = #(C,e) ovc(z) = 4(C,1c) 0 vc(2) = vc(2)-

As an equalizer, v¢ is injective (see 2.2.4.(3) and 2.15.3); this yields
#(e)(z) = z for every z € ¢(C). In an analogous way, one proves that
Y(e)(z) = z for every z € ¥(C). In particular ¢(e)(v) = v and ¥(e)(u) =
u.

Now let us check the triangular identities for the adjunction (see 7.7.2).
Both proofs are analogous; we develop the second one. Viewing ¢, ¢ as
distributors, the second triangular identity reduces to

((5 * ¢) © (¢ * 77))(,4’*)(3/) =Y

for every A € & and y € ¢(A,*). Going back to the description of
¢ 0 o ¢ at the beginning of the proof, y is mapped by (¢ 0 9)(4,q4) t0
the equivalence class

[y, u,v)] € ¢(4) x $(C) x $(C)
and this class is itself mapped to the equivalence class
[(Bo(w) 0 14(),v) | € (1o 0 #)(4, ).

By definition of the equivalence relation defining (14 o ¢)(A, %), this is
just the element

¢(Bo(u) 0 14(y)) (v) € (A) = $(A,%).
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Since ¢ is contravariant as a functor and ¢(e)(v) = v, one computes
immediately that

$(Bo() 0 1a®) (v) = $(Bc(ac(10)) 0 1a)) )
((e,C)(10) 0 71a(¥)) ()
(e074®)(v)
(
(

¢
¢

= ¢(74()) (6(e)(v))

= ¢(va(y)) (v)

= (¢ (va(y) 050)(10)

= (640 (7). ) (10)
ba

('m(y))
— O

The relation between Cauchy completeness and the theory of distrib-
utors is expressed by the following theorem.

Theorem 7.9.3 Given a small category </, the following conditions are

equivalent:

(1) & is Cauchy complete;

(2) a distributor ¢: 1—e— .o/ has a right adjoint if and only if it is iso-
morphic to a functor;

(3) for every small category #, a distributor 8: #—e— o/ has a right
adjoint if and only if it is isomorphic to a functor.

Proof A functor F: 1—— &/ is just the choice of an object Fx € «.
Seen as a distributor it is

A* = o x 1———Set, (A, x) — A(A, Fx);

thus it is the representable functor &/ (—, F'x).

Suppose & is Cauchy complete. By 7.9.2 a distributor ¢: 1—e—> o/
has a right adjoint iff it is a retract of a representable functor, i.e. by
6.5.6 iff it is representable. This proves (1) = (2).

(3) = (2) is obvious. Let us prove (2) = (3). If 0 is a functor, we
know it has a right adjoint distributor (see 7.9.1). Now suppose 6 is just
a distributor, with right adjoint 7. For every object B € £ consider the
situation

#(B,-) T
13— o
#(-,B) 0
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where #(B, —), seen as a distributor, is right adjoint to #(—, B), seen
as another distributor (see 7.8.3). Composing the adjunctions we obtain
that #(B, —)or is right adjoint to 8o #(—, B). Applying our assumption,
the composite § o #(—, B) is a functor. Therefore we find an object
FB € o such that

& (—,FB) =2 00 B(—,B): of/*——Set.
Let us explicitly compute (6 o #(—, B))(A).
_ Hoes®(4,0) x #(C, B)

~

(0 o B(—,B))(A)
where = is the equivalence relation generated by

(IL',f Og) i (e(lA, g)(w), f)
for g: C—C', z € 0(A,C) and f € #(C’, B). In particular, given
elements y € (A, C) and h € B(C, B), one has
(IL‘, 1go h’) = (0(1/\3 h)(x), 13),

so that every pair (y, h) is equivalent to a pair (z,1g) with z € (A, B).
These considerations already yield a surjective mapping

o: 6(A, B)—— (0 0 #(—, B))(A), z+~ [(z,1B)].
In order for them to yield another mapping
B: (8 o (—, B))(A)———0(A, B), [(:c, h)] — 0(14,h)(z)

we must prove that (z,h) = (z/,h') implies 8(1 4, h)(z) = 0(14, ") (z'),
for 2’ € 6(A,C’) and b’ € #(C’, B). It suffices to prove this for a couple
of pairs generating the equivalence relation. Thus let us consider

(z,fog) =~ (6(1a,9)(z), f)

as above. We obviously have

0(14, f 0 g)(x) = 0(1a, f)(6(14,9)(2)),

which implies the existence of 3. The relation 8 © a = 1 is obvious and
the relation o @ 3 = 1 holds by definition of the equivalence relation.

So we are at the point of having found an object FB € & together
with bijections

#(A,FB) = (60 #(~, B))(A) = 6(4, B).
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It remains to extend F to a functor, in such a way that these bijections
become a natural isomorphism. A morphism b: B—— B’ yields a natural
transformation

0 B(—,b):00B(—,B)=00(—,B'),

thus a natural transformation «/(—, FB) = «/(—, F B’). Since the Yon-
eda embedding is full and faithful, this transformation has the form
& (—, Fb) for some unique morphism Fb: FB—— FB’ (see 1.5.2). This
defines F' on the arrows. The rest is now straightforward observations
left to the reader.

It remains to prove (2) = (1). Given a retract R &/(—, A) of a
representable functor, we consider the functor R: &/* —— Set which can
be seen as a distributor ¢: 1—e—.</. By 7.9.2, the distributor ¢ has a
right adjoint distributor ¢. By assumption, this implies ¢ = F™* for some
functor F: 1—— /. In other words, R(A) = ¢(A,*) = (A, Fx) for
some object F'x € &, from which it follows immediately that R is the
contravariant functor represented by F'x. O

Let us conclude this section with an interesting characterization of
those categories with equivalent Cauchy completions.

Theorem 7.9.4 Given two small categories &/ and %, the following

conditions are equivalent:

(1) the categories of set-valued functors Fun(/*, Set) and Fun(#*, Set)
are equivalent;

(2) the Cauchy completions of o/ and # are equivalent;

(3) there exist distributors ¢: of —e— B and ¢: B—e— &/ such that ¢ o
p=1y and potp = 1g;

(4) & and # are equivalent in the bicategory Dist of small categories
and distributors.

When these conditions are satisfied, o/ and # are called “Morita equiv-

alent categories”.

Proof The equivalence (1) < (2) has already been proved in 6.5.11
and (3) is just a reformulation of (4).

Since the composite of two equivalences is obviously an equivalence,
(2) = (4) will be proved if we show that the inclusion i: &/ < o of
& in its Cauchy completion (see 6.5.9) is an equivalence in Dist. This
inclusion yields the two adjoint distributors (see 7.9.1)

i*: o x A —Set, (F,A)w Nat(F,o/(~,A)),
ix: o x of —>Set, (A,F)w— Nat(/(—,A),F).
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As observed in the proof of 7.9.1, (i. 0 i*)(A, B) = «/(iA,iB), i.e. by
definition of &/ (see 6.5.9) and the Yoneda lemma (see 1.3.3),

(7:* © i*)(A7 B) = y(d(—aA)a'ﬂ(—aB)) = ‘d(Aa B)

Going back again to the proof of 7.9.1, we deduce that the canonical
natural transformation 7: & = i, oi* is an isomorphism. Next we know,
again by the proof of 7.9.1, that

I acoNat(F, (-, A)) x Nat((—, A), G)

o~
~

(i 04.)(F, G) =

’

where the equivalence relation is generated by the pairs
(a,ﬂ ® d(—,a)) ~ (.;z{(—,a) ® a,ﬂ)

for a: A—>B in &, a: F = o(—, A), : &(—,B) = G. The second
natural transformation of the adjunction is given by

E(F,G)* (2* ° i*)(F7 G)—>E(Fv G)a [(a7 :3)] = ﬁ o a.

€(F,c) is surjective since, by construction of the Cauchy completion as
described in 6.5.9, G is a retract of a representable functor, i.e. we have
C € o/ and natural transformations 7: G = &(—,C), o: 4(—,C) = G
with ¢ © 7 = 1. Therefore every natural transformation v: F = G can
indeed be written o © (7 © ), proving that v is the image of [(7 © v,0)].
E(F,g) is also injective since given a: F = #/(—, A), B: #(—,A) = G,
with 8 @ a = v, we get a natural transformation

L(—,A)=G=> A(-,C)

and thus a morphism f: A——C in & such that o/(—, f) =7 o 3 (see
1.5.2). We have then the equivalent pairs

(anB)= (a,aoro,@) = (a,aod(—,f))
R (d(—,f)Oa,a) =(refoea,0)=(re1,0),

proving the injectivity of £(r,g).

It remains to prove (4) = (2). By (2) = (4), & is equivalent in
Dist to its Cauchy completion &/ and in the same way for # and %.
Thus if &/, %# are equivalent in Dist, o and # are equivalent in Dist.
By 7.9.3 an equivalence ¢: o/ —o— %, 1): #—e— « is induced by functors
F: o —>®B, G: #— €, the fullness and faithfulness condition in 7.8.5
implies that F, G constitute an equivalence in Cat. O
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And now that the whole story about Cauchy completeness has been
told, it remains to justify the terminology. This is done in exercises 6.8.5
to 6.8.9 of volume 2, where it is shown that in a metric space (z,d),
every Cauchy sequence has a limit if and only if a condition extending
7.9.3.(2) holds.

7.10 Exercises

7.10.1 In a 2-category, prove that when an arrow has an adjoint arrow,
this adjoint arrow is defined uniquely up to isomorphism. Show that this
result extends to the case of bicategories.

7.10.2 In the 2-category of groups, prove that the triangular conditions
in definition 7.1.2 are redundant.

7.10.3 Prove the 2-Yoneda-lemma: given a 2-category &/, an object
A € o/ and a 2-functor F; o/ —— Cat, there exists an isomorphism of
categories

FA~2-Nat((A,-),F),

where &/(A, —) is the 2-functor defined in 7.2.4 and the right-hand side
is the category having the 2-natural transformations &/(A,—) = F as
objects and the modifications as arrows.

7.10.4 Consider a commutative monoid M. Prove that M can be seen
as the category of 2-cells of a 2-category with just one object and one
arrow, both composition laws on 2-cells being the multiplication on M.
Prove that this 2-category admits products but not 2-products.

7.10.5 In the 2-category Cat, consider the diagram constituted of two
functors F,G: o :.9?. Compute its limit, its 2-limit, its pseudo-limit
and its lax limit. Same question if a natural transformation a: F = G
is added to this diagram.

7.10.6 Consider the 2-category 1 with a single object, a single arrow and
a single 2-cell. Describe in explicit terms what a lax functor 1—— Cat
is. Compare with definition 4.1.1, volume 2.

7.10.7 Consider a bicategory & with a single object *. Thinking of the
composition of arrows as a tensor product on the objects of the category
& (%, %), compare with definition 6.1.1, volume 2.

7.10.8 Prove that in the bicategory of bimodules, both left and right
Kan extensions always exist.
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7.10.9 Consider two distributors ¢: o —e—>%# and ¢: & —e—> % between
small categories. The two bifunctors

¢: B x o ————Set, VP: € x B——— Set
correspond to functors
& A ————Set? | Y B———Set?.
Considering the covariant Yoneda embedding
Y: B———Set?

the left Kan extension ’lZ of 1 along Y exists (see 3.7.2). This yields the
composite

¢ ¥

oA —L 5Get? Y, Get*
which corresponds to a bifunctor
PR ¢: € x of ————>Set.

Prove that 1 ® ¢ is precisely the composite 1) o ¢ of the two distributors
¢, .

7.10.10 Prove that in the bicategory Dist, both left and right Kan
extensions always exist.

7.10.11 Let ¢: of —e>F# be a distributor between small categories.
Prove the existence of a category ¥ and functors F: of —%,
G: #——> € such that ¢ = G,.oF*. [Hint: to get ¥, construct the disjoint
union & I1 # and add the elements of ¢(B, A) as arrows from B to A.]
7.10.12 Let ¢: of —o>F be a distributor between small categories.
Prove the existence of a category 2 and functors F: 92—,
G: 29— #B such that ¢ = G* o F,. [Hint: consider the comma cate-
gory constructed on the functors F, G of the previous exercise.
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Internal category theory

Up to now, the surrounding mathematical context in which we developed
category theory was the category of sets: a small category has a set of
objects and a set of arrows, together with some structure on those data.
To conclude this first part, we would like to indicate that, for many
purposes, the category of sets can be replaced by a rather arbitrary
category with good properties (at least pullbacks).

8.1 Internal categories and functors

What we intend to generalize is the notion of a small category &/: such
a category has a set || of objects and sets &/ (A, B) of arrows, for every
pair A, B of objects. This last fact is equivalent to giving the disjoint
union set [] A% (A, B) of all arrows, together with the two mappings

do,di: [[ #(4,B)—= ||
A,B

which map an arrow, respectively, to its source and its target.

Definition 8.1.1 Let ¥ be a category with pullbacks. By an internal

category & in € we mean

(1) an object Ay € |€)|, called the “object of objects”,

(2) an object A; € |€|, called the “object of arrows”,

(3) two morphisms do,d;: Ay :Ao in €, called respectively “source”
and “target”,

(4) an arrow i: Ap——> A; in €, called “identity”,

(5) an arrow c: Ay xa,A1—— A; in ¥, called “composition”, where the
pullback (A1 % a,A1,m1,7o) is that of do,d; (see diagram 8.1).

These data must satisfy the following axioms:

325
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Al X Ao Al —ﬂ-L) A1

m dy

Ay, —— A
do

Diagram 8.1

(1) dgot =14, =d; o;
(2) diomy =dioe, dyomg=dpoc;

].Al _ _ iOdl R
@ eo (z‘odo) =la=co (ul )
(4) co (]-Aleoc) =co (CXAO]'AI)

(consult the following comment as far as notation is concerned).

When ¥ is the category of sets: Ag is the set of objects; A; is the
set of morphisms; dy maps an arrow to its source; d; maps an arrow to
its target; ¢ maps an object to the identity on this object; A;Xx 4,41 is
the set of composable pairs (g, f) of arrows, i.e. the source of g equals
the target of f; ¢ is the composition mapping the pair (g, f) to g o f.
Again for ¥ = Set, the first axiom asserts that given an object a € Ao,
the identity on ¢ is indeed a morphism from a to a. The second axiom
indicates that a composite g o f has for target the target of g and for
source the source of f. The third axiom is that of identities; it makes
good sense since the relations

dioiody=dy, dootody =d;
imply the existence of factorizations

iOdl

( 1 )ZAl—)Al)(AOAl, ( 1

. ) : Al—‘—)AleoAla
1odyg

through the pullback A;x 4,4;. The fourth axiom expresses the asso-
ciativity of the composition: the domain of the two composites is the
“object of composable triples” A; X 4,A41X 4,41, i.e. the pullback of dy
and d; o m or, equivalently, the pullback of dy o mg and dy; it is again
routine to check the existence of the required factorizations

IXAOC: A1 XAO(AI XAoAl)—)Al XAOAl,
cX Agl: (A1 X 4 A1) X 4o A1 —> A1 X 4,41

through the pullbacks.
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Definition 8.1.2 Let € be a category with pullbacks. Given two internal
categories of , B, an internal functor F': of —— 2B is a pair of morphisms
Fo: Ao—-——-—)Bo, Fl: Al—————)Bl

which satisfies the following conditions:
(1) dooFy = Fyody, dyoFy =Fpody;
(2) F1 Oi=iOF0,'

(3) F1 coCc=cCo (F1 xFoFl)-

Again when ¥ is the category of sets, Fy maps an object a to the
object F'(a) and F; maps an arrow f: a——a’ to the arrow F(f). The
first axiom indicates that F(f) is an arrow from F(a) to F(a’), while
the second and the third axiom express respectively that F' commutes
with identities, and the composition law. For the sake of precision, let
us make explicit the definition of Fy X g, Fy: it is the unique morphism

F1 XFQF1: AIXAOAI——)BI XBOBl
such that g © (Fl XFOFI) = Fl o fg, 71 © (leFoFl) = Fl O Tmy.

Definition 8.1.3 Let € be a category with pullbacks. Given two internal
categories o/, # and two internal functors F,G: of — 2, an internal
natural transformation o: F = G is a morphism o: Ag— B; which
satisfies the following conditions:

(1) dooa=Fy, dyoa=Gy;

(2) co(aody, F) =co(G,aody).

Again when ¥ = Set, a maps an object a € Ap to the component
o, of the natural transformation; the first axiom indicates that a, is
a morphism from F(a) to G(a), while the second axiom is the usual
naturality rule.

Proposition 8.1.4 Let € be a category with pullbacks. Internal cat-
egories, internal functors and internal natural transformations organize
themselves in a 2-category.

Proof All the proofs are just diagram chasing arguments. Therefore we
give the constructions and leave the verifications to the reader.

We consider internal functors F: of —— %, and G: 8 —>%, the
composite G o F: of —— %€ is given by the pair of morphisms Gy o Fy,
G 1 0 F 1.

Next, given internal functors F',G, H: &/ —— % and natural trans-
formations a: F = G and 8: G = H, the composite Boa: F = H is
co (8, a), where c is the composition of 2.
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Finally, given internal functors F', G: d A, F .G 33 € and
internal natural transformations a: F = G, o': F' = G’, the internal
natural transformation o’ x a: F' o F = G’ o G is defined by the com-
posite

co(Gloa,d/ o Fy) =co(a' oGy, F|oa)

where c¢ is the composition of €. O

Proposition 8.1.5 Let € be a category with pullbacks. For every object
C € ¥, the representable functor

€(C,—): €———Set
maps internal categories, internal functors and internal natural trans-

formations to small categories, functors and natural transformations re-
spectively.

Proof From 2.9.4, ¢(C, —) preserves pullbacks. O

Examples 8.1.6

8.1.6.a Consider a category ¢ with pullbacks and an object A € €.
One gets an internal “discrete” category by putting 49 = A = A,
d0=d1=i=c=1A.

8.1.6.b Consider a category € with finite limits, an internal category
2 and a morphism b: 1—— By (where 1 is the terminal object). Now b
can be thought of as an “external object” of 48; see 8.1.5. Given another
internal category &, the data

Ag 1—b B, A 1—b ,B—* B

define an internal functor “constant on b”.

8.1.6.c Consider a category ¢ with pullbacks. Given an internal cate-
gory &, one gets a “dual” internal category &/* by permuting the roles
of do,d; and twisting the composition morphism accordingly.

8.2 Internal base-valued functors

The category of sets is not small, thus cannot be seen as a category
internal to Set. Nevertheless, given a small category ./, the functors
o —— Set play a key role in category theory. Therefore, given a cat-
egory o internal to ¥, we want to internalize the notion of a functor
P: of —>%. To do this, we must define first the “family of objects
(P(a) € (ﬁ)aer”; from 1.2.7.a, this should be an arrow p: P—— Ag in



8.2 Internal base-valued functors 329

A1 X Ao PL) P
TA, Do

A ——— Ap
do

Diagram 8.2

€, where P is thought of as the disjoint union P = [[,. 4 P(a) and p
is thought of as the mapping sending x € P(a) to the index a. Clearly,

one must also define the action of the “arrows” of & on the “elements
of P”.

Definition 8.2.1 Let ¥ be a category with pullbacks and let o be
an internal category. By an internal ¢-valued functor P: of ——% we
mean

(1) an object P € |¥| together with a morphism py: P—— Ag of 6,

(2) an arrow py: A1 X oo P—> P of €, where (A1%x 4,P,7a,,7p) is the
pullback of dy, po (see diagram 8.2).

These data are required to satisfy the following axioms:

(1) poop1 =d107m4,;
(2) pro(iopo,1p) =1p;
(3) p1o(1a,x4,p1) = P10 (cXa,lp).

When ¢ = Set and P: o/ —>Set is a functor: P = [[ 4 P(a);
po(z) = a if z € P(a); p1(f,z) = P(f)(z) if f: a——b and = € P(a).
The first axiom indicates that P(f)(z) € P(b), while the second and the
third axioms are the usual compatibility rules with the identities and
the composition. (Observe that the third axiom expresses the equality
between two arrows defined on A; X 4041% 4,P.)

In the situation of 8.2.1, an internal ¥-valued functor P: o/* ——% on
the dual internal category (see 8.1.6.c) is also called an internal presheaf,
extending the terminology of 3.2.2, volume 3.

Definition 8.2.2 Let € be a category with pullbacks, & an internal
category and P,Q: s/ :;‘6 two Internal €-valued functors, written
explicitly as P = (P,po,p1), Q@ = (Q,40,¢1)- By an internal natural
transformation o: P = Q we mean an arrow o: P——(Q) such that

(1) go o a = py,
(2) aopr=4q1° (1A1 ona)'
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In the case ¥ = Set, a maps z € P(a) (a € Ag) on some element
a(x) which, by axiom (1), lies in Q(a). Axiom (2) is the usual naturality
condition.

Proposition 8.2.3 Let € be a category with pullbacks and &/ an in-
ternal category. The internal ¥¢-valued functors of —— % and internal
natural transformations between them organize themselves in a category.

Proof Composition of internal natural transformations is just compo-
sition of arrows in 4. O

Example 8.2.4

Let € be a category with finite limits and o an internal category. Given
an object X € ¥, one defines a “constant” %-valued internal functor
P: of — € by putting

e P=X x Ao,
e pg: P—— Ay is the second projection,
e p1: A1 X 4,P—— P is the second projection.

Now given an arrow f: X ——Y of € and the corresponding %-valued
internal constant functor on Y, written Q: & — %,

fxL X x Ag——Y x 4

defines an internal “constant” natural transformation P = . When
€% = Set, we obviously recapture the notions of constant functor and
constant natural transformation (see 1.2.8.e and 1.3.6.d).

Proposition 8.2.5 Let € be a finitely complete category. We consider
a fixed object A € € and the corresponding discrete internal category
of (see 8.1.6.a). The category of internal ¢-valued functors on &/ is
equivalent to the category 6/A of arrows over A.

Proof  Given an arrow p: P—— A, the pullback A;x4,P is just P
again, since dy: A;j —— Ag is the identity arrow. Therefore putting py =
p, p1 = lp yields an internal ¢-valued functor.

Choose now P = (P, pg,p;) an internal ¢-valued functor as in 8.2.1.
Since dp: A1 —> Ap is the identity arrow, A;x4,P can be identified
with P and thus p; can be seen as a morphism p,: P—— P. The first
axiom in 8.1.1 becomes pgop; = pg. Since the projection A; x 4, P—— P
is now the identity, the arrow (i o pg,1p) in the second axiom is in
particular such that

(i0po,1p) =mz0 (iopg,1lp) = lp,
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so that p;j = 1p. The last axiom is now redundant. Thus P is just the
triple (P7p07 lP)
Now given two #-valued internal functors

P= (P,PO, ]-P)a Q = (Qa q0, ]'Q)

on &7, the second axiom in 8.2.2 becomes a tautology so that an internal
natural transformation a: P = Q is just a morphism a: P—— @ such
that gg o a = pg. O

Let us conclude this section with a straightforward but very important
observation:

Proposition 8.2.6 Let € be a category with pullbacks, &/ an internal
category and P: of —— % an internal ¢-valued functor. One gets a new
internal category # by defining
[ ] PO =P s
P, = A; x4, P, the pullback of dy, po,
dy: P,— P,, the second projection of Ay x 4P,
dy: P,—> P,, the arrow p;,
i: Py—> Py, the arrow (i o pg, 1p),
e ¢: Py xp,P,— Py, the arrow (c o (my,m3), 7r4),

where Ty, 72, T3, ™4 are the four projections of

(Al XAOP)XP(Al XAOP) = P1 XPOPI-
This new internal category 2 is called the “internal category of ele-
ments” of P. (]

When € = Set, the elements of Py are indeed those of [[ . 4, P(a),
thus the pairs (z,a) where z € P(a). Now if f: (x,a)—> (y,b) is an
arrow in the category of elements of P (see 1.6.4), f € A;, b is deter-
mined as di(f) and y is determined as P(f)(x). Therefore giving an
arrow in Elts(P) is equivalent to giving an object (z,a) and an arrow in
&/ with domain a; this proves that A; x 4, P is indeed the set of arrows
of Elts(P). The rest is obvious.

Going back to the definition of a flat functor P: o/ — Set (see 6.3.1),
it is thus sensible to say that the internal ¢-valued functor P: of —> %
of 8.2.6 is flat when the corresponding internal category 2 is cofiltered,
i.e. when the dual internal category #2* (see 8.1.6.c) is filtered. This last
notion can be easily defined.

Definition 8.2.7 Let € be a finitely complete category and &/ an in-
ternal category. Using the notation of 8.1.1 we say that &f is filtered’
when
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S_il__)Al

S0 d1

Ay —— A
dy

Diagram 8.3

R —1— 4 T —t1—>A1><AoA1

To @) to (%)

Al _WAO X AO A1 XAoAlWAl X Al
. Diagram 8.4

(1) the unique morphism Ag—1 is a strong epimorphism,
. dO o 8o
(2) the morphism ( do o 5,
where (S, so, $1) is the kernel pair of d; (see 2.5.4 and diagram 8.3),
(3) the morphism t: T—— R is a strong epimorphism, where (R, 19,71),
(T, to,t1) are the kernel pairs of, respectively, (3‘1’) and (T!) (see 2.5.4
and diagram 8.4) while t is the unique morphism such that root =

mo ©to, T1 ot=mgot;.

) : §—> Ay x Ag is a strong epimorphism,

First of all observe that this definition makes sense since, in condi-
tion (3), writing pg, p1 for the two projections of the product Ag x Ay,
and Pg, P1 for those of the product A; x Aj, the first projections satisfy
the following relations

Poo (§2) omooto=doomoty
=dgocoty
=dgopro(T)oto
= doopio () oty
=dpocot
=doomoly
=poo(F)omots,

and analgously for the second projections
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plo(gfl’)o7root0=d1 omg ot
=dgom oty
=dpoPoo(3)oto
=dgopgo(3)oty
=dyom oty
=djomot

=p1 o(g‘l’)om)otl.

Thus (g‘l’) omgoty = (3‘1’) omg oty and t is correctly defined.

In the case of the category € = Set of sets, where strong epimor-
phisms are just surjections (see 1.8.5.a), the three axioms become, with
shorthand notation:

(1) 3A € Ao,

(2) S={(fyg)|fA ’C’g:B C}a
VA,B 3(A—L50,B—450),
T={(f,g,h)|f:A B,g: A B,h:B——)C,hof:hog},
Vf,g: A B 3h: B—C hof=hog

This is precisely definition 2.13.1.

Definition 8.2.8 Let ¥ be a finitely complete category and &f an in-
ternal category. Consider an internal €-valued functor P: of —> € and
its internal category & of elements. P is flat when the internal dual
category P* is filtered.

8.3 Internal limits and colimits

Consider a finitely complete category ¢ and an internal category /. Let
us write ¥ for the category of é-valued internal functors on ./ and
internal natural transformations between them (see 8.2.3). We also write
(see 3.2.3)

Ay: 6———— €7

to denote the functor which maps an object X € € to the €-valued
internal constant functor on X and an arrow f: X —— Y on the constant
internal natural transformation on f; see 8.2.4. With the considerations
of 3.2.3 in mind, we define:
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A xAOP—IM—>A1 X 40 (M x Ag)
D1 T2

P —“—)MXAO

Diagram 8.5

Definition 8.3.1 Let € be a finitely complete category, </ an internal
category in € and P: sd —>% a ¥-valued internal functor. With the
previous notation,

e by an internal limit of P, we mean a coreflection of P along the
functor Ay,

e by an internal colimit of P, we mean a reflection of P along the
functor A .

€ is said to be internally (co)complete when the internal (co)limit exists
for every &/ and every P.

A condition for internal cocompleteness is fairly easy to obtain.

Proposition 8.3.2 A category with finite limits and coequalizers is
internally cocomplete.

Proof  With the notation of 8.3.1, 8.1.1 and 8.2.1, we consider the
coequalizer | of 73, pq,

2
AleOP__,—pl——’P%L,

where the pullback A; X 4, P is that of dp, pp and 73 is the second projec-
tion. This yields an object L € ¥ and an obvious internal natural trans-
formation A: P = A (L) determined by the arrow (zl»o): P—— L x Ap.
We shall prove that (L, A) is the coreflection of P along A.

Choose another object M € € together with an internal natural trans-
formation p: P = Ay (M). This yields an arrow

u: P—— M x Ag

which, by the naturality of g, makes diagram 8.5 commute. This at once
implies

popr=mzo(lx p)=pomy,
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JJRCIN Y

mx1

MXAO

Diagram 8.6

from which we get the existence of a unique factorization m: L— M
such that m ol = y. But by the naturality of u, m2 o 4 = pg. Therefore
the relation m ol is equivalent to the commutativity of diagram 8.6, i.e.
to the relation Ay (m)o A = p. O

Let us now consider the more difficult case of internal limits. We shall
study cartesian closed categories in chapter 6 of volume 2. A finitely
complete category ¥ is cartesian closed when, for every object A € ¥,
the functor “product with A”,

XA C—%, X~ X xA,
has a right adjoint, written
()2 ¢—%, X— XA

In 3.1.6.b we have already observed that the category Set of sets is
cartesian closed; in that case, the functor (=) is just Set(A4,—) or, in
other words, the functor “raising to the power A”. This last fact admits
an obvious generalization. First of all we need a definition.

Definition 8.3.3 Let € be a finitely complete category.

e By an internal product in € we mean the internal limit of a €-
valued internal functor P: of —— €, where & is a discrete internal
category in the sense of 8.1.6.a.

e Let X, A be objects of . By the internal power X4 € 4 we mean,
if it exists, the internal limit of the constant €-valued functor on
X (see 8.2.4) defined on the discrete internal category on A (see
8.1.6.a).

In the case € = Set, these definitions exactly describe the usual
notions of product and power. Observe that given a @-valued functor
(P, po,p1) on the discrete internal category &/, the corresponding prod-
uct in the case € = Set is [] . 40 Po !(a), since P is the functor mapping
a € Ag to pyi(a).
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It is now interesting to observe that in the definition of a cartesian
closed category, the object X“ is indeed an internal power.

Proposition 8.3.4 Let % be a finitely complete category. The following
conditions are equivalent:

(1) € is cartesian closed;

(2) for every pair X, A € € of objects, the internal power X# exists.

Proof The constant %-valued internal functor on X defined on the
discrete internal category on A is given by

P=XxA, p=nm4: X XA— A, p;=1xxa.

The internal limit of such a functor, if it exists, is a pair (L, A) universal
for the properties L € € and \: L x A—> X x A, with mqg 0 A =
7wa (see 8.2.5). This is equivalent to a pair (L, Ax) universal for the
properties L € € and Ax: L x A—— X. This is exactly the definition
of the coreflection of X along the functor — x A: ¢ —¢¥. O

Let us now consider a finitely complete category ¥ and the discrete
internal category & on some object A € € (see 8.1.6.a). By 8.2.5, we
know that the category of ¥-valued internal functors on & is just €/A.
The corresponding functor

Ay: ¢—— 7
considered at the beginning of this section is thus (see 8.2.4)
Ag: 6——— /A, X = (X x A—TC - 4).

The existence theorem for internal limits is then contained in the fol-
lowing equivalences:

Proposition 8.3.5 Let € be a finitely complete category. The following
conditions are equivalent:

(1) € is cartesian closed;

(2) € admits all internal powers;

(3) each functor As: € ——>%/A has a right adjoint [] 4;

(4) € admits all internal products;

(5) € is internally complete.

Proof We have proved the equivalence (1) < (2) in 8.3.4. The equiv-
alence (3) < (4) is attested by 8.2.5 and the previous considerations
about A 4. Obviously (5) = (4) and (4) = (2). So it remains to prove
(1) = (5). As a lemma, we first prove (1) = (3).
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M —— 1 MxA—T4A 5 4
m ia u 14
PA ——— AA P —p— A
P ¥4
Diagram 8.7
NxA—T4A 5 4 N —— 1
v 1a n 1A
P —— A PA ——— AA
p pA
Diagram 8.8

We suppose € cartesian closed and consider an object p: P—— A of
%/A. We compute the left-hand side pullback in diagram 8.7, where
i4: 1—> A4 is the morphism corresponding to 14: A—— A by carte-
sian adjointness. Observe that when 4 = Set,

M= {(xa)aeA Ta € Py (p(2a)),e4 = (a)aeA}
= {(%a)aca |22 € p7H(a)}

=[I» @

a€A

Applying the cartesian adjunction to the previous pullback, we get the
commutative right-hand square in diagram 8.7 and therefore a morphism
u: (M x A,ma)—>(P,p) in ¥/A. We shall prove that (M, u) is the
coreflection of (P,p) along A 4.

Given N € € and v: (N x A,m4)—> (P, p), the commutativity of
the first square in diagram 8.8 implies, by cartesian adjunction, the
commutativity of the second square. This implies the existence of a
unique factorization I: N—— M through the pullback defining M. The
relation mol = n is equivalent to vo (I x 14) = u, concluding the proof
that (M, p) is the coreflection of (P, p) along A 4.

Now we prove (1) = (5). We consider an internal category < and a
%-valued internal functor P: of —— %. Rephrasing the construction of
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2.8.1, it suffices to define the internal limit of P via the equalizer

jp— H(P Po AQ#]}(PXAOAI—”LMI)

0

where the pullback Px 4,4, is that of pg,d; and [] Ao 11 A, are the right
adjoints to A 4,, A4, . It remains to define @ and 8. The composite

u. H(po) X Al ———-—)1 X dl H(po) X Ao—-fn(P’po) P
Ao Ag

where 7(p p,) is the counit of the adjunction A4, =[] ,,, gives rise to a
morphism

<1Z ) 104, (H(Po)) E— (PXAoAl —7r41—>A1),
1 Ao

which corresponds to a via the adjunction Aa, 4 []4,. On the other
hand the composite

v: [ 1(po) 412, [1(wo) x Ag—NEBpo) | p
Ao Ao

gives rise to a morphism

1
( ‘31) . H(p()) X A1 —)Al XAOP,
Ao

where the pullback A;x 4, P is that of dg, pg. The composite

)

1
w: H(po) x Ay L)AleOPL)P
Ao

now gives rise to a morphism

w
(IA ) 04, (H(Po)) — (PonAl —%Al),
1 AO
which corresponds to 3 via the adjunction A,, - [] 4, Finally ! corre-
sponds via the adjunction A4, - [] 4, t0 a morphism
A (L x Ag,m4,) —> (P, po)

in €/Ay. We leave to the reader the diagram chasing argument verifying
that (L, A\: L x Ag——> P) defines the internal limit of P. O
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8.4 Exercises

8.4.1 Let % be a finitely complete category. Prove that the category of
internal categories and internal functors in € is itself finitely complete.
8.4.2 Let ¥ be a finitely complete category. An internal monoid in ¥
is an internal category &/ whose “object of objects” Ag is the terminal
object. Prove that the category of internal monoids in the category Gr
of groups is equivalent to the category of abelian groups.

8.4.3 Let ¥ be a category with finite limits and coequalizers. Given
two internal categories o/, 48, an internal distributor &/ ——> % is a ¢-
valued internal functor #* x & —— & (see 8.4.1). A morphism of inter-
nal distributors is just an internal natural transformation between them.
Considering 8.2.6 and the construction in the proof of 7.8.2, define the
composite of two internal distributors.

8.4.4 Let € be a category with pullbacks. Given an internal category
&, construct the internal category of arrows of &7 (see 1.2.7.c).

8.4.5 Let € be a finitely complete cartesian closed category. Prove that
internal categories and internal functors in € again constitute a cartesian
closed category.

8.4.6 Let ¥ be a finitely complete category. € is said to be locally
cartesian closed when for each object A € €, the category €/A is car-

tesian closed. Prove that € is locally cartesian closed iff for every arrow
f: A—> B in %, the functor

ff¢/B——%/A
obtained by pulling back along f has a right adjoint ] e

8.4.7 In the non-abelian cohomology of groups, one chooses as a- sys-
tem of coefficients a device called a crossed module. This is a quadruple
(H,1II, p, ®) where H and II are groups and

pr H—— ST, & I—>Aut(H)

are group homomorphisms, with Aut(H) the group of automorphisms of
H; the following axioms are required from these data:

(1) Vh,k € H ®(p(h))(k) = hkh=Y;
(2) Vhe H Vf eIl p(®(f)(h)) = fo(h)f™*

A morphism (H,I1, p, ®) — (H',Il', p’, ®') of crossed modules is a pair
(g H———H’', 0. 1——1I')

of group homomorphisms such that
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(1) plon=~0op,

(2) Vhe H Vf el q(2(f)(h) = ¥ (6() (n(h)).

Prove that the category of crossed modules is equivalent to the category
of internal categories and internal functors in the category of groups.
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